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Abstract

In this work we develop a numerical method for unsteady hyperbolic conservation laws in
Arbitrary Lagrangian Eulerian (ALE) formulation, in order to use moving grids without
any time-consuming interpolation step. Hyperbolic equations are discretized in time with
explicit Runge Kutta 2 scheme and in space with a Residual Distribution approzimation.
The numerical method has been tested on scalar problems and on FEuler Equations: when
computing smooth solutions second order of accuracy is achieved, moreover no oscilla-
tions appear when computing discontinuous solutions. For every test case, comparisons
with numerical solutions provided by the Eulerian counterpart, confirmed theoretical ex-
pectations.

Sommario

In questo lavoro costruiamo una metodo numerico per problemi iperbolici non stazionari
scritti nella formulazione Arbitraria Lagrangiana Euleriana (ALE), in modo da poter uti-
lizzare griglie mobili senza alcuna necessita di interpolare la soluzione ad ogni istante di
tempo. Le equazioni iperboliche sono discretizzate nel tempo con un metodo di Runge
Kutta 2 esplicito e nello spazio con i metodi di Distribuzione del Residuo. Lo schema
numerico € stato testato sia su problemi scalari che sulle Equazioni di Eulero: laddove
atteso, il metodo ¢ accurato al secondo ordine su soluzioni reqolari ed € capace di approssi-
mare gli urti senza oscillazioni. Ovunque vengono riportati i confronti con le soluzioni
numeriche fornite dal medesimo algoritmo nella versione Euleriana, ed un buon accordo
e riscontrato.






1 Introduction

In this thesis a method for the solution of hyperbolic equations in Arbitrary Lagrangian
Eulerian (ALE) formulation through a Residual Distribution space approximation is pre-
sented.

First order hyperbolic partial differential equations (PDEs) govern a wide spectrum of
phenomena where advection of some information is involved, such as the conservation
of the fundamental quantities in geophysics, gasdynamics, acoustics, solid mechanics.
Among them, the field that provided a first understanding and that led to development
of new methods and ideas, was gasdynamics. The study of compressible flow started
to be fundamental for aerospace applications when the speed of airplanes and missiles
dramatically increased. A simplified model called Potential Flow was first developed, then,
the constant growth in computer power, made possible to solve complete equations for
inviscid compressible flows: the Euler Equations. These constitute a nonlinear hyperbolic
system of partial differential equations and to find numerical solutions is a very challanging
objective due to many reasons. Firstly, they are a set of coupled equations for d-+2
variables (in d dimensions), namely the velocity components, density and total energy.
Moreover, nonlinearity is revealed through the appereance of shocks and great carefulness
in their treatment is required. Finally, all practical applications regards at least two
dimensional phenomena. All of this points add a certain degree of difficulty, when moving
from scalar equations to systems, from one dimension to two dimensions, from linear
to nonlinear, new problems arise for computational methods. The resulting complexity
may obscure the basic concepts behind hyperbolic equations and, in addition, it makes
the development of new ideas very difficult. Working on simple problems such as scalar
advection and Burgers’equation would represent an advantage: ideas are more immediate
to understand and more easy to implement. They are just model problems without
applications but many results, once understood in such simple cases, can be applied to
the into Euler equations. In this thesis we follow this approach; we develop a method for
the solution of hyperbolic equations, reasoning on the mentioned model problems. Only
when things becames clearer, step by step, we move to more difficult issues, with the
application to two dimensional Euler Equation being the ultimate goal.

In this introduction we give a brief overview about the topics addressed in each chapter.



1 Introduction

1.1 Residual Distribution

Finite Volume (FV) are the most popular schemes for the discretization of hyperbolic
PDEs. They arise from the discretization of integral conservation laws which are the
most fundamental equations when the solution contains discontinuities. In these cases
differential form does not hold anymore but the integral one still admits solutions. The
basic ideas is to break the domain into many volumes and for each of them write the
integral conservation law. The solution is averaged within every cell and is updated, at
every time step according to the conservation law, hence by a balance of numerical fluxes
at the interfaces. The problem is to choose good numerical fluxes. An important aspect
is that the solution is mimicking what the exact solution does and, even in presence of
discontinuities, these class of methods does not break down. The major drawback of first
order FV scheme is that, in more dimensions, results have proven to be inaccurate due
to the large amount of diffusion introduced in the crosswind direction. This is related
to the fact that the computation of fluxes at the interfaces is extended directly form one
dimension where the normals at the interfaces are always aligned to the wind direction.
In two dimensions this could be no longer true and upwinding appears also in crosswind
direction. Even if high resolution methods are used this drawback remains.

Stabilized Finite Elements method (F€&) rapresents another class of methods which could
be applied to hyperbolic equations. The Galerkin approximation for advection dominated
problems yields numerical solution with strong oscillations. Thus a stabilization term is
added in order to provide the method with some form of dissipation. This corresponds to
use test functions belonging to a different space respect to the one in which the solution
is searched and for this reason stabilized FE are also called Petrov Galerkin FE. An
estimation for the error shows that, depending on the degree of polynomial used, orders
of accuracy higher then one are achieved. On the other hand, a well known weak point
is that FE, in the form discussed above, are not suitable for computing discontinuos
solutions. Close to discontinuities the numerical solution shows again oscillations that
spoils convergence order and, in this regions, dissipation through a tuning parameter has
to be introduced.

At the beginning of the eigthies a new class of methods has been proposed by P.L. Roe.
He reformalized FV into a form called Fluctuation Splitting schemes. Here the solution
is modified at each time step by the balance of abstract quantities called fluctuations
instead of fluxes at the interfaces. This has paved the way to the development of what
today is referred to as Residual Distribution (RD). The domain is decomposed into many
elements and for each element the flux balance, called residual, is computed. Residual
is then splitted through an appropriate distribution, in many contributions, one for each
node of the element and, finally, the solution at each node is updated by the contribu-
tion of the elements sharing that node. In one dimension it is possible to demonstrate
that this abstract passeges are just a reformulation of the classical ) Godunov method.



1.2 Time discretization

The promising aspect was that an abstract geometrical interpretation of upwinding nat-
urally arises. When passing to multidimensional problems this fact is used to introduce
upwinding in a more clever way. Indeed early experiments demonstrated that, for multi-
dimensional problems, first order RD were more accurate then first order FV. Meanwhile
the method was provided of a mathematical basis for stability and accuracy analysis, the
possibilty of constructing second order scheme was investigated. The results on paper were
again very promising because second order and positive schemes were defined without any
blending, thus completely parameter free. This rapresents an important advantage with
respect to FE. Unfortunately further studies proved that a certain amount of dissipation
is needed in order to have a second order and positive accurate solution accurate solution,
leading to several different forms of stable nonlinear discretizations.

Chapter 2 is an introduction to Residual Distribution method for simple scalar problems.
The link between FV, RD and F€& in one dimension is pointed out. Then RD discretiza-
tion is extended to two dimensions and unsteady problems. The basic elements to perform
a stabilty and accuracy analysis on RD schemes are given. Finally many distributions
are presented.

1.2 Time discretization

Since we are interested in unsteady phenomena, in Chapter 3 the time discretization is
discussed. The extension to time dependent simulations has been a critic point in the
development of RD. An analogy between RD and stabilized F& is invoked in order to
treat correctly the time part. Asin F& a mass matrix appears. Lumping the mass matrix
decouples the equations but spoils the accuracy properties while keeping consistent mass
matrix requires its time-consuming inversion and moreover spoils positivity. An explicit
Runge Kutta two scheme (£RK2) has been implemented successfully on fixed grid by
Ricchiuto and Abgrall: the mathematical fundation of the method is again the analogy
with stabilized FE€. Firstly, PDE are discretized in time, then they are recast in variational
form and fully discretized with a stabilized FE approximation. The advective part is put
in RD form while the time part is lumped. Positive, second-order accurate solutions are
obtained for different problems through a fast, fully explicit scheme.

1.3 Residual Distribution schemes for moving grids

In Chapter 4 we present three coordinate frameworks in which conservation laws can be
written. In the Eulerian approach conservation laws are written for a control volume fixed
in space, in the Lagrangian approach, the control volume is moving following particles
motion, in the Arbitrary Lagrangian Eulerian (ALE) formulation, the control volume is
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moving arbitrarly with a prescribed motion law. The Eulerian approach is well suited for
fluid dynamics because the volume is fixed and we state conservation for particles that are
flowing inside. On the opposite, the Lagrangian approach would involve big distortions
of the grid that could lead to instabilties.

If the classical Eulerian approach is used together with moving grids, at every time step
we have to write conservation laws for new volumes. On the updated grid, the solution
at the previous time step has never been calculated. Thus an interpolation step of the
old solution on the updated grid becomes necessary at every time step. With the ALE
approach we write conservation laws for the same control volumes and no time-consuming
interpolation step is needed. If an ALE framework is used a condition regarding the
preservation of the volumes arises. This is referred to as Geometric Conservation Law
(GCL). Reformulation of Eulerian scheme into ALE framwork requires minor modification
in the algorithm, however great care has to be put in order to satisty GCL.

All the space discretizations have been put into ALE formulation. Regarding RD , in
the last decade, many papers have been written, due to the contribution of Deconinck
and coworkers at Von Karman Institute. First-order accuracy has been reached with Ex-
plicit Euler time-approximation, second-order has been achieved only using implicit time
schemes. In this thesis a novel RD discretization is proposed based on the reformulation
of the genuinely explicit RD scheme described in chapter 3, in ALE form. The resulting
scheme is rearranged in order to resamble its Eulerian counterpart, mantaining its nice
stability and accuracy properties. The GCL is verified by construction through an appro-
priate choice of the grid velocity and of time instants on which integrals are performed.
We still expect to end up with an explicit algorithm that gives positive and second-order
accurate solutions. The method is tested firstly on simple two dimensional scalar prob-
lems: a linear advection test case is used to see accuracy property when computing smooth
solutions while the Burger’s equation test case should demonstrates positivity property
when computing shock waves.

1.4 Residual Distribution schemes for Euler Equations
with moving grids

The necessity of moving grids comes, for unsteady phenomena, in order to adapt to
moving boundaries. This demand is particularly important in aeronautical applications,
where many problems of interest involve the motion of boundaries (i.e. aeroelasticity,
turbomachinery and helicopter applications). Also in unsteady aerodynamics, since ac-
curacy depends on spatial discretization, it is desirable to change the grid according to
the solution itself for example refining it in regions where strong gradients appears. For
this reasons in Chapter 5 we extend the scalar scheme to systems of hyperbolic equations,

10



1.4 Residual Distribution schemes for Euler Equations with moving grids

in particular we focus our attention on Euler equations of gasdynamics. Again, accuracy
and positivity is shown through two test cases: the advection of a vortex and a two di-
mensional Riemann problem. Finally a very simple application with moving boundaries
is presented.

11






2 Residual Distribution

In this second chapter we present Residual Distribution RD schemes which rapresent now-
days a nice alternative for the solution of hyperbolic problems to either Finite Volume FV
and Finite Elements F&. The main goal will be to design a class of conservative schemes
which could compute nice solutions both in smooth regions and near discontinities, hence
guaranteeing accuracy and a non-oscillatory beahviour at the same time. The road to RD
was paved by the work of Roe on Flux-Difference Splitting Finite Volume schemes and
after on Fluctuation Splitting schemes [1][2]. At that time, among the two-dimensional
upwind methods, many schemes were known to be less diffusive respect to the first order
upwind FV ones [3][4][5]. The idea that brought to RD was to incorporate upwinding in
a genuinely multidimensional way, always remaining with a compact stencil. This leads to
the design of a class of optimal upwind schemes. From the pioniereeng work in the eighties
of Roe at the University of Michigan and the immediate development of Deconinck and
coworkers at Von Karman Institute, contributions has been given by many groups which
pushed step by step to new issues: high order of accuracy, solution of unsteady problems,
extension to viscous problems. Among them we mention Hubbard and coworkers (Leeds
University), Napolitano and coworkers (Politecnico di Bari) and Abgrall and coworkers
(INRIA Bordeaux).

2.1 Basic concept in 1D

2.1.1 An upwind RD scheme

We start, for its semplicity, from the approximation of the one-dimensional homogeneus
hyperbolic equation called conservation law which is expressed by the following partial
differential equation

du 0f(u)
ot " on

where v = u(x,t) is the solution or the conserved quantity and f = f(u) is the flux
function. (2.1) can be rewritten in quasilinear form

=0 x€][0,1],t€][0,T] (2.1)

ou ou

5 a(u)% =0 (2.2)

13



2 Residual Distribution

where a(u) = %SJ“) is called the flux jacobian and has to be real to provide the hypebolicity.

Since in this case (2.2) models the simple transport or advection of the conserved quantity
at local speed a(x,t) = a(u(z,t)), then a is rightly called advective speed.

Finite Volume and Residual Distribution

The starting point for the development of RD schemes by Roe was the introduction of the
concept of fluctuations for the 1D upwind Finite Volume method. The slightly different
viewpoint opened the way to this new methods. Starting from the integral form (2.1)
written for the time slab [t",#""!] and control volume h;, which rapresent the medial dual
cell area surrounding node 4, we obtain

tn+1 tn+1

/hiu(:v,t"“)dx:/hiU(:v,t”)dx—/tn f<“(xi+;7t))dt+/tn flu(w;_y,t))dt (2.3)

The steps for a FV-Godunov method are the followings

1. Approximate the solution at time ¢" over the cell with the cell average u} =
h% Jy, ulz, ") dx
2. Such an approximation define a sequence of Riemann problem at every interface.

Evolve (2.3) with the above initial data to obtain the exact solution at time "+,
unJrl(l,)

3. Average the solution over the cell uf™" =L [ u(z,t"!) dx

At the end of this three steps, (2.3) reduce to
uptt =l = == (Fi el upy) = Fioap(uly,u))) (2.4)

where numerical flux functions F' are computed with u" obtained by solving a Riemann
problems at each cell interface

Fi_1)2= fu" (uimy, ug))

Fij12 = f(uY(Ui, Uit1))
If, instead of the exact Riemann problem defined by (2.1) together piecewise constant

initial data, we solve an approximate linearized problem at the interfaces using a Roe
linearization, we can express the fluxes as

1 1
Fii1)2 = §(fz + fic1) — §|ai—1/2’(ui — Uji—1) (2.5)

1 1
Fij12 = §<fi+1 + fi) — 5’@#1/2’(%“ — ;) (2.6)

14



2.1 Basic concept in 1D

for example, at at the interface x;_,/2, the original problem has been replaced by a linear
one with constant advection speed fixed at an appropriate averege a;_;/» such that f; —

fic1 = a171/2(uz' - ui—l)-
The numerical fluxes, substituted into (2.4), provide a FV method which has an upwind

property because the approximation of the numerical flux function is one-sided in the
direction of the advective speed. This method can be rewritten in the following form

At .
uptt = — M (azt1/2(ui = Ui1) + Qg (Uisa — Uz)) =0 (2.7)

where

at =max(0,a) and a = min(0,a)

Moreover for the cell (z;_1,z;) we can also write

fi= fior = aly o (ui — wimn) + ;o (ui — i) (2.8)

The flux difference is splitted between a quantity that rapresents the effect of the right-
going wave a; /Q(Ui —u,_1) entering at the interface x;_1/, and a quantity a;_, /Q(Ui — ;1)
rapresenting the effect of the left-going wave entering at the same interface from the
opposite direction. These contributions are called fluctuations and give more insight about
the FV scheme (2.7): the updated solution results from a balance of fluctuations instead
that of fluxes. Infact the flux difference is splitted between a left-going fluctuation that
updates u;_; and a right-going fluctuation that updates u;. A full parallelism between FV
equation (2.4) and such method is obtained if in (2.4) one uses the following conservative
numerical fluxes

Fi_1)2 = flug) — aj_—l/Q(ui —Uji1) (2.9)

From Finite Volumes a more general class of method arises, such methods, called Flux-
Difference Splitting schemes, are based on some splitting of the flux difference, in the
same fashion of (2.8), followed by application of (2.7).

fi— fien = ‘F;tl/Q + ~7:¢:1/2 (2.10)
n n At -
upth = — . (}—z‘tm + i+1/2) =0 (2.11)

From Flux-Difference Splitting to Residual Distribution the step is short. We have to
formalize the method in terms of residuals instead that in terms of fluctuations. In the
steady case the passages to construct a RD method are the followings:

1. On every cell define the cell residual using a continuous piecewise linear approxima-
tion of the solution u"(z,t) = >; ¢;(x)u;(t)

G2 — /”" a];)(zh)dx o f (2.12)

15



2 Residual Distribution

fi_fi—l fi-i—l_fi

Fil1)s Fir1y Fiiap

o ® -

i1 i i+1
X axis

Figure 2.1: Flux-Difference Splitting

2. Split the cell residual (nothing else then a flux difference) between the two nodes of

the cell through the distribution coefficients ﬁffl/ 2, ;;11 /2
§I = g g R (213)
o _y? o712

In order to compute consistently the residual, the distribution coefficients has to
sum to one for each cell

i—1/2 i—1/2
5;—1/ + 52 P2 = 1
which is reffered to as consistency condition

3. Assemble the residuals at node ¢

B2z 4 g1 gim1/2 (2.14)
) i+1/2  pie1/2 . :
By a proper choice of 5,°1'%, B the steady version of (2.7) is recovered
. a. . CL-F
6?—11/2 _ dim12 6?—1/2 _ im1/2 (2.15)
" i—1/2 ' ai—1/2

The distribution of the residuals (2.15) is clearly upwind in the sense that we evoy all
the residual to the downstream node of the cell, relatively to the advection speed. This
geometrical interpretation of upwinding, very different respect to a FV context, will be
of key importance in two-dimensions. For now, we can conclude that, in one dimension,
through Flux-Difference Splitting, we have found a full parallel between upwind RD and
upwind FV.

16



2.1 Basic concept in 1D

\j

i+1/2
Pit

o -

i1 i i+1
X axis

Figure 2.2: Upwinding in 1D RD: all the residual is envoyed to the donwsteam node

Finite Elements and Residual Distribution

In order to derive the RD analogue of (2.4) we miss the time part which has to be treated
properly. This can be done with an analogy between RD and Finite Elements. Starting
form (2.1) we construct a stabilized FE method through the following steps

1. Write (2.1) in weak form with solution and test function u,v € V', with V' a suitable
functional space, and, after the domain has been discretized, use a Galerkin Finite
Element approximation with both the approximate solution and the test function
belonging to the space of piecewise linear polynomial over an element u",v" € V' =
X}1(0,1). This space is described by a lagrangian basis having for elements the N +1
Galerkin linear shape functions {¢;};,_, y.,. Neglecting boundary conditions, the
approximate weak form reads

find w"eV": a(u",0") =0, Vo e Vi (2.16)

with the form a(-, ) that defines the following scalar product a(u, ) = fol L(u)(+) dx.
L(u) is the differential operator associated to the conservation law. Imposing that
(2.16) is satisfied for every element of the basis of X}

Yiour  of(ul) :
/0<(9t+ o )gpidx—o Vi, i=1,N+1 (2.17)

17



2 Residual Distribution

2. Since the Galerkin approximation of an hyperbolic problem unfortunatly gives un-

stable numerical results, we add a stabilization term modifing the approximation of
the weak problem in the following way

find "€ X} a(u" o)+ L") =0 Vi, i=1N+1 (2.18)

for a suitable stabilization operator £; such that it vanishes if the exact solution is
used
Lp(u, i) =0 Ve, i=1,N+1 (2.19)

One obtains a SUPG method if uses

N Tit1 )
Lo ) =3 L(uh)ra(uh)a%

=1

da (2.20)

where obviously L(u) = 0 and constraint (2.19) is satisfied. So far we have obtained

Llout af(uh) N fgut afh) L, 9

Using the fact that ¢, %‘% # 0 only in the interval [z; 1, 2;,1] and assembling in a
different way

e gt 1 00 " 9 f () O
/:c~ f%<¢i+Ta(u)8x>dx+/xi pe g0i+7a(u)am dx =0

i—1 1

Basically we are modifing the test function which, in general, is no more belonging to
the same functional space of the solution, X}, but it has an upwind bias due to the
stabilization bubble, as seen figure (2.3). The method is then said Petrov-Galerkin
Finite Elements. Calling

0p;
h i
i = $i i P = 2.21
wi= it = ra(u) O (221)
After step 1 and 2, for internal nodes, the scheme is written compactely
vt (Qul O f (uh)
il sdr =0 Yw, i=2,N 2.22
/m1<0t+(3x w; dx wi, 1 (2.22)
Which gives immediately the following semidiscretization
Tit1 dus Titl § h
) gojwid:puhr/ PO de =0 j—i i=2.N (2.23)
j=1jg+1J @i dt v, O



2.1 Basic concept in 1D

Assuming a local Roe linearization of the fluxes

, T Of (uh ou” 1 o
o =/ fﬁ(:c )dx = ai—1/287h¢_1/2, Gi-1/2 = 3~ 1/2/ a(u")de  (2.24)

Ti—1
we can recast the advective part in a RD form as in (2.14) . Infact
4 Tit1 du. T auh Tit1 8uh
> </ pjw; dx +/ W d:c) ]+/ a;, 1—w; dx—l—/ a1 ——w;dx =0
7—1,5,9+1 Ti—1 T dt Ti—1 2 a‘r T 2 (91:

In the first two terms we recognize the consistent element mass matrices for elements
i—1/2and i+ 1/2

i1/2 du; ; du: i—1/2 i+1/2 Tt
Zmijl/Q%""Zmijl/zuﬂ"‘(b/ wid$+¢ / w;der =0 (2.25)
jfl:j dt ],]+1 dt h1_1/2 Tj—1 hl+1/2

Ty

If one calls

! / widx = B (2.26)
hi-1j2 e,

That shows the equivalence between FE and RD: in the first class of method the con-
servation law is first multiplied by a test function and then integrated over the domain
while in the second, roughly speaking, first one integrates and then multiplies for some
coefficients. (2.26) gives a condition to make the two operation equivalent.

With the choice 7 = ﬁ in (2.21), one obtains, after integration of (2.26), the upwind
distribution of residuals already presented in (2.15), just written in a slightly different

form 11
i— A;—1/2
B; V22 - ZiElR 2.27
2 2 |Clz'—1/2| ( )
Except for the time part where a mass matrix appears, SUPG collapses again to an upwind
scheme. Stabilized FE, FV and RD coincide and, more interesting fact, they give three
different interpretations to the concept of "upwinding' as seen from the comparison of

figure (2.2) and (2.3).

There are many choice of w; that satisfy (2.26), for example two possible choices which
are reffered respectively to as F1 and F2 (formulation one and two) are

wil = const = BZ_I/Z Tiog <x <y
o _ aitl)2 (2.28)
w; = const = 3 T < T <X
i—1/2
F2 _ i+1/2 1 < o< ( : )
w; =@+ b —5 TiSTS Tig

19



2 Residual Distribution

i-1 ! i1
X axis

Figure 2.3: Upwinding in 1D FE&: Streamline Upwind Petrov Galerkin test function

Once a unique correspondence between [ and w has been established we can compute
the mass matrix which will depends from the formulation choosen. For the cell i + 1/2
we have

) Tit1 h: )
miy = [yl = e (2.30)
i St h; 0ij i 1
my A = / pjw!? dr = —;1/2 <3j + g — 6) (2.31)

Finally the RD semidiscretization of (2.1) then reads

o duws A du . , A A
i—1/2 i4+1/2 i—1/2 45— i+1/2 .4 . ..
Z i / dit]—k Z mz‘;r/ ditjz_(ﬁi /¢ 1/2+ﬁi+/¢+1/2) j=1,1=2N
J—1j Jj+1.J

(2.32)
To get a full equivalent with the upwind FV method (2.4) one can do mass-lumping on
the mass-matrices and, using the consistency condition, for both the formulations one
gets

i+1/2, Piyi/2
mi M — *2 2 5. (2.33)
Calling h; = %(hi_l /2 + hit1/2) the Finite Volume median dual cell area, (2.32) becomes
h,d“i _ (5?*1/2&—1/2 + 5§+1/2¢i+1/2) (2.34)
' dt ' ' '
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2.2 2D Residual Distribution for steady scalar conservation law

Thinking to the S as more general coefficients that only has to satisfy the consistency
requirment, (2.34) is the one-dimensional RD compact protype scheme. Regarding the
accuracy and the stabilty of the method more strict conditions has to be fixed but this
will be discussed later, directly in two-dimensions.

2.1.2 A Lax-Friederich RD scheme

Within the FV method (2.4), the classical Lax-Friederich (LxF) approximation of the
fluxes has the form

1 1h;_
FZL,xl}/?Z = 5 (fl + fifl) - 5 A1t/2 (uz - ui,1> (235)

this flux looks like an unstable centered flux with an additional tergn that models an

artificial diffusive term of type v(z)u,, with artificial viscosity v = %hzlt/ 2. We see that,
as the grid is refined, this coefficient vanishes so that the method is still consistent with
the original hyperbolic equation but, at the same time, we are introducing a numerical
diffusion that damps instabilties. However the Lax-Frederich method introduce too much

diffusion giving very poor numerical results unless a very fine grid is used.

It is very easy to recast the numerical flux difference F , — F/* 5 in a RD framework,
just reassembling the terms present in (2.35)

x x 1 1 hi+1 2 1 1 hi,1 2
iL+1};2 - Fi[ilf/WQ =35 (firr = fi) + B At/ (wi — wig1) + B (fi = fima) + B At/ (wi — ui-1)
¢;+1/2,L1F ¢7.:—1/2,LzF

3 3

The residuals are distributed, according to Lax-Friederich, splitting the total residual
(2.12) in a centered way and adding a diffusion term to it

i x I 1 h
GIHL/BLeF _ §¢ +1/2 4 5;72/2 (i — Uis1) (2.36)

1hi—i
2 At
As already seen for the upwind method, in one-dimension everything collapse to the same
scheme.

¢’L:—1/2,L$F _ ;¢i_1/2 I

1

(u; — ui1) (2.37)

2.2 2D Residual Distribution for steady scalar
conservation law

Consider the steady scalar conservation law

V- -fu)=0, xe€Q (2.38)
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2 Residual Distribution

Once we have approximated the domain through a suitable triangulation 7, we propose
directly a Residual Distribution approximation of (2.38). We repeat the same steps seen
for the one-dimensional case. Boundary condition are neglected at this point and we
imagine that every element does not share any edge with the domain boundary.

1. With a piecewice linear approximation of the solution over each triangle u"(zx,t) =
>N @j()u;(t) we compute the residual on each element

of = /Kv - fu)dx = . F(u") -nds (2.39)

as in the 1D-case, the physical interpretation of the residual is a flux balance, this
time, over a triangle.

2. Distribute the residuals to the nodes of the element i, j, k € K through weights that
sum up to one for consistency
of =Bl " + BN + BN = of (2.40)
jeK
with
BE+ 85+ B =1

3. Assembly the residuals shared by the same node. If D; is the domain formed by all
the elements of the triangulation that have in common node i, we have

S BN =3 ¢ =0, VieT, (2.41)

KeD; KeD;

Linearization

Instead of working with the conservative form of the residual (2.39), the quasi-linear form
will be more suited to our purposes. For non linear problems a linearization is necessary
at this point. This passage requires some carefulness since the correct computation of the
residual implies to end up with a conservative method.

Being conservative is a delicate issue for every numerical method approximating conserva-
tion laws. It means that the numerical solution satisfies the integral form of conservation
laws, mimicing what the exact solution does. Summing (2.41) over all the elements, using
consistency condition (2.40), (2.39) and the fact that, for a conservative scheme, fluxes
cancel out except at the boundaries, we have that

oY ok = Y Yo=Y [ f@u") -nds

i€T, KeD; KeTy, jeK KeT, JOK

= Fu") -nds
a0,
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2.2 2D Residual Distribution for steady scalar conservation law

which states that, imposing correctly boundary conditions, we have exact conservation
over the full domain. We can reassume that a RD method is conservative if it is consistent
and we are able to approximate the residual with a sufficient degree of precision

of = Fu")-nds (2.42)
oK

This has been interpreted as a constraint on the linearization. To continue to compute
correctly the residuals, the passage from a conservative form to a linearized one should
be exact

K — V- fluh)de = ") da - Vu"
¢ /K fu")dx /Ka(u) x - Vu
= a-Vu'|K| (2.43)
where

a= |f1(| /Ka(uh) dx (2.44)

An important result, which will be used extensively, is the following definition of the
linearized residual. From the definition of the gradient of a P1 solution over the element
Vul = ﬁ > jex Tju; we have that

1
¢K = &Vuh|K|:§ZELnju]

jeK
jEK

We have introduced the upwind parameter

1_

2
Equivalently

JEK, j#i

Upwinding

If in one-dimension was immediate to construct an upwind scheme able of introducing
numerical diffusion to damp oscillation, in two-dimensions things are not straightforward.
For FV, one proceeds directly with a two-dimensional extension of the method that works
in 1D. Connected to this procedure there is the problem of the strong cross-diffusion
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2 Residual Distribution

introduced, which, in turn, come up directly from the fact that the normals to the faces
are no more aligned with the direction of the advective velocity, as in 1D. If we recall how
we have introduced upwinding for one-dimensional Residual Distribution, the extension
to multidimensional problem seems to be less critic in this case. The flux balance infact,
can be splitted between the nodes of the element in an “upwind way” respect to the
advective speed, also if we are in more dimensions.

As in 1D it is crucial to establish if a node of an element is upstream or downstream.
Through the upwind parameter it is possible to distinguish between inflow and outflow
faces and upstream and downstream nodes

inflow face : k; > 0 ¢is downstream

outflow face : k; <0 iisupstream

Generalizing the RD one-dimensional upwind distribution, in order to have an upwind
method, we want to split the residual only between downstream nodes with the upstream
nodes receiving no contribution instead. We give the following definition

Definition (Upwinding) A RD method is upwind if

The one-inflow case of figure (2.4) is straightforward since all the residual is sent to the
only downstream node. This distribution is said to be one-target. The two-inflow case
is slightly more difficult because one has to choose how to split the residual between the
two downstream nodes. Independently from the choosen criteria this distribution is said
to be two-target. Different choices are possible, leading to upwind schemes with different
properties.

2.3 Unsteady scalar conservation law

As in this theses unsteady problem will be under study, we consider here the integration
of the time dependent conservation law L(u) =0
ou , 9

E—Fv-f(u) inQeR” tel0,T] (2.49)
Since the advective part has been treated in the previous paragraph, here we explain how
the time part can be treated. As done in 1D we use the analogy with the stabilized F&
method. Given the unsteady scalar conservation law (2.49) the problem is approximated
with the following

find "€ X} a(u” o)+ Ly(u", ) =0 Vi, i=1N+1 (2.50)
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2.3 Unsteady scalar conservation law

Figure 2.4: Upwinding, 2D RD: left) two inflow case. right) one inflow case

where a(-,) defines the scalar product in Lz(Q = [y L(u)(-) dz, ¢; is the two-
dimensional Galerkin shape function, £, (u", ¢;) is a proper stablhzatlon form that has to
verify the following properties:

1. Accuracy: to not spoil the accuracy analysis of the Galerkin method it should satisfy

Ln(u, ;) =0 Vi € X;}b (2.51)

2. Stabiliy: it should introduce a diffusion-like term
3. Conservation: it should not provide any contribution to the flux balance

A possible choice, for example, is the SUPG stabilization form

u", ;) Z ra(u") Vo dx

KeT,

where 7 is a parameter. We will rapidly generalize the above operator using the bubble
functions ~;

Lo p) =3 (aaut +V - flu )) da (2.52)

KeTy

The bubble function will modify the Galerkin shape function, element by element, intro-
ducing a kind of weightening for the test function in the upwind direction. Infact if we
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2 Residual Distribution

write the full scheme
ou ou
/ <6t + V- f(u )) d:c+Kz€;h/ <8t + V- f(u )) dx =0 (2.53)

The test function w; = p; 4+ 7; is now belonging to some other functional space different
from the continuous piecewise linear one of the solution. We get back the Petrov-Galerkin
approximation

> <6:+V f(u ))widmzo Vi=1,N+1 (2.54)
KeTy

We divide the time part from the advective one

dus
> ww; de ke S > V- flu"wde=0 Vi=1N+1 (2.55)
KeT, /K dt KeT, /K

Recognizing the mass-matrix m,{](- = x Pjw; dr and using the conservative linearization
(2.43) we get

d K
DD e BT Sy [P A, (2.56)
KeD; jeK dt KeD; |K| K
Calling '
— | widx = B~ 2.57
). (257)

One gets the RD scheme in the classical formalism with consistent mass matrix
> > my .t dt L4 > BN = (2.58)
KeD; jeK KeD;

Two possible choices that satisfy (2.57) lead to the mass-matrix formulations used in our
computations called respectively F1 and F2 are

wil(x) =68 zeK (2.59)

7

wit(x) =)+ —= zeK (2.60)

(2

The mass matrix for both the formulation used in our computation, is then computed

K,F1 __ F1
my; = / pjw;  dx
K

— |K’BK ’ |AKF1

l]
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2.3 Unsteady scalar conservation law

Figure 2.5: Median Duall Cell 5;

K,F2 F2
my; = / pjw; “dx
K

K| (04 gK 1 i KF2
N )
3 4 ! 12 | |m”

Hereinafter we will also make use extensively of the mass-lumped formulation (ML), spe-
cially in steady computations where mantainig accuracy in the time part is not important.
Summing all the element on a given row, to the diagonal

kv K|

Calling the median duall cell |S;| = X gep, @ rapresented in figure (2.5), (2.58) is then

modified in the classical RD scheme with inconsistent mass matrix

dui
|Si|ﬁ+ > 6 =0 (2.62)

KE’D,’
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2 Residual Distribution

2.4 Stability and Accuracy for the compact prototype
scheme

Any steady RD scheme can be formalized in the following abstract form

i:_z S B (u—u) VieT, (2.63)

KeD; jeK,j#i

Proof. Substituting (2.47) in (2.62)
du;

Sl == > o == 3 > (-B8k) w—w)

KeD; KeD; jeK,j#i

we get the proof.

The abstract form is referred to as the compact protoype scheme from the compactness
of the stencil, involving only the nearest neighboring nodes of node i. The compact
discretization is another advantage of RD compared to Finite Volumes where, for high
order schemes with polynomial reconstruction, wide stencil are used.

A stabilty analysis on (2.63) seems to be too restrictive, specially if unsteady phenomena
are studied, as in our case. This has been a critical issue in extending RD to the study
of unsteady problems. Instead the reference formalism will be still useful to us, because
the full discretization that we are going to present in the next chapter can be recasted in
a form similar to the prototype scheme.

2.4.1 Maximum Principle and Stability

In this paragraph we are interested firstly in stability based on discrete maximum princi-
ple: we search for some criteria that ensure RD schemes to satisfy the discrete analogue
of the maximum principle which holds for the solution of (2.49)

min ug(z, y) < u(z,y,t) < maxuo(z,y) (2.64)

A very important property of the scheme written in form (2.63) is the so-called Local
Extremum Diminishing (LED) property

Property(LED). The prototype compact scheme (2.63) is Local Extremum Diminishing
(LED) that is, in the numerical solution local mazima are non-increasing and local minima
are non-decreasing, if

Yo E=E>0 VjeD, j#£i and VieT, (2.65)
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2.4 Stability and Accuracy for the compact prototype scheme

Proof. 1t is very simple to show that

dui 1 K
S D VD MHUEEY
dt ‘Sl‘ KeD; jeK,j#i ’ ’
1 K
- BEp Z , > oy | (=)
vl je€D;,jF#1 KEIDFLQIDJ‘

o if u; is a local maximum, then u; > u;, follows that (2.65) implies % <0

o if u; is a local minimum, then u; < u;, follows that (2.65) implies d;‘; >0

A stronger requirement which is easy to control is obtained asking each cg- to be posi-
tive, instead that their sum > gep,qp, cfj(- . This corresponds to ask that, in (2.67), the
contribution of every element, taken separately, gives a solution which satisfy a LED

property
dt :_|S'| Z C§<ui_uj>
v jEK jFi
Repeating the demonstration for the above equation we get the following result

Property (sub-element LED). The prototype compact scheme (2.63) is LED if

>0 VjeK, j#i and VK €D; (2.66)

Collecting for every element the coefficient ¢f; = —3[k; in a matrix, (2.66) is translated
asking for the non-positivity of the off-diagonal terms.

We would like that the RD scheme satisfies the LED property but still this is not enough
since new extrema can be created. We want a discrete version of maximum principle as

it will be presented in a while. Before a fully discrete version of (2.63) is necessary. With
Explicit Euler (£€)

'(H—l _ un At

i

u >y cf; (w; — uy) (2.67)
KeD; jeK j#i
A Discrete Maximum Principle is written locally for each sub-domain of 2, D;, and for
every time slab [t", t"T!]
minu”? < u?™! < max u” (2.68)
je€D; ! ‘ jeD; J
Property(Local Discrete Maximum Principle). The protoype compact RD-EE rep-
resented by (2.67) verifies a local mazimum principle if the scheme is LED or sub-LED
that is, (2.65) or (2.66) holds, and under the time-step restriction
Si :
e B yeg o
2 jeDs.j#i Cij

29



2 Residual Distribution

Proof. The proof is immediate if u;-”“l is written as a combination of the values of u}
At
1 K
U?Jr = uzn - ‘S‘ Z Cij (uz - uj)
vl j€D;,j#i
At At
= \l- 73 > @ ui + g > Gy
1Sl jeDrji 1Sl jebrgei
= Cauj + Y Cyuj =} Ciyuj
JED; j#i J€D;

LED property ensures that C;; > 0, while the CFL-like condition (2.69) ensure that also
Cyi >0

Cii | minwu? < u?*t < Cy; | maxu?
(j;;i ”) jep; 7 — Y T jezD:z- Y| jep; Y
and using the fact that > cp, Cj; = 1 the result is prooved.

Property(Positivity). A scheme that satisfy mazimum principle is said to be positive
(P)

Once we have a discrete maximum principle we can proof that the method is stable in
L*-norm and that we have also a precise estimate for the bounds of the numerical solution

G = HW ), [l < G

Infact

Theorem (L>®-stability). If a local mazimum principle is verified for all the time slabs
{[t" — "}, o, a1 then the method (2.67) is L>-stable and the following bounds hold
for its numerical solution

minuf < ultt <maxuy Vi€ T, n€[l, M) (2.70)
J€D; J€D;

We have provided ourself now of a nice criterium for the construction of schemes wich
does not exhibit oscillatory behaviour near discontinuities.

2.4.2 Order of accuracy and Godunov Theorem

Apart from the stability another crucial issue for numerical methods is the order of accu-
racy. We search for a condition under which the solution of (2.63) is second order accurate,
this being in general impossible for the lumping of the mass matrix. For this reason we
only present accuracy results for steady state while for unsteady problems second order
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2.4 Stability and Accuracy for the compact prototype scheme

accuracy will be achieved with a more complicated time approximation discussed in the
next chapter. At steady state we want second order accuracy in some L-norm

lu — "y = O(h?) (2.71)

We give the following result whose demontration is contained in [6]

Property (Second Order Accuracy). A scheme in the form (2.63) produce a second
order accurate solution at steady state if

o1 =0(h*) VK € T,and Vi€ K (2.72)

The following estimate for the residual holds
o" = O(h?) (2.73)

Proof. Starting from (2.43) the residual can be written

o = /C_l'vuhde/V<&~uh> dx
K K

— /KV . (duh — a(u)u) dx = /aK (&uh - a(u)u) -ndl
- oW

If u” can be interpreted as the solution of the Petrov-Galerkin weak form (2.50) then, in
case of P1 approximation (2.54) and smooth solution the following estimate holds

[u" — ul| L2y = O(h?) (2.74)

The following estimate is also true

au" — au = O(u" — u)

because a,a are bounded. Moreover dl = O(h). The result then is prooved.

Now the fundamental relation ¢X = ;¢ together with (2.72)(2.73), lead to the following
result

Property (Linearity Preserving scheme). A RD scheme is linearity preserving if
the distribution coefficients are uniformly bounded with respect to the solution and data of
the problem, hence exists a constant C' such that

K h h
[rpea%irjnea[gdﬁj | < C VYu",a,u (2.75)

A scheme which is linearity preserving is second order accurate at steady state.
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2 Residual Distribution

We give the following definition:

Definition (Linearity). A scheme in the form (2.63) is said to be linear if all cf5 are
indipendent from the numerical solution.

Unfortunatley a linear scheme cannot be positive and linearity preserving at the same
time. This is stated by the following theorem [7], which is an extension of the one-
dimensional Godunov theorem (a monotone scheme is at most first accurate).

Theorem (Godunov). A linear scheme of the form (2.63) cannot be positive and second
order accurate.

This is a strong restriction that we have to face when we try to get an accurate numer-
ical solution in smooth region without oscillations near discontinuities. To solve such a
problem Godunov theorem forces us to move to non-linear schemes.

Finally we give the Lax-Wendroff theorem which confirms our hope that, once we have a
method that produces a solution u" which converges to some function v as the grid /time
step is refined, then w is a weak solution.

Theorem(Lax Wendroff Theorem). Given initial data ug € L*(R?), a function
u(x,t) € L*(R*xR*) and a consistent and stable approximation u"(zx,t) of u(x,t) such
that

hl&gg |un — | 2@z xrty = 0

then wu is a weak solution of the problem.

2.5 Distributions

The canonical RD formalism has been derived but what is inside ¢ is still missing. In
this paragraph we present the different distributions that will be used in our numerical
experiments in chapter 3. We start by simply extending some very known FV or FE
one-dimensional schemes already introduced, showing that also in two-dimensions they
can be absorbed or even recasted into RD form. After we investigate a new classes of
schemes, the truly multidimensional upwind schemes, which can be easily construct within
the RD philosophy and not so easily in different class of methods. Finally we provide two
systematic methods to construct non linear schemes which are both positive and linearity
preserving.
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2.5 Distributions

2.5.1 Lax Friederich scheme

A direct extension of the one-dimensional Lax-Friederich residual (2.36) is
1
LaF K K K
Q" = §¢ + o | Z (uz —uj), at > max |k (2.76)
JEK j#i
The scheme is the result of a centered Galerkin scheme plus a diffusion term which intro-

duces some form of stabilization to damp oscillations. Again a great amount of diffusion
is introduced, unfortunately much more the one is effectively needed.

Using (2.45),(2.47)

1
ot = §ijuj+04K > (wi—uy)

jEK JEK j#i
1
= —g Z ]{Ij (ui—uj)—i—ozK Z (uz—uj)
JEK.j#i JEK,j#i
1
=3 2 (" = ky) (i = uy)
JEK,j#i
Since, for the definition of the parameter o, ¢f5 = % (aK — kj> > 0, the sub-element

LED property (2.66) is verified. We can see the positive-stabilizing effect of the second
term which overcome the possible negative contribution of the centered part. To get
positivity for (2.69)

At < 315
T Ykep Ljek i (@ —kj)

For Godunov theorem the method is only first order accurate, moreover it does not respect
property (2.48), hence it is not upwind.

(2.77)

2.5.2 SUPG scheme

The RD version of SUPG scheme is derived from the Petrov-Galerkin FE€ method if a
conservative linearization is used. Considering only the advective part for simplicity (but
the time part can be treated as usual with the same analogy)

/ V- f)gide + Y V- flu"ra(u") - Veide =0 ViecT, (2.78)
Q KeT, /K
Rearranging
> V- f(u") (goi + Ta(u") - Vgpi) de= > V- f(u")w; de (2.79)
KeD; /K KeD; VK
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2 Residual Distribution

Using passage (2.45) and computing 5 through (2.57) one gets

1 1 _ 1 1 k;
pEvPE = W/K (tpi + ra(u”) - V%’) de=-+r71a-

3 oK™ T3]
From a RD point of view the streamline upwind term introduces some kind of upwind
bias in the centred distribution even if the scheme is not upwind. From (2.80) is not
possible to prove sub-LED property while one can easily check for property (2.75) that
ensures second order accuracy. In our computation we fix for each element the parameter
7 as follow

(2.80)

K
T = 7| | (2.81)
(ZjeK ’kJD
The SUPG distribution then reads
1
1
BEVPG = S 4 kT, T =Y |kl (2.82)
3 jEK

2.5.3 N scheme

The Narrow (N) scheme is a successful first order positive scheme. Infact using the
multidimensional upwind property of RD schemes, the basic idea proposed by Roe was
to construct a scheme without oscillations near discontinuities but, at the same time, with
as low cross-diffusion as possible. We give immediately the residual distribution for the
N scheme

where the inflow velocity is computed
-1
jEK jEK
For the one-target case trivially all the residual is sent to the downstream node. For the
two-target case of figure (2.6), where the downstream nodes are 1 and 2, one have

nglV = k;l(ul — U3>, gzﬁév = kQ(UQ — Ug) (285)

which allows a simple geometrical interpratation of the splitting philosphy between the
two nodes. Infact decomposing the local averaged advective field along the parallel to the
inflow faces a = a; + a»

oK = /(a1+a2)-Vuhd:c
K

— /&1Vuhdm+/&2Vuhda:
K K
= ¢%(a1) + ¢"(a2)
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2.5 Distributions

Developing for example the first term, with the obvious fact that a; - ny =0

_ _ 1 1_
(@) = ap- B > nju; = Dl (niur + m3us)
jeEK
1_ 1_
= 50,1 *MNq (u1 — U,g) = 5(1,1 Ny (Ul — Ug)

= k‘l(ul - Us)

The last passage is obtained becouse of simple geometry

1_ 1 _ _ 1_
501"”1:i(al+02)'n1:§a'n1=k1

The total residual can then be expressed as in (2.83)
¢ = ki(ur — ug) + ka(uz — uz) = @7 + ¢y (2.86)

Thus the scheme reduces to a one-dimensional upwind scheme along the direction of each
of the two inflow edges. The N scheme introduces upwinding cleverly in two-dimensions.

We can check the positivity

(2

jeK
= — > kfNkju;+ ) ki Nk u,
JEK jeK
JEK
JjeEK

The group cg = —kN k; > 0, the scheme is sub-element LED and it is also positive if
time step is choosen according to (2.69)

< — (2.87)
ZKGDi (_ ZjEK k::_Nk]—) ZKEDi k‘j

2.5.4 LDA scheme

After the construction of a positive upwind scheme we search for its linearity-preserving
counterpart. The Low Diffusion A scheme works very good in computing smooth numer-
ical solution being second order in accuracy for a P1 approximation of the solution. Of
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Figure 2.6: Geometrical interpretation of N scheme

course, for discontinuous solutions, one has no guarantees against the rising of oscillations
since no maximum principle holds in this case.

The LDA scheme is defined by the following distribution coefficients
BEPA = kN (2.88)

which is a bounded distribution independently on ¢(u") and property (2.75) is satisfied.

The idea of a true multidimensional upwinding is to envoy the most of the residual to the
most downstream node. If in one-target case the splitting is trivial and all RD upwind
schemes coincide (LDA and N), in two-target case we need a measure to decide which one,
among the two, is the most downstream nodes. The LDA scheme use a simple geometrical
consideration. Using the notation of the element in figure (2.7) we compute the two areas
in which the element is splitted by the line parallel to the local avereged advective and
passing from the upstream node

l34 - k lag - k
|T423‘ =2 17 ‘T143| S
lal lal
The distribution can be written
LDA _ ky _ Th2s| 1A _ ko _ | T143]
! ky +ky |T| 2 ki +ky |T|
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2.5 Distributions

T3 = glaslgssin(a)

Figure 2.7: Geometrical interpratation of LDA scheme

Starting from a one target situation where all the residual is sent to node 1, as long as the
outflow point moves from node 1 to node 2 more residual is sent to node 2 in a measure
proportional to the area of the triangle 743 until a one target situation is reached again
this time at node 2.

2.5.5 Blended schemes

All the linear schemes analyzed so far are or P (LxF,N) or LP (SUPG,LDA) but not
both for Godunov theorem. Now we want to construct a class of schemes which ensures
high accuracy without oscillations near discontinuties. In this paragraph we present the
classical approach, common also to high-resolution FV methods, of a non-linear blending
between a P scheme and a LP one. The idea is to use the LP scheme in regions where the
numerical solution is smooth and the P scheme just across discontinuties. The difference
beween RD and FV is that, instead of blending fluxes, this time we blend residuals

of = (1—1u") o7 +1(u")g] (2.89)

Even if the idea is simple, the design of the limiter /(u") is not simple at all. It has to
be of order O(h?) when the solution is smooth and of order O(1) when the solution is
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2 Residual Distribution

discontinuous but a more rigourous study of the limiter is needed in order to get a scheme
which strictly guarantees the above properties. In this work we don’t follow the rigorous
way since there is an heuristic definition for I(u") by Deconinck and Van der Weide which
works very well in many cases
16

A
This definition only ensure, for I(u"), the switch to the correct order of magnitude across
discontinuities but do not satisfies the positivity requirement: imposing a sub-element
LED properties for the resultant scheme (2.89) implies the satisfaction of three equations
which lead to different constraints on the limiter that can’t be satisfied in general by only
one parameter (2.90).

(2.90)

In the following we will consider the blending between the LDA scheme and the N scheme
both sharing the multidimensional upwind property. The resulting blended scheme is
reffered to LDA-N scheme

GEPATN = (1= 1(u") oFPA + 1(u")p (2.91)

2.5.6 Limited schemes

Another root to the construction of non linear schemes which are LP and P consists in
limiting the unbounded coefficients of a P scheme in such a way that the the resulting
scheme is completely parameter free, this rapresenting an objective advantage respect to
the blending approach.

The problem is the following. Consider a triangle and assume we are given a residual
distribution that define a first order P scheme (¢1, ¢o, ¢3). We want to construct a second
order scheme defined by residuals (¢}, ¢35, %) . Calling the first order and second order

weights respectively
_ & _ 9

$i—¢K 5i—¢K

The resulting scheme has to be
1. Conservative
2. LED
3. Linearity Preserving

The above problem can be reformulated as finding a mapping (1, x2, z3) — (51, 83, 53)
such that the scheme satisfy the properties (1,2,3). This properties can be translated
directly in some constraints on [;

1. Conservation: > ;cx 3 =1
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2.5 Distributions

2. LED: we prefer the more restricting sub-element LED
¢} = Z ij(ui_uj), C;(j >0
JEKi#]
The residual is rewritten as follows

L 0ot 1
o; = oK &, Gi = Bi%je;#j Cij (Uz - Uj)

We ask for the positivity of the coefficients ¢j; = %Cij > 0 which, since ¢;; > 0 by
definition, is equivalent to B;x; > 0

3. Linearity Preserving: f3; bounded for any ¢

We provide a geometrical interpretation of the above constraints. Since > ;cx x; = 1
and >-;cx f; = 1 we can interprete coefficients (x1, o, x3), (51, B3, f3) as the baricentric
coordinates of the points L and H respect to an abstract reference triangle of vertices
(A1, Ag, Az)

L= All’l + A2x2 + A3I3 H = Alﬁl + AQBQ + Agﬁg

No condition are given for (1,2, 23), except > cx x; = 1, so they could be unbounded
with the point L everywhere in the domain. Our problem then is to find a mapping that
project L onto a bounded subdomain, in this way the boundedness of the the coefficients
(B1, B3, B3), is ensured. Moreover any bounded region will be a correct subdomain onto
which we can carry on the projection, for example the disk in figure (2.8). A possible
choice is the PSI mapping proposed by Struijs [7]
+
Bi= =—— (2.92)

+
ek T;

In this case, since ; are not only bounded but also 0 < ; < 1, the projection subdomain
is the triangle (Ay, Aa, A3). Properties (1)(3) are clearly satisfied but also property (2)
holds since

if ,>20=p52>0

thus, the scheme is also LED.

The PSI limiting procedure can be applied to any first order linear scheme such as the
Lax-Friederich scheme (LLxF or LxF-PSI) and the N-scheme (LN or N-PSI)

gy ) e (OPT) (2.93)
i v ZjeK (BJLJ:F)Jr ‘

Siex (BY)
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2.5 Distributions

Multiplying by the total residual we get another way of rewriting the limiting. For example
for for Limited Lax-Friederich
+
(oF7)

2jeK (¢JLIF)+

prLar (2.94)

2.5.7 Erratic convergence for LLxF scheme: LLxFs scheme

For limited schemes things, at end, turned out not so simple. Infact looking to the so-
lution obtained with LLxF one can observe the appereance of wiggles on the isolines,
wiggles that gives very poor results in term of accuracy and destroy the convergence
property expected. This oscillations can be seen as the rising of some unexpected destibi-
lizing phenomena even if the scheme, from the rigorous analysis followed in the previous
paragraph, remains perfectly stable in L*-norm. A partial confirmation of this is that
discontinuity are well handed while in the smooth region we encounter poor accuracy.
Abgrall in [8] provides some argument to support the following hypothesis. The mapping
(21, 22, x3) — (S1, P3, B3) is done according to the sign of the distribution coefficients and
not by using some consideration regarding the upwind character of the final distribution.
In other words, as seen in figure (2.9), for a LxF distribution which is in general three
target, the PSI limiting procedure can result in a distribution which is no more upwind,
thus introducing small amplitude oscillations. Another explanation arrives from the work
of Barth who performed an energy stability analysis for the PSI scheme in the simple case
of scalar linear advection. Even for such a simple case, he found that source of energy
instability might be introduced when the PSI limiter compresses the distribution from a
three target case to two or even one target. Which is exactly our case.

A possible solution to cure the problem is suggesed in the same paper [8]. A SUPG term
is added, with a limiter to tune the diffusion introduced. The final distribution for such
a scheme called LLxF stabilized or briefly LLxFs reads

ﬁiLLmFs _ ﬂiLLxF + (S(Uh)ﬁZSUPG (295)

Now the problem is definition of the limiter. A definition calibrated for preserving the
positivity is not useful since positivity is lost anyway by the addition of the SUPG term.
Hence, for every triangle, we can use the following choice

1

e
g, TF

§(u") = min | 1 (2.96)

with hx the element reference size, © = max;ex |u;| and e = 1071%. Tt is easy to show
that the definition (2.96) can detect the discontinuties. Infact §(u") is of order O(1) in
smooth region where dissipation is needed to damp oscillations and of order O(h™!) across
discontinuities where the LLxF scheme behave nicely computing well-resolved profiles.
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2 Residual Distribution

LxF LLxF

Figure 2.9: Source of erratic convergence for LLxF scheme
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3 Time discretization

In this brief chapter we quickly present a time approximation to integrate conservation
law (2.49). We search for a time discretization that gives second order of accuracy and, in
particular that leads to an explicit scheme. The explicit Runge Kutta scheme of Ricchiuto
and Abgrall [9] matches both the requirments and will fit very nicely to our application.

For a RD scheme written in the compact form (2.63) and discretized in time with an
Explicit Euler approximation, we have seen that many results about positivity under a
CFL condition exist and moreover the scheme remains compact. For steady problem an
accurate discretization in time is not needed, the resulting approximation (2.67) works
very good and, if accuracy requirement are matched, it gives second (or third) order
accurate results. Unfortunately for unsteady problems, where we need an accurate time
discretization, the lumped formulation gives only first order accurate solution even if very
accurate time/space discretization are used [6]. For this reason Ferrante [10] developed
a monotone and accurate scheme starting from the consistent mass-matrix formulation
(2.58). The problem of this approach is that positivity is no more guaranteed directly
and to correct the problem, many aspects of a RD methods are lost (compactness and
upwinding for example). Abgrall and Mezine [11] proposed a space-time reinterpreatation
of RD which lead them to design a second order positive scheme. The method is implicit
and has to satisfy a CFL condition in order to be positive. The advantage of implicit
method (not have a constraint on time step) is lost so why not try to develop a second
order explicit method which will be way faster. This is discussed by Ricchiuto and Abgrall

[9].

3.1 Explicit Runge Kutta

In the present section we construct, following step by step [9], a second order discretization
for time dependent conservation law in the form of (2.49)

Given an ODE

d
£+e(u):0

calling the difference between the solution at the k-th step and the one at the n-th step
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3 Time discretization

AuF = u* — u™, the classical Explicit Runge Kutta two reads

1

A pel=0, e=e(u")
2

A+t =0, e

with the generic k-th step being

Aut kg
At ¢* =

This time approximation is second order accurate in time.

Step-shifted stabilization operator

Let us now apply the RK2 discretization to the the unsteady conservation law approx-
imated in space with the stabilized F&€ method, hence to the time continuous equation
(2.53). We get

/90 (AA: +V-fh Uh) de+ ) (AA: +V-f (uh)> de =0 (3.1)

KeD;

Such a scheme leads to a nonlinaer algebraic system because the stabilization bubble
u

depends strongly on the solution. In order to avoid this, the term AA—: in the bubble
u

contribution is replaced by a shifted approximation of the time derivative AAT where

AuF = w1 — ™. This shifting guarantees to end up with an explicit linear scheme, since
the term under analysis is now dependent on quantities already computed at the previous
step, without deteriorating the overall accuracy. (3.1) can be rearranged in the following
form

AUI;L Auh RK(k)
; dx— doe = d: =0 3.2
oo [ o5 e = =5 (3:2)
. RK (k) Auh
with @, = [ w; + V- R up) | dee (3.3)
K At
Putting in evidence all the mass matrices and passing to a RD formalism
Z ZmGAL - Z quRK(k) _ miGjAL uj (3.4)
KeD; j KeD; j At
Auk
! R (35

JjEK
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3.1 Explicit Runge Kutta

/" = () (36)
L yn
(DZRK(Z) Z mfj( JAt“J> A; (¢z<uh) + ¢Z(uh)> (3.7)

High order mass lumping

(3.4) still requires the inversion of the Galerkin mass matrix at each Runge Kutta step.
The algorithm would be very powerful if we decouple all the equations with a lumping
strategy which preserve the accuracy of the method. The idea then is to replace the exact
Galerkin integral by means of a quadrature formula

/’AWm~z% AR, (35)
At

In [12] it is shown that a sufficient condition for this approximation to keep a truncation

error O(h?) is for the quadrature formula to integrate exactly polynomials of degree one.

The interesting application of this approach is that, when the quadrature points coincide

with the degree of freedom of the element, one can use the property ¢;(z;) = d;;

Z i Auh (xq) Auj, (-77]) 1o Auf

sl K] = i) =K = 5
Accuracy is mantained because the choosen quadrature formula with weights all equal to
1/3 integrates exactly polynomials of order one. The unsteady term then reads

Auf 1, Auf Aul
=y - Ao el 1
/ biny e =2 glIKIL 1AL (3.10)

K

(3.9)

Selective Lumped (SL) Formulation

If we decide to lump only the first integral, then the final RK2 — RD approximation at
the k-th step, reads

= ( -y mgALAA“t ) (3.11)
KeD; JjEK

The weak point of this formulation is that it cannot be recasted in the form (2.67) for

the presence of the last term. All the results given in section (2.4.1) are no more true

and, in general, we cannot expect a monotone beahviour near discontinuities. In order

to recover positivity a lumping on the second Galerkin integral is needed, leading to the

Global Lumped Formulation of the RA2
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3 Time discretization

Global Lumped (GL) Formulation

Lumping the second Galerkin mass matrix in (3.4) we get for the first and second step
respectively

(3.12)

{ u —ul ZKeD- (I)RK(l)
5]

21 = — X KeD; (I)RK(2)

(3.12) closely follows the form of the prototype comapact scheme (2.67). It can be demon-
strated, using the positive coeffcient theory, that if, the residuals ¢;(u") are positive, (3.12)
define a positive scheme.

3.1.1 Application to the different schemes

Now we explictly compute the total residual <I)ZR K® from the formula (3.5), for each
scheme presented in section (2.5). For clarity the superscript RK (k) has been changed in
XXX (k) where X X X is the shorthand notation for the scheme. For positive schemes the
definition of a mass matrix is not so clear because of the unboundness of the distribution
coefficients. Moreover these schemes are only first order accurate, thus one can lump the
mass matrix.

For linear schemes the total residual to be substituted in (3.11) or (3.12) is

LxF(k |T| Aﬁz LxF(k
@; ():? At (3.13)
k
jeEK t
JEK

T|Au’“ N(k
g 1A% | v 3.16
Y= (3.16)

For the non-linear limited LLxF scheme we use directly the limiting operation (2.94) with
the total residual defined in this contest

( (I);:xF(k)) +

/BLL:EF —
Z]’GK ((I)ijcF(k)) +

(3.17)

46
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Finally the limiter (2.96) is rewritten according to the modified form of the residual

1
|oK]
Atulalh?, +e

§(u") = min | 1, (3.18)
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4 Residual Distribution schemes for
moving grids

Many unsteady problems governed by conservation laws involve the movement of the
boundaries. In the numerical approximation of this phenomena additional difficulties arise
because the grid must adapt at every time step to the moving boundaries. If equations are
written in Eulerian framework as in (2.49), which is very well suited for fluid dynamics, this
in turn makes necessary an intermediate step between the computation of two successive
numerical solutions. Infact, once the grid has been adapted to the new boundaries, an
interpolation of the previous solution over the new grid is essential in order to start up
the computation of the new solution. On the opposite conservation laws can be written in
a Lagrangian framework where we move the grid at the same velocity of the particles and
we write integral conservation laws always for the same particles. The algorithm works
always on the same grid, with the same nodes, and no interpolation step is needed. The
problem of this approach is that the grid movement is connected to the particles paths
and when strong distortion are present, like in a fluid dynamic contest, the method suffer
from instabilities.

The Arbitrary Lagrangian Eulerian formulation solves the drawbacks of both the ap-
proaches since conservation laws are written for an arbitrary moving grid with respect to
the particles motion. Since the grid movement is arbitrary, one of the possibilities that
are exploited is the adaptation of the grid according not only to boundary motion but
also to some refinement criteria, for example, with an appropriate algorithm, gathering
the nodes where strong gradients of the solution appear or are expected. This issue has
not been addressed in the present thesis. Our attention has been focused on the correct
formulation of the ALE approach within a Residual Distribution method.

The appereance of the ALE approach dates back to the early eighties due to the contribu-
tion of J.Donea [13]. The idea was found very appealing in many field of computational
continuum mechanics because of the fact that the extension of a classical Lagrangian
(for solid mechanics) or Eulerian (for fluid mechanics) method into ALE formulation is
straightforward and requires few lines of changes in the algorithm. In fluid dynamics the
recasting of Eulerian Finite Volumes and Finite Elements has been investigated since long
time with important contribution by Farhat, Geuzaine and Grandmont [14]. For Residual
Distribution schemes, developments occured at Von Karman Institute with the work of
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4 Residual Distribution schemes for moving grids

Michler and Deconinck [15] who achieved first order with an Explicit Euler time integra-
tor and later Dobes [16] who, in his PhD thesis, moved to high order time approximation
(BDF3, Crank Nicholson), this allowing him to have second order of accuracy. The aim
of this thesis is to obtain a numerical solution with second order of accuracy using a faster
explicit time integrator.

4.1 Actual configuration, material configuration and
reference configuration

Assuming that we are given a domain €2 and field of displacements that brings every point
of the domain from the reference position X to the actual one x(¢) and that this field is
governed by an arbitrary given motion law

dx(t)
= o(x,t), (4.1)

Solving the ODE (4.1) starting from the reference configuration (0) = X, gives back, at
every time instant, the actual configuration through the following mapping

At): Qx — (1),  x=A(X,1) (4.2)

We define the Jacobian matrix of the mapping as

ox

0xX’
We introduce now another set of coordinates, the Lagrangian or material coordinates x,
and a mapping that describes the motion of each particle. This mapping returns the

physical location, rapresented by the actual coordinate @, of the particle marked with x
at time ¢

Ja= Jy=det Ty #0

B(t) : 0, — Q.(1), x = B(x,1) (4.3)
Defining the Jacobian matrix of the mappig
ox
jB:aiX JB:deth#O

If u is a conserved quantity it can be expressed as a function of the different coordinates
x, X, x and three different time derivatives can be defined. If the derivation is computed
in the actual configuration one has

Ou(x,t) ou

o | =9 spatial derivative (4.4)
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4.2 ALE equations

If it is computed following the particle motion one has

t d
M ' _au material derivative (4.5)

ot | dt
X
Finally if it is computed following the domain motion one has

ou(X,t)

5 referential derivative (4.6)

X

Moreover two different velocities can be computed: the particle velocity and the domain
velocity

ox(t)|  dA(X,t)

o |- a ° (4.7)
oz(t)|  dB(x,t)

| T A @ (48)

The transformation theorem provides a relation between the above derivatives and these
velocities

du Ou

prialen +a(x,t) - Vu(zx,t) (4.9)
du  Ou
il . + (a(x,t) — o(x,t)) - Vu(x,t) (4.10)

From continuum mechanics we need also the followings

05| dJs
X
0J4
— =J . 4.12
ot | av-o (4.12)

The last one is commonly called Geometric Conservation Law (GCL) and rapresents a
constraint the points of the domain have to satisfy during their arbitrary motion. This
will be very important when developing a numerical method with a moving grid; up to
now we only want to make clear that the movement of the domain is arbitrary but within
hypothesis (4.12).

4.2 ALE equations

The conservation of the scalar quantity u can be written, dependig on convenience, in
the different coordinate frameworks. If we choose a material control volume C(t) which
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4 Residual Distribution schemes for moving grids

contains always the same particles, following them throughout all the domain, the con-
servation is simply stated in actual coordinates
d
— u(x,t) de =0 (4.13)

Passing to material coordinates and using (4.11) together with the transformation theorem
(4.9)

d
WX ) JpdX =

d
it Je. Jp) dx

Lt
_ / ( Jp +u dJB) dx (4.14)
A

< +a-Vu+uV - a)JBdX

We have derived the conservation law in integral Eulerian form

/ (g? +V- f) dz =0 (4.15)

Now, in the intermediate passage (4.14), we use (4.10) instead of (4.9)

du dJB> / <8u
Jp+u dx = -

/C (dt BT d o \ Oty
_ / <9u

o \ Ot |x

The first term can be rewritten if we compute the derivative of the conserved quantity
inside a control volume C(t), which is following the motion of the points of the domain.
Note that there is a little abuse in the notation since C(t) has been already used to
rapresent a material volume. Transforming into referential coordinate and using the fact
that C'x does not depend on time

+(a—a)-Vu—|—uV-a> Jpdx

—i—V-f—a’-Vu) dz (4.16)

ot x JCO() ot X JCx Cx ot X
_ / u JAdX+/ OJal ax
o OF |, o Ot |y
ou
_ / U JidX + | TauV-edX (4.17)
o OF |, .
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4.2 ALE equations

So we have

0 0

/ Sl / uda:—/ uV - odx (4.18)
o Ot |x Oty Jow c

Substituting (4.18) in (4.16) we get the integral form of conservation law written in Ar-

bitrary Lagrangian Eulerian Formulation (ALE)

0

= / udaf:+/ V-A(f—-uo)de=0 (4.19)
Ot|x Jow o)

which express the conservation of u contained in a control volume which is moving ar-

bitrarly. The equilibrium is reached by the relative flux of u entering and leaving the
volume with velocity a — o.

It is interesting that, for the arbitrariety of the movement, the ALE formulation rapresents
a generalization of both the Eulerian and Lagrangian formulations. Infact in (4.19)

1. If & = 0, the control volume is fixed in space (from C(t) to C') and we get the
Eulerian form (4.15)

2. If & = a , the control volume is moving with the particle motion and we get the
Lagrangian form (4.13)

A differential form of conservation law in ALE formulation is needed but its derivation is
simple if we start from the integral form (4.19) and we use (4.12)

0

ot

L ()]

Using the localization principle, the differential form of conservation law in ALE formu-
lation is derived

/ uJadX + JAV - (f —uo) dX =
X C’X CX

—i—JAV-(f—ua)) dX =0

0 (Jau
(Jau) +JaV - (f—uo)=0 (4.20)
ot |y
It is easy to see that the requirement for volume conservation (4.12) we have previously
done can be derived simply by imposing a state of uniform flow in (4.20). In this case
we are modelling a situation in which the flow is uniform and the domain is moving from

behind.
Developing the derivative in (4.20) and then substituting (4.12)

0
IS 4 TV o+ IV - (f —uo) =0
ot |
which lead to the following equation that we will use extensively hereinafter
0
A V. f-o-Vu=0 (4.21)
ot |
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4 Residual Distribution schemes for moving grids

4.3 Galerkin Finite Element

We start with the approximation of (4.20) both in time and space. The domain is initially
approximated with an unstructured triangulation Q;, then mapping (4.2) produce a time-
continuous transformation of the grid QX — Q;(¢). The time discretization will make us
evaluate the grid at instants ¢" generating a set of grid €, (") = QJ.

Moreover we ask our numerical method to satisfy a discrete version of the GCL condition
(4.12), often referred to as Discrete Geometric Conservation Law (DGCL). Referring to
the interpretation previously given, we are asking the method to preserve the state of
uniform flow, which is a natural requirement for every nice scheme. We start with the
simple Galerkin Finite Element space approximation which allows us a simple satisfaction
of the GCL at a discrete level.

4.3.1 Galerkin method

We proceed in building the classical Galerkin method on the conservation law in ALE
framework (4.20), with solution u", test function ¢; and grid velocity o" = ¥ ¢,0;
jeK

belonging to the space of piecewise linear polynomials

L

Since the the configuration 2x does not depend on time and assuming

+ JaAV - (f(ul) — O'huh)> p;dX =0 (4.22)

Oy

= X:0Wecan

take the time derivative outside the integral

9
ot

/ oiJau dX +/ 0 AV - (f(u") — o"u")dX =0
x JOf

Qx
Passing to the current coordinates & we have the Galerkin approximation for (4.20)

9
ot

/ iul da + / oV - (f(u") — a"u")dx =0 (4.23)
X J(t) 0

If the flow is uniform we get the time continuous and space discrete approximation of
(4.12)

/ p;de = / ©;V - o dx
X J (1) Q

(1)
= Z — V- -o"dx
Keb, 3 k()

X S
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4.3 Galerkin Finite Element

which reads as follows

K
oK) _ / V- ohde (4.24)
X K(t)

From (4.24) we clearly see that the satisfaction of the the GCL at a discrete level is
related to the time scheme that one is using to integrate the conservation law. If one uses
BDJF3 rather then RK2 then, the different approximations of the left-hand side will lead
to different ways of verifying exactly (4.24). We stress the fact that the DGCL is specific
to the time scheme. If equation (4.24), approximated in time with the same scheme used
to integrate the conservation law, is exactly satisfied, then the method is said to satisfy
the Discrete Geometric Conservation Law.

4.3.2 An example of a DGCL satisfing scheme

A very useful time integrator is BDF2 which provide second order accuracy in time. We
explain how to satisfy the DGCL for BDF?2 following a method proposed by Dobes in a
RD framework [16]. The weak form is obtained starting from a sligthly different form of
(4.20) obtained by splitting the ALE flux term and using the fact that a = a(u)

8 (JAU)
ot

+Ja(a—0o)V-u—JuuV-0=0 (4.25)
X

Since we want to satisfy the GCL condition we substitute (4.12) into the above equation

/ wiup dX =0
Qx

The last term is usually reffered to as Geometric Source Term. After some calculation
the algorithm is rewritten

0

oJ
A o) 3

Japiup dX +/ Jap; (a(uh) VulhdX — =2
X QX at

(|1K oK
5 5 2 L (o - o) vdes T 28] s g,
KeD; jeK ot X JQ@) KeD; ot X jEK
(4.26)
where mGAL = % + i is the Galerkin mass matrix. As we can see, satisfying the GCL

is completely different from satisfing the DGCL for which we have to discretize both the
derivatives with the same time discrete operator. Proceeding in this fashion we are sure
to balance, element by element, the volume variation in the time step with the integral
of the grid velocity flux along the boundaries of the element (4.24).

This approach has a nice recasting into a RD framework. Infact the second term in (4.26)
is already in a quasi-linear form, so it can be written in a RD form through a conservative
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4 Residual Distribution schemes for moving grids

linearization. Since the grid velocity is approximated with P1 interpolation the correct
conservative linearization of the ALE part is immediate

/ pio" - Vu' de = > %Vuh|K| = oVu"| K|
Q(t)

jeK

The upwind parameter with the ALE correction naturally becomes

—_

ki==(a—&)-n (4.27)

If "t o”, o™ lare the coefficients of BDF2, the Galerkin RD scheme then reads

ey QT K ot | Kl ot Kl !
Z Z mgAL J AL J J 4 Z 5ZGAL Z ]{/‘;H_lU;-H_l—I—

KeD; jeK KeD; JEK

Oén+1‘Kn+1| +an|Kn| + o
At

n—1 Kn—l
| | > gty =0 (4.28)

17 J
JEK

p>

KeD;

where 394% = 1 is the distribution coefficient for the Galerkin method. (4.28) satisfies the
DGCL by construction. This is supposed to be just an example since Galerkin method
for hyperbolic problems is unstable.

4.3.3 A Farhat approach

Keeping in mind that our objective is a method verifying the time discrete counterpart of
(4.24), in this paragraph we proceed in a different way, according to what suggested by
Farhat in [17]. The main idea is that many of the most used time discretizations satisfy
naturally the DGCL condition by the choice of a proper grid velocity and of a proper
quadrature rule for the integrals.

First, we present some useful results that will be use everywhere hereinafter. Integrating
(4.24) in the timeslab [t", t"*1] provides

tn+1

K™ — K™ = / V- o dedt (4.29)
OK(t)

We have already observed that great care has to be put, when building the numerical
method, in order to satisfy exactly the above equation. This can be done with simple

1
geometry and algebra. Since the triangle area can be computed as |K| = 3 'ZK ;- k;
j€
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4.3 Galerkin Finite Element

with
n n 1 n n
(K=K = 5 ) (@) k)" = (25 k)"
jeK
1 n-+1/2 n+1 n n+1/2 n+1 n
= 2;{{% -(k:j —kj)Jrkj -(a:j —:Izj)}
je
= Y kT (apt —a)) (4.30)
jeK
If we set the grid velocity
et _ pn
* __ ]
o= (4.31)
We can recast (4.30) in the following form
K[ — K] = At / V.ol do (4.32)
Kn+1/2

We have proved that, in order to satisfy (4.29), a natural choice for the grid velocity is
(4.31) while the configuration on which we perform integrations should be the midpoint
one between " and "1

We found the result of Farhat for which it is crucial to establish in (4.29) where the time
integral must be computed and the same question arise for the grid velocity. Since the

left-end side is always computed exactly, an appropriate scheme for evaluating exactly
tn+l

tn

th V - o}, dx dt is presented

2tn-‘—l

/ /V-Jhdmdt:At/ V.o, dx (4.33)
K K"tz

tn
This result is very useful once we have discretized in time (4.23).

Explicit Euler £

Discretizing in time (4.23) with £ we have

A
— YU d:c—l—/ oV - (Ffu?) —o™ul) dx =0
At Jo, (1) () '

We have still to face the problem of satisfying the DGCL, both o and () are undefined
infact. Imposing a uniform flow, one sees that the satisfaction of the DGCL conditon
passes through (4.32). Setting o; = o and Q,(t) = Qp*' we close the problem

/ iup ™ dx — /gozuz dx + At / oV - (f(up) —orup) de =0 (4.34)

QLLH Qr QZ+1/2
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4 Residual Distribution schemes for moving grids

Implicit Euler Z&

We proceed as before, setting o; = o7 and Q,(t) = Q7 and we found that the DGCL
condition is again satisfied.

/ puptt de — /gpzuz dx + At / o,V - (f(uZ“) — a’}iuﬁ“) dx =0 (4.35)
Qn+1 Q';Ll Qn+1
h h

Infact imposing a uniform flow one finds (4.32).

Crank-Nicholson CN

Also in this case, the imposition of a uniform flow leads to equation (4.32) which is exactly
satisfied for o; = o7 and Q,(t) = Qp*'. Hence we have

[ it —an piuy +

n+1
Qp h

A
+t( [ oV - (fup™) —orup™) + [ %V-(f(u;i)—dﬁu;i)) =0
Q

2 n+1 n+1
h Qh

4.4 Stabilized Finite Element and Residual Distribution

The Galerkin method provide a centered approximation of the advective part leading
to an unstable numerical solution. To cure this problem the stabilized Finite Element
method is invoked in this paragraph.

In the stabilization form £ (u", ¢;), many choices that satisfies (2.51) are possible for the
operator L(u):

1. Using the conservation law in conservative form (4.20) one gets

ﬁh = Z Yi (8 (JAU) + JAV : (f — ua)) dX (436)
K JKx ot X
2. Using the mixed formulation (4.21)
Eh:Z/% (au —|—V'f—0'~vu> dx (437)
K JK ot X

3. Farhat within a Finite Element method in [17] uses instead the Eulerian formulation

B
Eh:;/K% <£+V-f> da (4.38)
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4.4 Stabilized Finite Element and Residual Distribution

4.4.1 Explicit Euler

In the next section we show two different ways of formulating a GCL-satisfying stabilized
FE-RD using (4.36) as stabilization term.

Dobes Closure

We can rearrange the weak form as

L

where the test function is w; = p; + ;.

+ JAV - (F (") — O'huh)> w; dX =0 YieT, (4.39)
X

Reapeating the passages of paragraph (2.2.2) with the only difference that now we have
w; instead of ¢;, we get

KeD; ]GK

K|~ ok
ot | &Y
X jeK

+ / w; (a(uh) — ah) Vulde —
e Q(t)

KeD;

where m” is the general mass matrix that depends on the test function, introduced in

section (2.3). Discretizing the time derivative with Explict Euler, lumping the mass-
matrix, and using the FEM — RD analogy

Sin-i-l uln—i-l _ Szn u;’b Szn—i-l _ Szn
5 A7 1571 +Zﬁi2k?u;‘——’ ‘At’ |u;‘:0 (4.40)

KeD; JjEK

For the presence of the Geometric Source Term, the above scheme is not written in the
compact prototype form but one can prove that a sub-element positivity property still
holds. The scheme for a single element is written

|Kn+1|un+1_|Kn‘un |K"+1|—|K”’
v to cKun - @ " =0
3At AR 3At '
o = (B e ) S e
Z B R ) |Kn+1| e

Positivity is ensured with the following CFL-like condition
‘ Kn| + | Kn+1|

K
3c;;

At < Vi, K € Ty

Dobes used this approach together with second order implicit time schemes, in particular
BDJF?2 with consistent mass-matrix - getting the stabilized version of the algorithm of
paragraph (2.2.2) - and CN with lumped mass matrix, obtaining very good results. We
have to mention only that, if a consistent mass-matrix formulation is used, then positivity
is spoiled.
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4 Residual Distribution schemes for moving grids

Another closure

In this thesis we suggest another closure to the problem which is somewhat simple. We
start again from equation (4.39) discretized in time with £E, we split again the ALE flux
term, finally we use grid velocity (4.31) and midpoint configuration.

A

— wiu" de + / w; (V- flup) — o} - Vuy) dx — / wupV - oy de =0
At Q(t) Qn+1/2 O

n+1/2
(4.41)
If a uniform flow is imposed one gets

w; dx —
Qptt Q

It is easy to check that the above equation is verified exactely. Infact for property (2.57)
we have

widm:At/ w;V - o} dx
Qz+1/2

n
h

> B (1K K = At Y @K/ V.ol da
KeD; KeD; Qrtt/2

h
Thus, we get again (4.32) which is an identity.
We recall the following property which come from the fact that, given two quantity A,B,

then A (AB) = BAA + AAB
At (/ w;u” dw) =
Q)

uptt 4l
= / w; (u’,f“ - uZ) dx + At/ wi(hz}L)V coydx (4.42)
Qn+1/2

Qn+1/2

Second, we substitute (4.42) in (4.41) and we sum the last term of the above equation
with the last one in (4.41)

At
(1 +—V- 0'2) / w; (UZH = UZ) dx+
2 Qn+1/2

-I—At/ w; (V- fup) — oy -Vuy) de =0 (4.43)
Qn+1/2

Third we invoke the analogy with Residual Distribution method, we do mass-lumping

At KnH1/2
> (14591 G ) = -6 3 AT

KeD; KeD; J
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4.4 Stabilized Finite Element and Residual Distribution

And the final algorithm reads
P (up =) = A>T B Kl (4.44)

KeD; J

where the median dual cell area of (2.63), here evaluated at midpoint configuartion, has
to be modified to take into account the grid distortion

B A Kn+1/2
1SIH2 = 3 (1 +5 V- a;;) ! (4.45)

KeD; 3

The method satisfy the DGCL by construction but it is extremely easy to prove this
again, by simply imposing a uniform state in the method presented so far.

Apart from the ALE flux part in the upwind parameter k;, the formulation follows very
closely the prototype scheme in Eulerian formulation (2.67), an extension of the results
regarding positivity should be straightforward. A modified median dual cell area appear
to take into account mesh distortion (1 + %V . afl). Strictly speaking this scalar quantity
can be also negative (in a critical situation of very fast compression for the mesh) spoiling
every positive coefficient anlysis. If the grid displacements within the timestep are of
order i then this term is of order O(h?) and does not affect the result provided in section
(1.4.1). In all the computation that we did, even the ones involving big distortion of the
grid, the positivity of | S} 1/ 2\ was mantained.

Unfortunately this scheme converge only with first order of accuracy. To achieve second
order accuracy and stay explicit we can use the explicit Runge-Kutta presented in section
(3.1)

4.4.2 Runge Kutta two

This method has been discussed in the Eulerian version in section (2.1). In order to
end up with the correspondent ALE scheme that verify a DGCL condition we use the
idea developed in the previous paragraph, even if a direct extension, will be a little bit
tricky. The problem that we have to face is that the shifting cause, in the first step, the
disappereance of the time part associated to the stabilization bubble and this breaks the
terms balance for the satisfaction of the DGCL. A simple way to fix this inconvenient is
to choose for the stabilization term equation (4.37). The Galerkin part, discretized with
a RK2, with 0" = o} and midpoint configuartion, writes

A
/ goiufl dx + / 0i (V- flup) — o - Vuh)k dx+
At Q(t) Qn+1/2

- /Qnﬂ/2 ©; (upV - 03" dx =0 (4.46)
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4 Residual Distribution schemes for moving grids

While for the stabilization one, also computed at midpoint configuration, we have

Au * n
Z / Yi Ath dx + Z 7 (V-f(uZ)—a'h-Vuh)k de =0 (4.47)
KeD; J Knt1/2 Kep; J Knt1/2

Now, in analogy with (3.3), we give the following definition

A
PIEM) /K » (A@;’l (V- fh) —a;;vuh)k> dx (4.48)
or, as in (3.5)
=3 mk + PFEW) (4.49)
= At

In particular exploiting the two steps

2" = oi(u") )
RK(2) _ oub—u? L . . (4.50)
(I)z Z]EK mz] At +§ <¢Z(uh) + ¢Z<uh))
Selective Lumped
Auf AuF
Sn+1/2 _ (I)RK(lc) i 5 GAL J 4.51
RS I LA WUAS v (451)

Apart from the ALE part in the definition of the upwind parameter, the only differences
respect to Eulerian version (3.11) is the presence of the modified median dual cell area
(4.45) and of a modified Galerkin mass matrix

) v

At
AL — <1+ 5V a;;> mSAL (4.52)

Proof. For the first step (k = 1) assembling (4.46)(4.47) and at the same time using (4.42)

1
Up, — uh At * 1 n
i dx + — Voeoor (u; —uy) de+
/Qn+1/2 SO At 2 Qn+1/2 SO h ( h h)

+/ w; (V- flup) — o} - Vuy) de =0
Qn+l/2

In a RD formalism

|Kn+1/2

S (149 o S s S i - a0 Y

KeD; KeD; j KeD;
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4.4 Stabilized Finite Element and Residual Distribution

Using the definition (4.45), then the first line of (4.51) is prooved.

For the second step (k = 2) the algebra is a little longer. We put in evidence the clear
fact

Auk Auk AuF
> / %TU: de= > / wi—Auth dx — / gpi—Auth dx (4.53)
KeD; Kn+1/2 KeD; Kn+1/2 Qn+1/2

Again assembling (4.46)(4.47) and at the same time using (4.42)

n+1 n n+1 n
e g Vgt T
/S\‘Zn+1/2 90 At + 2 Qn+1/2 90 Qh At +

—1/ oV - o (ul—i-u") dw—/ gp-u}z_qu dx+
2 Qn+1/2 ! h h h ! At

Qn+1/2
1 n
Uy — U 1
h h
+ ) Wi X de+= )
KeD,; J Kntl/2 t 2 KeD;

1
+5 2

KEDi Kn+1/2

/ w; (V- f(up) — oy - Vuy) de+
Kn+1/2

w; (Vf(u,lz) — o} - Vu,ll) de =0

n+l_ n
Now we sum and subtract the quantity % anH/Q AVAY =~ “b da. The term with plus

sum with the first term of the above equation, the term with minus sum with the second,
the third and the fourth ones

At uttt — At ur —ul
1+ —V- o |2t de — / 1+ =V 08| p—2—"(d
/Qn-‘—l/2 < + 2 0h> 90 At r Qn+1/2 + 2 o-h ()0 At r

1 _ . n 1
+ ) /K » wiUhAtuh dzc—|—§ > / w; (V- f(uy) — o7 - Vuy) de+
KEDi n+1/2

1
=P
2KED¢ Kn+1/2

The last three terms can be rewritten compactly with (4.48),

At uttt —
1+ =V-of | de =
/Qn+1/2 ( + 2 Uh) Y At r

At up — ul
— PRE®) / 14+ =V ot | g —"hyg
Z ! + Qn+1/2 + 2 Tn)? At *

KeD;,

Developing both the modified mass matrices but lumping only the one on the right-hand
side, then using definitions (4.45) and (4.52), (4.51) is finally prooved
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4 Residual Distribution schemes for moving grids

Global Lumped

{' 3 (4.54)

F= - T o
~n+1/2|u?+1 21

|Sz At = - ZK ®
The scheme closely resemble the Eulerian one (3.12). The presence of the modified median
dual cell area does not destroy the positivity.

Proof. The first step remain the same and has been already prooved

For the second step (k = 2) assembling (4.46)(4.47), togheter with (4.42)(4.53)

n+1

n+1 n
i—————dx + — iV oo d
/Qn+l/2 ()0 At + 2 Qn+1/2 ()0 h At +

n

—1/ oV - o, (ul +u"> da:—/ gaulll_uh dz+
2 Qn+1/2 ‘ h h h ! At o

Qn+1/2

1 _ ,n 1
" Z/ U g 4 L Z/ w (V- F(u) — o - Vi) dat
KeD; Kn+1/2 At 2K€Di Kn+1/2

12/ wi(V~f(u,1l)—aZ~Vu,1l)d:c:0
2 KE’D»; Kn+1/2

Summing the first and the fourth term togheter and the second and third too

ntl _ o1 ntl _ 1
up —uy At LU uy,
i dx + — zv o, d.’L’+
/Qnm PTTA 2 Jomiap T TR AY

1
n Z/ P i/ Z/ wi (V- ful) — ok - Vul) da+
KeD Kn+1/2 A Kn+1/2

2 kep,
1 ) 1y * 1 _
+= > w; (V-f(uh) ah-Vuh> de =0
2 K€D1 Kn+1/2

The last three terms can be rewritten compactly with (4.48), while the first two terms
sum up

At ut Tt — ol
1+=Veol | ldp=— S oKD
/Qn+1/2 ( * 2 Uh) 7 At * Z ‘

KeD;

Developing the mass matrix, lumping it and using (4.45) we get the second line of (4.54).
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4.5 Numerical results

4.5 Numerical results

The scalar experiments we show here are used to test the formulation presented so far.
The test cases are exactely the ones performed by [9] with a the explicit RK2 of chapter 2:
we hope to recover the same results, in terms of accuracy and non-oscillatory behaviour,
when the grid is moving with an arbitrary motion and the RK2-ALE scheme presented
in the previous chapter is used.

All the schemes, modified in the proper way for RA2 time integrator in section (3.1.1), are
used here. We have just to remember that, for ALE computaions, the upwind parameter
takes into account the grid movement and follows the definition (4.27) which is recalled

below )

All the definition which involves k; has been revisted.
For all the experiments the time step is computed in order to verify the CFL condition

At = CFLmin _ sl (4.55)

iE€Th ZKED»L 3aK

where CFL = 0.8. Inequalities (2.77) and (2.87) are verified hence the LxF and N schemes
are positive.

4.5.1 Convergence properties

To test the accuracy of the method we use the simple case of linear advection of a smooth
sinusoidal hill

Rt -Vu=0, a=[0,1,ze(0,1]x]0,2],te€0,1]

up = cos (27r) ifr <0.25, r= \/(x —0.5)% + (y — 0.5)°

ug = 0 otherwise

We choose 4 unstructured grid with characteristic lenghts shown in table. Given a refer-
ence domain (X,Y’), it is mapped according to the following law

(4.56)

x(t) = X +0.1sin (27X)sin (1Y) sin (27t)
y(t) =Y +0.2sin (27X sin (7Y) sin (47t)

At t = 1, the mapping is the identity & = X, so we can compare the ALE solution with
the Eulerian one easily. In figure (4.1) grid number 3 is shown with the corresondent

mapping.
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4 Residual Distribution schemes for moving grids

All the results collected in figure (4.2) shows that second order of accuracy, when expected,
is achieved. The ALE convergence curve almost collapse on the classical one. The Blended
LDA-N on smooth solution should collapse to the LDA scheme but it converges more
slowly, only with order 1.5 instead. This is due to the fact that the advecting hill is very
narrow and the presence of strong gradients cause the switch to a first order N scheme.

lgrid| h |
2 [ 1/30
3 | 1/50
4 [ 1/80
5 | 1/160
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Figure 4.1: Linear Advection. Mapping for the grid and example of the numerical solution



4 Residual Distribution schemes for moving grids
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Figure 4.2: Linear Advection. Order of Convergence
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4.5 Numerical results

4.5.2 2D Burger equation

The non-linear Burger equation is a good test to see how the schemes behaves near
discontinuities

Mia-Vu=0, a=[uul,ze[-11]x[-11] te]0,1]
up =1 if z € [~0.6,—0.1] x [~0.35,0.15]

ug =10 otherwise

The reference grid size is h = 1/80. The domain is mapped in a similar way to (4.56),
according to

z(t) =X +0.2sin (7X)sin (1Y) sin (27t)

y(t) =Y +0.2sin (7X)sin (1Y) sin (47t)

Only results with formulation F1 are shown but the use of formulation F2 lead to very
similar results.

First we consider the linearity preserving LDA and SUPG scheme in figures (4.3), (4.4),
(4.5), (4.6). As expected, these two schemes that gives very good results when computing
smooth solutions, fail when computing discontinuities. Oscillations appears on the shock
and at the tail of the rarefaction wave. The important observation is that the ALE results,
far from the discontinuity, are very close to the Eulerian ones, on the tail of the rarefaction
even better.

The non-linear schemes LLxFs and LDA-N are designed to capture very well disconti-
nuities. This is shown if (4.7), (4.8), (4.9), (4.10). We have seen that SL formulation,
unfortunately, does not allow us to mantein positivity hence oscillation still appear but are
less pronunced respect to linear schemes. With GL formulation this problem is cured pro-
vided that some dissipation is introduced due to the mass-lumping [9]. The ALE results
trace very good the Eulerian one and they are even better smeared out when computing
the tail of the rarefaction wave.
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4 Residual Distribution schemes for moving grids

0.5 0.5

-0.5 -0.5

RK2-SL-F1 LDA

.02 I I I I I I I I I

Figure 4.3: 2D Burger Equation, F1-SL LDA scheme. Top: 20 equispaced isolines between
0 and 1 at time ¢ = 1. left, Eulerian. right ALE. Bottom: comparison of the
solution along the symmetry line and along the line y = 0.3
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4.5 Numerical results

0.5 0.5

-0.5 -0.5

-1 0.5 0 0.5 1 A 05 0 0.5 1

RK2-GL-F1 LDA

-0.2

Figure 4.4: 2D Burger Equation, F1-GL LDA scheme. Top: 20 equispaced isolines be-
tween 0 and 1 at time ¢ = 1. left, Eulerian. right ALE. Bottom: comparison
of the solution along the symmetry line and along the line y = 0.3
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0.5 0.5

-0.5 -0.5

-1 -0.5 0 0.5 1 A -0.5 0 0.5 1

RK2-SL-F1 SUPG

.02 I I I I I I I I I

Figure 4.5: 2D Burger Equation, F1-SL SUPG scheme. Top: 20 equispaced isolines be-
tween 0 and 1 at time ¢ = 1. left, Eulerian. right ALE. Bottom: comparison
of the solution along the symmetry line and along the line y = 0.3

72



4.5 Numerical results

0.5 0.5

-0.5 -0.5

-1 -0.5 0 0.5 1 A -0.5 0 0.5 1

RK2-GL-F1 SUPG

.02 I I I I I I I I I

Figure 4.6: 2D Burger Equation, F1-GL SUPG scheme. Top: 20 equispaced isolines be-
tween 0 and 1 at time ¢ = 1. left, Eulerian. right ALE. Bottom: comparison
of the solution along the symmetry line and along the line y = 0.3
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4 Residual Distribution schemes for moving grids

0.5 0.5

-0.5 -0.5

RK2-SL-F1 LLxFs

Figure 4.7: 2D Burger Equation, F1-SL LLxFs scheme. Top: 20 equispaced isolines be-
tween 0 and 1 at time ¢ = 1. left, Eulerian. right ALE. Bottom: comparison
of the solution along the symmetry line and along the line y = 0.3
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0.5 0.5

-0.5 -0.5

RK2-GL-F1 LLxFs

201 I I I I I I I I I

Figure 4.8: 2D Burger Equation, F1-GL LLxFs scheme. Top: 20 equispaced isolines be-
tween 0 and 1 at time ¢ = 1. left, Eulerian. right ALE. Bottom: comparison
of the solution along the symmetry line and along the line y = 0.3
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0.5 0.5

-0.5 -0.5

RK2-SL-F1 LDA-N
1 T T T T

.02 I I I I I I I I I

Figure 4.9: 2D Burger Equation, F1-SL LDA-N scheme. Top: 20 equispaced isolines
between 0 and 1 at time t = 1. left, Eulerian. right ALE. Bottom: comparison
of the solution along the symmetry line and along the line y = 0.3
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0.5 0.5

-0.5 -0.5

RK2-GL-F1 LDA-N

201 I I I I I I I I I

Figure 4.10: 2D Burger Equation, F1-GL LDA-N scheme. Top: 20 equispaced isolines be-
tween 0 and 1 at time ¢ = 1. left, Eulerian. right ALE. Bottom: comparison
of the solution along the symmetry line and along the line y = 0.3
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5 Residual Distribution for Euler
Equations with moving grids

5.1 Basic concept for 1D systems

Once Residual Distribution schemes for scalar conservation laws have been understood,
their extension to systems is quite simple. A nice exercise to see this, can be the reformal-
ization of a Finite Volume first order upwind approximation of a 1D-linear system into a
Residual Distribution method. Given the hyperbolic linear system

ou ou
LA = 1
ot The; =0 (5:1)

with u € R™ vector of conserved quantities, we recall that the system is hyperbolic if
A € R™*™ is diagonalizable with real eigenvalues. We denote the eigenvalues by

A< A <L <A,
The matrix A is diagonalizable if a complete set of linearly independent eigenvectors exists
1,2y ey M
In this case the matrix having for coloumns the eigenvectors
R=[rry..ry,]

is non-singular and has an inverse so we can put the matrix A in a diagonal form by the
following tranformation

A =R7AR, where A =Diag{)\;,\s,...; A} (5.2)

If we define the vectors of characteristic variables w = R~'u, we can rewrite the linear
system (5.1) as a set of m decoupled linear advection equations

ow ow
A )
5 + o 0 (5.3)
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5 Residual Distribution for Fuler Equations with moving grids

whose solution, in turn, can be used to solve the original system of equation.
The Godunov approximation of (5.1) writes

At
urtt = — e (Fz‘+1/2(uln7 uiy1) — Ficaye(uiy, uf)) (54)

where the numerical flux function, indicated with little abuse in the notation as F, is
computed according to

1 1
Fiio = A(UY(U?—M uy')) = §A<U? +uiy) — §|A|(UZL —uiy) (5.5)

As already seen for the scalar case, the bridge between Finite Volume and Residual Distri-
bution consists in rewriting (5.5) in terms of fluctuations. Using the following numerical
flux

Fiio = Auj — A+(U? —uiy)

in analogy with the scalar reformulation (2.7), the FV approximation can be rewritten
as a Flux-Difference Splitting approximation

At
urtt =y — hy <A7<U?—i—l —u) + AT (u} — ”?—1)) (56)
where
AT =RATR™" and A~ =RA R
(A)" + .
A re)
At = () , A= o
(>\m>+ ()\m)_

The method as a nice interpratation, infact the flux difference across the boundaries of
the cell [x;_1,z;] can be splitted in the following way

Fi—Fio1 = A_(U? - U?—l) + A+(U? - U?—l) (5.7)

Two contributions called fluctuations appears, one coming from the net effect of all left-
going waves and one coming from the net effect of all right-going waves. The Flux-
Difference splitting algorithm (5.6) follows immediately after the application of (5.7) for
every cell. The value of the solution at x; is updated summing up a right-going fluctuation
A*(u} —ul" ) entering from the interface z;_,/, and a left-going fluctuation A~ (u}’,; —uf)
entering from the opposite interface ;5.

We have already seen in the scalar case that the Residual Distribution method is a Flux-
Difference Splitting method with an arbitrary splitting of the flux difference, which in

turn is called, in a RD contest, residual. Through the usual steps, a true RD scheme is
constructed:
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5.1 Basic concept for 1D systems

1. Using a piecewise linear approximation of the solution, compute the residual over
every cell. For the cell [z;_1, 7]

i— au n n
® 1/2:/ %d:p—A( —u" )

with residual ®*~1/2 € R™.
2. Split the residual between the two nodes of the element through the distribution
matrix Bz 1/27 ,37’ 2 e R™ x R™

(bi—l/Q:/Bl 1/2¢z 1/2_|_/31 1/2(1)2 1/2

3. Assembly all the contributions belonging to node i to update the solution at the
new time step

= S (B e g i e) (5.8)

It is easy to see that the following choice for the distribution matrices leads to an equiv-
alence with upwind FV/Flux-Difference Splitting (5.6)

B2 =RBVPRY, with B '?=ATAT

BiT? =RBIZYPRY, with B ;" =A"A"!
It is interesting to note that this partlcular distribution corresponds to apply an upwind
Residual Distribution scheme on the transformed system (5.3). Infact applying the one-

dimensional scalar upwind RD method to each scalar decoupled equation we would have
obtained the same result. Briefly:

1. Compute the residual
q)i_l/Q(Wh) =A (WZ — Wi—l) = /\R_1 (UZ‘ — ui—l)

remembering that the following transformation holds

¢i—1/2<wh) — R—1¢i—1/2<uh) (59)
2. Split the residual according to the one-dimensional upwind distribution (2.15), hence
with distribution matrices B: /2, BI1/?

O (wy) = BRI (wy) 4 BP0 ()

3. Assembly
At

Wit = wp - o (Bi 2012 (wp) + B0 2 (wh)) (5.10)

If one transforms back in conserved variables premultipyling (5.10) by R and then using
(5.9), gets (5.8).
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5 Residual Distribution for Fuler Equations with moving grids

5.2 Residual Distribution for non-linear systems

A system of coupled conservation laws can be written, in a general form, as an hyperbolic
system of equations. We will consider only two dimensional problems

?;Jrv-f:o inQcR? tel0,7] (5.11)
with solution u(z,t) € R™, flux function f(u) = [f,f,] € R™ x R? with f,,f, € R™. In a
quasi linear form

du du du
— 4+ A (u)—+A,(u)=—=0 5.12
where A, = % and A, = %M. Collecting both in a three dimensional array A(u) = 4% =
du Y du du

{ A, Ay } € R™ x R™ x R? we obtain the Jacobian of the flux. The system is called
hypebolic if, for any vector & = (&;,&,) € R?, the m x m matrix K

K& u) = A(u)-&=A,(u)& + Ay(u) &y (5.13)

is diagonalizable with real eigenvalues. Everywhere in the text we shall denotes with
A&, u) = Diag{A1, Ag,...\,} the diagonal matrix of the eigenvalues of K, while with
R(&,u) the matrix of right eigenvectors of K. Thus we can bring K to a diagonal form by
a similarity transformation

A€, u) = R (& u) K(&,u) R(E, u) (5.14)

A Residual Distribution approximation of (5.11) is obtained throught the following step

h

1. Once we have approximated the solution with a P1 approximation u”, compute the

residual over every element

CDK:/ V-f(uh)d:c:/ f(u") -ndx VK cT" (5.15)

K oK

2. Distribute the residual to the nodes i, j, k of the element through the distribution
matrix B;°, 87", By

O = B oN 4+ RN + gl ol = 3" o (5.16)

jeK
If I"™ is the m x m identity matrix, the consistency condition is translated as follows

Y opE=1" (5.17)

jEK
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5.2 Residual Distribution for non-linear systems

3. For every node i assemby the contribution from all K € D; and evolve u; in time
dUi
dt

1Si|—-+ > ¢f=0 VieT" (5.18)

KeD;

The steps define a generalization of paragraph 1.2.

In the splitting step, in order to end up with an upwind distribution, we will need to
know some information about the eigenstructure of the jacobian K (as in 1D we needed
the scalar parameter k), the access to the quasi-linear or better to a linearized form
becomes thus necessary. Regarding the linearization we have to face the same problem of
the scalar case: for conservativity reasons the linearization should be exact and this fixes
the correct averaged Jacobian A

/KV-f(uh)da: = L(Aw(uh)i;thAy(uh)%“;) dz

_ /KA( )dwaa;Jr/A( )dmaayh

— ouh -~ out
= A—+A — | |K 1
(A5 +A5 1K) (5.19)
with
A, da: and A = / da: 5.20
|K|/ 1K (5-20)

Using this linearization we can write the residual in the following form, very similar to
the scalar analogue (2.45)

/Vf — fZ(AnM—I—AnyJ)

]GK

= > Kjuy

jeK
with upwind matrix defined by
1, _

Ki =3 (Astia s+ Ay ) (5.21)
Moreover we define the following matrix

_ 1, _

K(&) = 5 <A:Jc§x, + Ayfy,)
which admits the usual decomposition

K(&) =R(E)MER(€)

We conclude this section with the hope that, almost all the nice properties of scalar RD,
could be extended to systems. Even in the cases when this turns to be true, the extension
is not trivial at all.
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5 Residual Distribution for Fuler Equations with moving grids

Multidimensional Upwinding

In the first example we have seen that, simply working on characteristic variables instead
of the physical ones, it is possible to design a one-dimensional upwind RD scheme for
systems. This is certainley true also in multidimensional problems where we can imply
an upwind scheme for every simple wave, thus coming to a scheme which inherits from
the scalar case the property of a genuinely multidimensional upwinding. Then, it seems
logical to use the eigenvalues of K; as a reference to decide whether node i receives a
larger or smaller amount of residual.

On the other hand, for systems, the concepts of inflow /outflow faces, downstream /upstream
nodes, one/two-targert cells have no more sense. A sense clearly holds for each simple
wave, but for the system in conserved variables the coupling of the equations makes the
cell generally three-target. The definition of upwinding given in section (2.2) has to be
revisited for systems.

Definition (Matrix RD, Upwinding). A RD method in the form (5.18) is upwind if

Kfi=0= 00X =0 (5.22)

Stability and Accuracy

The direct extension of the results provied for the scalar case in paragraph (2.4.1) could
be misleading. First of all the existence of a maximum principle for a system of non-
linear conservation laws is not a trivial task. This does not mean that a non oscillatory
behaviour near discontinuities is desired/expected. Even if, heuristically, we extend the
positive analysis to systems getting to a compact form like

At
n+l _ n
uE = e > Ciju;

JEK

it is not easy to handle with the LED condition, this time applied to a matrix C;; < 0. To
avoid this difficulties, someone searches for a condition relying on entropy consideration
but this is beyond the scope of the thesis [6]. We will extend directly the scalar schemes
to systems without providing a rigorous demonstration of why they are oscillation-free or
not.

We can only say that, given a direction &, the solution can be decomposed as sum of

simple waves

h

u=R(&u)w = u"=R(&)w (5.23)
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5.2 Residual Distribution for non-linear systems

and the linearized residual can be splitted into a linear combination of simple residuals
o, each of them acting on a single simple wave

oKW = OFREW)
= RO W) = X of (wh)n

From this point to the end, in order to lighten a little bit the notation we skip the apex
K in the defintion of residual. Using (2.47), every distributed sub-residual ¢!(w') can be
written in the compact form

k) = 3 () — ) (5.21)

jeK

Hence, playing with the coefficient cﬁj we can still define a positive scheme for every
wave, for example using a N distribution for ¢!. Heuristically we can say also that, many
schemes we shall present in a while, the LDA and N schemes for example, once written in
characteristic variables, correspond exactly to their respective scalar versions applied to
each simple wave and, somehow, we expect that the scheme acting on conserved variables
inherits the properties (LED , positivity) from each scalar scheme.

On the contrary accuracy results presented in paragraph 1.4.2 can be extended very easily
to systems. We give directly the result

Definition (Matrix RD, Second Order Accuracy and Linearity Preserving
schemes). A RD method in the form (5.18) is second order accurate at steady state
if

¢, = O(h?) (5.25)

Moreover the matriz scheme is said to be linearity preseving if the distribution matriz
BE is uniformly bounded with respect to the solution and data of the problem. Linearity
preserving schemes are second order accurate at steady state.

5.2.1 Lax Friederich scheme

The Lax-Friederich scheme for systems write

1
LeF _ * @K K o K ,
O =0 —a jEEj ZA(uz uj) at = IJIleaX det K; (5.26)

The parameter o has to give the correct dimensionalization and the correct order of
magnitude to the dissipation operator. (5.26) is a generalization of (2.76). The scheme is
positive and first order accurate
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5 Residual Distribution for Fuler Equations with moving grids

5.2.2 SUPG scheme

The SUPG scheme is also derived directly from a formal generalization of its scalar coun-
terpart (2.82). The correspondent distribution matrix is

-1
1
BT =M KT, T = (Z w) (5.27)

JjEK

which lead to a second order non-positive scheme.

5.2.3 LDA scheme

Extending the LDA scalar scheme (2.88)

—1
BIP M =KIN,  N= (Z Kj) (5.28)

JEK

we get a second order upwind scheme.

5.2.4 N scheme

And finally, starting from the scalar counterpart (2.83) we have the system N scheme

i
JEK

which is positive and upwind but only first order accurate.

5.2.5 Blended schemes

Once a second order and a first order residual ®*7 ®7 has been computed, the issue is
how to implement the limiter. The idea of Abgrall and Mezine suggested in [18] is to
decompose the problem in simple waves and define a scalar limiter acting on each wave.
We define the right and left eigenvectors associated to the flow direction (but the result
is rather independent of this choice)

OF (wWh) = o (Lu") = LoX, ¢ (w') =1 - dF (5.30)
Hence using the same limiter as in (2.90) for every [-wave

O
Y jeK W{};(wl” YjeK - ¢§V|

[y = V=12 .m (5.31)
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5.2 Residual Distribution for non-linear systems

Blending residuals in the domain of characteristic variables we get, with scalar notation
or(w) =11 OF 4y (I oF =1 of7) (5.32)
Projecting back into conserved variables

of =RoP(wW"), oF =3 ¢fn (5.33)

I=1,p
Substituting (5.32) in (5.33) we get

OF = > (- o 4+ (I - o7 =1 - 0£7)) v, (5.34)

I=1,p

where 1 is computed with (5.31).

5.2.6 Limited schemes

When extending the limiting procedure to system, we face the same problem of the
blending approach. We have the PSI limiter that works very good for the scalar case and
we would like to extend it to systems. The idea of defining a limiter on each wave allows
us to apply a PSI limiter on every positive residual distribution ®7. Infact

gl = (F:h)” _ (7-o7)" Vi=1,2,.m (5.35)

Siex (670 Sy (- 07)"

Limiting the positive residual projected in the domain of characteristic variables results
in getting m limited residuals

HM = Blel =L (I] - o)V =1,2,.m (5.36)
Finally we project back into conserved variables

cbiLlM _ Rq)iLIM(Wh)’ q)iLIM _ Z qblLﬂ‘IMrl (5.37)

I=1,p

Substituting (5.36) in (5.37) we get

SFM = 3 BT, (5.38)

I=1,m

with ! computed with (5.35).
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5 Residual Distribution for Fuler Equations with moving grids

5.2.7 LLxFs and LLxF-SUPG schemes

Also for systems the LLxF scheme suffers from spurious oscillation that, eventually, can
reduce the accuracy to first order. As in section (2.5.7), a SUPG term, tuned by some
parameter, is added. For Euler equations this parameter is introduced by Abgrall in [8] in
a way very similar to the scalar analogue (2.96). He reasons that the residual, projected
in characteristic variables, has an entropy component which is defined through the usual
projection (5.30), this time on the correct left eigenvector corresponding to the entropy
wave, |7
o =1 o

The limiter is then computed

1

5(Uh):min 1,W
e

(5.39)

It has the correct order of magnitude, hence d(u”*) ~ 1 in smooth region and §(u”) ~ 0
near discontinuities. An explanation for the steady case is given in the same paper [8] but
(5.39) captures very well discontinuities also in unsteady cases. The matrix distribution
for the LLxFs reads

BLLZBFS — ﬂzLLIF + 5(uh),3fUPG (540>

Indeed another version, for which has been demonstrated in [9] that better results are
obtained, consists in a full blending between a LLxF and a SUPG scheme through the
limiter (5.39). It is defined by the following matrix distribution

ﬂLLmF—SUPG _ (1 _ 5(uh>> BLL:UF + 5(uh)ﬂ$UPG

7

The scheme is called in shorthand notation LLxF-SUPG and it is the one used in the
computation.

5.3 Residual Distribution for Euler equations

Through the chapter we have built a powerful tool (matrix RD) to solve non-linear
hyperbolic systems of conservation laws in the form (5.11). We will test it on the Euler
equations governing inviscid compressible flows. The system states the conservation of
mass, momentum and energy for a perfect gas. The conserved variables and flux matrix
are given by

p gu pU
_ | pru _ | puttp  puv

u=1 | f(u) = o p?4p (5.41)
pE pHu pHv
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5.3 Residual Distribution for Euler equations

where p is the fluid density, u = (u,v) is the flow speed, E is the total energy per unit
mass, H is the total entalpy per unit mass

H=£+"
p

For polytropic ideal gas thermodynamic properties are completely defined by the following
pair of equations of state

p(T,p) = RTp, e(T)= (5.42)

where we have introduced the internal energy per unit mass e and the temperature of the
fluid T. Combining the two equations we obtain p as a function of e and p

ple,p) =(y—1)ep (5.43)
The Euler equations are closed with the definition of internal energy
1
e=F— §||'u,|| (5.44)

since we are able to express the pressure as function of the unknown p, u, v, E.

To define the eigenstructure of the Euler equations we need the definition of another
thermodynamic variable, the speed of sound. For polytropic ideal gas

c=v(y—1)e

We compute the jacobian of the flux A(u) = % , then the matrix K(u, &) according to
(5.13). The eigenvalues of K(u, &) are

Aa(u,§) =u-EFc(u)|&ll, Aos(u, &) =u-§ (5.45)

which are all real, making the system hyperbolic and K(u, £) diagonalizable with diagonal
matrix A.

Roe-Struijs-Deconinck linearization
In order to put the residual in a linearized form (5.50) the correct conservative linearization

of the flux now is performed. We use the fact that the flux components are quadratic
function of the the Roe parameter vector

z=yp[1 uw v H] (5.46)
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5 Residual Distribution for Fuler Equations with moving grids

First we express the residual as a function of z". Assuming a piecewise linear variation of

[ vt (df 0% & <>%Zy)|K| (5.47

The passage from the conservative form to the linearized one is exact only if

d d —= 4
& 0= f A = g A (548)

The choice of the variable z seems the only possible one leading to a full conservative
scheme, in this way infact the above integrals exist and are very easy to compute. A(z")
is linear and follows immediately that we have to evaluate the jacobian at a proper average
state which correspond to the arithmetical average of Roe variables over the element

A=A@F), with 2= 2 (5.49)
jEK

This averageing, for one dimensional problems, reduce to the classical 1D Roe conserva-

tive linearization [19] and rapresents its multidimensional extension as suggested by [20].

Substituting (5.49) in (5.47), the linearized residual is computed

oz df, 0z
/KV-fdaz— ( ()8x+ ()ay>|K]
82 df, du _ O0z"
)|K|

(Forad+ ool
zh _du _ 07"
- (Ax A @ %) K
_. ou?
(r @5 A @) K (5.50)
Matrix K; follows from (5.21)

j= 5 (A @ ey + A (2 y) (5.51)

5.4 Euler equations in ALE framework

We don’t derive again the system of conservation laws in ALE formulation but we extend
it directly from the scalar case. Extending the scalar equation (4.19) we get the integral
form of Euler equations in ALE framework

9
It

/ udac—l—/ V-(f—uo)de=0 (5.52)
() )
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5.5 RD-RK2 for Euler Equation in ALE framework

Extending (4.20) brings to the differential form of Euler equations written in ALE frame-
work

0 (JAU>
ot

+J4aV-(f—uo)=0 (5.53)
X

Given a vector £ € R? the jacobian of the fluxes in ALE framework writes

d df d
K<u7£70-) = %(f_ua)gzﬁé_%(ua)g
d du
S A (o QU =AEo e
= A (u) & + A ()& — (0. +0,8) I (5.54)

There is a local modification of the jacobian matrix due to the ALE part in the flux. The
new eigenvalues, all real, are grouped into the diagonal matrix

Au,€,0) = (u—a)-€1* — Diag {c, 00, —c} (5.55)

Right and left eigenvectors does not change with the reference system and remains the
one computed in the Eulerian framework R(u, §),L(u, &).

5.5 RD-RK2 for Euler Equation in ALE framework

This paragraph rapresents the last step of the thesis: the matrix RD schemes presented
in paragraph (5.2) together with the explicit Runge-Kutta time integrator of paragraph
(4.4.2) are used to approximate Euler Equation in ALE formulation.

The extension to systems of the RD explicit Runge Kutta two approximation for scalar
ALE conservation laws expressed by (4.51)(4.54) is straightforward. Using the same
notation introduced for that formulas, the selective lumped formulation writes

k AuF
Gnt1/2 Au? _ HREK) _ - qAL2Y;

’Sfﬁ+1/2‘ ~ GAL
1 9

where the definition for the scalar mg;" are the same of paragraph (4.4.2) while

for the vector Auf, Au? we use simple extensions of the scalar definitions already given.
For the residual the scalar definition (4.50) is rewritten in a matrix RD formalism

{¢RK(1) = ®:(u")

;?K 2 ul—un n
O = Sjeremi§ g+ 5 (Ou(uh) + ()
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5 Residual Distribution for Fuler Equations with moving grids

For the global lumped formulation one has

{‘gin+1/2‘ u%fu? . ZK cbf%K(l)

At

5 n+1/2 uHLul: (5.57)
S+/|Z II—ZKCDRK(Z)

The only passage where some care is needed is the computation of the total residual which
becomes

dF () = / (V f(u") — a’hVuh) dx
K
Using, for the advective part, the linearized form of the residual (5.50), the total residual
for Euler equation in ALE framework writes
ouh ouh
/ (V f(u") — O'hVuh) dx = (Ax (2) Al A, (Z) u) | K| — / o dx - Vu" (5.58)
Since o is linear over the element we can evaluate the integral at the second term
/ o"dr =Y Z|K| = &|K]| (5.59)
K jEK 3

Thus the linearization remains exact also in ALE framework, hence the conservativity of
the method is preserved. Remember how we compute the gradient of a linear function
over a triangle

With some calculation the total residual (5.58) becomes

/(v-f(uh)—ahvuh) de = (A (2)6—uh+A (z)aih K| — & - Vu'|K]|
K B ’ ox Y dy

1 _ B 1_
= 3 (Ax () Z ngju; + Ay (2) Z ny,juj) — 50’ Z n;U;

jeK jeK jeK
L ) 1_

= Y S A @nau + A @) - Y (57 1)y,

JEK I

1, . L 4

- ¥ (A(Z)'"j—“'"jl)uj

jeK 2 2
_ Tk, (5.61)

jeK
This results in the following modifcation of the upwind matrix which closely resamble the
upwind parameter obtained in the scalar case (4.27). Infact from the above equation

1
KME =K, — 37 M 4 (5.62)
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5.6 Boundary conditions

The upwind matrix is used to define the various matrix linear schemes, LxF (5.26), LDA
(5.28), N (5.29), SUPG (5.27). The non linear schemes, both the limited (5.38) and the
blended one (5.34), are built starting from the linear ones, where the only additional
information we need are the matrices of right and left eigenvectors of the Roe linearized
jacobian K(z, &) which does not change respect to the Eulerian formulation.

Finally for the computation of the residual <DlRK(k) we reminds the scalar formulas in
section (3.1.1) which can be immediatly extended to systems.

5.6 Boundary conditions

Up to now the imposition of boundary conditions has not been addressed yet, it has been
assumed that the elements share no edges with the boundary. Here we follow [21]. If an
element K share an edge I'x with the boundary I'j,, the following boundary residual has
to be added to the total one computed in (5.15)

d'x :/ (£7(u") = £(u")) - nda (5.63)

where f? is the boundary flux. We have already seen that conservation implies the fol-

lowing relation
> ¢f=/ £2(u") - nda (5.64)
Ty

€Ty KeD;

Separating the contribution of the domain residuals CDzK ‘" and the contribution of the
boundary ones d>iFK , the above relation writes

)IDIEANEED VDA D DD DI /A

1€Ty KED; €T KED; i€l K:KeD;,0KeTl'y,
— K.d 'k
Sy e Yy e (569
KeTy, jeK K:0Kel'y, jel'k

Conservation (5.64) is respected if the distribution for the boundary residual respects the
following relation

> ol = ot

J€lK
This means that we have to split separately the boundary residual and the domain ones.
A solution could be a centered distribution using the trace of the Galerkin shape function
along the boundary ¢;(z) = ¢;(x);,

o = [ () ~ 1) ni ) da

Two types of conditions can be imposed continuosly along the boundaries
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5 Residual Distribution for Fuler Equations with moving grids

1. Wall boundary conditions: we impose the condition w - n = 0 directly when we
compute the product £7 - m in (5.63). This correspond to have

0
h

£ (U n = ];Eahgz (5.66)
0

2. Inflow/outflow boundary conditons: for a scalar equation, if a boundary point is of
inflow the freestream state u., is imposed. For systems of equations we encounter
the problem that, at every boundary points, we have to decide for which variables
the same point is of inflow /outflow, hence for which variables we have to impose the
boundary condition. This is determined by the sign of the eigenvalues of the local
jacobian K = A(u”") - n. For the I-th eigenvalue

A > 0 inflow point for w;

A <0 outflow point for w;

The eigenvalues defines the matrices A, AT. Imposing the boundary values on the
linearized residual in characteristic variables

fIwW") - n = A wh + Afwg
Then transforming back in conserved variables we get the correct boundary flux

f2(u") - n = K™ (u")u" + K* (u")us (5.67)

5.7 Numerical Results

We first present a test case to prove that the ALE formulation of Euler equations, imple-
mented as proposed in section (5.5), does not spoil the accuracy property of its Eulerian
counterpart. The second test case is a Riemann problem to see if we are able to recover
the Eulerian results, in terms of positivity and accuracy, when shock waves are present.
For this cases, a comparison with the results obtained on a fixed grid is invoked to prove
the effectiveness of the method. The following mapping involving the usual distortion of
the grid with sinusoidal law is used. At the final time it reduces to the identity mapping
and we can compare results on the same grid

{x = X +0.1sin (27X) sin (27Y) sin (27 Y/timas) (5.68)

y=Y 4+ 0.1sin (27 X) sin (27Y") sin (27 /tax )
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5.7 Numerical Results

We believe that, summing up these last two experiments with the scalar ones, the for-
mulation has been tested enough. We can conclude that the ALE reformulation of the
RK2-RD scheme of Ricchiuto and Abgrall, as it is implemented in this thesis, give quite
good result. At this point a very simple experiment where moving boundaries are involved
is given.

Time step is computed according to

At = CFLmin L

i€Tn ZKEDl 3aK

where CFL = 0.8.

5.7.1 Advection of a Vortex

The accuracy of the schemes is measured on the advection of a constant density vortex.
The test case is the one used in [22]. Initial conditions are now presented. The flow
velocity is given by the sum of a freestream velocity and a circumeferential perturbation

uy = [ 8 ] + Au (5.69)

Au::[_%]ujifr<025 (5.70)

Au =0 if r>0.25

with z, = —0.5, y. = y—0.5, w = 15 (cosdmr 4+ 1) and r = /22 4+ y2. Density is choosen
constant pg = 1.4, the pressure is a given by

Po = Pm + Ap (5.71)
152 8 4mrsin (8
Ap = (4)@ (2 cos (4mr) + 8mrsin (47r) + . (8 mr) | A Slz( ) + 1271'27’2) +C
m

(5.72)
The constant C' is fixed such that the pressure at » = 0.25 is the freestream pressure
Po = Pm = 100. The maximum Mach number is M["** = 0.8.

The problem is solved on a square domain [0, 1] x [0, 1] until a final time ¢,,,, = 1/6. The
domain is approximated with 4 unstructured triangulations with element’s reference size
shown in table. Freestream boundary conditions are imposed at y = £0, 1 through (5.67)
and periodic boundary one are used at x = 0, 1.
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5 Residual Distribution for Fuler Equations with moving grids

Figure 5.1: Advection of a Vortex for linear schemes (RK-F1-SL). 15 equispaced pressure
isolines between level 94 and 101. Left column: Eulerian. Right column: ALE.
From the top, in order of rows: LDA, SUPG

In figure (5.3) some results are presented: the convergence curves are qualitatively similar
to the ones obtained for the scalar advection of a smooth profile. From figure (5.2) we
see that results closely follow the one in Eulerian framework. Second order of accuracy is
achieved also in ALE framework for both the lumped and the selective formulation. The
lowest convergence rate (equal to 1.5) is observed for the LDA-N scheme but, again, this
is due to a switch to the first order N scheme in regions where strong gradients of the

vortex are present.

’ grki‘ h ‘
1 1/40
2 1/80
3 | 1/160
4 11/320
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5.7 Numerical Results

Figure 5.2: Advection of a Vortex for non linear schemes (RK-F1-SL). 15 equispaced pres-
sure isolines between level 94 and 101. Left column: Eulerian. Right column:
ALE. From the top, in order of rows: LDA-N, LLxF-SUPG
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Figure 5.3: Advection of a Vortex. Order of Convergence



5.7 Numerical Results

5.7.2 A 2D Riemann problem

This test case is contained in [23]. We use it to test the shock-capturing capabilities of the
schemes. With reference to the notation of the figure (5.4), the initial solution is given by

(1.5 00 1.5) state a
0.1379928 1.2060454 1.2060454 0.0290323) state b
(puvp): (5.73)
0.5322581 1.2060454 0 0.3) state ¢
(0.5322581 0 1.2060454 0.3) state d

The structure of the solution is very complex. Two normal shocks are interacting with two
oblique shocks. This interaction generates two couples of symmetric lambda shocks with
the appereance of contact discontinuities emanating from each of the 4 triple points. The
amount of fluid that passes through the upper lambda shock structures (hence through
two oblique shocks) is then pushed by the pressure gradient between state a and b into
a transonic jet against the normal shock. The domain is a box [0,1] x [0,1] and it is
approximated through a structured triangulation with element reference size h = 1/200.
The final time is ¢,,,, = 0.8.

Only the non-linear schemes are expected to give postive and second order accurate re-
sults, hence results in figure are referred only to the LDA-N and LLxF-SUPG schemes.
The LDA-N case is shown in figure (5.5)(5.6). The ALE results are overlapped, almost
everywhere, with the ones obtained with Eulerian formulation on a fixed grid. As in that
case, only when the global lumped formulation is used, we get positive results. With
selective lumping, the solution is quite monotone but small oscillations appears near the
discontinuities.
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Figure 5.4: 2D Riemann Problem: initial solution
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Figure 5.5: 2D Riemann problem computed with LDA-N scheme and RK2-F1-SL formu-
lation. Top: 30 equispaced density isolines between maximum and minimum
values of 1.65 and 0.1. Top left: Eulerian formulation. Top right: ALE formu-
lation. Middle: comparison of the solutions along the symmetry line. Bottom:
comparison of the solutions at y = 0.85
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Figure 5.6: 2D Riemann problem computed with LDA-N scheme and RK2-F1-GL formu-
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lation. Top left: 35 equispaced density isolines for Eulerian formulation. Top
right: 35 equispaced density isolines for ALE formulation. Middle: compar-
ison of the solutions along the symmetry line. Bottom: comparison of the
solutions at y = 0.85
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5.7 Numerical Results
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Figure 5.7: 2D Riemann problem computed with LLxF-SUPG scheme and RK2-F1-SL

formulation. Top left: 35 equispaced density isolines for Eulerian formulation.
Top right: 35 equispaced density isolines for ALE formulation. Middle: com-
parison of the solutions along the symmetry line. Bottom: comparison of the

solutions at y = 0.85
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Figure 5.8: 2D Riemann problem computed with LLxF-SUPG scheme and RK2-F1-GL
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Top right: 35 equispaced density isolines for ALE formulation. Middle: com-
parison of the solutions along the symmetry line. Bottom: comparison of the
solutions at y = 0.85



5.7 Numerical Results

5.7.3 A very simple application: wind tunnel with wall deflection

We have seen that, for all the test cases that we have run, the ALE formulation proposed
in this thesis works quite good and we are able to recover almost the same result of
Eulerian formulation. A very simple application, just to see the use of ALE formulation,
is shown, involving moving boundaries. In this case Eulerian formulation cannot work
without an interpolation step. The Eulerian formulation with the interpolation step has
not been implemented, henco no comparison is given for this case.

We have a 2D channel [2 x 1] with an hinge on the lower surface placed at = = 0.25.
This hinge allows a rigid deflection of the lower wall which is governed by the following
exponential motion law for angle o defined from the horizontal axis

{Oé(t) = Omazx (1 - e_t/T) t S tswitch (574)

Oé(t) = Omaz — 2amaaﬁ (1 - 6_(t_tswitCh)/T> t> tswitch
We choose the following values

towiten = 125, 7 =0.05, Qumap = 20°

The final time for our simulation is ¢,,,, = 2.5. The domain is approximated with an
unstructured triangulation with an element reference size h = 1/160. During the simula-
tion the grid is distorted solving a Laplace equation along every abscissa with boundary
conditions given by the flap displacement at that abiscissa. In figure (5.9) the mapping
for the grid is shown. Since shock waves are expected, we have tested only the non-linear
schemes LDA-N and LLxF-SUPG. The formulation choosen is F1-GL. The Mach number
at the inlet is M = 3.

From the experiments we can observe that, after the transient, the shock structure finds
a stable configuration close to the the analitical solution (Mach reflection of the shock at
the upper surface) at ¢t = 1.2. Immediately after the wall deflects an unsteady interaction,
between the shock and the expansion wave rising from the corner, is observed. The shock
wave, while it is going back, takes an S-shaped configuration. In particular, in the region
near the lower wall, the shock seems to be particularly strong becouse of the interaction
between the accelerating flow, in expansion after the corner, and the compressed region
at the outlet. Finally, at ¢t =« 2.5, the supersonic Prandtl-Mayer expansion is recovered.
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Figure 5.9: Topology for the grid. Left: compression. Right: expansion.
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=0 [ T T 1=0-2 [ T T T
0.20 0.96 1.72 2.48 3.24 4.00 4.76 5.51 6.27 0.20 0.97 1.74 2.51 3.29 4.06 4.83 5.60 6.37
t=0.4 [ [ T 1=0.6 [ [ T
0.20 0.97 1.74 2.51 3.29 4.06 4.83 5.60 6.37 0.20 0.96 1.72 2.48 3.24 4.00 4.76 5.51 6.27

1=0.8 L [ [ t=1.0

0.20 0.96 1.72 2.48 3.24 4,00 4.76 5.51 6.27 0.20 0.97 1.74 2.51 3.29 4.06 4.83 5.60 6.37

Figure 5.10: Mach 3 wind tunnel with LDA-N RK2-F1-GL: 50 equispaced density isolines
between extreme values of 0.2 — 6.5 at different time instants
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t=1.2

0.20 0.97 1.74 2.51 3.41 4.19 4.96 5.73 6.50
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0.20 0.97 1.74 2.51 3.29 4.06 4.83 5.60 6.37
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Figure 5.11: Mach 3 wind tunnel with LDA-N RK2-F1-GL: 50 equispaced density isolines
between extreme values of 0.2 — 6.5 at different time instants
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=25 0.20 0.97 1.74 2.51 3.29 4.06 4.83 5.60 6.37

Figure 5.12: Mach 3 wind tunnel with LDA-N RK2-F1-GL: 50 equispaced density isolines
between extreme values of 0.2 — 6.5. Final time
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t=0.0 t=0.2
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t=0.4 t=0.6

0.20 0.97 1.74 2.51 3.29 4.06 4.83 5.60 6.37 0.20 0.97 1.74 2.51 3.29 4.06 4.83 5.60 6.37
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Figure 5.13: Mach 3 wind tunnel with LLxF-SUPG RK2-F1-GL: 50 equispaced density
isolines between extreme values of 0.2 — 6.5 at different time instants
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Figure 5.14: Mach 3 wind tunnel with LLxF-SUPG RK2-F1-GL: 50 equispaced density
isolines between extreme values of 0.2 — 6.5 at different time instants
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=25 0.20 0.97 1.74 2.51 3.29 4.06 4.83 5.60 6.37

Figure 5.15: Mach 3 wind tunnel with LLxF-SUPG RK2-F1-GL: 50 equispaced density
isolines between extreme values of 0.2 — 6.5. Final time
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Conclusion

In this thesis we have developed a novel class of genuinely explicit residual based discretiza-
tions for conservation laws on moving meshes. This has been achieved by proposing a new
Arbitrary Lagrangian Eulerian (ALE) formulation for the explicit Runge Kutta Residual
Distribution (RD) schemes of [9]. In the manuscript we have slowly discussed all the
aspects related to this study, from the basics of RD schemes, to the extensive numerical
testing of the new proposed method.

In Chapter 2 many properties of RD have been introduced. Among other classes of
numerical methods used to solve hyperbolic equations, RD are the least known. This class
of schemes has an inherently geometrical interpretation of the concept of upwinding, this
leading to less diffusive schemes respect, for example, to first order two dimensional Finite
Volume method (FV). The name of the two linear RD schemes used in computations
recall to the reader this property: the first order Narrow scheme (N) and the second order
Low Diffusion A scheme (LDA). Other two popular schemes have been reformalized as
linear RD schemes: the first order Lax Friederich scheme (LxF) and the second order
Streamline Upwind Petrov Galerkin scheme (SUPG). A stability criteria and an error
estimation for RD in comptact prototype form is also given. Nonlinear schemes are
invoked in order to have both positive and second order accurate solvers. Two design
philosophy are followed: a strategy borrowed from FV is the blending of a positive scheme
with a second order one through the use of an appropriate limiter, a second approach,
developed directly into a RD contest, consists in limiting in a correct way a first order
distribution. In theory a limited schemes is positive and second order accurate, but, even
in simple experiments, spurious oscillations spoil the order of accuracy and a stabilization
term is necessary to fix the problem. In computations both the approaches have been
tested: the blended LDA-N scheme and the Limited Lax Friederich stabilized scheme
(LLxFs).

PDEs are discretized in time with the explicit Runge Kutta 2 (ERK2) tested by Ricchiuto
and Abgrall on fixed grids, for conservation laws written in Eulerian framework. First
conservation laws are discretized in time, a full discretization is obtained with Petrov
Galerkin Finite Elements, the analogy between stabilized Finite Elements (F&) and RD
allows to recast the scheme into a RD contest, finally, through high order mass lump-
ing, consistent mass matrix is replaced by a median dual cell area. Since two Galerkin
mass matrices appears, lumping is performed with two different strategies: on both ma-
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5 Residual Distribution for Fuler Equations with moving grids

trices (Global Lumped formulation) or only on the right-end side term (Selective Lumped
formulation).

Conservation laws have been finally presented in Arbitrary Lagrangian Eulerian (ALE)
formulation together with the constraint of the Geometric Conservation Law (GCL). With
a little more algebra it is possible to repeat the same steps listed in the previous paragraph
for the new equations: the time discretization, the Petrov Galerkin space discretization,
this time with an appropriate stabilization term, and finally the reformulation into RD.
The stabilization term, in particular the differential operator inside it, was choosen not
only concerning accuracy, stability and conservation properties, but also in order to satisfy
the discrete counterpart of the GCL. We ended up with a scheme that results in minor
modifications respect to the Eulerian algorithm. The ALE part in the fluxes modifies the
definition of the residual but, at the end, this is interpreted as a local modification of the
advective field. The median dual cell area is modified by the presence of a term involving
the divergence of the grid velocity instead. In all the computation that we did, this term
that takes into account of grid distortion, never spoiled the positivity of the median dual
cell area.

The method has been studied extensively through theorical investigation and numerical
experiments. Numerical results were in good agreement with Eulerian ones. The two
advection test cases provided numerical evidence that convergence order is not spoiled
when arbitrary grid distortions are involved. On smooth solutions SUPG and LDA are
second order accurate, moreover LDA-N and LLxFs are also second order accurate, thus
the definition of blending and limiting procedures, even if extended directly from the
Eulerian formulation, in such cases works well. The Burger’s equation test case and the
Riemann problem showed the ability, for LLxFs and LDA-N both in the Global Lumped
version, to handle well discontinuities.

Unfortunately in this thesis we did not have the opportunity to cover some aspects that
were not clear enough or that, in our opinion, deserve further studies. In the following
list we enumerate them briefly

1. A rigorous stability analysis of the scheme in the ALE formulation, in particular for
positive schemes (N,LxF), in order to understand some not clear phenomena. With
Selective Lumped formulation oscillations appears near shock waves. The Global
Lumped formulation closely recalls the compact prototype form but the presence
of different terms arising from the ALE approach, makes a further investigation
necessary. Numerical simulations seems to confirm that the ERI2-RD N scheme,
in the Global Lumped formulation, is positive.

2. A ridefinition of some parameters such as limiters and blending procedures that
have been extended directly from the Eulerian scheme.

3. Even if strong and arbitrary distortions of the grid have been applied, only sinusoidal
mappings have been tested. For the last experiment infact, the grid is distorted ac-
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cording to a one dimensional Laplace equation but no comparison exists, apart from
the analytical solution at the end of the transients. The classical two dimensional
pitching airfoil test would have represented an important test.

To conclude we mention possible future developments:

1. Grid adaptation not only to moving boundaries but also through a mechanism of
node insertion/removal in order to refine the grid where strong gradients of the
solution are expected. A succesfull algorithm has been already implemented by
Guardone and Isola in a FV context by [27]

2. The extension to third order accurate solutions through high order space and time
approximations. RD schemes that converges with order higher then two have been
studied extensively for the steady case by Abgrall. The extension of the present
work to third order should involve higher order elements and also an high order
time discretization such as R3.
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