
i
i

“thesis” — 2013/10/1 — 15:22 — page 1 — #1 i
i

i
i

i
i

POLITECNICO DI MILANO
DEPARTMENT OF ELECTRONICS, INFORMATION, AND

BIOENGINEERING
DOCTORAL PROGRAMME IN INFORMATION ENGINEERING

PRIVACY PRESERVING DATA COLLECTION IN

THE AUTOMATIC METERING INFRASTRUCTURE

OF SMART GRIDS

Doctoral Dissertation of:
Cristina Emma Margherita Rottondi

Supervisor:
Prof. Giacomo Verticale
Tutor:
Prof. Cesare Alippi
The Chair of the Doctoral Program:
Prof. Carlo Fiorini

Year 2013 – XXVI Cycle



i
i

“thesis” — 2013/10/1 — 15:22 — page 2 — #2 i
i

i
i

i
i



i
i

“thesis” — 2013/10/1 — 15:22 — page 1 — #3 i
i

i
i

i
i

You must be the change
you wish to see in the world.

- Mahatma Gandhi -
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Abstract

THE privacy of user-related data is of paramount importance in Smart
Grid scenarios: the increasing diffusion of Automatic Meter Read-
ing (AMR) and the possibility to open the system to third party ser-

vices has raised many concerns about the protection of personal data related
to energy consumption. On one hand, information regarding the personal
habits of the customers can be inferred by analyzing metering data; on the
other hand, the detailed knowledge of consumption measurements is cru-
cial for the timely management of energy distribution, provisioning, and
forecasting. This work proposes a privacy-preserving infrastructure and
communication protocols for the secure collection of metering data, which
allow utilities and third parties to obtain time and/or space aggregated en-
ergy consumption measurements or disaggregated but pseudonymized me-
ter readings, thus making them unable to associate the individual measure-
ments with the identity of the customer (i.e., the meter) that generated the
data.

Two different design approaches have been considered: in the first, the
aggregation/pseudonymization procedure is performed by a set of func-
tional nodes placed in the domain of the Distribution System Operator
(DSO), namely the Privacy Preserving Nodes (PPNs), which could be op-
erated by independent parties or regulation authorities. However, this ap-
proach increases the complexity of the Smart Grid ecosystem. Therefore,
an alternative solution requiring no additional nodes beyond those already
present in the Smart Grid architecture is described: data aggregation can
be performed in a distributed way by relying on communication Gateways
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located at the customer’s premises, thus realizing a peer-to-peer overlay
network. The deployment of the communication flows between the nodes
can be done either in a centralized or distributed fashion, using a variant of
the Chord overlay protocol.

Moreover, the work discusses how the proposed infrastructure can be
integrated with data obfuscation techniques relying on noise addition, as
inspired by the framework of differential privacy, and how it can be adapted
to allow the coordination of energy consumption within a neighborhood by
performing privacy-friendly load scheduling of deferrable domestic electri-
cal appliances.
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Sommario

IL trattamento sicuro dei dati generati degli utenti della rete elettrica as-
sume importanza fondamentale nel contesto delle future reti elettriche
“intelligenti” (Smart Grid): la crescente diffusione dei sistemi auto-

matici di telelettura (Automatic Meter Reading - AMR) e la possibilità di
introdurre servizi innovativi forniti da soggetti terzi ha suscitato una cre-
scente attenzione riguardo alla protezione dei dati personali relativi ai con-
sumi energetici. Da un lato, innumerevoli informazioni relative alle abi-
tudini personali degli utenti possono essere dedotte attraverso l’analisi dei
consumi; dall’altro, una conoscenza dettagliata dei dati di utilizzo dell’e-
lettricità è cruciale per una corretta gestione di produzione, distribuzione e
dispacciamento dell’energia.

Questo lavoro di tesi propone infrastrutture e un protocolli di comu-
nicazione sicuri per la raccolta confidenziale dei dati generati dai contatori
elettronici (Smart Meter), permettendo a produttori di energia, gestori di re-
te e terze parti di accedere a informazioni spazialmente e/o temporalmente
aggregate, oppure a dati di consumo individuali ma pseudonimizzati, ren-
dendo così impossibile risalire all’associazione tra i dati stessi e l’identità
dell’utente che li ha generati.

Sono stati considerati due possibili approcci di progettazione: nel pri-
mo, la procedura di aggregazione/pseudonimizzazione viene effettuata da
un insieme di nodi funzionali collocati nel dominio della rete di distribu-
zione (Distribution System Operator - DSO) e chiamati Privacy Preserving
Nodes (PPNs), i quali possono essere controllati da soggetti indipendenti
o da entità governative/regolative. Tuttavia, questa soluzione aumenta la
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complessità dell’ecosistema della Smart Grid. E’ stato perciò investigato
un approccio alternativo che non richieda l’introduzione di nodi aggiuntivi
rispetto a quelli già presenti all’interno dell’architettura della rete elettri-
ca: l’aggregazione dei dati può essere effettuata in maniera distribuita da
Gateway collocati presso le utenze, realizzando una rete di comunicazione
overlay peer-to-peer. Il dispiegamento dei flussi di comunicazione tra i no-
di può essere effettuatao in maniera centralizzata o distribuita, utilizzando
una variante del protocollo Chord.

Inoltre, questa tesi discute come l’infrastruttura proposta possa essere
integrata con tecniche di offuscamento dei dati basate sull’aggiunta di ru-
more, traendo spunto dalla teoria della cosiddetta “privacy differenziale”
(differential privacy), e come essa possa essere adattata a realizzare il coor-
dinamento dei consumi energetici su scala di vicinato/quartiere attraverso
una pianificazione dell’utilizzo degli elettrodomestici differibili tutelante la
confidenzialità dei dati forniti degli utenti.

IV



i
i

“thesis” — 2013/10/1 — 15:22 — page V — #9 i
i

i
i

i
i

Contents

1 Introduction 1

2 Smart Grids and Smart Metering: architecture, requirements and
benefits of the future power grid 7
2.1 What is a “Smart Grid”? . . . . . . . . . . . . . . . . . . . 8
2.2 Smart Grid Features . . . . . . . . . . . . . . . . . . . . . 8
2.3 Smart Grid Domains . . . . . . . . . . . . . . . . . . . . . 9

2.3.1 Customer Domain . . . . . . . . . . . . . . . . . . . 10
2.3.2 Market Domain . . . . . . . . . . . . . . . . . . . . 11
2.3.3 Service Provider Domain . . . . . . . . . . . . . . . 11
2.3.4 Operations Domain . . . . . . . . . . . . . . . . . . 12
2.3.5 Bulk Generation Domain . . . . . . . . . . . . . . . 13
2.3.6 Transmission Domain . . . . . . . . . . . . . . . . . 13
2.3.7 Distribution Domain . . . . . . . . . . . . . . . . . . 14

2.4 Expected Benefits . . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Relevant Initiatives . . . . . . . . . . . . . . . . . . . . . . 16
2.6 How Meters Become "Smart"? . . . . . . . . . . . . . . . . 18

2.6.1 Benefits to the Customers . . . . . . . . . . . . . . . 19
2.6.2 Benefits to the Suppliers . . . . . . . . . . . . . . . . 20
2.6.3 Benefits to the Distribution System Operators . . . . 20
2.6.4 Benefits to the Metering Companies . . . . . . . . . 21

2.7 Smart Metering Polices in Europe . . . . . . . . . . . . . . 21
2.7.1 Metering Regulatory Frameworks in the European Union 21

V



i
i

“thesis” — 2013/10/1 — 15:22 — page VI — #10 i
i

i
i

i
i

Contents

2.7.2 Ownership of Electricity Meters and Responsability
for Smart Meter Operations . . . . . . . . . . . . . . 21

2.7.3 Frequency of Remote Meter Readings . . . . . . . . 22
2.7.4 Case Study . . . . . . . . . . . . . . . . . . . . . . . 23

3 Privacy and Security in Smart Grids 27
3.1 What is “privacy”? . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Regulatory policies . . . . . . . . . . . . . . . . . . . . . . 29
3.3 Privacy issues in Smart Grid’s AMI . . . . . . . . . . . . . 30
3.4 Recommendations . . . . . . . . . . . . . . . . . . . . . . 32
3.5 Other Cyber-Security risks in Smart Grids . . . . . . . . . . 35

3.5.1 Device Issues . . . . . . . . . . . . . . . . . . . . . 36
3.5.2 Networking Issues . . . . . . . . . . . . . . . . . . . 36
3.5.3 Dispatching and Management Issues . . . . . . . . . 36
3.5.4 Other Issues . . . . . . . . . . . . . . . . . . . . . . 37

3.6 State of the Art . . . . . . . . . . . . . . . . . . . . . . . . 37
3.6.1 Trusted Meter Computations . . . . . . . . . . . . . 38
3.6.2 Secure MultyParty Computation . . . . . . . . . . . 38
3.6.3 Data Pseudonymization . . . . . . . . . . . . . . . . 40
3.6.4 Data Perturbation . . . . . . . . . . . . . . . . . . . 42
3.6.5 Load Scheduling . . . . . . . . . . . . . . . . . . . . 43
3.6.6 Secure Routing in P2P Overlays . . . . . . . . . . . 45

4 Related Work 47

5 The proposed privacy-friendly data collection framework 53
5.1 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2 Our Proposal: a Privacy-preserving Infrastructure for Data

Collection in AMI . . . . . . . . . . . . . . . . . . . . . . 56

6 The Centralized Aggregation and Pseudonymization Architecture 61
6.1 An Architecture for Privacy-Friendly data aggregation in Smart

Grid’s AMI . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.1.1 Aggregation Architecture and Overview of the Protocol 61
6.1.2 Problem Definition . . . . . . . . . . . . . . . . . . 63
6.1.3 Attacker Model . . . . . . . . . . . . . . . . . . . . 65
6.1.4 The Communication Protocol . . . . . . . . . . . . . 66
6.1.5 Privacy Evaluation . . . . . . . . . . . . . . . . . . . 71

6.2 Design and Optimization of the Infrastructure . . . . . . . . 71
6.2.1 The minLoad Problem . . . . . . . . . . . . . . . . . 72
6.2.2 The minPPN problem . . . . . . . . . . . . . . . . . 74

VI



i
i

“thesis” — 2013/10/1 — 15:22 — page VII — #11 i
i

i
i

i
i

Contents

6.3 Solution Approach and Assessment . . . . . . . . . . . . . 74
6.4 Reliability Evaluation . . . . . . . . . . . . . . . . . . . . . 79

6.4.1 Scenario with Communication Errors . . . . . . . . . 80
6.4.2 Scenario with Faulty Meters . . . . . . . . . . . . . . 81
6.4.3 Scenario with Faulty or Corrupted PPNs . . . . . . . 82

6.5 Relationship Anonymity . . . . . . . . . . . . . . . . . . . 82
6.6 An Architecture for Metering Data Pseudonymization . . . . 84

6.6.1 The Pseudonymization Architecture . . . . . . . . . 84
6.6.2 Problem Statement . . . . . . . . . . . . . . . . . . . 85
6.6.3 Security Properties . . . . . . . . . . . . . . . . . . . 87

6.7 The Pseudonymization Function . . . . . . . . . . . . . . . 89
6.8 Communication Protocol . . . . . . . . . . . . . . . . . . . 90

6.8.1 Shamir Secret Sharing Scheme . . . . . . . . . . . . 92
6.8.2 Mixing Approach . . . . . . . . . . . . . . . . . . . 94
6.8.3 Identity-Based Proxy Re-Encryption . . . . . . . . . 94

6.9 Security Evaluation . . . . . . . . . . . . . . . . . . . . . . 95
6.9.1 Security Proofs . . . . . . . . . . . . . . . . . . . . 95
6.9.2 Other security properties . . . . . . . . . . . . . . . 97

6.10 Performance Assessment . . . . . . . . . . . . . . . . . . . 97
6.10.1 Number and Size of Exchanged Messages . . . . . . 98
6.10.2 Complexity and Timing of Cryptographic Operations 99

6.11 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 103

7 The Distributed Aggregation Architecture 105
7.1 Overview and Problem Formulation . . . . . . . . . . . . . 106

7.1.1 Aggregation Architecture . . . . . . . . . . . . . . . 106
7.1.2 Problem Definition . . . . . . . . . . . . . . . . . . 107
7.1.3 Attacker Model . . . . . . . . . . . . . . . . . . . . 108

7.2 Communication Protocol . . . . . . . . . . . . . . . . . . . 108
7.2.1 Basic Principles . . . . . . . . . . . . . . . . . . . . 109
7.2.2 SSS-based Communication Protocol . . . . . . . . . 110
7.2.3 CS-based Communication Protocol . . . . . . . . . . 114

7.3 Routing of the Aggregation Trees . . . . . . . . . . . . . . 117
7.3.1 Centralized Optimal Solution . . . . . . . . . . . . . 117
7.3.2 Heuristic Approach . . . . . . . . . . . . . . . . . . 119
7.3.3 Distributed Routing Algorithm . . . . . . . . . . . . 120

7.4 Security Discussion . . . . . . . . . . . . . . . . . . . . . . 121
7.4.1 SSS-based Protocol . . . . . . . . . . . . . . . . . . 121
7.4.2 CS-based Protocol . . . . . . . . . . . . . . . . . . . 123

7.5 Numerical Results . . . . . . . . . . . . . . . . . . . . . . 123

VII



i
i

“thesis” — 2013/10/1 — 15:22 — page VIII — #12 i
i

i
i

i
i

Contents

7.5.1 Complexity Evaluation of the Encryption Techniques 124
7.5.2 Performance Evaluation of the Routing Algorithms . 126

7.6 Problem Formalization with Dishonest Adversary Models . 129
7.6.1 Attacker Model . . . . . . . . . . . . . . . . . . . . 130
7.6.2 Assumptions . . . . . . . . . . . . . . . . . . . . . . 131
7.6.3 Security Properties . . . . . . . . . . . . . . . . . . . 131

7.7 An Architecture Resistant to Dishonest Adversaries . . . . . 135
7.7.1 Protocol 1: Ensuring Data Integrity with VSS Scheme 135
7.7.2 Chord Auxiliary Routing Tables . . . . . . . . . . . . 137
7.7.3 Protocol 2: Compliance Checks on Individual Time-

Aggregated Data . . . . . . . . . . . . . . . . . . . . 137
7.8 Security Evaluation . . . . . . . . . . . . . . . . . . . . . . 140
7.9 Performance Evaluation . . . . . . . . . . . . . . . . . . . 144
7.10 Effectiveness Evaluation of Attacks and Countermeasures . 145

7.10.1 Analytical Assessment . . . . . . . . . . . . . . . . . 146
7.10.2 Numerical Results . . . . . . . . . . . . . . . . . . . 147

7.11 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 150

8 Combining Distributed Data Aggregation and Obfuscation 155
8.1 The Aggregation Architecture . . . . . . . . . . . . . . . . 155
8.2 Adversary Model and Decisional Attack . . . . . . . . . . . 157
8.3 Countermeasure Description . . . . . . . . . . . . . . . . . 159

8.3.1 Countermeasure Description . . . . . . . . . . . . . 159
8.3.2 Synthetic data . . . . . . . . . . . . . . . . . . . . . 160
8.3.3 Real measurements . . . . . . . . . . . . . . . . . . 160

8.4 Performance Evaluation . . . . . . . . . . . . . . . . . . . 161
8.4.1 Numerical results with synthetic data . . . . . . . . . 161
8.4.2 Numerical results with real data . . . . . . . . . . . . 162

8.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 162

9 Privacy-Preserving Load Scheduling 165
9.1 The Privacy-Friendly Load Scheduling Framework . . . . . 165
9.2 Attacker Model and Security Analysis . . . . . . . . . . . . 169

9.2.1 Attacker Model . . . . . . . . . . . . . . . . . . . . 169
9.2.2 Security Analysis . . . . . . . . . . . . . . . . . . . 169

9.3 Integer Linear Programming Formulation . . . . . . . . . . 170
9.4 Performance Evaluation . . . . . . . . . . . . . . . . . . . 171

9.4.1 Computational Complexity . . . . . . . . . . . . . . 172
9.4.2 Numerical Assessment . . . . . . . . . . . . . . . . 172

9.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 174

VIII



i
i

“thesis” — 2013/10/1 — 15:22 — page IX — #13 i
i

i
i

i
i

Contents

10 Conclusion 177

A Review of Basic Concepts 181
A.1 RSA public-key encryption . . . . . . . . . . . . . . . . . . 181

A.1.1 Standard Scheme . . . . . . . . . . . . . . . . . . . 181
A.1.2 RSA Scheme with Optical Asymmetric Encryption

Padding . . . . . . . . . . . . . . . . . . . . . . . . 182
A.2 Pedersen Commitment Scheme . . . . . . . . . . . . . . . . 183
A.3 Threshold Schemes . . . . . . . . . . . . . . . . . . . . . . 183

A.3.1 Secret Splitting Scheme . . . . . . . . . . . . . . . . 184
A.3.2 Shamir’s Secret Sharing scheme . . . . . . . . . . . . 184
A.3.3 Pedersen Non-Interactive Verifiable Secret Sharing Scheme 186

A.4 “Lite” Variant of Cramer-Shoup Cryptosystem . . . . . . . 187
A.5 Identity Based Proxy Re-Encryption . . . . . . . . . . . . . 189
A.6 Anonymous Routing Protocols . . . . . . . . . . . . . . . . 190

A.6.1 Chaum Mix . . . . . . . . . . . . . . . . . . . . . . 190
A.6.2 Crowds . . . . . . . . . . . . . . . . . . . . . . . . . 191

A.7 Security against Chosen-Ciphertext Attacks (CCA) . . . . . 192
A.8 Routing in P2P Overlaay Networks with Chord . . . . . . . 192

A.8.1 Overview of the Chord protocol . . . . . . . . . . . . 192
A.8.2 Attacks to the Chord protocol . . . . . . . . . . . . . 194

A.9 Symmetric geometric distribution . . . . . . . . . . . . . . 195
A.10Holder’s inequality . . . . . . . . . . . . . . . . . . . . . . 195
A.11Security of the IB-PRE scheme . . . . . . . . . . . . . . . . 195

Bibliography 203

IX



i
i

“thesis” — 2013/10/1 — 15:22 — page X — #14 i
i

i
i

i
i



i
i

“thesis” — 2013/10/1 — 15:22 — page 1 — #15 i
i

i
i

i
i

CHAPTER1
Introduction

THE energy industry is rapidly changing. Smart Grids are developed
by massively integrating Information and Communication Techno-
logy (ICT) into energy grids to ensure security of supply. The new

energy grid will be equipped with innovative sensing and control systems,
capable of performing real time monitoring of power generation, transmis-
sion and usage, of analyzing consumption data and providing information
about optimization and forecasting of power usage. Moreover, it will allow
a consistent reduction of carbon emissions by integrating Distributed En-
ergy Resources (DER) and increasing the efficiency of energy utilization.

A pivotal role in Smart Grids is played by Smart Meters and communi-
cation Gateways, which are installed at the customer’s premises. A Smart
Meter performs measurements of the energy consumption, of the availabil-
ity of energy storage capacity, or of local energy generation and sends these
data via the Gateway to External Entities, e.g., to a metering operator or a
meter service provider, which in turn provide these data to the energy sup-
plier to enable accounting and billing. Also other entities such as Distribu-
tion System Operators (DSOs) or Regional Transmission Operators (RTOs)
might be interested in such data to optimize the distribution network. The

1
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Chapter 1. Introduction

customer, i.e., the Gateway, does not only send data but could also receive
data, e.g., pricing information when using variable tariffs to which it re-
sponds accordingly.

Thus, the data of the smart metering system has a certain economic
value, may enable several value added services and can be accessed by mul-
tiple entities. However, security and privacy are of paramount importance
to ensure correct operation and protection of customers’ personal data: it
has been shown that customers’ electrical usage readings can be used to
profile their behavior and even to determine which household appliances
are being used. Therefore, through the analysis of the customers’ electrical
load profile, detailed information about personal habits and lifestyles can
be inferred.

The protection of customers’ privacy can be realized by implementing a
secure architecture enabling aggregation of the collected data. If data such
as measurements or responses to pricing information is aggregated over a
certain area (e.g., a network segment) the likelihood of revealing personal
information (e.g., usage behavior, presence at home) is greatly reduced.

This work proposes a privacy-friendly infrastructure for allowing util-
ities and third parties (the so-called External Entities) to collect measure-
ment data with different levels of spatial and temporal aggregation from
Smart Meters without revealing the individual measurements to any single
node of the architecture. The proposed architecture can be either central-
ized or distributed: the former introduces a set of functional nodes in the
Smart Grid, namely the Privacy Preserving Nodes (PPNs), which are sup-
posed to be controlled by independent parties and collect customers’ data
encrypted by means of Shamir Secret Sharing Scheme, performing differ-
ent spatial and temporal aggregations for each External Entity according
to its needs and access rights. By exploiting the homomorphic properties
of the sharing scheme, the aggregation can be performed directly on the
encrypted measurements.

Conversely, the distributed security architecture relies on Gateways placed
at the customers’ premises, which collect the data generated by local Meters
and provide communication and cryptographic capabilities. The Gateways
communicate with one another and with the External Entities by means of
a public data network.

For both architectures, the deployment of the information flows among
the nodes of the network is also discussed, assuming that the routing of
communication flows can be centralized or can be performed in a dis-
tributed fashion using a protocol similar to Chord. The problem is mod-
eled by means of Integer Linear Programming formulations and heuristic

2
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algorithms are provided to tackle large instances. The performance and
the security guarantees provided by the proposed architecture are evaluated
assuming various adversary models, and the scalability of the infrastruc-
ture is first analyzed under the assumption that the communication network
is reliable and timely, then in presence of communication errors and node
failures.

Another possible approach to privacy protection relies on data pseudo-
nymization, which consists in replacing the identity of the subject generat-
ing the data with a pseudonym, which still allows to relate data generated
by the same source, but makes it impossible to attribute them to a specific
user. Therefore, for the centralized architecture, a data pseudonymization
protocol is introduced to allow the collection of individual pseudonymized
data, which maintain their temporal sequentiality along a time span of finite
duration, but cannot be related to the identities of the users that generated
them or to the data generated by the same user in the preceding or following
time windows.

Moreover, both aggregation and pseudonymization techniques can be
combined with data perturbation methods, which are aimed at decreas-
ing the level of precision of the provided information. Therefore, we also
discuss how the proposed privacy-friendly infrastructure can be integrated
with data obfuscation by means of noise injection, as inspired by the frame-
work of differential privacy.

Finally, we discuss how the centralized infrastructure can be adapted to
perform the distributed optimization of energy consumption without com-
promising the privacy of the users, with the aim of shaping the aggregated
load profile of a neighborhood according to the local energy production
by renewable sources. Such goal is achieved by scheduling the starting
time of domestic deferrable appliances (e.g. dishwasher, washing machine,
recharge of electric vehicles), without disclosing to the schedulers the en-
ergy consumption pattern of the single appliances nor the identity of their
owner.

The contents of this thesis, which has been developed between 2011
and 2013 during the PhD Program in Information Engineering in the De-
partment of Electronics, Information and Bioengineering of Politecnico di
Milano, are based on the following scientific publications:

1. Cristina Rottondi, Giacomo Verticale and Antonio Capone “A security
Framework for Smart Metering with Multiple Data Consumers” 1st
IEEE INFOCOM CCSES Workshop on Green Networking and Smart
Grids Orlando (Florida USA), March 2012

3
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2. Cristina Rottondi, Giulia Mauri and Giacomo Verticale “A data pseu-
donymization protocol for smart grids” GreenCom, Online Confer-
ence on Green Communications, September 2012

3. Cristina Rottondi, Marco Savi, Daniele Polenghi, Giacomo Verticale
and Christoph Krauß “Implementation of a Secure Protocol for dis-
tributed Aggregation of Smart Metering Data” SG- TEP, IEEE In-
ternational Conference on Smart Grid Technologies, Economics and
Policies, Nuremberg, Germany, December 2012

4. Cristina Rottondi, Giacomo Verticale, and Antonio Capone “Privacy-
Preserving Smart Metering with Multiple Data Consumers” Computer
Networks, vol.57 no.7, pp.1699-1713, May 2013

5. Cristina Rottondi, Giacomo Verticale, and Christoph Krauss “Secure
Distributed Data Aggrega- tion in the Automatic Metering Infrastruc-
ture of Smart Grids”ICC 2013, IEEE International Conference on
Communications, Budapest, Hungary, June 2013

6. Cristina Rottondi, Giacomo Verticale, and Christoph Krauß “Distributed
Privacy-Preserving Aggregation of Metering Data in Smart Grids”
Journal on Selected Areas in Communications, Smart Grid Commu-
nications series, vol.31, no.7, pp.1342-1354, July 2013

7. Cristina Rottondi and Giacomo Verticale “Privacy-Friendly Appliance
Load Scheduling in Smart Grids” SmartGridComm 2013, IEEE In-
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The remainder of the thesis is organized as follows. Chapter 2 provides
an overall view of the Smart Grid scenario, with a focus on the challenges
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and benefits introduced by the replacement of the traditional electrome-
chanical energy meters with the new “intelligent” electronic devices called
“Smart Meters” and by the automatization of the metering data collection
procedure. Chapter 3 briefly summarizes the fundamental definitions of
privacy of individuals and of personal data, recalling the basic European
and American legislation on privacy issues, discusses the main privacy and
security concerns which arise in the Smart Grid ecosystem and provides a
short overview on the state of the art about privacy preservation in AMI.

Our proposed framework is compared to the recent scientific literature
addressing the issues of privacy and security in Smart Grids in Chapter 4,
while the motivations supporting the need of a privacy-friendly data ag-
gregation and anonymization framework in Smart Grids are investigated in
Chapter 5,

The centralized and distributed approaches to the design of our secure
data collection infrastructure are thoroughly discussed in Chapters 6 and
7, respectively: different design methodologies relying on Integer Linear
Programming formulations and on heuristic algorithms are investigated,
and communication protocols for the management of the information flows
among the network nodes are proposed. We also perform an extensive secu-
rity analysis under the assumption of different adversary models and attack
scenarios and include numerical results to prove the scalability and fault-
tolerance of the infrastructure.

In Chapter 8, we discuss how to apply to our framework a data per-
turbation technique relying on noise addition performed by the metering
device itself, as inspired by the concept of differential privacy. In partic-
ular, we combine such techniques with the privacy-preserving distributed
data aggregation infrastructure in order to prevent grid managers and exter-
nal parties from identifying the presence/absence of the consumption trace
generated by a given customer inside the aggregate. We formally define the
notion of decisional attack for time series, aimed at breaching the property
of indistinguishability of any two users and discuss the effectiveness of our
proposed countermeasures through numerical results, obtained with both
synthetic and real metering data.

Furhtermore, in Chapter 9 we adapt the centralized infrastructure to de-
sign a load scheduling system for domestic electrical appliances within a
neighborhood, capable of preserving the privacy of the users.

Final conclusions are drawn in Chapter 10. Some basic notions on the
cryptographic schemes and secure routing protocols on which our proposed
privacy-preserving infrastructure relies are recalled in Appendix A.
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CHAPTER2
Smart Grids and Smart Metering:

architecture, requirements and benefits of
the future power grid

THIS Chapter introduces the concept of Smart Grid and proposes a
brief overall view of the structure of the future electrical grid, where
ICT will be massively integrated into the traditional energy grid to

ensure security of supply. Potential benefits and challenges which arise in
the new Smart Grid scenario will also be discussed, as well as the most
relevant initiatives and regulatory frameworks developed by research insti-
tutions and standardization bodies. Moreover, the Chapter describes the
functionalities of the new generation of electronic Smart Meters, which are
replacing the traditional electromechanical devices to collect data related
to energy consumption. The benefits brought by the introduction of such
"intelligent" meters are highlighted and a short overview of the metering
regulations and policies in Europe is provided, focusing on some of the
most relevant study cases.
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Chapter 2. Smart Grids and Smart Metering: architecture, requirements
and benefits of the future power grid

2.1 What is a “Smart Grid”?

According to the SmartGrids European Technology Platform (ETPSG) [124],
a “Smart Grid” is defined as follows:

A Smart Grid is an electricity network that can intelligently in-
tegrate the actions of all users connected to it - generators, con-
sumers and those that do both - in order to efficiently deliver
sustainable, economic and secure electricity supplies.

Therefore, the Smart Grid can be considered as an evolution of the cur-
rent power grid, which integrates the power delivery infrastructure with
two-way communication and electricity flows. It will be equipped with
innovative sensing and control systems, capable of performing real time
monitoring of power generation, transmission and usage, of analyzing con-
sumption data and accordingly providing information about optimization
and forecasting of power utilization [34]. Moreover, it will allow a consis-
tent reduction of carbon emissions by integrating DERs and increasing the
efficiency of energy utilization [131]. As it will be thoroughly discussed
in the next chapters, the massive introduction of ICT, as well as the com-
plex operation and management of the electricity system required by the
new Smart Grid, represent great challenges, which also arise cyber-security
and privacy concerns: such an articulate system can be a potential target
for physical and cyber-attacks, aimed at the disruption of the grid, at the
exploitation of the system for the attackers’ scopes or at information theft.

2.2 Smart Grid Features

In 2009, the U.S. Department of Energy listed six design features for Smart
Grids [131]:

• Enabling informed participation by customers: thanks to the two-
way communication network integrated into the Smart Grid, customers
are allowed to actively participate to the energy marked by buying,
selling and storing energy according to the real-time pricing and to
manage the home power consumption in order to achieve economical
savings.

• Accommodating all generation and storage options: the new Smart
Grid includes massive distributed energy production exploiting natu-
ral resources, in order to reduce carbon emissions and allow a more
flexible energy management.
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2.3. Smart Grid Domains

• Enabling new products, services and markets: introducing “smart-
ness” in the power grid paves the road towards the development of
innovative consumer-oriented services and green solutions, involving
new actors such as utilities and third parties in the reshaped energy
market.

• Providing the power quality for the range of needs: the Smart Grid
must meet the requirements of different type of users (industrial, com-
mercial and residential) in terms of power quality needs (e.g. continu-
ity of service, voltage magnitude variation and harmonic content).

• Optimizing asset utilization and operating efficiently: the Smart
Grid management and maintenance system must be robust and reli-
able, in order to face the complexity of the grid and the wide variety
of devices and operations.

• Operating resiliently to disturbances, attacks and natural disas-
ters: the Smart Grid must be resilient to both physical and cyber-
attacks. Through local and national coordination, the isolation of
compromised sections of the grid and the readjustment of power sup-
ply must be ensured thanks to the usage of automatic control devices,
advanced sensing technologies and fault detection systems.

2.3 Smart Grid Domains

The Smart Grid Conceptual Model developed by the National Institute for
Standards and Technologies (NIST) [95] organizes the Smart Grid architec-
ture in a set of domains, each of which includes different actors (devices,
computer systems or software programs owned by organizations) and ap-
plications, and is interconnected to the others through appropriate electrical
and communication logical interfaces to allow the exchange of energy and
information flows. With reference to Figure 2.1, according to NIST’s vi-
sion, the following domains are included in the Smart Grid:

• Customers: categorized in home, industrial and commercial con-
sumers, the customers represent the end users of electricity, possibly
equipped with energy generation, storage and management capabili-
ties.

• Markets: operators and participants to the energy trading market.

• Service Providers: organizations providing services to customers and
utilities.

9
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Chapter 2. Smart Grids and Smart Metering: architecture, requirements
and benefits of the future power grid

Figure 2.1: The Smart Grid framework, reproduced from [95]

• Operations: managers of energy dispatchment.

• Bulk Generation: generators of huge amount of electricity, eventu-
ally equipped with storage capabilities.

• Transmission: electricity carriers over long distances, eventually equipped
with generation and storage capabilities.

• Distribution: electricity distributors to customers, eventually equipped
with generation and storage capabilities.

2.3.1 Customer Domain

The customer domain is where electricity is consumed: the energy manage-
ment can be performed by the consumers through home/building and in-
dustrial automation systems. Moreover, consumers can act as “prosumers”,
in case they are equipped with distributed micro-generators. The customers
communicate with the Distribution, Operations, Market and Service Providers

10
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2.3. Smart Grid Domains

Figure 2.2: Overview of the Customer Domain, reproduced from [95]

domains (see Figure 2.2) through the utility meter and an Energy Service
Interface (ESI), connected to the Automatic Metering Infrastructure (AMI)
or directly to the Internet.

2.3.2 Market Domain

The Market domain performs the balance of energy demand/supply in the
power grid and enable price exchanges. As depicted in Figure 2.3, the
market communicates with the energy suppliers (Bulk domain) and DERs
suppliers (Transmission, Distribution and Customer domains), as well as
with the Operations domain. In addition to traditional trading (buying and
selling energy), the Market performs also DER aggregation, in order to
allow small participants to play a role in the energy trading.

2.3.3 Service Provider Domain

The Service Providers offer value-added services in support to utilities (e.g.
billing and customer account management), energy distributors and con-
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Chapter 2. Smart Grids and Smart Metering: architecture, requirements
and benefits of the future power grid

Figure 2.3: Overview of the Market Domain, reproduced from [95]

sumers (e.g. home energy management, maintenance of premises equip-
ment), in order to meet the requirements of the new Smart Grid scenario,
leading to significant cost and energy savings and incentivizing local power
generation by enabling a direct interaction between customers and markets.
The Service Providers domain boundaries include the Markets, Operations
and Customers domains (see Figure 2.4).

2.3.4 Operations Domain

The Operations domain ensures the regular operation of the power grid.
Therefore, as depicted in Figure 2.5, it is interconnected to all the other
domains. The main applications include network monitoring, control and
management, real time calculation and statistics reporting, grid mainte-
nance and operational planning, meter reading and control, customer sup-
port and security management.

12



i
i

“thesis” — 2013/10/1 — 15:22 — page 13 — #27 i
i

i
i

i
i

2.3. Smart Grid Domains

Figure 2.4: Overview of the Service Provider Domain, reproduced from [95]

2.3.5 Bulk Generation Domain

The bulk generators produce electricity from different forms of renewable
or non-renewable, variable or non-variable energy (e.g. solar, wind, hydro,
geothermal or nuclear energy). The bulk domain is electrically connected to
the Transmission domain and communicates also with the Market and Op-
erations domains (see Figure 2.6). Reliability and quality of power supply
must be ensured by Bulk, Transmission and Distribution domains through
the usage of specific equipment such as Remote Terminal Units (RTUs),
sensors and Programmable Logic Controllers (PLCs) performing control,
measurement, protection, stabilization and optimization operations.

2.3.6 Transmission Domain

The Transmission domain is typically controlled by a Regional Transmis-
sion Operator (RTO) or an Independent System Operator (ISO) and conveys
the electricity produced by the Bulk domain to the Distribution domain, en-
suring the stability of the power grid by balancing energy load and supply

13
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Chapter 2. Smart Grids and Smart Metering: architecture, requirements
and benefits of the future power grid

Figure 2.5: Overview of the Operations Domain, reproduced from [95]

and performing high/low voltage conversion. Storage units and DER can
also be included. As shown in Figure 2.7, the Transmission Domain com-
municates also with the Operations and Market domains. It is organized in
substations equipped with switching, protection and control devices, which
constitute the Supervisory Control and Data Acquisition (SCADA) system,
responsible of monitoring and controlling the transmission network.

2.3.7 Distribution Domain

The Distribution domain ensures the electrical connection between the me-
ters installed at the consumers’ premises in the Customer domain and the
Transmission domain. It can have radial, meshed or looped structure and
is equipped with capacitor banks, sectionalizers, reclosers, protection re-
lays, storage devices and distributed generators. Moreover, it is required
to support bidirectional communications to allow interactions between the
Customer and the Operations and Market Domain (see Figure 2.8).
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2.4. Expected Benefits

Figure 2.6: Overview of the Bulk Generation Domain, reproduced from [95]

2.4 Expected Benefits

According to the U.S. Department of Energy [131], all the stakeholders
involved in the power grid scenario (including consumers, utilities, techno-
logy providers, policy makers and regulators) will experience high benefits
thanks to the development of a “smarter” grid. Such benefits include:

• reduced failure-related and outages costs;

• reduced cost of power disturbances;

• reduced voltage sags and swells;

• reduced electrical losses, since distributed generation allows energy
production directly “on-site”;

• improved public and worker safety, due to advanced monitoring and
fault detection systems capable of predicting equipment failures;
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Chapter 2. Smart Grids and Smart Metering: architecture, requirements
and benefits of the future power grid

Figure 2.7: Overview of the Transmission Domain, reproduced from [95]

• huge economical savings due to more dynamic, flexible and robust
energy markets;

• reduced carbon emissions, due to the widespread integration of renew-
able sources;

• improved understanding of the trend of energy consumption inside
households, more efficient control and management of energy utiliza-
tion thanks to smart appliances and devices.

2.5 Relevant Initiatives

There are numerous initiatives aimed at defining the reference Smart Grid
framework, including architectures, applicative scenarios, and standardiza-
tions. Here we briefly review the most significant ones.

In the U.S., NIST coordinates the work of the Smart Grid Interoperabil-
ity Panel (SGIP), which include 17 action lines called Priority Action Plans
(PAPs) [97] and is aimed at the development of a reference framework for
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2.5. Relevant Initiatives

Figure 2.8: Overview of the Distribution Domain, reproduced from [95]

system and device interoperability in Smart Grids, proposing communica-
tion protocols and defining data types to be used by control systems.

The European Commission has instituted the Smart Grid Task Force
(SGTF) and conferred to the European Standardization Organizations (ESOs)
the mandate [49] of developing the necessary standardization activities and
of creating a regulatory framework to support the deployment of Smart
Grids, focusing in particular on the definition of technical standards, the
protection of customers’ data, the development of an open and competitive
energy market and the introduction of innovative technologies and systems.

The European Regulators’ Group for Electricity and Gas (ERGEG) has
proposed reference guidelines to define the role of regulators in the Smart
Grid scenario [56], supporting the development of national pilot projects.

The International Energy Agency (IEA) has published a technology road-
map of Smart Grids [71] covering the time span 2015-2050 and supporting
the collaboration of Governments, private parties, consumers and environ-
mental protectionists to pursue a common good-oriented development.
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The International Smart Grid Action Network (ISGAN) is an initia-
tive involving 20 Governments and Government Organizations (including
U.S.A, China, Italy and the European Commission) aimed at the promotion
of multi-lateral actions to support the Smart Grid deployment, perform-
ing case-study analysis and evaluations of costs and benefits according to
the metrics defined by the IEA, and providing stakeholders with decisional
support [35].

The Electric Power Research Institute (EPRI) has published an analysis
of Smart Grids costs and benefits [48], which estimates that investments for
338-476 billions of dollars will be required along a time span of 20 years
(70% absorbed by the distribution network, 20% by the transmission net-
work and the remaining 10% by users’ devices), in order to obtain benefits
quantified around 1294-2028 billions of dollars.

2.6 How Meters Become "Smart"?

Traditionally, the energy usage in the households was measured by means
of electromechanical devices named Ferraris meters: the working principle
is based on an aluminum disk rotating in a magnetic field with a speed
proportional to the active power consumption. The disk is mechanically
connected through a system of gear wheels to a counter, which displays
the cumulated consumed energy since the installation of the meter. For
billing purposes, the energy consumption along a given time period can
be computed by subtracting the previous meter reading to the current one,
which implies human intervention (i.e., either the customer or the utilities’
staff must manually perform the meter reading).

Ferraris meters are reliable and cheap devices, but they can be easily
tampered, do not provide additional information besides the cumulated en-
ergy consumption and do not allow any direct or remote action upon con-
sumption. Therefore, in the last years they have been replaced by electrical
"smart" meters, which are combined with digital displays and sometimes
even with local storage units and can provide detailed statistics not only
about the consumed active power, but also on reactive power, current har-
monics, average and peak consumption and so on. The smart meters are
also equipped with communication technologies, ranging from Power Line
Carrier (PLC) to telephone lines, internet and radio waves, which enable
remote reading and management.

The large scale installation of smart meters allows the creation of an
Automatic Meter Reading (AMR) infrastructure, which improves the en-
ergy network management by providing not only remote reading, but also
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2.6. How Meters Become "Smart"?

fault location at the low-voltage distribution level. However, the AMR
system is based on unidirectional communication flows collected from the
meters. Therefore, it has been broadened by introducing Automated Me-
ter Management (AMM) based on two-way real-time data communications
between customers, utilities and grid operators. This way, a wide range of
functions and services can be offered to the customer through the meter,
leading to potentially high economic savings. The combination of AMR
and AMM forms the so-called Automatic Metering Infrastructure (AMI) of
smart grids.

The introduction of smart meters leads to a wide range of benefits for
all the stakeholders involved in the smart grid scenario [133], which are
summarized below.

2.6.1 Benefits to the Customers

The replacement of the electromechanical meters with the electronic smart
meters leads to an increased awareness of the customers about their energy
consumption, thus allowing them to take better decisions and to reduce
electricity wastages.

• Improved awareness and energy savings: the detailed real-time in-
formation provided by the meters about instantaneous, average and
peak energy consumption allow the customers to visualize the impact
of the usage of the single electrical appliances. Therefore, in case
variable tariffs are applied on per-hour basis, the users can adapt their
behavior and plan their activities in order to reduce their monthly bill
by shifting the working period of some appliances to off-peak hours,
when the energy cost is cheaper. Moreover, smart meters allow the
management of energy micro-generation and can be integrated with
domotic applications to improve the household automation.

• Improved accuracy in meter reading and billing: the AMR allows
a frequent collection of meter readings (i.e. every few hours or even
minutes): therefore, the bill can be computed according to the ac-
tual rather than to the estimated energy consumption, which results in
higher customer satisfaction and fewer complaints.

• Improved quality of service: individual information about service
quality (e.g. number and duration of outages and voltage deviation)
gathered by the meters allow network operators to improve the dis-
tribution network and to send warning messages to customers experi-
encing a poor service quality in order to avoid abrupt disconnections.
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• Easier comparability of suppliers’ offers: the improved awareness
about the own electrical consumption allows customers to choose the
most suitable offer for their energy usage patterns. Moreover, the re-
mote management of the meters facilitates the switching of suppliers,
avoiding unnecessary waiting times. This is expected to increase the
competitiveness among suppliers, which are encouraged to offer cus-
tomized contracts and value-added services.

2.6.2 Benefits to the Suppliers

The market liberalization allowed by smart meters incentivizes the com-
petitiveness and the differentiation of contracts and tariffs offered to the
customers.

• Wider pricing options: detailed knowledge about the consumers’
load profiles enable the suppliers to design time-variable tariffs and to
propose customized offers, possibly contemplating demand-response,
as well as additional energy management services aimed at improving
the efficiency of energy usage.

• Reduced back-office and crews’ costs: more accurate billing re-
duces bill complaints and remote meter reading drastically cuts the
cost of sending operators to the customers’ premises.

• Improved portfolio management: suppliers can optimize wholesale
power purchases according to the effective customers’ consumption,
rather than to average load profiles.

2.6.3 Benefits to the Distribution System Operators

Information provided by smart meters regarding power quality and fault-
s/outages improve the monitoring capabilities of the distribution operators,
leading to a better management of the low voltage distribution network.

• Improved detection of network faults, energy losses and theft: the
presence of faults and power outages can be detected by the smart
meters and automatically reported through the AMI infrastructure.
Therefore, the grid operators do not rely any more only on the di-
rect signalling by customers experiencing bad quality of service and
can more effectively dispatch their crews, leading to faster restoration
times. Information gathered by smart meters also helps in the local-
ization of possible energy losses or thefts.
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2.7. Smart Metering Polices in Europe

• Improved network asset management: statistics about grid voltage
and phase, load profiles, peak and average loads can be collected in
order to improve network stability and reliability and to optimize the
distribution network operations, enabling a more efficient planning of
the whole infrastructure.

2.6.4 Benefits to the Metering Companies

Though in most of the European states meter reading is performed by the
distribution operators themselves, independent metering companies already
exists or will be soon introduced: they will highly benefit from the auto-
mated remote meter reading and management, cutting the labour costs for
manual reading and for getting physical access to the customers’ premises.

2.7 Smart Metering Polices in Europe

2.7.1 Metering Regulatory Frameworks in the European Union

In Europe, the electricity metering regime can be regulated or liberalized:
in the former case, the companies operate according to a regulating frame-
work, while in the latter the market is open to competition. Germany is the
most remarkable example of liberalized market. Some attempts have been
carried on also in the United Kingdom and in the Netherlands, but currently
the regulated market regime in Europe is sill predominant (see Table 2.1).

In the regulated market, the metering service is performed by the grid
operators and paid by the customers through regulated metering tariffs or
as part of the grid tariffs. In Sweden and Italy, the regulatory authority has
imposed the installation of smart meters trough a mandatory roll-out.

Conversely, in the liberalized market the decision on the type of meter to
be installed is made by the customer or the supplier and metering services
are performed by unregulated third party entities.

2.7.2 Ownership of Electricity Meters and Responsability for Smart
Meter Operations

In most of the European countries, the distribution network operator is also
the owner of the meters (see Table 2.2). However, different situations may
occur, e.g. the owner may be the energy supplier, the metering operator
or the customer himself, which implies some criticalities: for example,
the customer could be unwilling to upgrade its own meter, or in case of
liberalized market a supplier could be reluctant to invest in costly meters,
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Table 2.1: Regulatory regime of electricity meters, (source [133]).

State Liberalized Regulated
Unbundled

Regulated Bundled Other

Austria 3

Belgium 3 3

Bulgaria 3

Cyprus 3

Czech Republic 3

Denmark 3

Estonia 3

Finland 3

France 3

Germany 3

Greece 3

Hungary 3

Ireland 3

Italy 3

Latvia 3

Lithuania 3

Luxembourg 3

Malta 3

Netherlands 3

Poland 3

Portugal 3

Romania 3

Slovakia 3

Slovenia 3

Spain 3

Sweden 3

United Kingom 3

considering that the customer is free to change supplier at any time. More-
over, in a liberalized scenario interoperability standards for smart meters
are necessary, in order to allow the automatic switching of the supplier.

Smart meter operations (i.e installation, maintenance, reading and data
management) are in the majority of cases responsibility of the distribution
network operator. However, some of them can be performed by other par-
ties (see Table 2.3).

2.7.3 Frequency of Remote Meter Readings

Currently, most of the EU States perform meter readings of retailed low-
voltage customers once or a few times per year and the bill is computed
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Table 2.2: Ownership of electricity meters, (source [133]).

State Consumer Distributor Metering
Company

Supplier Other

Austria 3

Belgium 3 3

Cyprus 3

Denmark 3

Estonia 3

France 3

Germany 3 3

Greece 3

Ireland 3

Italy 3

Latvia 3

Lithuania 3

Luxembourg 3

Malta 3

Netherlands 3 3

Poland 3 3

Portugal 3

Romania 3 3 3 3

Slovakia 3

Slovenia 3

Spain 3 3 3

Sweden 3

United Kingom 3 3 3 3

according to pre-defined load profiles. The Swedish government has man-
dated monthly readings since July 2009, which has incentivized the widespread
installation of smart meters. Conversely, the consumption of large energy
consumers such as industries and commercial buildings is monitored much
more frequently (see Table 2.4)

2.7.4 Case Study

Up to now, only a few EU States have already introduced smart metering
policies. In the remainder of the paragraph, the regulatory scenario of the
countries having taken a leading role in the introduction of smart meters is
briefly analyzed.
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Table 2.3: party responsible for meter operations, (source [133]).

State Consumer Distributor Metering
Company

Supplier Other

Austria I,M,R,DM
Belgium I,M,R,DM I,M,R,DM
Cyprus I,M,R,DM

Denmark R I M,DM
Estonia I,M,R,DM
Finland I,M I,M,R,DM
France I I,M,R,DM D,M

Germany I,M,R,DM I,M
Greece R,DM I,M
Ireland I,M,R,DM
Italy I,M,R,DM

Latvia I,M,R,DM
Lithuania I,M,R,DM

Luxembourg I,M,R,DM
Malta I,M,R,DM

Netherlands I,M,R,DM I,M,R,DM DM
Poland I,M I,M,R,DM

Portugal I,M,R,DM
Romania I I,M,R,DM I,M,R,DM I
Slovenia I,M,R,DM

Spain M I,M,R,DM
Sweden I,M

United Kingom I,M I,M,R,DM
I=installation, M=maintenance, R= reading, DM=data management

Italy

In Italy, after a voluntary initiative undertaken by the incumbent utility
(ENEL), in 2006 the regulatory authority (AEEG) mandated the full re-
placement of the old electromechanical meters with smart meters, which
was concluded in 2011 [24]. Regulations include mandatory roll-out obli-
gations and financial penalties in case of non-replacement, as well as the
specification of minimum functional and performance requirements to be
fulfilled by the new electronic metering devices (e.g. implementation of
time-variable tariffs and weekly profiles, recording of slow voltage vari-
ations, and remote transactions). The aims of the introduction of AMM
are the encouragement of competition among electricity suppliers for low-
voltage customers and the reduction of the intervals between consecutive
remote readings to 60 mins.
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Table 2.4: Metering periods for industrial and commercial buildings in some EU States,
(source [133]).

State Metering Period
Cyprus 20 mins

Czech Republic 15/60 mins
Denmark 60 mins
Finland 60 mins
France 10 mins

Germany 15 mins
Hungary 30 mins
Ireland 15 mins

Netherlands 15 mins
Norway 60 mins
Poland 60 mins

Portugal 15 mins
Spain 60 mins

Sweden 60 mins
United Kingom 30 mins

Note that since 2004 in Italy the metering service tariff is separated from
the distribution tariff and is calculated according to the investment cost of
smart meters for low-voltage customers. Moreover, since 2008 the distri-
bution network operator is required to keep record of all low-voltage cus-
tomers experiencing unplanned outages with duration higher that 3 mins.
The financial incentive to the DSO for the installation of smart meters is of
15 euros per customer.

Germany

Germany is the most remarkable example of liberalized energy market in
Europe, which was ratified in 2008 with the “Law on the market opening of
electricity and gas metering for the purposes of competition” (Gesetz zur
Öffnung des Messwesens bei Elektrizität und Gas für Wettbewerb). The
aim of the Federal Agency and Cartel Office is to encourage all household
consumers to consider switching their contract or supplier so as to benefit
from the opportunities that competition brings. However, up to 2011, nearly
44% of all retailed customers have not yet taken advantage of this option,
while 41% are covered by a contract with their basic supplier and only 15%
by a contract concluded with a competitor [26].

Two of the main electricity retail supplier (Yello Strom and RWE) started
in 2008 a campaign of installation of web-based smart meters, often com-
bined with gas and water meters. However, although a consistent fraction
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of the DSOs has defined minimum requirements for metering business, no
common policies have been decided by the regulatory authority (BNetzA),
and the overall number of metering points for which the metering business
is being operated by a third party is still a little percentage.

Sweden

In Sweden, a law emanated in 2003 requires mandatory hourly metering
for all retailed consumers starting from July 2009, so that the billing is per-
formed according to the real energy consumption and not based on prede-
fined load profiles. Although no prescriptions are given about the enabling
technologies, in practice this implied the generalized adoption of smart me-
ters. The costs of the installation have been borne by the DSOs, which are
also responsible of the meter reading.

Considering that in Sweden the average pro capite energy consumption
is around 15.000 kWh (6 times higher than the world average), the more
accurate information provided by smart meters and the new enabled con-
tractual arrangements can contribute to energy savings and to the reduction
of carbon emissions, in line with the national policy objectives related to
green and renewable energies.
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CHAPTER3
Privacy and Security in Smart Grids

IN this Chapter, some basic notions about privacy are provided, with par-
ticular focus on the protection of personal data and some reference to
the most relevant laws and directives. Moreover, the main security and

privacy issues to be addressed in the future Smart Grid are summarized,
focusing in particular on the concerns about the secure handling of energy
consumption data gathered through the AMI. The most significant recom-
mendations about metering data privacy in the energy grid are also briefly
reported. Finally, a short overview of the state of the art about privacy
preservation in AMI is presented.

3.1 What is “privacy”?

The concept of “privacy” is quite abstract and subjective, since it depends
on numerous factors as social and cultural issues, study discipline, context,
and involved stakeholders. As Lillian BeVier writes [86]:

Privacy is a chameleon-like word, used denotatively to designate
a wide range of wildly disparate interests - from confidentiality
of personal information to reproductive autonomy - and conno-
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Chapter 3. Privacy and Security in Smart Grids

tatively to generate goodwill on behalf of whatever interest is
being asserted in its name.

Therefore, the notion of “privacy” has been widely discussed and various
attempts at identifying an all-comprehensive definition have been made.
One of the first definitions of privacy was provided by Warren and Bran-
deis in 1890 as “The right to be let alone” [114]. It focuses on freedom from
intrusions and expresses a conservative approach based on data confiden-
tiality, which suggest not to divulge personal data to avoid loosing control
on their use and (possible) misuse.

Other popular definitions are “the right of the individual to decide what
information about himself should be communicated to others and under
what circumstances” [6], by Westin, and “the freedom from unreasonable
constraints on the construction of one’s own identity” [104], by Agre. The
first expresses the conception of privacy as control on personal data: pri-
vate data always belong to their “owner”, who should always be capable
of monitoring how third parties manipulate them, possibly forcing external
subjects to stop using them, in case the owner’s consent is not obtained.
The second focuses on autonomy, underlining the intimate connection be-
tween control over personal information and control over an aspect of the
identity the individual projects to the world.

Whatever the definition, the intrinsic aim of privacy is the protection of
some fundamental values for both the individuals and the society, among
which the liberty of opinions, the principle of non-discrimination, the rights
of self-realization, dignity and autonomy, the protection of deliberative
democracy.

A comprehensive taxonomy of privacy is proposed by Solove in [5] with
the aim of building a framework to identify privacy problems in a concrete
manner and to help the development of the field of privacy law. It identifies
four groups of harmful activities, related to:

• individuals’ personal information collection by external entities (data
holders);

• information processing of such data by data holders;

• information dissemination by data holders to other parties;

• invasion or direct impingements;

and highlights the connections among them (see Fig. 3.1).
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3.2. Regulatory policies

Figure 3.1: Solove’s taxonomy of privacy problems [5].

3.2 Regulatory policies

A substantial contribution to the legal protection of privacy comes from Eu-
ropean, international and national data protection acts and privacy laws, as
well as from guidelines, recommendations and codes of practice provided
by the business sector. Here we present a short overview of the most sig-
nificant American and European laws and directives regarding privacy and
protection of personal data.

United Nations: Universal Declaration of Human Rights (1948) [129]

It explicitly states that “No one shall be subjected to arbitrary interference
with his privacy, home or correspondence, nor to attacks upon his honor or
reputation. Everyone has the right to the protection of the law against such
interference or attacks”.
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Chapter 3. Privacy and Security in Smart Grids

European Council: European Convention for the Protection of Human Rights and
Fundamental Freedoms (1950) [36]

In Article 8, titled Right to respect for private and family life, it declares that
“everyone has the right to respect for his private and family life, his home
and correspondence” and that “there shall be no interference by a public
authority with the exercise of this right except such as is in accordance with
the law and is necessary in a democratic society in the interests of national
security, public safety or the economic well-being of the country, for the
prevention of disorder or crime, for the protection of health or morals, or
for the protection of the rights and freedoms of others".

European Union: Data protection directive 95/46/EC [51], ePrivacy directive 2002/58/EC
[52], Data retention directive 2006/24/EC [53], Electricity directive 2009/72/EC [54]

They deal with the protection of individuals with regard to the processing
of personal data and the free movement of such data. They state that:

• personal data must be collected only for specific and legitimate pur-
poses;

• data collection must be proportional to the purpose they are collected
for (i.e. adequate, relevant and not excessive);

• personal data must be retained for the shortest period of time possible;

• data must be collected only with the subject’s awareness and consent
(with some derogations in case of contractual or legal obligations, vi-
tal interest of the subject, etc.);

• the data subject has the right to access, correct, delete his/her data at
any time;

• the controller (i.e. the person who determines the purposes and means
of the processing of personal data) is in charge of ensuring the in-
tegrity and confidentiality of personal data and the security of data
processing.

Table 3.1 summarizes the rights of the data subject and the duties of the
data controller, as stated by the four directives.

3.3 Privacy issues in Smart Grid’s AMI

The amount of user data collected by the Smart Grid is expected to dramat-
ically increase with respect to the current electrical power grid: this arises
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Table 3.1: Summary of the rights of the user

Rights Description
Information on Collection
and Awareness

The data subject should be given notice of the data controller’s
information practices before any personal information is col-
lected from him/her. Without notice, an individual cannot make
an informed decision as to whether and to what extent his per-
sonal information is disclosed.

Choice and Consent The data subject has the right to choose how any personal infor-
mation collected for him/her may be used. This choice relates to
the secondary uses of the information as well.

Access, Correction and
Deletion

The data subject has the right to challenge the accuracy of the
data and to provide corrected information. The access process
should be timely, inexpensive, simple, providing a mechanism
for verification of the data and means by which corrections and
objections may be recorded. The data subject can also ask the
erasure or blocking of the data.

Integrity and Security The data subject has the right to know the extent to which
the data will be secured. To ensure data integrity, collectors
must take reasonable steps by using reputable sources and cross-
checking data against multiple sources, providing individuals ac-
cess to data, and destroying access data. Security of the data
would include both their management and the technical mea-
sures to protect them against loss, unauthorized access, use, and
disclosure.

Enforcement and Redress The data subject has the right to seek legal relief to protect his
privacy rights.

great concerns regarding the privacy of the customers. The new Smart Me-
ters will provide to the Smart Grid not only nearly real-time information
about the energy consumption, but also a great amount of user-related data
which will be used by the utilities themselves (e.g. for billing purposes),
the grid managers (e.g. for electrical power state estimation) or third par-
ties (e.g. to provide value-added services, such as home energy consump-
tion management). According to NIST’s guidelines [96], Table 3.2 lists the
information which could potentially be disclosed by Smart Meters.

Since the Smart Meters location in the user’s households makes them
an easy target for tampering attacks, a first security challenge is provid-
ing them with security mechanisms capable of making the device tamper
proof, in order to ensure that the gathered readings are not altered, lead-
ing to incorrect billing or to wrong estimations of the power usage. The
goal of this kind of attacks can range from monetary gains (it has been esti-
mated that 6 billion of dollars worth of power is being stolen from the U.S.
electrical power system [89]) to Denial of Service (DoS) or other terroris-
tic attacks aimed at simulating an overload by part of the network to force
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Table 3.2: List of set of information potentially disclosed by Smart Meters, reproduced
from [96]

Data Element(s) Description
Name Subject responsible for the account
Address Location where service is being taken
Account number Unique identifier for the account
Meter reading kWh energy consumption recorded at 15-60 (or shorter) minute

intervals during the current billing cycle
Current bill Current amount due on the account
Billing history Past meter reads and bills, including history of late payments/-

failure to pay, if any
Home area network Networked in-home electrical appliances and devices
Distributed resources Presence of on-site generation and/or storage devices, opera-

tional status, net supply to or consumption from the grid, usage
patterns

Meter IP The Internet Protocol address for the meter

its disconnection. In addition to integrity, data confidentiality must also be
ensured: since Smart Meters are connected to the Smart Grid communica-
tion network to send their readings to the power suppliers, external subjects
might access these data and infer private informations about the users. It
has been shown [67, 83] that, by means of Non Intrusive Load Monitoring
(NILM) techniques, users’ electrical usage readings can be used to profile
the customers’ behavior and even to determine which household appliances
are being used: Figure 3.2 depicts an household electricity demand pro-
file recorded on a one-minute time base, showing the consumption patterns
associated to different electrical appliances. Therefore, through the analy-
sis of the users’ electrical load profile, detailed information about personal
habits and lifestyles can be inferred: burglars could detect whether houses
are unoccupied before attempting burglaries, vendors could select potential
targets for their marketing campaigns, insurances could infer the health sta-
tus or the propensity of an individual to cause accidents in the home. Table
3.3 lists some questions related to personal habits that could be answered
by analyzing the energy consumption measurements gathered by the Smart
Meters.

3.4 Recommendations

NIST has delivered a report [96] on the consumer-to-utility Privacy Impact
Assessment (PIA) of the Smart Grid, which identifies ten criteria to be fol-
lowed to ensure user privacy:
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Figure 3.2: household electricity demand profile recorded on a one-minute time base
[136].

• organizations that access or provide data to the Smart Grid must en-
sure the existence and application of documented information security
and privacy policies and practices. Audit functions should be available
to monitor the access activities to the Smart Grid data;

• the purpose of collection, use, retention, and sharing of energy data
and personal information must be clearly specified in advance by the
organization;

• the customers must be aware of the available choices concerning the
disclosure of personal data and give explicit consent whenever possi-
ble. Otherwise, at least the customers’ implicit consent must be ob-
tained by the organization;

• the data collection must be done with lawful means and must be lim-
ited to the information strictly necessary to fulfill the scopes declared
by the organization;

• personal data must be used, disclosed, stored and retained exclusively
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Table 3.3: List of questions potentially answerable through the analysis of detailed energy
consumption patterns, reproduced from [105]

Concern Type Related Questions Answered by Detailed Usage Data
Nefarious uses • When are you usually away from home?

• Is your household protected with an electronic alarm sys-
tem? If so, how often do you arm it?

Insurance adjusting • How often do you arrive home around the time the bars
close?

• How often do you get a full night’s sleep v. drive sleep
deprived?

• Do you have a propensity for leaving appliances turned on
and leaving the house?

Targeted marketing • On what days and during what times do you watch TV?
How much home time do you spend in front of your com-
puter?

• How often do you eat in? Do you tend to eat hot or cold
breakfasts?

• Are any of the appliances in your household failing or op-
erating below optimal efficiency? Do you own (and so
presumably like) lots of gadgets? Do you have your own
washer and drier?

• Are you a restless sleeper, getting up frequently through-
out the night (and so likely turning on lights, etc.)?

Inquiries regarding disputed
issues

• In a custody battle: have you ever left your child home
alone? If so, how often, and for how long?

• In a worker’s comp hearing: how could you, with your
injured back, turn on the TV in the upstairs of your home
less than a minute after turning off the lights downstairs?

Discrimination and profiling • Race and ethnicity

• Non-traditional family typologies

• Gender or Sex

• Age

for the purpose they were collected for and only for the strictly re-
quired time. Whenever possible, data must be aggregated and anony-
mized;

• customers must be enabled to access and modify their data at any time;

• customers must be informed about all the parties sharing the access
to their data. Personal information must not be disclosed to any other
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parties or purposes except the ones notified to the customer;

• Smart Grid data must be protected from loss, theft, unauthorized ac-
cess, disclosure, copying, use, or modification;

• the accurateness, completeness, and relevance of energy data and per-
sonal information for the purposes identified in the notice must be
ensured;

• customers must be informed about the privacy policies and be enabled
to verify an organization’s compliance with the applicable privacy pro-
tection legal requirements, privacy policies and practices.

Cavoukian et al [29] propose the “Privacy by design” paradigm to in-
tegrate privacy into the Smart Grid and suggest the following guidelines
to utilities providing personal information to a third party with the express
consent of the individual:

• third parties should be provided with the minimal amount of informa-
tion required to fulfill the service agreed with the customer;

• data provided to third parties should be anonymized whenever possi-
ble;

• third parties should not request information from the utility about con-
sumers, who must be able to control the type of information that is
disclosed by the utility;

• secure transmission channels must be used to ensure strong privacy
protection of customers’ data along the heterogeneous communication
infrastructure of the Smart Grid;

• third parties should not correlate data in their possess with data ob-
tained from other sources, without the customer’s consent.

3.5 Other Cyber-Security risks in Smart Grids

For the sake of completeness, this Section provides an overall view of the
other security issues to be addressed in the Smart Grid scenario. For a
thorough discussion, the reader is referred to [87].

As pointed out by Wei et al. [135], to develop a secure Smart Grid, the
following challenges must be faced:

• the Smart Grid communication network must support new require-
ments in terms of communication protocols, delay, bandwidth, relia-
bility and cost;

35



i
i

“thesis” — 2013/10/1 — 15:22 — page 36 — #50 i
i

i
i

i
i

Chapter 3. Privacy and Security in Smart Grids

• security functionalities must be integrated in the Smart Grid legacy
equipment, which currently often lacks in computational and storage
capabilities;

• communication technologies and protocols currently used in the power
grid, as well as proprietary systems, often do not provide security
guarantees.

3.5.1 Device Issues

Devices like Programmable Logical Controllers (PLCs), Remote Terminal
Units (RTUs), sensors and Intelligent Electronic Devices (IEDs), which
allow remote management and maintenance of the power grid, are often
prone to manipulation by malicious users. This could lead to the disruption
of the normal operations of the grid and potentially cause huge physical and
economical damages. All devices, including smart meters, should therefore
be tamper proof and resilient to malware attacks. Moreover, to perform en-
cryption of sensitive data, they should implement cryptographic primitives
compatible with their limited computational capabilities.

3.5.2 Networking Issues

Multiple communication networks, ranging from wired to wireless, sensor
and optical networks, will be required to interoperate in the Smart Grid.
However, each of these is characterized by its own security vulnerabilities,
which must be addressed: radio waves are by nature a broadband physical
medium which can disclose sensitive information to eavesdroppers, unless
appropriate countermeasures to ensure communication security are taken.
In addition, sensor networks are subject to attacks like traffic or route in-
jection, message modification and node impersonation: therefore, routing
security should also be provided. Security problems due to the sharing of a
common communication channel are present also in Ethernet Optical Pas-
sive Networks (EPONs), which are prone to spoofing, eavesdropping and
DoS attacks.

3.5.3 Dispatching and Management Issues

The Smart Grid can be considered as a combination of numerous interop-
erating microgrids, each of them governed by the local SCADA system
and interacting with the others in a so called “islanding” fashion. The
microgrids are coordinated by a master SCADA system, in which every
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local SCADA operates as slave. However, the increased interoperability
strengthens security risks, among which:

• the SCADA server can be compromised through DoS attacks or shut-
down by gaining access to the physical system;

• an attacker can gain control over the SCADA system through a Trojan
or a backdoor entry into the system registries, generate false alarms
and thus causing the collapse of the whole grid;

• sensitive data in the system databases can be stolen or altered, if proper
security countermeasures are not taken;

• billing information can be accessed and altered by attackers by break-
ing the system firewalls, thus causing financial problems;

• logged key strokes of the system keyboard can be used by attackers to
learn usernames and passwords of authorized personnel.

3.5.4 Other Issues

In order to guarantee the reliability of operations in the Smart Grid, anomaly
detection procedures to identify malicious manipulations must be integrated.
Moreover, most of the standard communication protocols used in power
grid must be improved to avoid injection of false data or “man in the mid-
dle” attacks and to ensure the integrity of the application layer.

3.6 State of the Art

There are several approaches to ensure protection of user privacy in Smart
Grids: a comprehensive overview can be found in [73]. In the following
subsections, we will focus on the following privacy-preserving techniques
for data collection in the context of the electrical grid:

• entrusting the smart meter with performing calculations and provid-
ing the backend system with the results, using cryptographic commit-
ments and Zero Knowledge Proofs to verify the results in order to
prevent the meter from cheating;

• using MultiParty Computation (MPC) to perform the collaborative
computation of an aggregation function, generally a sum, over the
data without compromising the privacy of the users. Note that the
MPC approach can be distributed over all the users or can exploit one
or more servers;
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• hiding the identity of the subjects by using pseudonyms, so that data
can be delivered to the utility or third party where they are collected
without revealing the identity of the user who generated them;

• performing noise addition on the collected data according to the frame-
work of differential privacy, in order to hide the presence or absence
of the contribution of a given user in the computation of an aggregated
measurement.

Moreover, we briefly review the main approaches to the load scheduling
of electric appliances and sketch the main security issues that can arise
in the information routing along an overlay network connecting multiple
Smart Meters in a distributed fashion.

3.6.1 Trusted Meter Computations

The usage of trusted meter computations is proposed in [74, 92, 110] for
calculating the energy bill without releasing fine grained measurements. In
these schemes, the meter outputs certified readings of measurements using
cryptography; the user combines those readings with a certified tariff pol-
icy based on a zero-knowledge protocol to produce the final bill, possibly
supporting time-variable tariffs. All these proposals have the advantage of
being easily deployable as plug-in modules between the meter and the util-
ity, but since they are primarily aimed billing they only support temporal
aggregation, and do not perform spatial aggregation.

3.6.2 Secure MultyParty Computation

In the context of the Smart Grid, distributed data aggregation based on
MPC has attracted several researchers [7,61,82,85], while the client-server
paradigm is preferred to tackle other privacy-related problems such as traf-
fic anonymization [27] and collaborative filtering [8].

Li, Luo, and Liu [85] propose an aggregation protocol using the homo-
morphic Pallier’s cryptosystem, assuming the honest-but-curious adversary
model, in which the nodes honestly execute the protocol, but keep all inputs
and try to infer individual measurements.

Conversely, Kursawe, Kohlweiss, and Danezis [82], Acs and Castel-
luccia [7], and Garcia and Jacobs [61] use a dishonest-non-intrusive (DN)
adversary, which may not follow the protocol and can provide false infor-
mation, but cannot modify the communication infrastructure. Garcia and
Jacobs [61] use a combination of Pallier’s scheme and secret sharing. Kur-
sawe, Kohlweiss, and Danezis [82] propose four different protocols with
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different cryptographic properties and complexities. Acs and Castelluc-
cia [7] propose a protocol based on the differential security model, which
is robust to the temporary loss of connectivity to a node.

The idea of using a sharing scheme to divide the measurements over
multiple nodes, which then can perform homomorphic operations has been
proposed by Burkhart et al. [27] who introduce a privacy preserving aggre-
gation scheme for network traffic measurements.

Privacy-preserving aggregation has been studied also in the context of
Wireless Sensor Network (WSN) scenarios: Feng et al. [58] present a judg-
ment method based on a trust schema to detect whether a sensor node has
potential misbehavior, in order to build a secure in-network aggregation
tree. In [69], He et al. propose an integrity-protecting private data aggrega-
tion scheme, where privacy is achieved through data slicing and assembling
techniques, while integrity is ensured by constructing disjoint aggregation
paths to collect data. The same authors present in [68] two schemes for
additive aggregation functions, relying on adaptations of the Shamir Secret
Sharing and Secret Splitting schemes, respectively. Both schemes are well
suited for a wireless system supporting broadcast transmissions.

Ozdemir et al. [99] propose a data aggregation and authentication pro-
tocol for wireless sensor networks, which supports false data injection by
a fraction of compromised nodes by verifying integrity directly on the en-
crypted data.

An alternative approach to MPC to ensure secure data distribution is
proxy re-encryption, which allows a semi-trusted proxy to convert a ci-
phertext computed under a given public key into one that can be decrypted
by a different public key, without having access to the underlying plaintext.
Ateniese et al. [64] explore Identity-Based proxy re-encryption to delegate
decryption rights, while three different unidirectional proxy re-encryption
schemes are proposed in [13], with application to secure distributed stor-
age. However, only one of the three schemes has homomorphic properties
and thus allows data aggregation.

Integrity verification of the aggregated data also plays a crucial role in
the design of a privacy-preserving aggregation infrastructure: Dimitriou
et al. [40] achieves this goal by using a commitment-enhanced version of
Shamir Secret Sharing scheme, while Kursawe et al. [82] proposes the us-
age of the commitment scheme designed by Pedersen in [101], combining
it with a secret splitting scheme. Commitment-based VSS schemes find
applications in numerous fields, ranging from electronic voting [116] to
oblivious billing [39], and adaptations for asynchronous communication
networks have been proposed [14].
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An alternative and widely used technique to ensure data integrity with-
out exposing the identity of the subject generating them relies on group
signatures [31], and numerous schemes have been designed, including ad-
ditional features such as limited message size [21], local revocation [23],
and backward unlinkability [135]. Unfortunately, most of them are highly
computationally demanding or require interactions among the participants,
being therefore unsuitable for applications in the Smart Grid environment.

3.6.3 Data Pseudonymization

The problem of metering data pseudonymization in the context of Smart
Grids has recently attracted the interest of several researchers. Efthimiou
and Kalogridis [47] describe a method for the anonymization of electrical
metering data sent by smart meters. They propose to separate high fre-
quency and low frequency data and to assign an identity to each set of
measurements: the High Frequency ID is anonymous, while the Low Fre-
quency ID is attributable. The association between the two IDs is prevented
by inserting long random intervals during the system setup. This solution
has the drawback of requiring a long setup time and of hard-coding the IDs
in the smart meter itself.

Jawurek et al. [75] develop two attacks to the privacy of pseudonymized
consumption traces: the first is used to link an identity to a consumption
trace by anomaly correlation, while the second links different pseudonyms
of a customer by using patterns in electricity consumption. The authors
also analyze three mitigation techniques: data aggregation, frequent re-
pseudonymization and privacy preserving techniques.

Privacy protection is an important topic also in other contexts, from mo-
bile ad hoc networks (MANETs) to RFID systems and health-care. Public-
key based solutions have been proposed to guarantee communication ano-
nymity, which means that the sender’s and receiver’s identities are hidden
to external observers.

Zhang et al. propose in [139] a pairing-based anonymous on-demand
routing protocol: in this approach, a Trust Authority (TA) administrates the
anonymous communication system by providing each node with a suffi-
ciently large set of collision resistant pseudonyms, so that each node can
dynamically change its pseudonym, and communicate the set of system
parameters to each Anonymous User (AU). Though the protocol guaran-
tees sender anonymity, receiver anonymity and relationship anonymity, the
communications are not anonymous to the TA. To solve this problem, Huang
proposes in [38] pairing-based encryption/decryption, key exchange, blind
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certificate and revocation schemes for anonymous communications. The
drawback of this solution is the high computational cost to compute pair-
ings.

A game-theoretic approach to anonymous networking in the context of
wireless networks is proposed by Venkitasubramaniam et al. in [134]: ano-
nymity is quantified by the conditional entropy of the routes, and specific
network design strategies are proposed to balance throughput and route
anonymity, which is achieved by combining packet relay and injection of
dummy traffic.

A pseudonym-based infrastructure based on one-way hash functions is
adopted by Henrici et al. [70] in the context of RFID systems. The main
idea is to use pseudonyms that change regularly and are linked to the owner
of a tag, without affecting location privacy. The pseudonyms are computed
collecting inputs from each node on the path to the receiver. The main
disadvantage of the infrastructure is that it is static and thus cannot ensure
long term security.

Lu et al. [88] propose a zero-knowledge authentication scheme called
Pseudo Trust (PT) for peer-to-peer (P2P) protocols. In PT, each peer is re-
quired to generate two items before joining the system: a pseudo identity
(PI) and a pseudo identity certificate (PIC). The PI is used to identify and
replace the real identity of a peer in a P2P system, while the PIC is gener-
ated to authenticate the PI holder. The authors prove that the probability of
a successful impersonation is computationally infeasible, even if the adver-
saries have collected all the previous authentication messages. However,
the authors present only a method for user authentication but they do not
deal with data pseudonymization.

Privacy protection is a fundamental issue also in health care, where a
trade-off between the patient’s privacy needs and the society’s needs to im-
prove efficiency and reduce costs of the health care system is needed. Riedl
et al. [111] present a new architecture for the pseudonymization of medi-
cal data, based on a layered structure with authorization mechanisms. The
privacy is assured by securing the link between the patient’s identification
data and his/her anamnesis data with the encryption of the identification
data with a pseudonymization key. Health care providers are allowed to de-
crypt the data only with the authorization of the patient. This system grants
that the patients remain in full control of their data and can revoke a given
authorization.

Finally, for what concerns the evaluation of the anonymity guarantees
of a security infrastructure, Pfitzmann and Hansen [102] provide a detailed
definition of privacy-related terminology. In particular, they define Re-
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lationship Anonymity as the untraceability of communications between a
sender and a recipient, meaning that it may be traceable who sends which
messages and who receives which messages, as long as there is unlinkabil-
ity between any message sent and any message received and therefore the
relationship between sender and recipient remains unknown. A thorough
discussion of the above mentioned concepts is also proposed in [66], while
in [59] Fischer et al. describe an entropy based metric to quantify message
unlinkability: the metric estimates the error made by an attacker in iden-
tifying message relations by partitioning the whole message set in disjoint
subsets.

3.6.4 Data Perturbation

Data perturbation can be performed by means of noise injection accord-
ing to the notion of differential privacy, which was first defined by Dwork
in [44]. It refers to a general scenario in which it must be guaranteed that
the removal or addition of a single item in a statistical database has neg-
ligible impact on the outcome of any query on that database. The author
gives a formal definition of differential privacy as a measure of the trade-off
between the accuracy of the aggregated data and the probability of identi-
fying the contributions of individual data inside the aggregate. The same
author presents in [45] some applications of such techniques to statistical
data inference and learning theory.

Some other papers combine cryptographic schemes with differential pri-
vacy techniques in order to compute aggregate statistics: in [46], Dwork
et al. propose a protocol for the distributed generation of random noise
aimed at the distributed implementation of privacy-preserving statistical
databases. To do so, the protocol relies on a verifiable secret sharing scheme.

Rastogi [107] et al. design a protocol for differentially private aggrega-
tion of temporally correlated time-series, which is achieved by perturbation
of the Discrete Fourier Transform of the data and by distributed noise ad-
dition. The protocol is demonstrated to scale efficiently with the number of
users, requiring a computational load per user of O(1).

Papers [7, 30, 118] apply the general notions expressed in [44] to the
Smart Grid context. Acs et al. [7] define a scheme in which an electricity
supplier is allowed to collect aggregated smart-metering measures without
learning anything about the energy consumption and the household activi-
ties of individual users, and discuss how differential privacy is affected by
considering multiple time slots.

Chan et al. [30] deal with a scenario in which an untrusted aggregator
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collects privacy sensitive user data to periodically compute aggregate statis-
tics. The proposed solution is resilient to user failure and compromise and
supports dynamic joins and leaves of users.

Shi et al. [118] define a model of data aggregator capable of obtaining
statistics about aggregated data without compromising the privacy of sin-
gle users. The authors introduce a formal noise injection model and a new
distributed data randomization algorithm in order to ensure users’ differ-
ential privacy, assuming the existence of malicious users that reveal their
statistics to the data aggregator. The computational complexity of the pro-
tocol, however, limits its applicability to the aggregation of small sets of
measurements with a limited range. Moreover, the authors give a formal
definition of the property of aggregator obliviousness as follows: suppos-
ing that an aggregator possesses auxiliary information in addition to given
noisy aggregated statistics, the property of obliviousness guarantee that the
aggregator learns nothing other than what can be inferred from the auxil-
iary information and the revealed statistics. In addition, it guarantees that a
party without an appropriate aggregator capability learns nothing. Further-
more, the authors provide an error bound for aggregated data and evaluate
the trade-off between data utility and privacy. The same trade-off evaluation
is discussed by Rayagopalan et al. and Sankar et al. in papers [106], [115],
which propose to filter low-power frequency components of smart-metering
time-series data, in order to perform data obfuscation without compromis-
ing its statistical significance.

3.6.5 Load Scheduling

One of the most relevant goals in the design of the future energy grid is
the massive introduction of power plants exploiting renewable DERs (e.g.
wind, solar and geothermal energy) to reduce carbon emission and shift
towards a more sustainable power usage. However, due to the intrinsic un-
predictability in the production of “green” power caused by the intermittent
nature of renewables, the new Smart Grid scenario will cope with numer-
ous issues related to the balancing of energy generation and consumption
within the grid, in order to satisfy the energy demand while avoiding en-
ergy wastage. In addition, the energy market will experience more uncer-
tain conditions, which could possibly affect the dynamics of the energy
pricing [11].

In order to increase flexibility in the energy utilization, three comple-
mentary approaches have been proposed: the first is to equip the grid with
high capacity storage banks, capable of storing energy surpluses and to re-
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lease them in case of energy production deficits [15]. However, today’s
state-of-the-art technology is still immature to allow a widespread intro-
duction of storage plants, which would require tremendous installation and
maintenance costs. A second possibility is to induce some modifications in
the user’s energy utilization behavior by designing variable tariffs or intro-
ducing incentives to shift the use of some appliances to off-peak hours [76].
Unfortunately, this approach does not provide any form of direct control on
the load conditions of the grid. Finally, the third alternative relies on load
scheduling approaches operating at single household level or at neighbor-
hood/microgrid level with the aim of shaping the energy demand profile
in order to meet the production trend. Such mechanisms work according
to the following principle: delay-tolerant operations can be scheduled and
initiated only when the green energy production conditions are favorable,
while in case of power shortage the starting time can be postponed. More-
over, a wide category of appliances (e.g. refrigerators, air conditioning,
cooling/heating systems) can tune (up to a certain extent) their power con-
sumption according to the grid state.

Various models for energy load management systems have been recently
proposed by the research community. In [91], Rad et al. describe an op-
timal and automatic residential energy consumption scheduling framework
which attempts to strike a balance between minimizing the electricity pay-
ment and minimizing the waiting time for the operation of each appliance
in the household, in presence of time-variable tariffs. The problem is mod-
elled by means of a linear programming formulation and a weighted aver-
age price prediction filter is used to estimate the future trend of the energy
tariff. A real-time residential load management model and algorithm is also
discussed by Samadi et al. in [113], which differentiates the scheduling pol-
icy according to the type of electrical appliances to be served (interruptible,
non interruptible and must-run). Alizadeh et al. [12] propose a neighbor-
hood scheduler which divides the energy requests in queues according to
their shape and priority and optimize the service time of deferrable indi-
vidual appliances (e.g. washing machines, dishwashers, cloth driers, and
electric vehicles recharging). In case the electrical appliances are assumed
to have rectangular energy consumption profile, the scheduling problem can
be treated as a rectangle/strip packing problem, which has been thoroughly
investigated in the last decades [16, 72, 78] and consists in optimally plac-
ing a set of rectangles of different dimensions in a two-dimensional space
of given width and infinite height.
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3.6.6 Secure Routing in P2P Overlays

Information routing in peer-to-peer distributed networks is usually per-
formed through self-organizing overlays such as Chord [127], CAN [108],
Tapestry [140], and Pastry [112]. However, such overlays suffer from a va-
riety of attacks which can be performed by a fraction of malicious nodes
with the aim of altering the routing and/or the content of the messages. In
particular, the Sybil and Eclipse attacks can be considered as representative
of a wide class of cyber-attacks to distributed overlays. Various counter-
measures to mitigate the effects of such attacks have been proposed: for
what concerns the Sybil attack, Castro et al. [28] describe how to secure
the assignment of the node identifiers in order to prevent the impersonation
of multiple identities by a single malicious entity, aimed at gaining control
on a considerable fraction of the network. This can be achieved by relying
on centralized certification authorities or by requesting prospective nodes
to solve a computationally demanding crypto-puzzle to be enabled to ob-
tain an identifier, in order to limit the rate at which the identifiers can be
acquired. The latter approach is used also by Zhang et al. in [138] as coun-
termeasure to the Eclipse attack. Alternative mitigation techniques include
the distributed anonymous auditing of the connectivity of the neighbouring
nodes proposed by Singh et al. [121], and the introduction of routing re-
dundancy combined with routing failure tests to identify alterations of the
routes operated by compromised nodes [28].
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CHAPTER4
Related Work

IN this Chapter we compare our proposed framework to the solutions
already investigated in the context of the Smart Grid AMI and point
out the main differences and innovative aspects with respect to them.

As already discussed in Chapter 3.6, the issue of the privacy-friendly
collection of metering data in AMI has recently gained the attention of the
research community: in their survey, Jawurek et al. [73] provide a compre-
hensive overview of the main approaches that have been proposed. Most
of them rely either on trusted meter computations, which entitle the smart
meters themselves to perform computations on the metering data, whose
correctness is guaranteed by means of zero-knowledge-based cryptographic
protocols [92], possibly performed by plug-in modules [74] and/or by hard-
ware security modules and tamper proof devices [110], or on MultiParty
Computation techniques, which allow the collaborative computation of an
aggregation function, which can be jointly performed by the meters or by
intermediate aggregation nodes. Among the most closely related to our
work, paper [82] proposes four protocol variants to achieve private aggre-
gation or comparison of metering data, relying on additive secret sharing,
Diffie-Hellman key exchange, and bilinear maps, while paper [61] designs
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a privacy-friendly data aggregation protocol aimed at the detection of en-
ergy theft and leakages. Our framework is agnostic with respect to the
purposes for which data aggregation is performed and allows each entity
accessing the aggregated measurements to specify its own aggregation rule,
according to its needs. MPC protocols are based on cryptosystems exhibit-
ing homomorphic properties with respect to addition and/or multiplication,
meaning that such operations can be performed directly on the encrypted
values, leading to the same results that would be obtained by operating
on the plaintexts. Among those, the most widely used are Pallier (e.g.
in [85], which investigates design approaches for the construction of aggre-
gation trees within a wireless mesh network of Meters to securely collect
energy consumption measurements) and Shamir Secret Sharing schemes
(e.g. in [40], which addresses the issues of data aggregation, selective Me-
ter tasking for maintenance purposes, and billing processes relying on elec-
tronic “energy tokens”). Our aggregation protocol relies on Shamir Secret
Sharing, which has a lower computational complexity with respect to Pal-
lier cryptosystem and also makes it possible to aggregate the same data
according to different rules with a limited increase of protocol traffic: to
the best of our knowledge, our work is the first considering the presence of
multiple External Entities, each specifying its own aggregation requests in
both time and/or space.

Our centralized aggregation infrastructure borrows from [27] the idea of
relying on Privacy Preserving Nodes as intermediate entities responsible of
aggregating the data collected by the meters in a privacy-friendly manner.
However, that work is aimed at elaborating statistics on network traffic mea-
surements: apart from the different application scenario, our work studies
the optimization problem that raises when multiple aggregation rules share
the same architecture. Further, we extend the protocol to address the issues
of resiliency to errors and message losses, in order to ensure scalability to
large scenarios, and we evaluate the degree of relationship anonymity pro-
vided by our proposed solution, which indicates the capability of an exter-
nal omniscient observer of identifying message relations between senders
and receivers. Though various metrics to evaluate relationship anonymity
have already been proposed, e.g. in [59], they cannot straightforwardly be
applied to our proposed scenario, since the sets of Meters monitored by
different External Entities are not disjoint and thus do not allow the usage
of set partitioning approaches. Therefore, in Chapter 6.5 we use two other
metrics frequently used to assess the performance of binary classifiers, i.e.
the specificity and the sensitivity.

Shamir Secret Sharing has also been proposed for performing additive
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aggregation functions in the context of wireless networks by means of data
slicing and assembling techniques [68]: however our distributed aggrega-
tion architecture must cope with the peculiarities of the Smart Grid sce-
nario, which requires unicast channels rather then broadcast communica-
tions and deals with geographically sparse nodes, thus introducing different
information routing issues, which we addressed by using either a central-
ized routing approach (similarly to [85]) or a fully distributed one, based
on the peer-to-peer protocol Chord [127].

Moreover, our proposed framework adapts the SSS-based protocol to
perform data pseudonymization: with respect to the solutions for data anony-
mization proposed by the scientific literature (e.g. pairing-based schemes
[38, 139]), ours is computationally lightweight and introduces a limited
communication overhead. In particular, [139] designs a neighborhood au-
thentication protocol which allows neighboring nodes to authenticate each
other without revealing their identities, and then to perform anonymous
message routing and forwarding, while [38] proposes a comprehensive pair-
ing-based framework to support encryption/decryption, key exchange, blind
certificate and revocation solutions for anonymous communications. Con-
versely, our infrastructure is mainly aimed at the collection of individ-
ual pseudonymized measurements, thus focusing on specific issues of the
Smart Grid’s AMI.

The security assessment of both our proposed aggregation and pseudony-
mizaton infrastructures firstly assumed a honest-but-curious attacker model,
as in [85]. However, the security analysis of our distributed aggregation in-
frastructure has been expanded considering both a dishonest-non-intrusive
adversary, as assumed in [7, 61, 82], and a dishonest-intrusive one. To
strengthen the security guarantees provided by our scheme, SSS has been
replaced by Pedersen VSS scheme, which combines Pedersen commit-
ments and SSS scheme and with respect to most of the commitment-based
cryptosystems already proposed (among the others, see e.g. [39, 82, 116])
has the advantage of being non-interactive, thus eliminating the need of
communications among the participants to the protocol.

We have also integrated our privacy-preserving infrastructure with noise
addition techniques inspired by the framework proposed in [44], which dis-
cusses how to achieve a certain level of differential privacy by exploiting
data perturbation techniques performed by noise injection in the users’ data.
Our definition of decisional attack for time series is based on the same
principle: it consists in providing the adversary with the measurements of
a given user i and with two aggregates, only one of them containing the
data of user i. The attack succeeds if the attacker guesses which aggregate
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contains the data generated by user i. However, while the principles of dif-
ferential privacy can be applied to the framework of a generic database, our
approach is more focused on the specific characteristics of Smart Grid time
series, resulting in simpler definitions. Though some papers have already
introduced the concepts of differential privacy in Smart Grids [7, 30, 118],
none of them deal with temporal correlation of smart-metering time-series
data. Our proposal considers this feature, that can be exploited to reduce
the level of privacy of the users’ data. In our scenario, we consider the same
noise characterization of [118], which assumes a noise symmetric geomet-
ric distribution, while [7] bases its distributed perturbation algorithm on
Laplacian noise. That paper proposes a protocol performing aggregation of
noisy metering data without relying on intermediate aggregation nodes, but
organizes the Meters in clusters and requires the Meters within each clus-
ter to securely exchange information among one another, which implies the
establishment of a pairwise encryption key for each node pair and interac-
tions at each protocol round to collaboratively obtain a dummy key used to
encrypt the individual measurements. Conversely, our architecture requires
exclusively an initial setup phase, without need of calculating ephemeral
keys, and a single round of client-to-server communication for each data
collection round, as in [30]. That work designs a collection system which is
resilient to node faults (meaning that in case some Meters fail in providing
their measurements to the aggregator, the aggregated data of the remaining
Meters can still be retrieved) and supports node joins/leaves. We also eval-
uate the performance of our centralized infrastructure in presence of node
malfunctioning and communication errors/delays.

For what concerns the problem of the scheduling of the time of use of
domestic electrical appliances in the context of the Smart Grid AMI, which
we addressed in the final part of this thesis, various strategies have been
proposed, aimed either at maximizing the users’ satisfaction expressed in
terms of a utility function [91] or at defining multiple classes of services ac-
cording to the characteristics of the appliances and on the maximum delay
tolerable by the users [12,113]. In our framework, differently from [91], the
optimization goal is to shape the cumulative energy consumption of a set of
appliances according to the availability of energy generated by renewable
energy sources. We deal with the same scenario and appliance category
of [12], while the system proposed in [113] is designed for a single house-
hold. Conversely, [78] proposes an online power strip packing algorithm for
malleable energy demands with rectangular shape, providing performance
guarantees in terms of upper bounds with respect to the optimal solution.
Apart from the different appliance category, though our solution does not
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provide any guarantee on the quality of service experienced by the users,
it deals with appliances of generic energy consumption curve and, to the
best of our knowledge, is the first work specifically investigating the issue
of data privacy in load scheduling.
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CHAPTER5
The proposed privacy-friendly data

collection framework

THIS Chapter motivates the need for a privacy-preserving infrastruc-
ture aimed at the collection of metering data in the Smart Grid and
introduces our proposed framework.

5.1 Motivations

As discussed in the previous Chapters, the new smart metering systems
promise to completely redesign the relationship between the customers and
the utility companies, after a long time during which public utilities like
electricity, gas and water have been provided by infrastructures unable to
control or, at least, to measure in real-time how and where they were con-
sumed in the distribution networks. Even beyond that, it is expected that
new actors will play a role in the management of the services, the infras-
tructures, and the related information, with different companies as well as
public/regulation authorities and end users that will be involved in the re-
shaped market of utilities [17, 50].
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The development of systems for AMR is being stimulated by many gov-
ernments around the world with the goal of improving the overall efficiency
in the use of energy and natural resources and of removing barriers and
constraints in the utility markets [55, 94]. Several experiences in different
countries have demonstrated the economical advantages for utility com-
panies in the use of AMR through the reduction of operational costs, for
example in Italy [24]. In the Netherlands, the major public utilities have
successfully tested multiutility Smart Meters supporting the communica-
tion of energy consumption data not only to the energy supplier, but also to
the grid company and to independent service providers as required by the
Dutch standardization authority [43].

The design of efficient AMR poses several technical challenges on dif-
ferent issues like the communication infrastructure, the communication pro-
tocols, the metering devices, and the information management platform [81].
Technical solutions include PLC over low/medium voltage lines of the elec-
tricity grid [137], wireless technologies based on machine-to-machine (M2M)
architectures of mobile operators [128], and short range wireless links based
on sensor network technologies [25]. As for the communication protocols,
several initiatives are active in standardization bodies and industrial associ-
ations [41, 90].

Even if data network security is a well studied problem in terms of data
confidentiality and integrity, the Smart Grid domain introduces new privacy
issues related to the protection of what data could reveal.

In particular, security concerns in data networks generally focus on data
confidentiality, which is a different concept from user privacy: the former
deals with data protection from unauthorized access, while the latter re-
lates to the protection of individuals and may extend in several dimensions.
The most relevant goal is the protection of data that could reveal infor-
mation about the identity of an individual along with his or her physical,
cultural, economic, social characteristics, or personal behaviours. Thus,
privacy-friendliness in the AMI is especially relevant in case of domestic
consumers, and somehow less critical in case of business entities, which
would nevertheless benefit from a privacy-friendly architecture.

Designing a privacy-friendly measurement collection architecture and
an associated set of procedures involves several layers: the secure transport
of the data over the communication network, the secure storage of collected
measurements, and suitable procedures for accessing the data (for a thor-
ough discussion of these issues, see [96]).

Regarding the communication infrastructure, Simo Fhom et al. [120]
and Berganza et al. [19] identify the following basic requirements:
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1. Clear identification of the business entities that have access to the user
data.

2. The data must be collected with the minimum granularity necessary
for proper Smart Grid operations; in particular data should be aggre-
gated or anonymized unless it is strictly necessary to do otherwise.

3. Collected data should be associated to customer identities only when
and where it is strictly necessary.

4. The infrastructure must scale to a large number of meters (100,000 or
more) with a retrieval time in the order of minutes.

5. The data must be delivered reliably. At least 99.9% of the measure-
ments must be delivered to the entities accessing the metering data.

6. The meters must have a low cost, in the order of $100.

Therefore, we argue that some specific issues of the advanced services
and applications enabled by the new smart metering systems require in-
novative security architectures for managing flexible and complex privacy
policies in a scenario with multiple actors.

According to the conceptual models of smart metering and smart grid
systems currently considered by regulation and standardization authori-
ties [95, 131], we believe that a key element of the new system architec-
ture is the service platform that can be open to applications provided non
only by traditional utility companies but also by ISOs, RTOs, infrastruc-
ture providers and third parties (e.g. energy brokers and aggregators) that
can play a role in an open market of value added services. Our vision is
depicted in Figure 5.1. It is important to observe that, differently from tra-
ditional systems, not only the resource itself (electricity, gas, water) has a
direct economic value, but also the information on its use and production.
Think for example to the importance of the information on the consumption
and the distributed generation of electricity that can be used for efficiently
operating in advance on the energy market with non negligible cost savings,
or also to the historical data on failures and malfunctions that can be used
for reducing the cost of maintenance through preplanned activities.

Therefore, in a scenario where different actors can provide services
based on the information gathered by the smart metering system, it is of
paramount importance to define a security infrastructure able to provide
access to metering data with different levels of spatial and temporal ag-
gregation. However, given the wide number of involved stakeholders, it is
reasonable to assume a pool of independent third party aggregators with
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Figure 5.1: The Smart Grid scenario with multiple External Entities collecting metering
data

partial or limited knowledge of the data to be collected, rather than a single
omniscient entity, because the latter should be fully trusted by the subjects
interested in accessing the aggregated data.

5.2 Our Proposal: a Privacy-preserving Infrastructure for Data
Collection in AMI

In this work we first propose a centralized infrastructure for allowing Ex-
ternal Entities (EEs) to collect data that are aggregated on a spatial and
temporal basis according to the specific service that uses them, while pre-
serving the privacy of customers.

Such framework will be thoroughly discussed in Chapter 6, providing
the following novel contributions:

• the design of a privacy infrastructure, comprising a set of functional
aggregation nodes, namely the Privacy Preserving Nodes (PPNs). The
PPNs could be operated by independent parties or regulation author-
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ities, in accordance with a recent proposal of the California Public
Utilities Commission [84], which speculates the realization of Energy
Data Centers aimed at the collection and dissemination of aggregated
and/or anonymized energy consumption data and run by governmental
entities. While such Data Centers are assumed to be fully trusted, our
proposed architecture ensures no violation of the customers’ privacy
even in presence of “honest-but-curious" collectors, as the system is
designed to behave correctly even in case of collusion or misbehavior
of a limited set of these nodes. These nodes collect shares of the cus-
tomer data obtained using Shamir Secret Sharing Scheme (SSS). The
PPNs perform multiple aggregations with different spatial and tem-
poral granularity according to the needs and access rights specified
by each External Entity (EE). By exploiting the homomorphic prop-
erties of the sharing scheme, the measurements can be aggregated in
the domain of the shares.

• the formalization of a communication protocol which manages the
information flows between Meters, EEs and PPNs.

• the identification of critical design problems addressing the allocation
of information flows between information Meters (i.e. the customers),
PPNs, and EEs and the dimensioning of the set of the PPNs and of
their computational resources. We model these problems by means
of two Integer Linear Programming formulations, prove that they are
NP-hard, and show that they can be solved to the optimum for small-
to-medium size instances. We also propose two greedy algorithms
for tackling large instances in a short computational time and show
that they provide close-to-optimum solutions for all the considered
instances.

• the assessment of the scalability of the infrastructure under the as-
sumption that the communication network is reliable and timely.

• the evaluation of how network failures and transmission delays may
lead to message losses and a discussion of how the proposed protocol
is able to effectively deal with missing data. We also evaluate the
performance of the protocol and the scalability of the infrastructure in
various network scenarios characterized by different types of network
errors.

• the evaluation of the relationship anonymity between Meters and EEs
provided by the proposed infrastructure.
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Moreover, the same centralized infrastructure can be also exploited to
perform data pseudonymization, allowing the EEss to obtain disaggregated
data, which maintain their temporal sequentiality along a time window of
finite duration, but without being able to associate them with the identity of
the data customer (i.e., the Meter) that generated them.

Therefore, in Chapter 6, we also discuss the following aspects:

• we define a set of security properties, which the pseudonymization
protocol must satisfy.

• we propose a cryptosystem for frequent re-pseudonymization.

• we analyze how our proposed architecture satisfy the stated security
properties.

• we compare different cryptographic approaches for preventing the net-
work form accessing the metering data ans show that only the SSS
approach is compatible with real-time operations.

The main drawback of the centralized approach is that the PPNs are
additional components which must be placed in the domain of the DSO,
thus increasing the complexity of the Smart Grid ecosystem. Therefore,
in Chapter 7, we explore a different solution requiring no additional nodes
beyond those already present in the Smart Grid architecture, with the ex-
ception of a Configurator node responsible of checking the conformance of
the monitoring requests to the Smart Grid privacy policies. This solution
relies on communication Gateways, which are installed at the customer’s
premises. The Smart Meter performs measurements of the energy con-
sumption, of the availability of energy storage capacity, or of local energy
generation and sends these data via the Gateway to External Entities. The
customer’s Gateway does not only send data but could also receive data,
e.g., pricing information when using variable tariffs to which it responds ac-
cordingly. The deployment of the communication flows between the nodes
can be done either by the Configurator or by the Gateways in a distributed
fashion.

Data aggregation is realized in a distributed way by the Gateways, in-
terconnected by means of a peer-to-peer overlay network. Adding more
functionalities to the Gateway is in line with recent efforts of numerous
standardization bodies, among others the German Federal Office for Infor-
mation Security (BSI), which currently specifies a Protection Profile (PP)
for Smart Grid Gateways [57]. Indeed, considering the low cost and the
constrained computational capabilities of Meters, the Gateway turns out to
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be an ideal point to integrate security mechanisms. The PP defines security
mechanisms such as Transport Layer Security (TLS) to secure the commu-
nication, as well as mechanisms to secure the system itself, i.e. by making
it mandatory to include a hardware security module for the storage of cryp-
tographic keys and the execution of cryptographic operations.

Therefore, in Chapter 7 we provide:

• the design of a distributed data aggregation architecture relying on
Gateways located at the customers’ premises;

• the proposal and comparison of two secure protocols to perform privacy-
preserving data collection and aggregation, based on SSS and Cramer-
Shoup schemes respectively;

• an Integer Linear Programming formulation to optimally deploy com-
munication flows assuming centralized routing and a greedy algorithm
to provide sub-optimal solutions in case of large instances;

• a variant of Chord protocol to perform distributed routing of informa-
tion flows;

• a discussion the security guarantees and the computational complexity
of the proposed data aggregation protocol and numerical results to
assess its performance.

Furthermore, in Chapter 7 we evaluate how the performance of the dis-
tributed aggregation infrastructure are affected in case a collusion of ma-
licious Gateways behave according to the dishonest-non-intrusive or the
dishonest-intrusive adversarial models, thus altering the content and/or the
routing of the protocol messages. We also propose an enhancement of
the aggregation architecture relying on a Verifiable Secret Sharing scheme
(VSS), which combines Shamir Secret Sharing scheme (SSS) and Pedersen
commitments, in order to mitigate the effects of the dishonest-non-intrusive
attack, and a countermeasure to the dishonest-intrusive attack based on
the introduction of auxiliary routing tables provided by an external trusted
node, and evaluate their effectiveness.

Since it has been proved (e.g. in [93]) that process of aggregation/anonymiza-
tion performed over exact data is not sufficient to avoid information leak-
ages, in Chapter 8 we integrate the centralized infrastructure with a data
obfuscation technique where measurements are perturbed by addition of
Gaussian noise. We also discuss a decisional attack to aggregation with
data-perturbation, showing that a curious entity can exploit the temporal
correlation of Smart Grid measurements to detect the presence or absence
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of individual data generated by a given user inside an aggregate. The main
novel contributions of the chapter are the following:

• we formalize the notion of decisional attack for time series, which
is representative of a class of privacy attacks aimed at breaching the
property of indistinguishability of any two users

• we propose a possible countermeasure to such attack and show its
effectiveness through numerical results, obtained with both synthetic
and real home energy consumption measurement traces.

Finally, in Chapter 9 we address the main drawback of the state-of-the-
art load scheduling approaches, which require the users to communicate to
the scheduler their preferences about the time of use and the energy con-
sumption profile of the appliances to be scheduled, thus making the system
prone to Non Intrusive Load Monitoring attacks (NILM), by adapting the
PPN-based architecture. The contributions of the Chapter are:

• the design of a scheduling infrastructure which operates without di-
rectly exposing neither the time of use and the energy consumption
patterns of the single appliances, nor the identity of the users specify-
ing the scheduling requests.

• the formulation of the scheduling problem as an Integer Linear Pro-
gram, which is used as benchmark for the complexity and perfor-
mance assessment of the privacy-preserving solution.
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CHAPTER6
The Centralized Aggregation and

Pseudonymization Architecture

IN this Chapter we introduce the centralized design approach for our
privacy-friendly metering data aggregation and pseudonymization in-
frastructure, present different methodologies for an effective deploy-

ment and discuss the achieved performance, under the assumption of dif-
ferent attacker and network faults models.

6.1 An Architecture for Privacy-Friendly data aggregation in
Smart Grid’s AMI

6.1.1 Aggregation Architecture and Overview of the Protocol

With reference to Figure 6.1, the proposed centralized architecture com-
prises three sets of nodes:

1Part of the contents of this Chapter have appeared in: (i) Cristina Rottondi, Giacomo Verticale, and Anto-
nio Capone “Privacy-Preserving Smart Metering with Multiple Data Consumers”, Computer Networks, vol.57
no.7, pp.1699-1713, May 2013, (ii) Cristina Rottondi, Giulia Mauri, and Giacomo Verticale “A protocol for
Metering Data Pseudonymization in Smart Grids”, To appear in Transactions on Emerging Telecommunications
Technologies
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• the set of information Meters, M ;

• the set of Privacy Preserving Nodes (PPN), N , which perform homo-
morphic aggregation of the encrypted data;

• the set of EEs, E, which receive time- and/or space-aggregated infor-
mation and represent the utilities or other third party services, such as
billing companies or energy brokers.

A Configurator node is also included in the architecture: it is responsible
for checking the conformance of the aggregation requests received from the
EEs to the grid privacy policies, and for configuring the PPNs with the cor-
rect aggregation rules. It is not involved in the data aggregation procedure
and has no access to the measurements. The Configurator can be provided,
for example, by a regulation authority or by a grid company. We assume
that the grid has some privacy policies that all the aggregation requests must
satisfy. Such policies may include the minimum size of the aggregated set
and the minimum time aggregation factor. The policies can also be differ-
ent depending on the specific EE. For example, a billing company may be
allowed to aggregate with a granularity of one Meter, but with a time ag-
gregation of several hours. On the other hand, a company operating in the
energy market may be allowed to aggregate over short time intervals but
with a minimum set size of one town.

The measurements of every Meter are divided in shares using a (w, t)
Shamir Secret Sharing Scheme, where w is the number of shares and t is
the minimum number of shares necessary to recover the secret. As depicted
in Figure 6.1, the Meters send each share to a different PPN, therefore in-
dividual measurements can be obtained only through a collusion of at least
t PPNs.

The PPNs independently sum the shares obtained from different Meters
and/or from the same Meter at different times and send the summed shares
to the EE. If it receives at least t such shares, it can recover the aggregated
measurement.

Thanks to the homomorphic properties of Shamir’s scheme with respect
to addition, the aggregated shares obtained by using the above procedure
are equivalent to the shares obtained by first performing aggregation on the
individual measurements and then encrypting the aggregated data. There-
fore, the EE can recover the aggregated data, but obtains no information
about the individual measurements.

In such scheme, the choice of the system design parameters w and t is
crucial. The parameter t controls the maximum number of compromised
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Figure 6.1: Privacy-Friendly Architecture

PPN that can be present in the system with no risks for the privacy of the
users. Its choice depend on security considerations on the specific deploy-
ment of the system. The parameter w controls the resiliency of the system
to errors. For an ideal scenario with no errors, w and t are equal. In Section
6.4 we evaluate the impact of the error probability on the choice of w.

We also assume that the communication channels between Meters and
PPNs and between PPNs and EEs are confidential and authenticated (see
Figure 6.2).

6.1.2 Problem Definition

We assume that time is divided in rounds of fixed duration and that all
nodes have a common time-reference. Round duration is in the order of the
seconds or minutes, therefore the required synchronization performance is
mild. Each Meter, PPN, and EE is identified by a unique label.

At each round i, the m-th Meter generates a measurement µmi , which
can be represented as an integer number. During a setup phase, the e-th EE
specifies a set of Meters Πe and a time aggregation factor ke. At each time
interval i that is an integer multiple of ke, the EE expects to learn the sum:

σei =
∑
m∈Πe

i∑
a=i−ke+1

µma (6.1)
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Figure 6.2: Privacy-Friendly Protocol

Our privacy notion consists of the following properties.

• The architecture is aggregator oblivious if:

1. The EE cannot distinguish between two different sets of µmi as
long as their sum is the same. In particular, it cannot learn any-
thing about any Meter which is not included in the monitored set.

2. If a set of EEs Ê colludes with a set of Meters M̂ , they cannot
learn anything more than what is implied by the knowledge of σei
for all e ∈ Ê and µmi for all m ∈ M̂ .

The notion of aggregator obliviousness was introduced in [118] for the
single EE case and is extended here for the case of multiple EEs. With
multiple EEs, the knowledge itself of the σei for all e ∈ Ê may leak
information, for example of the Meters that are monitored by one EE
but not by the other. The Configurator, however, can check whether
a given combination of aggregation rules leaks information with a too
fine granularity and can deny one or more requests.
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• The architecture is t-blind if a collusion of fewer than t PPNs cannot
learn anything about any µmi .

• The architecture is robust if a collusion of fewer than t PPNs and a set
of Meters or EEs cannot learn anything more about the µmi than what
can be learned by the set of Meters and EEs, without the PPNs.

• The architecture provides (ζe, ξe)-relationship anonymity with re-
gards to e-th EE, if the attacker can tell whether a Meter is moni-
tored by the e-th EE with sensitivity ζe and specificity ξe. Sensitivity
is defined as the proportion of Meters monitored by e that is actually
identified as such. Specificity is defined as the proportion of Meters
not monitored by e that is actually identified as such.

Additionally, we say that the architecture is (l, c)-resilient if:

1. it delivers the correct result even if at most l PPNs do not have access
to all the measurements;

2. it delivers the correct result even if at most c PPNs are not executing
correctly the sum, either intentionally or because of a fault;

3. in case some Meters are not transmitting their measurements, or the
measurements fail to reach the PPNs, the architecture provides the
correct sum of all the other measurements and it provides the number
of missing Meters.

The robustness property is mainly related to the fault tolerance of the
architecture, but it also deals with the case of malicious PPNs performing
data pollution.

6.1.3 Attacker Model

The following attacker models are assumed:

• Meters are considered fully trusted.

• PPNs follow the honest-but-curious model: they are supposed to fol-
low the protocol, but they try to deduce additional information by
keeping trace of all the data they receive and by performing operations
in order to recover the values of the disaggregated measurements. Ad-
ditionally we admit that some compromised or faulty PPNs can report
wrong aggregated values, but they cannot alter the routing of informa-
tion flows.
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Meter, m Ext. Entity, e

Figure 6.3: The Aggregation Protocol

• EEs are assumed to be honest-but-curious: they try to deduce aggre-
gated data with finer granularity and/or generated by a subset of the
monitored Meters.

• The presence of an omniscient passive external attacker is also as-
sumed: the attacker tries to infer the Meters belonging to the monitor-
ing set of each EE by observing all the data flows between Meters and
PPNs and between PPNs and EEs.

Since we have assumed that the communication channels are secure, we
do not consider external attackers trying to eavesdrop the measurements or
trying to manipulate the messages.

6.1.4 The Communication Protocol

The communication protocol consists of two phases: the first one is per-
formed only once per EE to establish the initial setup and involves a EE,
the Configurator, and the PPNs; the second phase is performed at every
round and involves the Meters, the PPNs, and the EEs. This phase man-
ages the spatial and temporal aggregation and the recovery of transmission
losses.

Figure 6.3 shows the protocol messages. The letters f , m, n, and e
indicate, respectively, the Configurator, the Meter, the PPN, and the EE
involved in the communication. A list of the main symbols used throughout
the paper is reported in Table 6.1.

During the configuration phase the following messages are exchanged:
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Table 6.1: List of main symbols

M set of Meters (m ∈M is an element of the set)
N set of Privacy Preserving Nodes (n ∈ N is an element of the set)
E set of EEs (e ∈ E is an element of the set)
f the Configurator

Πe set of Meters monitored by EE e
Me cardinality of the set Πe

ke time aggregation factor specified by EE e
Re random identifier associated to EE e
Ωe set of PPNs communicating to EE e
w number of shares used in the protocol

wm number of shares generated by Meter m
t minimum number of shares necessary to recover the secret using SSS protocol
i protocol round number

µmi (n) share generated by Meter m at round i and destined to PPN n
σei (n) aggregated share computed at round i by PPN n and destined to EE e

1. SPECIFYAGGREGATIONRULE

e→ f : Πe‖ke

The EE e specifies an aggregation rule in terms of: (1) the set of Me-
ters that the EE wants to monitor, Πe, and (2) the number of time
intervals over which data must be aggregated, ke. The aggregation
rule (Πe, ke) is sent to the Configurator. Without loss of generality,
we assume that each EE specifies a single aggregation rule.

2. CONFIGUREPPN
f → n : Πe‖ke‖Re

The Configurator checks the conformance of the rule to the grid pol-
icy, then it selects a set Ωe of w ≥ t PPNs and communicates to each
PPN the corresponding spatial and temporal aggregation rules. The
Configurator can use different strategies for choosing the w PPNs: the
reader is referred to Section 6.2, in which we present the relevant op-
timization problems and introduce a heuristic algorithm to solve them
efficiently. The Configurator also sends a randomly chosen unique
identifier, Re. This number is known only to the Configurator and to
the PPNs.

3. CONFIGUREMETER
f → m : Ωe

For each EE e, the Configurator communicates to every Meter in Πe

the set Ωe of PPNs to which it must send a share of its measurements.

67



i
i

“thesis” — 2013/10/1 — 15:22 — page 68 — #82 i
i

i
i

i
i

Chapter 6. The Centralized Aggregation and Pseudonymization
Architecture

Once the initial setup phase is completed, the following steps are per-
formed at the end of each round. Let i be the round number:

4. SENDSHARE

m→ n : i‖µmi (n)

Each Meter m generates a measurement µmi . If the Meters is involved
in more aggregation rules, it may have to send its shares to more than
w PPNs. Let wm be the number of needed shares, which, in general,
can be different from node to node. By exploiting Shamir’s scheme,
the Meter divides its measurement in wm shares and sends them to the
wm PPNs.

We denote as µmi (n) the share of secret µmi sent by Meter m to the
n-th PPN at round i. The shares are calculated by the Meter by using
the following random polynomial:

µmi (n) = µmi +
t−1∑
ν=1

rνn
ν mod q ∀n ∈ Ωe (6.2)

The integers rν are a set of integer random numbers uniformly dis-
tributed in the range [0, q) and changed at each round. The prime
number q is a system-wide parameter larger than any possible aggre-
gated measurement and than the highest PPN identification number. It
is worth noting that the powers of n can be precomputed and have no
computational cost during the measurement phase.

5. SENDAGGREGATESHARE

n→ e : AT‖i‖
Me∑
j=1

vj‖σei (n)

where Me = |Πe| and vj is equal to 1 if all the ke shares from the j-th
Meter in Πe have been received by the PPN and 0 otherwise. For every
aggregation rule communicated by the Configurator, each PPN waits
for the incoming shares for a given time T , then, independently from
the other PPNs, performs aggregation on the masked data according
to the rule, calculating the aggregated measurement σei (n) as:

σei (n) =
∑
m∈Πe

i∑
a=i−ke+1

µma (n) mod q (6.3)
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Figure 6.4: The SENDAGGREGATESHARE Protocol Message. vj is equal to 1 if all the
ke shares in the time aggregation window from the jth Meter in Πe are available at the
PPN; otherwise it is equal to 0.

The PPNs use the SENDAGGREGATESHARE message, depicted in
Figure 6.4, to send the aggregate measurements to the EEs. In case
of communication errors, delays, or node failures, some of the shares
may not arrive on time to some or to any of the PPNs. If even a single
share from a Meter is missing, then all the measurements for that Me-
ter are assumed equal to 0 for the whole aggregation window. Since
the EE can only recover aggregated measurements that have been cal-
culated over the same inputs, the SENDAGGREGATESHARE message
includes and Aggregation Tag (AT), calculated as:

AT = h

(
Re‖i‖

Me∑
j=1

vj2
(j−1)

)

where h is a cryptographically secure hash function. The AT is equal
across PPNs if the underlying inputs are the same, while it is different,
with high probability, if the inputs are different. The message also
includes the round number and the cardinality of the set of Meters
that were actually used in the computation. Aggregation is performed
only at rounds that are integer multiples of the time aggregation factor
ke.

In this paper, we assume that a share can be missing at the PPNs due to
two different types of error:

• message errors are caused by network or transmission failures and
occur independently for every Meter-to-PPN communication. We also
consider as lost a message that arrives too late at the PPN.

• Meter errors are caused by delays or failures at the Meter side or in
the access link. Thus, no PPN receives its share from the Meter.
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Further, one or more PPNs can be faulty or compromised and send in-
correct aggregated shares. Therefore, the EE must identify the erroneous
shares and ignore them.

Upon reception of the aggregate shares, the EE recovers the measure-
ment by considering only the largest set of shares that have the same AT.
This algorithm has no false negatives, i.e. if two shares are compatible,
they have the same AT. In case the hash function h has a sufficiently long
output, then it can also be safely assumed that shares with the same AT are
compatible, with a false positive rate that can be made arbitrarily low by
choosing a suitable h. Including the unique identifier in the AT makes it
hard for the EE to check whether the PPN has used a specific subset of E.
This way, the EE cannot learn which Meters had a failure, but only their
number. Including the current round number in the hash makes it hard for
the EE to learn whether the set of aggregated Meters has changed from
round to round. Once the EE has recovered the aggregated measurement, it
can scale by the fraction of correctly aggregated measurements in order to
get an estimate of the total even if some Meter data are missing.

With regards to the computational complexity and considering only the
measurement phase, the protocol proposed in this paper has the following
complexity costs.

• At the Meter, the calculation of the shares requires the generation of
t−1 cryptographically secure random numbers and t−1 sums for each
of the wm shares. The t − 1 multiplications in (6.2) have negligible
cost, because n is small. Assuming that wm is proportional to |N |, the
average complexity is O(t|N |).

• At the PPN, the aggregation is performed by means of (6.3). For the e-
th rule, it requires Meke sums, therefore the average asymptotic com-
plexity is O(|E||M |k̃), where k̃ is the average aggregation interval.

• At the EE the complexity is dominated by the recovery of the aggre-
gated measurement. The Berlekamp-Welch algorithm [123] has com-
plexity O(w3) and allows the reconstruction of the correct aggregate
in case w ≥ t+ 2c+ l, where c is the number of shares with incorrect
values and l is the number of lost shares. If we assume that c = 0, then
the recovery can be done by means of the Lagrange interpolation, with
an asymptotic complexity of O(t log2 t) operations.
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6.1.5 Privacy Evaluation

In this Section, we review the privacy properties of the architecture using
the definitions from Section 6.1.2.

The architecture delivers to the EE only the shares σei (n) for n ∈ Ωe,
thus the EE has access only to the sum of the monitored Meters. A collusion
with a set of Meters M̂ contributes all the shares µmi (n) for the Meters in
M̂ , which give no information beyond the knowledge of µmi . Therefore, the
architecture is aggregator oblivious.

The usage of the SSS scheme ensures that no set of colluded PPNs with
cardinality lower than t can recover the individual nor the aggregated mea-
surements, therefore the architecture is t-blind. Fewer than t shares are
also useless in a collusion which includes EEs or Meters, therefore the ar-
chitecture is also robust to collusion.

By virtue of the Berlekamp-Welch algorithm, the system is (w − t −
2c, c)-resilient. It can correct the errored shares sent by e faulty or com-
promised PPNs if at least t+ 2c shares are available at the EE.

Finally, we defer a more thorough discussion of reliability to Section 6.4
and of relationship anonymity to Section 6.5.

6.2 Design and Optimization of the Infrastructure

Our proposed privacy-preserving architecture delegates to the PPNs the
computational effort implied by data aggregation. Given the large number
of Meters that can be monitored, that each PPN manages multiple rules,
and that that computational complexity at PPNs exhibits a linear depen-
dence on the number of Meters and EEs, limiting the computational burden
of the PPNs is of paramount importance. On the other hand, as the number
of messages exchanged between the nodes during the communication pro-
tocol depends on the number of installed PPNs, the cardinality of the set of
PPNs should be kept as low as possible. Therefore, in this Section we study
the scalability of the system and the trade-offs between the complexity of
the aggregation and the number of PPNs in the system.

One possible optimization goal is the minimization of the maximum
computational load at the PPNs, expressed in terms of number of sums
that have to be computed, assuming that the number of installed PPNs is
predefined. In the remainder of the paper, this problem will be referred
to as minLoad problem. An alternative goal is the minimization of the
number of installed PPNs, in case the maximum number of sums that each
PPN can perform is limited by a threshold. This second problem will be
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named minPPN problem. In the following subsections, an ILP formulation
for both problems and the proof that they are NP-hard is provided.

6.2.1 The minLoad Problem

Parameters

• w: number of shares used in the secret sharing scheme

• Ame: boolean indicator, it is 1 if Meter m is monitored by EE e, 0
otherwise

Variables

• xnm: boolean variable, it is 1 if Meter m sends a share to PPN n, 0
otherwise

• yne : boolean variable, it is 1 if EE e receives an aggregated share from
PPN n, 0 otherwise

• L: computational load (expressed in number of sums) of the PPN
performing the highest number of operations

Objective function

minL (6.4)

The objective function aims at minimizing the maximum computational
load at the PPNs.

Constraints∑
n∈N

yne = w ∀e ∈ E (6.5)

Amey
n
e ≤ xnm ∀m ∈M,∀n ∈ N, ∀e ∈ E (6.6)

xnm ≤
∑
e∈E

Amey
n
e ∀m ∈M,∀n ∈ N (6.7)

L ≥
∑
e∈E

∑
m∈M

Amey
n
e ∀n ∈ N (6.8)

Constraint (6.5) imposes that each EE receives w aggregated shares,
computed by different PPNs. The secret can be reconstructed by the EE
even if w − t shares are lost because of communication errors. The coher-
ence between the values of xnm and yne variables is imposed by Constraints
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(6.6) and (6.7): (6.6) forces yne to 0 in case none of the Meters monitored
by EE c sends a share to PPN n, while (6.7) sets xnm to 0 if none of the EEs
interested to the data generated by Meter m receives an aggregated share
from PPN n. The variable L, which indicates the computational load to be
minimized, is forced by Constraint (6.8) to be not inferior than the highest
amount of sums performed at PPNs.

Theorem 1. The minLoad problem is NP-hard.

Proof. Consider the following problem where, with respect to the minLoad
problem, we introduce the set of aggregate shares Se (clearly, |Se| = w) and
the cardinality of the set of Meters monitored by EE e, Me =

∑
m∈M Ame,

which corresponds to the number of sums necessary to compute each ag-
gregated share destined to EE e. Furthermore, a binary variable gnes, which
is 1 in case the s-th share (1 ≤ s ≤ w) destined to EE e is computed by
PPN n and 0 otherwise, is introduced.

Objective Function

minL (6.9)

Constraints

∑
s∈S

gnes ≤ 1 ∀n ∈ N, ∀e ∈ E (6.10)∑
n∈N

gnes = 1 ∀s ∈ Se,∀e ∈ E (6.11)∑
s∈S,e∈E

Meg
n
es ≤ L ∀n ∈ N (6.12)

Constraint (6.10) imposes that no more than one of the shares destined to
EE e is computed by the same PPN, while Constraint (6.11) ensures that
each EE receives all the aggregated shares. Finally, the computational bur-
den at each PPN is forced by Constraint (6.12) to be lower than L.

In case w = 1, this problem is reduced to a multiprocessor scheduling
problem, which is known to be NP-hard [62]. Once a feasible solution of
the latter is obtained, the corresponding solution of the minLoad problem
can be computed in polynomial time with Algorithm 6.1.

Therefore, as the formulation of minLoad problem is equivalent to the
one described above, the minLoad problem is proved to be NP-hard.
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6.2.2 The minPPN problem

A variant of the minLoad formulation can be proposed in order to mini-
mize the number of installed PPNs, imposing a threshold on the maximum
computational load at each node. The variable L previously introduced be-
comes now a parameter. Moreover, we use a new binary variable zn, which
is set to 1 in case the n-th PPN is activated.

The objective function becomes now:

min
∑
n∈N

zn (6.13)

and two additional constraints have to be imposed in order to ensure coher-
ence between the values of zn, yne and xnm as follows:

yne ≤ zn ∀n ∈ N, ∀e ∈ E (6.14)
xnm ≤ zn ∀m ∈M,∀n ∈ N (6.15)

Theorem 2. The minPPN problem is NP-hard.

Proof. Consider a variant of the formulation proposed to prove Theorem 1,
in which L is a parameter, the variables zn are as defined in the minPPN
formulation, and the objective function is (6.13) in order to minimize the
number of installed PPNs. The constraints are (6.11), (6.12), and∑

s∈Se

gnes ≤ zn ∀n ∈ N,∀e ∈ E (6.16)

which ensures that no aggregated shares are computed by a PPN that is not
installed.

In case w = 1, the above problem is reduced to a bin-packing problem,
which is proved to be NP-hard [62]. A feasible solution can be converted to
a solution of the minPPN problem with Algorithm 6.1. Consequently, the
minPPN problem is NP-hard.

6.3 Solution Approach and Assessment

In this Section we provide and evaluate two greedy algorithms to find fea-
sible solutions for the problems described in Section 6.2.

For the minLoad problem, Algorithm 6.2 works as follows: the number
of sums performed by each PPN, Ln, is initially set to 0. For each EE e,
the number of monitored Meters Me is equal to the number of sums nec-
essary at the PPN for computing one aggregated share for EE e. The set
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Algorithm 6.1 Conversion Algorithm

initialize xnm and yne to 0 ∀(m,n, e) ∈M ×N × E
for all (n, e) ∈ N × E do

if
∑
s∈S g

n
es ≥ 1 then

yne ← 1
end if

end for
for all (m,n, e) ∈M ×N × E such that Ame = 1 do

if
∑
s∈S g

n
es ≥ 1 then

xnm ← 1
end if

end for

of EEs is ordered for decreasing values of Me, so that the first EE to be
considered is the one which monitors the largest number of Meters: the set
ordering allows a more balanced repartition of the computational burden
among the PPNs. Then, for each EE e, the PPN n currently performing the
lowest number of sums and still not associated to e is selected, its compu-
tational load Ln is increased by Me and the variable yne is set to 1. This
procedure is repeated w times for every EE. Finally, the values of the xnm
variables are coherently updated. Supposing |M | � |E|2, the complexity
of the algorithm is dominated by the computation of the value of xnm, which
is performed in O(|E||N ||M |) operations. In case |Se| = 1, it has been
proved by [33] that Algorithm 6.2 gives a 4

3
− 1

3|N | approximation, there-
fore the solution provided by the greedy algorithm is ensured to be very
close to the optimum.

Algorithm 6.3 addresses the minPPN problem and can be divided in
two parts: the first one is a slightly modified version of Algorithm 6.2 and
is aimed at equally distributing the computational load among all the avail-
able PPNs, considering the threshold L imposed on the maximum number
of sums that each of them can perform. Then, the second part of the algo-
rithm tries to eliminate some of the PPNs by redistributing their load among
the others: in particular, the PPN n which performs the lowest number of
sums is selected and for each EE e receiving an aggregated share from n,
the computational load needed to calculate the aggregated share is associ-
ated to another PPN, j, that previously did not provide an aggregated share
to e. During this second phase, the auxiliary variables ŷne and L̂n are intro-
duced in order to record the changes in the associations between EEs and
PPNs and in the computational burden of each PPN. The procedure is re-
peated until the computational load of n becomes 0. In that case, the PPN
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Algorithm 6.2 Greedy algorithm for the minLoad problem

initialize xnm, yne , Ln to 0 ∀(m,n, e) ∈M ×N × E
for all e ∈ E do
Me ←

∑
m∈M Ame

end for
sort the elements of E in descending order of Me

for all e ∈ sorted(E) do
while

∑
n∈N y

n
e < w do

n← argmin
n∈N :yne =0

∑
e′∈EMe′y

n
e′

Ln ← Ln +Me, yne ← 1
end while

end for
for all (m,n) ∈M ×N do

if
∑
e∈E Amey

n
e then

xnm ← 1
end if

end for
return maxLn

is eliminated and the variables yne and Ln are updated to the values of ŷne
and L̂n respectively. Finally, when no more PPNs can be eliminated, the
value of the variables xnm is set according to yne and Ame. Similarly to the
previous case, the complexity of the algorithm is O(|E||N ||M |).

Now, we compare the experimental results provided by Algorithms 6.2
and 6.3 with the optimal solutions obtained by solving the ILP formula-
tions with the solver AMPL/CPLEX [60] for both the problems described
in Section 6.2.

The value of t is a security parameter, while a discussion of how to
choose w is given in Section 6.4.1. In the remainder of the paper, if not
stated differently the number of shares used by the protocol is assumed to
be w = 4 and the threshold for for recovering the measurement is t = 4
shares.

All the results have been averaged by running the greedy algorithms and
the ILP solver over a set of 10 randomly generated instances of the prob-
lem: for each instance, the parameter Ame has been randomly computed
assuming that each Meter m has probability ψ = 0.5 to be monitored by
EE e.

Tables 6.2 and 6.3 compare the performance of Algorithms 6.2 and 6.3
in terms of results and computational time with respect to the optimal so-
lutions obtained by solving the ILP minLoad and minPPN problems. For
the minLoad problem, the number of PPNs has been set to 7, while for the
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Algorithm 6.3 Greedy algorithm for the minPPN problem

initialize xnm, yne , Ln and zn to 0 ∀(m,n, e) ∈M ×N × E
for all e ∈ E do
Me ←

∑
m∈M Ame

end for
sort the elements of E in descending order of Me

for all e ∈ sorted(E) do
while

∑
n∈N y

n
e < w do

n← argmin
n∈N :yne =0∧Ln+Me≤L

∑
e′∈EMe′y

n
e′

Ln ← Ln +Me, yne ← 1, zn ← 1
end while

end for
for all (n, e) ∈ N × E do
L̂n ← Ln, ŷne ← yne

end for
flag ← 0
while flag = 0 do
n← argmin

n∈N
L̂n

for all e ∈ E do
OK ← 0
for all j ∈ N such that j 6= n ∧ ŷje = 0 ∧ ŷne = 1 ∧ L̂j +Me ≤ L do

if OK = 0 then
L̂j ← L̂j +Me, L̂n ← L̂n −Me

ŷne ← 0 ,ŷje ← 1, OK ← 1
end if

end for
end for
if L̂n = 0 then
zn ← 0, N ← N \ {n}
for all e ∈ E do
Ln ← L̂n, yne ← ŷne

end for
else
flag ← 1

end if
end while
for all ∀(m,n, e) ∈M ×N × E do

if Ame = 1 ∧ yne = 1 then
xnm ← 1

end if
end for
return

∑
n∈N zn
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Table 6.2: Comparison of the performance of ILP and greedy algorithm for the minLoad
problem

Greedy ILP Gap

|E| |M | Average Max Min Time Average Time Average Max Min

10 100 297.4 314 284 1.3 ms 291.8 27 h 1.91% 4.31% 0.99%
10 1000 3010.2 3085 2950 2.2 ms N/A N/A N/A N/A N/A
10 10000 30030.4 30159 29824 13.1 ms N/A N/A N/A N/A N/A

50 100 1441.9 1475 1418 4.0 ms 1425.5 814.5 s 1.15% 1.25% 0.96%
50 1000 14473.0 14612 14391 8.9 ms N/A N/A N/A N/A N/A
50 10000 145031.0 145242 144799 54.2 ms N/A N/A N/A N/A N/A

Table 6.3: Comparison of the performance of ILP and greedy algorithm for the minPPN
problem

Greedy ILP Gap

|E| |M | Average Max Min Time Average Time Average Max Min

10 100 4 4 4 19.9 ms 4 2.1 s 0% 0% 0%
10 1000 4 4 4 96.7 ms 4 49 s 0% 0% 0%
10 10000 4 4 4 997.6 ms 4 45 min 0% 0% 0%

50 100 13.4 14 13 29.8 ms 13 294.7 s 3.08 % 7.69% 0%
50 1000 13.7 14 13 227.7 ms 13 44 h 5.38% 7.69% 0%
50 10000 14.5 15 14 2.7 s N/A N/A N/A N/A N/A

minPPN problem the maximum number of sums that each PPN can per-
form is assumed to be L = 8|M |. The number of Meters has been varied
from 100 to 10000 for two possible sets of EEs, of cardinality |E| = 10 and
|E| = 50 respectively.

There is experimental evidence that the results obtained by the greedy
algorithms closely approach the optimum. Moreover, the running time of
our implementations is significantly shorter than the time required by the
ILP solver by several orders of magnitude. Therefore, the greedy algo-
rithms are effective and scalable to realistic scenarios with millions of Me-
ters monitored by hundreds of EEs (simulations with |M | = 10 millions
and |E| = 100 provide a feasible solution in a few minutes). If not stated
differently, all the results provided in the next sections are computed with
the greedy algorithms.
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Figure 6.5: Maximum computational load at the PPN, expressed in number of sums,
computed with Algorithm 6.2 for the minLoad problem

6.4 Reliability Evaluation

In this Section, the results obtained with the greedy algorithm are analyzed
under different failure scenarios. We first consider that the communication
may fail due to transmission delays or losses. Then, we consider that a node
may fail and not send any share. Finally, we consider that a PPN may be
faulty or compromised and sends incorrect shares. The failures are assumed
to be independent in space and time.

The numerical results have been obtained by running an adequate num-
ber of simulations to have confidence intervals below 10% of the estimated
values.

First we consider the error-free scenario, in which w = t and show how
the number of PPNs is influenced by computational constraints at the PPNs.
Figure 6.5 plots the maximum computational load at the PPNs for a number
of Meters, |M |, ranging from 100 to 10 millions and various values of the
number of EEs, |E|: the load exhibits a linear dependence on the number
of Meters and turns out to be proportional to the number of EEs.

Similarly, Figure 6.6 plots the number of installed PPNs versus the
threshold imposed on the maximum computational load at each node, L,
normalized by the number of Meters, for |E| = 10 and 50. As the thresh-
old on the maximum computational load increases, the number of installed
PPNs rapidly converges to the minimum number of shares w, which is the
lower bound: in fact, the model imposes that each of the w aggregated
shares is sent to the EE by a different PPN.

79



i
i

“thesis” — 2013/10/1 — 15:22 — page 80 — #94 i
i

i
i

i
i

Chapter 6. The Centralized Aggregation and Pseudonymization
Architecture

M
M
M
M

M

E
E

E
E

Figure 6.6: Average number of installed PPNs computed with Algorithm 6.3 for the
minPPN problem

6.4.1 Scenario with Communication Errors

We consider a scenario in which message errors occur due to transmission
delays or network failures. Let pd be the probability of occurrence of a
transmission delay and pf the probability of a network fault: the probability
of failure in the communication of the disaggregated data between a Meter
and a PPN, pc, can be approximated as pc ≈ pd + pf . We also assume
that the delay introduced by the transmission channel is a random variable
characterized by an exponential distribution with mean τ . Therefore, the
probability pd that a PPN is not able to compute the aggregated share for
EE c within the threshold T can be approximated as pd ≈ e−T/τ , since it
is dominated by the delay introduced by the collection of the last of the ke
shares which are required to perform the time aggregation.

Assuming that the channels between PPNs and EEs are ideal, we calcu-
late the number of shares t that are required to ensure to the EE a probability
of failure in the reconstruction of the aggregated data lower than 10−3 as
follows. The probability P (S|Me) that at least t aggregated shares received
by a given EE e monitoring Me Meters are correct can be computed as:

P (S|Me) =
w∑
i=t

(
w

i

)
(1− pc)keMei(1− (1− pc)keMe)w−i (6.17)

Assuming that Me is distributed according to a binomial random variable
with probability of success ψ, total number of trials equal to |M | and p.m.f.
φ(Me), the total probability of success is:
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Figure 6.7: Number of shares required to ensure (1−PS) ≤ 10−3 computed for different
values of |M | and ke

PS =

|M |∑
Me=1

P (S|Me)φ(Me) (6.18)

Figure 6.7 plots the results with respect to the error probability pc rang-
ing from 10−6 to 10−3, for different values of ke and |M |. Note that, as-
suming τ = 2 s, pd turns out to be in the order of magnitude of 10−7 for
T = 15 s and of 10−4 for T = 30 s [19]. There is a clear evidence that
total number of shares grows when the number of Meters and the commu-
nication error probability pc increase, showing that communication errors
limit the scalability of the system and suggesting that a protocol for recov-
ering missing data is necessary in large scenarios. Moreover, for a given pc,
the introduction of time aggregation further increases the number of shares
necessary to guarantee (1−PS) ≤ 10−3, which in turn leads to a growth of
the number of installed PPNs.

6.4.2 Scenario with Faulty Meters

Another possible scenario assumes that the Meter may be unable to send its
measurements, therefore none of the PPNs receives the Meter’s shares and
all the aggregated shares computed at the PPN’s present the same missing
data. The Meters whose shares are missing must therefore be excluded
from the computation of the aggregated shares.

The average ratio of excluded Meters over the total number of Meters
ratio can be analytically computed as follows. For a given Me, the average
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number of excluded Meters is:

η|Me =
E[ζ(ω)]

Me

= 1− (1− pn)ke (6.19)

where ω indicates the number of nodes affected by a fault and is distributed
according to a binomial law with p.m.f. ζ(ω) with probability of success pn
and number of trials equal to Me. Considering the probability distribution
of Me, the average fraction of excluded Meters, η, turns out to be equal to:

η =

|M |∑
Me=1

η|Meφ(Me) = [(1− ψ)|M | − 1][(1− pn)ke − 1] (6.20)

which can be approximated as η ≈ kepn for large |M | and small pn.

6.4.3 Scenario with Faulty or Corrupted PPNs

Finally, we consider a scenario where the communication network is re-
liable and timely but the PPNs can fail or be compromised with proba-
bility pm. In both cases, we assume that the PPN generates and sends to
the EEs corrupted shares. Thus, the probability PS that a EE running the
Berlekamp-Welch algorithm is able to recover the correct aggregated mea-
surement is given by:

PS =

dw−t+1
2
e−1∑

e=0

(
w

c

)
pcm(1− pm)w−c. (6.21)

Note that the number of monitored Meters and the aggregation time factor
do not influence the computation, since we assume that the misbehaviour
or faultiness of the PPNs last for a time span much wider than the aggrega-
tion time factor. Figure 6.8 depicts pm versus the total number of shares w
required to guarantee a rate of successful recovery of the aggregated mea-
surements PS > 1− 10−6. Considering that in this scenario the corruption
of the shares affects several consecutive aggregated measurements, we have
chosen a very high requirement on the success rate. However, the number
of shares w increases with pm less rapidly than in Figure 6.7, showing that
the injection of corrupted aggregated shares has a milder impact on the
scalability of the system.

6.5 Relationship Anonymity

As introduced in Section 3.6.3, Relationship Anonymity of a pair of subjects
is defined in [103] as the unlinkability between a message sender and recip-
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Figure 6.8: Number of shares required to ensure PS > 1− 10−6

ient. In other words, the attacker might know the recipient or the sender of
a message, but the relationship between sender and receiver is undisclosed.
Considering an external omniscient attacker, a relationship between a Meter
and a EE is anonymous if it cannot be identified by observing the commu-
nication flows in the system, meaning that the attacker knows the identities
of Meters and EEs, but cannot identify which Meters are monitored by each
EE. The attacker proceeds as follows: for each EE e, he individuates the set
Υe of w PPNs sending an aggregate share to e. Then, for each PPN n ∈ Υe,
the corresponding set of Meters Γn sending an individual share to PPN n is
individuated. Finally, the attacker computes the set of Meters ∆e sending
a share to all the w PPNs communicating with EE e as ∆e =

⋂
n∈Υe

Γn.
By definition, it follows that Πe ⊆ ∆e. Therefore, the attacker infers that
the Meters m 6∈ ∆e are certainly not monitored by EE e, while the Meters
m ∈ ∆e might be monitored by EE e. Consequently, the attacker always
identifies monitored Meters as such, yielding a sensitivity equal to 1. Con-
versely, a Meter not monitored by EE e could nevertheless send a share to
every PPN in Υe and thus be included in ∆e, yielding a specificity less than
1.

For each EE e, the specificity can be measured as:

ξe =
|M | − |∆e|
|M | − |Πe|

Note that |M | − |∆e| is the number of Meters identified as not monitored,
which coincides with the number of not-monitored Meters correctly identi-
fied as such, since the attack never yields false negatives.

Figure 6.9 plots the average ξe in a scenario with |E| = 50, a fixed
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number of PPNs and various cardinalities of the set of Meters, assuming the
minLoad optimization approach. Results show that the overall anonymity
increases when the probability ψ for a Meter to be monitored by a certain
EE becomes higher. As the number of PPNs is constant, high values of
ψ imply that a single Meter is involved in several aggregation rules and
consequently sends share to several PPNs. Therefore, the cardinality of ∆e

is expected to be larger.
Figure 6.10 depicts the trend of ξe averaged over all the EEs in the

scenario with sets of Meters and EEs of various cardinalities, assuming
ψ = 0.5. Note that a lower specificity results in better anonymity, and
the specificity is lower when the threshold on the computational load that
each PPN can afford grows and the number of PPNs diminishes accord-
ingly. The more the number of PPNs approaches w, the larger is the set of
Meters sending shares to each PPN and the harder it becomes to infer mon-
itoring relationships. Using the terminology from Section 6.1.2, the system
provides (1, ξe)-relationship anonymity, with ξe approaching zero as the
computational capacity of the PPNs grows.
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Figure 6.9: Average relationship anonymity, ξe, for the MinLoad problem. The number of
installed PPNs is equal to 7

6.6 An Architecture for Metering Data Pseudonymization

6.6.1 The Pseudonymization Architecture

We now discuss how our proposed privacy-friendly data aggregation in-
frastructure can be modified in order to support the pseudonymization of
individual disaggregated data.
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Meter

Figure 6.10: Average specificity, ξ

As depicted in Fig. 6.6.1, the architecture of the pseudonymization sys-
tem is analogous to the one described in Section 6.1 and includes the three
sets of Meters, PPNs and External Entities, in addition to the Configurator
node.

6.6.2 Problem Statement

We assume that time is divided in intervals of given duration τ (in the order
of seconds or minutes) and that all the nodes can be loosely synchronized
to a common time reference. Each Meter, PPN and EE is characterized by
a unique identifier.

At each time interval, i, the m-th Meter generates a measurement xmi ,
which is expressed as an integer number modulo q. During a setup phase,
the e-th EE specifies the set of Meters Πe he/she wants to monitor. At every
time interval, for each of the monitored Meters, the EE expects to learn a
set Ωe

i of cardinality |Πe| of pseudonymized measurements:

Ωe
i = {(xmi , PDm

e ) : m ∈ Πe} (6.22)

where PDm
e is the pseudonym of the Meter m towards the EE e.

Scheme Description

Our data pseudonymization protocol consists of a tuple of probabilistic
polynomial-time (p.p.t.) and polynomial time (p.t.) algorithms such that:

• (kd, params) ← Setup(1l): takes as input the security parameter
l, and outputs the public parameters params and the Configurator’s
private key kd.
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Figure 6.11: Pseudonymization Architecture

• (emi (1), ..., emi (n), ..., emi (N), IDm, r
m
i )← pSend (param, i,m, xmi ):

during each round i, each Meter m calls the pSend algorithm to en-
code its data xmi and then it sends the message msgmn , composed by
the encrypted data emi (n), its identity IDm and a nonce rmi , to the n-th
PPN.

• (PDm
e , e

m
i (n)) ← PPNSend(param, i, n, IDm, r

m
i , e

m
i (n)): at each

time interval i, each PPN n encodes the Meter’s identity IDm and
sends the message pmsgmn , composed by the encrypted data emi (n)
and the pseudonym PDm

e , to the e-th EE.

• (PDm
e , x

m
i ) ← cReceive(param, i, e, PDm

e , e
m
i (1), ..., emi (n), ...,

emi (N)): finally, the EE e decodes the encrypted data and obtains the
measurement xmi with the associated pseudonym PDm

e .

We assume that the Secret Sharing Scheme used in the algorithm pSend
is unconditionally secure. Thus, the adversary is allowed to interact with an
encryption oracle, that encrypts a plaintext messagem using the Shamir Se-
cret Sharing scheme with threshold t and returning a ciphertext e(t− 1)←
Enct(m), where e(t − 1) is a vector of t − 1 shares. A cryptosystem is
unconditionally secure if the adversary is not able to distinguish the en-
cryption of two arbitrary messages with less than t shares.
Now we describe the experiment UnSecB,Π for an encryption scheme Π
and an adversary B:
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1. A threshold t is chosen.

2. The adversary B is given access to encryption oracle Enct(·). It out-
puts a pair of messages m0,m1 of the same length.

3. A random bit b← {0, 1} is chosen, and then a ciphertext eb(t− 1)←
Enct(xb) is computed and given to B. We call eb(t− 1) the challenge
ciphertext.

4. B continues to interact with the encryption oracle. Finally, B outputs
a bit b′.

5. The output of the experiment is defined to be 1 if b′ = b, and 0 other-
wise.

It holds that:
Pr(UnSecB,Π = 1) =

1

2

6.6.3 Security Properties

Full Pseudonymization

Consider the following experiment full-p for a given algorithm A and
a parameter l: the experiment assumes as adversary a malicious EE e∗ and
focuses on two Meters ID1, ID2 ∈ Πe∗ .

1. The Setup(1l) algorithm outputs the system parameters.

2. The first Meter executes pSend(param, i, 1, x1
i ) and outputs the mes-

sages msg1
1, ...,msg

1
n, ...,msg

1
N .

3. The second Meter executes pSend(param, i, 2, x2
i ) and outputs the

messages msg2
1, ...,msg

2
n, ...,msg

2
N .

4. Each PPN n receives the two messages msg1
n,msg

2
n and calls the

PPNSend(param, i, n, IDm, r
m
i , e

m
i (n)) algorithm. Then each PPN

sends two messages pmsgmn (with m ∈ {1, 2}) to the EE.

5. Finally each EE runs cReceive(param, i, e, PDm
e , e

m
i (1), ..., emi (n),

..., emi (N) (with m ∈ {1, 2}) and obtains the measurement with the
associated pseudonym.

6. The malicious EE e∗ executes A and outputs m′ ∈ {1, 2}.

7. The output of the experiment is 1 if m′ = m, and 0 otherwise.
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Definition A pseudonymization protocol provides full pseudonymization
relative to full-p if for all p.p.t. algorithms A there exists a negligible
function negl such that:

Pr(full-p = 1) ≤ 1

2
+ negl(l)

Perfect Forward Anonymity

Consider the following modification to the full-p experiment for a given
algorithm A and a parameter l and let us name it the full-p-pfa exper-
iment. This assumes the presence of a malicious PPN n∗ and a malicious
EE e∗ and focuses on two Meters ID1, ID2 ∈ Πe∗ .

The full-p experiment is repeated till the step 5 for some rounds
1, 2, ..., i, thus, each round, the algorithms executed are Setup(1l),
pSend(param, i,m, xmi ), PPNSend(param, i, n, IDm, r

m
i , e

m
i (n)), and

cReceive(param, i, e, emi (1), ..., emi (n), ..., emi (N)), all of them withm ∈
{1, 2}. Moreover, after the execution of step 5 and before step 6, during the
round i∗ : i∗ > i + ατ , a collusion of a malicious EE e∗ and a PPN n∗ oc-
curs. Such pair of malicious nodes can obtain the correspondence between
the measurement xmi∗ , the pseudonym PDm

e∗ , and the identity IDm associ-
ated to a Meter m ∈ {1, 2}. This happens because the malicious PPN n∗

knows the correspondence between IDm and PDm
e∗ , while the malicious

EE e∗ knows the correspondence between PDm
e∗ and xmi∗ . Then, the collu-

sion executes the algorithm A and outputs m′ ∈ {1, 2}. The output of the
experiment is 1 if m′ = m, and 0 otherwise.

Definition A pseudonymization protocol provides full pseudonymization
with perfect forward anonymity relative to full-p-pfa if for all p.p.t.
algorithms A there exist a negligible function negl such that:

Pr(full-p-pfa = 1) ≤ 1

2
+ negl(l)

Unconditionally Indistinguishable Encryption

We define the following experiment blind for an adversary which controls
a collusion of t∗ < t PPNs.

1. The Setup(1l) algorithm outputs the system parameters.

2. At round i, the adversary chooses two secrets x0
i and x1

i and gives
them to two Meters.
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3. A random bit b ∈ {0, 1} is chosen and kept secret to the adversary.

4. The first Meter executes pSend(param, i, 1, xbi ) and outputs t mes-
sages msg1

n with the encrypted data e1
i (n), each of them being the

share destined to the n-th PPN (1 ≤ n ≤ t).

5. The second Meter executes pSend(param, i, 2, x1−b
i ) and outputs t

messages msg2
n with the encrypted data e2

i (n), each of them being the
share destined to the n-th PPN.

6. Each PPN n receives the two messages msg1
n and msg2

n. The adver-
sary outputs b′.

7. The output of the experiment is 1 if b′ = b, and 0 otherwise.

Definition A protocol provides unconditionally indistinguishable encryp-
tion under blind if it holds that:

Pr(blind = 1) =
1

2

In Section 6.9.2, we provide the description of other properties related
to our pseudonymization protocol.

6.7 The Pseudonymization Function

Let Eke(x, r) be a keyed trapdoor one-way function. The function takes as
input a plaintext m and a security nonce r. The output of the function is the
ciphertext y.

We assume that the Configurator generates the public/private key pair,
keeps the private key kd and distributes the public key ke to all the PPNs.
The cryptosystem allows the PPN n ∈ N to compute the pseudonym PDm

e

which will be associated to the data generated by Meter m ∈ M and des-
tined to EE e ∈ E. The PPN calculates:

PDm
e = Eke [IDm‖e‖di/αeα,wme ]. (6.23)

The ciphering function Eke takes as input a concatenation of the Me-
ter’s identity, IDm, the EE identification number e, the round identifier i,
and a security nonce wme . As it will be detailed in Section 6.8, the fre-
quent refreshment of wme guarantees a prevention against linking attacks,
as described in [75].

Note that such cryptosystem allows the Configurator to recover the Meeter
identity by decrypting PDm

e with its private decryption key kd. In this paper
we consider RSA-OAEP as a randomized trapdoor function.

89



i
i

“thesis” — 2013/10/1 — 15:22 — page 90 — #104 i
i

i
i

i
i

Chapter 6. The Centralized Aggregation and Pseudonymization
Architecture

6.8 Communication Protocol

In this Section we describe the message exchanged in our proposed pro-
tocol, which uses the homomorphic properties of SSS scheme to provide
network blindness (Property 3 in Section 6.6.2). Then, we discuss other
two possible ways to provide the same property using, respectively, Chaum
Mixing and IB-PRE. In Section 6.10, we compare their performance, con-
cluding that the Shamir-based one is more scalable. We stress that, while
the mixing-based protocol is a straightforward implementation of [32], the
IB-PRE-based one is an original elaboration over the ideas in [65]. In the
original protocol, however, the secret key and the re-encryption key were
assumed to be held by the same entity. This is not the case with our proto-
col, therefore we need to prove that a node knowing the re-encryption key
cannot recover the secret key. Such proof is provided in Appendix A.11.

All the protocols assume that a confidential, authenticated communica-
tion is possible between the node pairs.

The data pseudonymization protocol consists of four phases:

1. Setup: the initial phase is performed only once to define the set of
public parameters and to distribute them to the users. Moreover, in this
phase each EE specifies the set of monitored Meters, the Configurator
checks the admissibility of the EEs’ requests and communicates to
each Meter the set of EEs interested in monitoring its data.

2. Key Refresh: this procedure is performed from time to time to update
the key pairs and to communicate the new public keys to Meters, PPNs
and EEs.

3. Data Collection: this phase is performed at every interval to collect
the pseudonymized data and involves Meters, EEs, and PPNs.

4. Identity Recovery: this procedure is performed only in presence of
alarms/faults to recover the identity of the faulty Meters and involves
a EE and the Configurator.

We first describe the messages exchanged during the Setup and the Iden-
tity Recovery, then we discuss the Key Refresh and Data Collection
phases comparing the usage of SSS scheme to two alternative approaches
relying on Chaum-mixing and IB-PRE, respectively.

During the initial Setup phase, the following messages are exchanged
(see Fig.6.12):
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Configurator, f Meter, m PNN, n EE, e

Se
tu

p

SPECIFYMONITOREDSET

Policy check
SPECIFYMONITORINGSET

Figure 6.12: The Setup Phase

Configurator, f Meter, m PPN, n EE, e

ID
R
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er
y RECOVERYREQUEST

ID recovery SENDIDENTITY

Figure 6.13: The Identity Recovery Phase

1.1 SPECIFYMONITOREDSET

e→ f : Πe

The e-th EE specifies to the Configurator the set of Meters, Πe, that
the EE wants to monitor. The Configurator checks the conformance
of the EE’s request to the system policy.

1.2 SPECIFYMONITORINGSET

f → m : Ψm

The Configurator computes the set Ψm of EEs which are monitoring
Meter m and communicates it to the Meter.

In case of faults or alarms, a EE is allowed to obtain the identity of a
Meter (i.e. Identity Recovery) through the following steps (see Fig.6.13):

4.1 RECOVERYREQUEST

e→ f : PDm
e

The e-th EE communicates to the Configurator the pseudonym of the
Meter whose identity he is interested in. The Configurator deciphers
PDm

e using his private key kd, removes e‖d i
α
eα and obtains IDm.

4.2 SENDIDENTITY

f → e : PDm
e ‖IDm

The Configurator communicates the Meter’s identity and the associ-
ated pseudonym to the EE.
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Figure 6.14: Shamir Secret Sharing Scheme

6.8.1 Shamir Secret Sharing Scheme

The SSS scheme works as follows: the measurements generated by every
Meter are divided in t shares, where t is a system parameter, and can be
recovered if and only if all the shares are available at the EE (i.e., we as-
sume t = w). We suppose that the number of installed PPNs is also equal
to t. The Meters send each share to a different PPN, therefore individual
measurements can be obtained only through a collusion of all the involved
PPNs. Once the n-th PPN receives a share from Meter m destined to EE
e, it computes the Meter’s pseudonym, whose value depends both on m
and e. Then, it forwards the share to the EE, together with the computed
pseudonym (see Fig. 6.14). Therefore, the EE can recover the individ-
ual data by combining the shares associated to the same pseudonym, but
obtains no information about identity of the Meters who generated them.

With reference to Fig. 6.15, the Key Refresh procedure includes only
one message:

2.1 REFRESHKEY

f → n : ke

The Configurator communicates to the PPNs its public key ke every
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Figure 6.15: The Shamir Secret Sharing Protocol

time the key pair (ke, kd) is refreshed. The key kd is kept private.

During the Data Collection phase the following messages are exchanged:

3.1 SENDDATA

m→ n : s(xmi , n)‖IDm‖rmi
At the i-th time interval, the Meter m produces the measurement xmi
(the secret) and sends to n-th PPN the corresponding share s(xmi , n)
computed according to the SSS scheme, its identity IDm and a ran-
dom number rmi .

3.2 SENDPSEUDONYMIZEDDATA

n→ e : s(xmi , n)‖PDm
e

The n-th PPN computes the pseudonym PDm
e according to (6.23).

The pseudonym will be associated to the data generated by Meter m
and destined to EE e. To do so, the PPN uses the Configurator’s public
key ke. Note that the security nonce wme is updated with the current
value of the hash-function H(rmi ‖e), (which can be implemented us-
ing the construction in PKCS#1 [77, Appendix B2]), at all the i-th
intervals such that i is an integer multiple of α, where α is a design
parameter. Therefore, once wme is refreshed, it remains unchanged for
a time window of duration T = ατ , which represents the validity time
span of the pseudonym.

Once the pseudonym is computed, the PPN sends it to the EE, together
with the share. The EE waits until reception of all the t pseudonymi-
zed shares for each of the |Πe| pseudonyms and groups together the
shares associated to the same pseudonym. Then, for each pseudonym
it recovers the corresponding secret xmi .

93



i
i

“thesis” — 2013/10/1 — 15:22 — page 94 — #108 i
i

i
i

i
i

Chapter 6. The Centralized Aggregation and Pseudonymization
Architecture

Configurator, f Meter, mp PPN, n EE, e

K
ey

R
ef

re
sh Update (ke, kd) Update (ke, ke′ )

REFRESHMIXKEY

REFRESHKEY
D

at
a

C
ol

le
ct Pseudonym & Mixing

SENDDATA
FORWARDDATA

Data Recovery

Figure 6.16: The Mixing Protocol

6.8.2 Mixing Approach

An alternative pseudonymization scheme relies on Chaum Mixing: dur-
ing the Data Collection phase, every Meter generates the measurement
xmi and computes the pseudonym PDm

e . Then it creates the mixing packet
MIXm

e = Eke [x
m
i ‖PDm

e ], which includes both measurement and pseudonym,
and sends it to a randomly chosen PPN through the SENDDATA message.
The PPN forwards the packet (FORWARDDATA message) to the EE to
whom the message is destined, which recovers the individual data by de-
crypting the packet. The Key Refresh phase is executed to update and
refresh the key pairs (ke, ke′) for mixing and (ke, kd) for computing the
pseudonyms.

Figure 6.16 shows the protocol messages of the Key Refresh and Data
Collection phases.

6.8.3 Identity-Based Proxy Re-Encryption

A second variant of the pseudonymization protocol relies on the IB-PRE
scheme. In this case, the Key Refresh phase comprises also the KeyGen
algorithm that is executed by Configurator to generate the PPNs and EEs’
secret keys, skn and ske. The latter is sent with SENDSECRETKEY mes-
sage. The Configurator also generates the re-encryption keys rkn→e thanks
to RKGen algorithm and sends them in the SENDREKEYING message to
the n-th PPN. The keys are generated by the Configurator because it is the
only node that possesses the master secret key msk.

The Data Collection phase comprises the Encrypt algorithm per-
formed by the Meters to encrypt the measurements destined to the PPNs,
the Reencrypt algorithm, and the computation of pseudonyms performed
by the PPNs. The messages SENDENCRYPTEDDATA and SENDREEN-
CRYPTEDDATA are used to convey the encrypted data to the EEs and are
composed by the concatenation of the encrypted measurement yn, the pro-
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Figure 6.17: The Proxy Re-Encryption Protocol

ducer identity IDm and a random number rmi and the concatenation of the
re-encrypted message ye and the pseudonym PDm

e respectively. Finally,
the Decrypt algorithm is used by the EEs to decrypt the ciphertexts.

Figure 6.17 depicts the protocol messages of these phases.
In order to provide network blindess, the PPN cannot recover the secret

key from the re-encryption key. A proof is given in the Appendix.

6.9 Security Evaluation

6.9.1 Security Proofs

This section discusses how the properties presented in Section 6.6.2 are
satisfied by our proposed pseudonymization cryptosystem. We do not dis-
cuss further the attack scenario of a passive intruder trying to collect mul-
tiple messages from a given Meter to recover the individual measurements.
The assumption of a computationally secure confidential and authenticated
channel between the nodes prevents this kind of attack. Moreover, we as-
sume that the adversary A has no auxiliary information about the corre-
spondence between the measurement xmi and the identity IDm and thus
cannot distinguish between two different measurements generated by dif-
ferent Meters.

Theorem 3. If the RSA with OAEP encryption scheme is CCA secure, then
our pseudonymization protocol provides full pseudonymization with re-
spect to full-p.
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Proof. By contradiction, let A be a p.p.t. algorithm that has more than
a negligible advantage in the full-p experiment. Given the pseudonym
PDe

m and (IDm‖e‖di/αeα), algorithmA yields 1 with non-negligible prob-
ability.
We now define the algorithm B that runs the CCA indistinguishability ex-
periment where a challenge ciphertext e = ¯PD

m
e is given to B. Moreover

B chooses two plaintexts (IDm‖e‖di/αeα) with m ∈ {1, 2}.
At point 4 of CCA experiment, B interacts with A, obtaining 1 if ¯PD

m
e =

Eke [IDm‖e‖di/αeα, rmi ] with m ∈ {1, 2}, where Eke is defined in Section
A.1.2. The output ofA is used as output of B, solving the CCA experiment
with non-negligible probability.
If B outputs 1, it means that B has solved the CCA indistinguishability
experiment with non-negligible probability, i.e. Pr[PubKcca

B,Π(n) = 1] ≥
1
2

+ negl(n).

Theorem 4. If RSA with OAEP is CCA-secure, then our protocol pro-
vides full pseudonymization with perfect forward anonymity relative to
full-p-pfa.

Proof. By contradiction, let A be a p.p.t. algorithm that has more than a
negligible advantage in the full-p-pfa experiment. Given the pseudonym
PDm

e and (IDm‖e‖di/αeα), algorithm A yields the correct answer with
1/2+non-negl(l) probability. Moreover A has an oracle access to a de-
cryption function that gives the correspondence between xmi∗ , PD

m
e , IDm,

relative to a time interval i∗. This means that A can say with certainty if
PDm

e = Eke [IDm‖e‖di∗/αeα, rmi∗ ] is a valid relation. The output of A is
used as output of B, defined in the previous proof, solving the CCA indis-
tinguishability experiment with non-negligible probability, leading to the
same proof of Theorem 1.

Theorem 5. If the Shamir Secret Sharing threshold scheme is a perfect
secret sharing scheme, then our protocol provides unconditionally indis-
tinguishable encryption.

Proof. Since the blind experiment assumes a collusion of t∗ < t PPNs,
the colluded PPNs obtain two sets S1, S2, each of cardinality at most t− 1,
of shares of the two secrets xbi and x1−b

i respectively. Therefore:

Pr{b = 0|S1,S2} = Pr{M1 = x0
i ,M2 = x1

i |S1,S2}
= Pr{M1 = x0

i |S1,S2} (6.24)

where M1, M2 are the random variables indicating the secrets encrypted by
Meter 1 and by Meter 2 respectively. Since the value of M2 is completely
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determined by knowledge of M1, then M2 can be deleted from the last term
of (6.24).

Since the random polynomials used to generate S1 and S2 are indepen-
dent, the knowledge of S2 gives no information about M1. Further, exploit-
ing the perfect secrecy property of SSS, we can write:

Pr{M1 = x0
i |S1} = Pr{M1 = x0

i } = Pr{b = 0} = 1/2 (6.25)

Similar considerations hold for b = 1. Therefore, knowledge of S1, S2

gives no information about the value of b and no algorithm can guess b with
probability greater than 1/2.

6.9.2 Other security properties

1. There exist a polynomial time algorithm that, given the private key,
can recover the identity of Meter m from pseudonym PDm

e .
This property is a direct consequence of Configurator having the pri-
vate key, which makes it able to recover IDm from PDm

e .

2. Before sending its data, the Meter is aware of the set of EEs Ψm =
{e : m ∈ Πe} monitoring its data thanks to the message SPECIFY-
MONITORINGSET .

3. Given a pair of distinct Meters’ identities (m,m′) and the same EE e,
or a pair of distinct EEs (e, e′) and the same Meter m, the output of
the function Eke is always different. In other words, the output of
the pseudonymization function is never the same for different sets of
Meters or EEs, using the same value of e or m, respectively.
This property is consequence of using the ciphering function Eke that
relies on RSA with OAEP (see Section A.1.2), which guarantees that
for different inputs, the outputs are never identical.

6.10 Performance Assessment

In this section we evaluate the computational costs of the protocol presented
in Section 6.8 and the number of exchanged messages as a function of the
system parameters |M |, |N | and |E|. We also consider the case of a user,
i.e. a Meter or a EE, joining or leaving the system.

First, it is useful to discuss a suitable choice for the system parame-
ters for the RSA-OAEP cryptosystem (see Section A.1.2): assuming 128-
bit long identifiers for Meters and EEs, 64-bit long round numbers and
128-bit long nonces, a suitable choice is µ = 512 and l = 1024, which
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Table 6.4: Messages received and sent by Configurator and EEs during the Setup and
Identity Recovery phases

Configurator
No of Input Mess. No of Output Mess.

Setup |E| |M |
IDRecovery 1 1

EE
No of Input Mess. No of Output Mess.

Setup − 1
IDRecovery − 1

results in 1024-bit pseudonyms. It is worth considering that, if the size
of the pseudonym is an issue, the pseudonymization cryptosystem can be
easily implemented using Elliptic Curve Cryptography, resulting in shorter
pseudonyms.

6.10.1 Number and Size of Exchanged Messages

During the Setup and Identity Recovery phases the number of messages is
independent from the choice of the measurement encryption scheme. In
the Setup phase, the Configurator receives |E| messages from the EEs and
sends |M | messages to the Meters. For the Identity Recovery phase, the
number of exchanged messages is at most (2 · |M | · |E|), but assuming a
low probability of faults, it tends to the lower bound, that is 2 messages
(i.e., there is only one faulty Meter).

Table 6.4 summarizes the number of exchanged messages in the Setup
and Identity Recovery phases.

We consider now the exchanged messages during the Key Refresh and
Data Collection phases.

During the Key Refresh phase, in case the SSS scheme is used, the Con-
figurator simply forwards ke to each of the |N | PPNs. Conversely, in case
of mixing scheme, each EE sends ke to the Configurator, which in turn for-
wards the EEs’ public keys to the |M | Meters according to the monitoring
requests. In the IB-PRE, the Configurator sends the messages containing
the public keys and the re-encryption keys to the |N | PPNs and sends the
secret keys to the |E| EEs.

For what concerns the Data Collection phase, in the SSS scheme, the
m-th Meter sends a share to each of the |N | PPN, which in turn sends
the shares with the associated pseudonym to the EEs that are monitoring
the m-th Meter. Therefore, the total number of exchanged messages is
|M | · |N |+ |M | · |N | · |E|.
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In the mixing scheme, the Meter sends the |E| mixing packets to the
PPNs, that simply forward them to the EEs. This procedure requires 2 ·
|M | · |E| messages.

Differently, in the IB-PRE scheme the Meter encrypts the measurement
and sends it to only one PPN, which computes the pseudonym and re-
encrypts the packet before forwarding it to the EEs. In this scheme, the
total amount of messages is |M |+ |M | · |E|.

We now evaluate the size of the messages. Let L[x] be the length in
bits of x. In the SSS scheme, the size of the SENDDATA message is
L[s(xmi , n)]+L[IDm]+L[rmi ] = 128+128+128 = 384 bits, while the size
of the SENDPSEUDONYMIZEDDATA message is L[s(xmi , n)] +L[PDm

e ] =
128 + 1024 = 1152 bits.

Conversely, in the mixing scheme, the Meter sends the SENDDATA mes-
sage to the PPN, that is L[e] + L[MIXm

e ] = 128 + 1024 = 1152 bits long,
while the PPN sends only the 1024 bits long mixing packet L[MIXm

e ] to
the EE.

Finally, in the IB-PRE scheme, the Meter sends the encrypted data to
the PPN together with its identity and a round number, for a total length
of L[yn] + L[IDm] + L[rmi ] = 1248 + 128 + 128 = 1504 bits, while the
PPN sends to the EE the re-encrypted message and the pseudonym, for a
total message length of L[ye] + L[PDm

e ] = 2496 + 1024 = 3520 bits.
Therefore, the size of the single messages sent by each Meter is lower in
the SSS scheme than in mixing and IB-PRE schemes, while the size of the
single messages sent by each PPN in the SSS scheme is slightly higher than
in the mixing scheme, but lower than in the IB-PRE scheme.

Table 6.5 compares the number of messages received and sent by each
entity and reports the corresponding message sizes.

Fig. 6.18 depicts the trend of the total volume of input and output mes-
sages at the Meters and PPNs, assuming |M |=200 and |N |=5, for different
cardinalities of E. It is easy to note that in SSS scheme the output volume
at the Meters is constant and very small, while the PPNs bear most of the
communication effort.

6.10.2 Complexity and Timing of Cryptographic Operations

In this section we evaluate the computational complexity of the crypto-
graphic operations in terms of asymptotic values and computational time.
Since the Setup and Identity Recovery phases are independent from the
choice of the measurement encryption scheme, we start with the evaluation
of their computational costs.
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Table 6.5: Comparison of the Number of Exchanged Messages during the Key Refresh
and Data Collection phases

Scheme Input
Mess.

Output
Mess.

Output
Mess.
Size [bit]

Configurator

KeyRefresh
Mixing − |M | 2048

SSS − |N | 2048
IB-PRE − |N |+|E| 4096 +

2048

Meter

Data Collect
Mixing − |E| 1152

SSS − |N | 384
IB-PRE − 1 1504

PPN

Data Collect
Mixing |M|·|E|

|N|
|M|·|E|
|N| 1024

SSS |M | |M | · |E| 1152

IB-PRE |M|
|N|

|M|·|E|
|N| 3520

EE

KeyRefresh
Mixing − 1 2048

SSS − − −
IB-PRE − − −

Data Collect
Mixing |M | − −

SSS |M | ·
|N |

− −

IB-PRE |M | − −

Every time a user joins or leaves the system, the Setup phase is re-
executed and Πe and Ψm are updated. In particular, if the new users are
EEs, they specify their Πe to the Configurator, which checks the confor-
mance of each request with cost O(|E|). Then the Configurator computes
Ψm with cost O(|M |) and communicates it to the Meters. The same hap-
pens in case of new Meters joining or leaving the system. Note that the
costs of the definition of the system parameters are omitted, since it is per-
formed only once.

The Identity Recovery phase involves a EE and the Configurator. The
latter deciphers the pseudonym with his private key, exploiting the Square
and Multiply (S& M) algorithm, which has complexity O(l3).

During the Key Refresh phase, the Configurator chooses his public key
ke and computes the private key kd, with complexity O(l4). Conversely,
the mixing scheme requires each EE to choose his public key ke and to
compute the corresponding private key ke′ with complexity O(l4). In the
IB-PRE scheme, the Configurator performs the KeyGen and RKGen algo-
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Figure 6.18: Comparison of the volume of the messages sent by each Meter and PPN,
assuming |M |=200 and |N |=5.

rithms to generate the secret keys skn, ske, which remains unchanged, and
the re-encryption key rkn→e, which is frequently changed. The computa-
tional costs are dominated by the Weil Pairing operations, which have
complexity O(log h), where h is a prime number 1024 bits long.

The Data Collection phase is performed at every round i. In the SSS
scheme, assuming t = w = |N |, the computation of the t shares requires
the generation of |N | − 1 integer random numbers, |N |(|N | − 1) modu-
lar multiplications and |N |(|N | − 1) modular sums. This operation has
asymptotic complexity O(|M | · |N |).

The PPNs have to compute the pseudonyms PDm
e using cryptographi-

cally secure hash functions and RSA encryptions. The computational cost
is dominated by the RSA encryption, which has complexity O(l2). The
EE receives all the shares associated to different pseudonyms and, for each
pseudonym, recovers the corresponding secret with the Lagrange interpo-
lation method, which has complexity O(|N | log2 |N |).

Differently, in the mixing scheme them-th Meter computes the pseudonyms
PDm

e and creates the mixing packetMIXm
e using cryptographically secure

hash functions and RSA encryptions. The computational cost is dominated
by the RSA encryption, which has complexity 2 ·O(l2). The MIXm

e mes-
sage is sent to the PPNs that simply forwards the packet to the EE e whom
the message is destined to. This operation has negligible complexity. The
EE receives all the MIX packets and recovers the corresponding measure-
ments performing the RSA decryption, which has complexity O(l3).

Finally, in the IB-PRE scheme, for the computation of the encrypted
measurements the Meter has to perform the HashToPoint and Weil
Pairing algorithms [22]. This operation has asymptotic complexityO(log h).
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Table 6.6: Comparison of the asymptotic complexity during the Setup, the Identity Recov-
ery, the Key Refresh and Data Collection phases

Scheme Complexity

Configurator
Setup All O(|E|) +O(|M |)

IDRecovery All O(l3)

KeyRefresh
Mixing O(l4)

SSS O(l4)
IB-PRE O(l4) +O(log h)

Meter

Data Collect
Mixing 2 ·O(l2)

SSS O(|M | · |N |)
IB-PRE O(log h)

PPN

Data Collect
Mixing −

SSS O(l2)
IB-PRE O(l2) +O(log h)

EE

KeyRefresh
Mixing O(l4)

SSS −
IB-PRE −

Data Collect
Mixing O(l3)

SSS O(|M | · |N |)
IB-PRE 2 ·O(log h)

The PPNs compute the pseudonyms PDm
e using cryptographically secure

hash functions and RSA encryptions and have to re-encrypt the measure-
ments using the Reencrypt algorithm. The complexity is dominated by
the RSA encryptions, which have complexity O(l2), and by the encryp-
tion function, that has complexity O(log h). The EE receives all the en-
crypted measurements associated to different pseudonyms and recovers the
corresponding secret by using the Decrypt algorithm, with complexity
O(log h).

Now we evaluate the time required by each entity to perform the en-
cryption operations during every round of the Data Collection phase (Table
6.7). Therefore, we omit the cost of operations such as pseudonyms and
keys generation.

For the sake of completeness, in Table 6.8 we report the computational
costs of the RSA, SSS and IB-PRE encryption and decryption procedures.

The computational time required by the implementation of IB-PRE scheme
turns out to be much higher than in the mixing and SSS schemes. In fact,
the Weil Pairing computation, that has the longer execution time, is repeated
more than once per message and by every entity.
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6.11. Conclusion

Table 6.7: Comparison of the Computational Costs (C) of the Data Collection phase.

M N E

Mixing |E|C(RSAenc) − |M |C(RSAdec)

SSS C(Shareenc) − |M |C(Sharejoin)

IB-PRE C(Pairing) |M|·|E|
|N|

C(Pairing)

2|M |C(Pairing)

Table 6.8: Timings of RSA keys generation, RSA encryption and decryption, share joining,
re-encryption pairing and keys generation, assuming l=1024, t=5 and p=1024.

Timing
RSAgen 7.23 s
RSAenc 0.51 ms
RSAdec 4.86 ms

Sharejoin 0.10 ms
Pairing 21.43 ms
KeyGen 98.69 ms
RKGen 43.24 ms

The above discussed results show that: (1) in the IB-PRE protocol the
number of exchanged messages is lower than in the mixing and SSS schemes,
but the encryption time is longer; (2) in the SSS scheme the total number
of exchanged messages is bigger than in the other two scenarios, but the
execution time of the algorithm is shorter.

Hence, we can state that the SSS scheme provides the best compro-
mise between number of messages and encryption time. In fact, although
there total number of messages is high, their encryption is computed more
quickly than the pairing of the IB-PRE scheme.

6.11 Conclusion

This Chapter proposes a novel architecture and communication protocol
for the privacy infrastructure which handles customers’ measurements in
a smart grid scenario. It introduces new functional nodes called Privacy
Preserving Nodes, which are able to perform multiple aggregations of the
customers’ data with different spatial and temporal granularities. By using
an homomorphic and information-theoretic secure secret sharing scheme,
utilities and market operators can obtain aggregated measurements without
having access to the users’ personal information. The proposed architecture
paves the way for a new market, where the economic value of consumption
information can be exploited for increasing the energy efficiency of the
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smart grid or for providing new services to users or utilities.
We show the scalability of the proposed framework under the assump-

tion of a reliable communication network using an Integer Linear Program-
ming formulation and a greedy algorithm: results show that the architecture
is scalable to millions of meters. Moreover, we show how the protocol is
able to operate even in presence of missing data, due to network communi-
cation faults or transmission delays, and analyze its performance in various
network failure scenarios.

Furthermore, we evaluate the grade of relationship anonymity between
information Meters and EEs achieved by the infrastructure.

We also discuss how the proposed infrastructure can be modified in or-
der to perform pseudonymization of disaggregated metering data without
revealing the association between users’ identities and pseudonyms. We
propose a pseudonymization protocol, define the security properties that it
must satisfy and compare different implementations of the pseudonimyza-
tion architecture, which leverage on the Shamir Secret Sharing Scheme, on
Chaum Mixing, and on an Identity-Based Proxy Re-Encryption scheme,
respectively. Results show that the Shamir-based protocol requires a pro-
cessing effort which is suitable for real-time operations, even if it requires
more bandwidth than the others.
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CHAPTER7
The Distributed Aggregation Architecture

THIS Chapter redesigns the proposed privacy-friendly infrastructure
in a distributed fashion by relying on communication Gateways lo-
cated at the customers’ premises. We adapt the data aggregation

protocol to the new scenario and discuss various approaches to the rout-
ing among the Gateways of the information flows destined to the External
Entities. A detailed security analysis and performance assessment under
the honest-but-curious, dishonest-non-intrusive, and dishonest-intrusive at-
tacker models is performed and countermeasures to mitigate the effects of
such malicious behaviors are proposed.

1Part of the contents of this Chapter have appeared in: (i) Cristina Rottondi, Giacomo Verticale, and Christoph
Krauss “Distributed Privacy-Preserving Aggregation of Metering Data in Smart Grids”, Journal on Selected Ar-
eas in Communications, Smart Grid Communications series, vol.31, no.7, pp.1342-1354, July 2013, (ii) Cristina
Rottondi, Marco Savi, Giacomo Verticale, and Christoph Krauss, “Mitigation of P2P Overlay Attacks in the
Automatic Metering Infrastructure of Smart Grids”, Submitted to Security and Communication Networks
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Chapter 7. The Distributed Aggregation Architecture

Gateways, G 

External Entities, E 

Configurator 

Meters, M 

Figure 7.1: The functional nodes of the architecture

7.1 Overview and Problem Formulation

7.1.1 Aggregation Architecture

With respect to the centralized architecture presented in Chapter 6, in the
distributed architecture presented in this Chapter the set of PPNs is replaced
by a set of Gateways, G (see Fig. 7.1), which perform data aggregation di-
rectly on the encrypted measurements. Differently to the centralized archi-
tecture, the Gateways are located at the customers’ premises: each Gateway
receives data from multiple Meters, for example all the Meters in a building.

Note that the Gateway allows the local users to access their own me-
ter readings, in order to perform monitoring and optimization of their en-
ergy consumption. Conversely, individual disaggregated data should not be
provided to the EEs, unless they are properly pseudonymized in order to
preserve the customers’ privacy. Note also that the Gateways are consid-
ered to be functional nodes and our architecture is agnostic with respect to
their physical location: Meters and Gateways may be realized by a single
physical device or located independently. We assume that each Meter is
associated to a single Gateway, that every EE can communicate to a subset
of the Gateways and that the Gateways are interconnected via a public data
network. Further, we assume that the Meters have identifiers from which
the identifier of the Gateway to which they are physically connected can be
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easily inferred, which can be achieved e.g. by using hierachical identifiers.
Since the computational capabilities of the Gateways are limited, aggre-

gation must be performed in multiple steps, in order to prevent the overload-
ing of some Gateways and to equally distribute the computational burden
among them.

As already discussed in Chapter 6, the architecture also includes a Con-
figurator, which receives the aggregation requests specified by the EEs. It
checks whether the EE is authorized to monitor those Meters and the gran-
ularity of the aggregation conforms to the grid policy. If the aggregation
request is compliant to the system policies, the Configurator authorizes the
aggregation. In case of centralized routing, the Configurator also has the
responsibility of defining the information flows between Meters, Gateways
and EEs.

7.1.2 Problem Definition

In each time period τ ∈ N, each Meter m ∈ M generates a measurement
φm(τ), which sends to its connected Gateway.

Each EE e ∈ E , specifies an aggregation mask Ame, with Ame = 1 if
the EE e wishes to aggregate the data coming from Meter m and equal to 0
otherwise. At each time interval τ the EE expects to learn the sum:

Φe(τ) =
M∑
m=1

Ameφm(τ)

For ease of exposition, we will not consider the case of an EE wishing to
aggregate over time.

We say that the architecture is aggregator oblivious if it fulfills the
following security notions:

1. The EE e cannot distinguish between two different sets of φm(τ) as
long as they are equivalent with respect to addition. In particular, it
cannot learn anything about any Meter m which is not included in the
monitored set (Ame = 0).

2. If an EE e colludes with a set of Meters Mc ⊂ M, it cannot learn
anything more than what is implied by knowledge of the Φe(τ) and
φm(τ) for all m ∈Mc.

3. If a set of EEs Ec colludes, they cannot learn anything more than what
is implied by knowledge of the Φe(τ) for all e ∈ Ec.

107



i
i

“thesis” — 2013/10/1 — 15:22 — page 108 — #122 i
i

i
i

i
i

Chapter 7. The Distributed Aggregation Architecture

Note that notions (1) and (2) correspond to the definition of aggregator
oblivious given in [118]. The additional condition (3) is a necessary ad-
dition in our scenario in which several aggregators have different views of
the same data. Since the Configurator has knowledge of all the aggregation
requests, it can check whether a collusion of EEs can learn too much and,
therefore, can deny the requests.

We say that the architecture is (t, ε)-blind if it fulfils the following se-
curity notions:

1. Any collusion Gc of tGateways cannot learn anything about any φm(τ),
except for the Meters directly connected to the Gateways in Gc and a
fraction ε of the other Meters.

2. Any collusion of fewer than t Gateways cannot learn anything about
any φm(τ), except for the Meters directly connected to the Gateways.

We say that the architecture is robust to a collusion of Gateways and
EEs if any collusion of a set of Gateways Gc and a set of EEs Ec cannot
learn anything about the φm(τ) more than what can be obtained by the Gc
and Ec separately.

7.1.3 Attacker Model

The Meters, the Gateways, the EEs and the Configurator behave according
to the honest-but-curious security model. They execute the protocol hon-
estly but keep trace of all their inputs and can execute any polynomial-time
algorithm in order to infer additional information about φm(τ).

An external passive intruder may eavesdrop the communication chan-
nels. However, we assume that a Public Key Infrastructure (PKI) is avail-
able and that all the nodes in the architecture have the necessary certificates
for establishing a confidential channel.

7.2 Communication Protocol

In this section, we provide two versions of a communication protocol to
perform privacy-preserving aggregation of data generated by Smart Meters:
the encryption of customers’ data can performed by means of either (1)
Shamir’s Secret Sharing scheme, or (2) the “Lite” Cramer-Shoup scheme
with two-step decryption procedure proposed in [13]. In Sections 7.4 and
7.5 we compare their security properties and performance.
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7.2. Communication Protocol

7.2.1 Basic Principles

With the SSS scheme, the data generated by each Meter are divided in
w shares and sent to different Gateways. Each share is identified with a
consecutive number s, with 1 ≤ s ≤ w. By means of the homomorphic
properties of SSS scheme with respect to addition, the shares generated by
different Meters and characterized by the same number s can be indepen-
dently summed by the Gateways, according to the rules specified by each
EE, which have been beforehand received from the Configurator. These
data are sent to other Gateways or to the EEs themselves, in case the ag-
gregation process is completed. Finally, the aggregated measurements can
be recovered by the EEs by combining at least t ≤ w aggregated shares,
where t is a design parameter.

Conversely, the CS scheme with two-step decryption divides the Con-
figurator’s decryption key in two parts: one is given to the Gateway com-
municating the aggregated data to the EE, the other to the EE. Meter mea-
surements are encrypted using the Configurator’s public encryption key and
aggregated by the Gateways. When the aggregation process is completed,
the Gateway communicating to the EE operates as a proxy and performs a
partial decryption of the aggregated measurement using his partial decryp-
tion key. Then, the EE recovers the plaintext by completing the decryption
with the second part of the key.

Figure 7.2 depicts the measurement collection and aggregation proce-
dure performed at the Gateway. The Gateway receives as inputs two dif-
ferent types of data: (1) data gathered from the Meters; (2) partially ag-
gregated measurements computed by other Gateways. Note that Meter
measurements can include energy consumption, feed in stored or gener-
ated energy, grid data (e.g., voltage, phase angle), forecast data (e.g., about
consumption), status data (e.g., available storage capacity, estimated avail-
able energy which can be feed into the grid generated by a solar panel, and
so on). Since the computational capabilities of the Gateways are limited,
the total number of incoming shares (fan-in) at the Gateway is limited by a
threshold.

In the protocol, we assume that time is divided in intervals τ with dura-
tion in the order of seconds or minutes: therefore, all the nodes are required
to be loosely time synchronized.

Both versions of the protocol include two phases: an initial setup phase
is performed only once per EE and can eventually be repeated every time
a global rekeying is required. Then, the second phase is repeated in every
time interval to perform the aggregation of the measurements. Note that
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Chapter 7. The Distributed Aggregation Architecture

Figure 7.2: Share collection and aggregation at the Gateway

this phase is crucial from the point of view of computational complexity,
since it involves all the nodes in the network and must ensure the timely
collection of aggregated data and the scalability of the infrastructure even
in case of constrained computational capabilities of some of the nodes. In
particular, our approach is aimed at delegating to the Gateways most of the
computational effort, in order not to overload the Meters, which usually
have limited resources.

Each version supports two alternative schemes for the routing of in-
formation flows. The first scheme relies on centralized routing, in which
the Configurator is responsible for allocating the data flows. The second
scheme uses distributed routing, where the Gateways route the communi-
cation flows using a variant of the Chord routing protocol. In the remainder
of the section, The Configurator, the Gateways, the Meter and the EE in-
volved in the communication are identified with the letters f , i and j, m
and e respectively. A list of the main symbols used throughout the paper is
reported in Table 7.1.

7.2.2 SSS-based Communication Protocol

Configuration Phase

The initial setup phase consists of the following messages:
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Table 7.1: List of main symbols

M set of Meters (m ∈M is an element of the set)
G set of Gateways (i ∈ G is an element of the set)
E set of External Entities (e ∈ E is an element of the set)
f the Configurator

Me set of Meters monitored by External Entity e
w number of shares used in the protocol
t minimum number of shares necessary to recover the secret using SSS protocol
s share number (1 ≤ s ≤ w)
τ protocol time interval number
Ge set of Gateways involved in the computation of the aggregated measurements

destined to the External Entity e
IsGe set of Gateways sending to a given Gateway the s-th partially aggregated share

destined to the External Entity e
OsGe set of Gateways to which a given Gateway must send the s-th partially aggre-

gated share destined to the External Entity e
φm(τ) measurement generated by Meter m at the time interval τ
Φe(τ) aggregated measurement expected by the External Entity e at the time interval

τ
σie(τ, s) s-th aggregated share computed at time interval τ by Gateway i and destined

to the External Entity e
Dw,e part of the CS weak decryption key held by the External Entity e
Dw,g part of the CS weak decryption key held by the tree-root Gateway

T τ,i1,e , T
τ,i
2,e partially aggregated measurements encrypted with CS scheme computed by

Gateway i and destined to the External Entity e
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Configurator, f Meter, m Gateway, i Gateway, j Ext. Entity, e

1.SpecifyAggregationRule

Policy check.

2.GrantRule

3a.ConfigureGateway

3a.ConfigureGateway

Figure 7.3: Configuration phase of the SSS-based aggregation protocol with centralized
routing

Configurator, f Meter, m Gateway, i Gateway, j Ext. Entity, e

1.SpecifyAggregationRule

Policy check.

2.GrantRule

3b.SetupAggregationTree

3b.SetupAggregationTree

Figure 7.4: Configuration phase of the SSS-based aggregation protocol with distributed
routing

1. SpecifyAggregationRule

e→ f : Me

The EE e ∈ E communicates to the Configurator f an aggregation rule
Me, where Me indicates the set of Meters that the EE wants to monitor.
In the remainder of the paper, we assume that each EE specifies a single
aggregation rule. Anyway, multiple aggregation rules can be modelled by
assuming multiple co-located EEs.
2. GrantRule

f → e : Grantf

The Configurator checks the conformity of the rule specified by each EE
to the security policies of the system. If the request is accepted, the Config-
urator sends to the EE a grant ticket defined as Grantf =Me‖Texp‖sigf (Me‖Texp),
where Texp is the grant expiration time. The ticket is signed with the signa-
ture function sigf using the Configurator’s private signing key.
3a. ConfigureGateway (for centralized routing, see Fig. 7.3)

f → i : s‖IsGe‖O
s
Ge
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Configurator, f Meter, m Gateway, i Gateway, j Ext. Entity, e

4.SendMeasurement

Wait for T ,
then aggregate

5.SendAggregateShare

Wait for T ,
then aggregate

5.SendAggregateShare

Wait for T ,
then recover
measurement

Figure 7.5: Data aggregation phase of the SSS-based aggregation protocol

In case of centralized routing of the information flows, the Configurator
selects the set of Gateways Ge which will be involved in the computation
of the aggregated shares destined to the EE e and communicates them the
aggregation rule. The Configurator sends to each Gateway i ∈ Ge the share
number s, together with two lists IsGe and Os

Ge: I
s
Ge specifies the identifiers

of the Gateways sending the s-th partially aggregated share to i destined to
the EE e; Os

Ge enumerates the identifiers of the Gateways to which i must
send the s-th share destined to the EE e after the aggregation procedure.
3b. SetupTree (for distributed routing, see Fig. 7.4)

e→ i (or i→ j) : s‖Grantf‖(IDmin, IDmax)

In case of distributed routing, the EE e must contact a number of ran-
domly chosen Gateways i equal to the number of shares, w. Each of these
Gateways receives a different share number s indicating that the Gateway
will be responsible of aggregating the s-th set of shares. As will be detailed
in Section 7.3.3, each Gateway is part of w independent chord rings of the
used chord overlay network, each one responsible of one set of shares. To-
gether with the Grant, each Gateway receives a pair of chord identifiers,
(IDmin, IDmax), indicating an interval of chord identifiers that the Gate-
way is delegated to aggregate. Each Gateway checks the correctness of the
grant by verifying the Configurator’s signature, and identifies which Me-
ters inMe are locally connected. Then the Gateway identifies which other
Gateways j ∈ G are responsible (either locally or as intermediate hops) for
the remaining Meters comprised in the interval (IDmin, IDmax) and for-
wards them (1) the grant and (2) a pair of IDs identifying the interval for
which j is responsible. Therefore, the Gateway prepares itself for aggre-
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gating the shares from the local Meters with the partially aggregated shares
arriving from the other Gateways following the reverse path.

Aggregation Phase

Once the deployment of the communication flows is completed, the follow-
ing messages are exchanged at the end of each interval (see Fig. 7.5). Let
τ be the interval number:
4. SendMeasurement

m→ i : τ‖φm(τ)

The measurement φm(τ) generated by Meter m at time interval τ is sent
to the Gateway i connected to the Meter. At the Gateway, the measurement
is divided in w shares.
5. SendAggregateShare

i→ j (or i→ e) : τ‖s‖IDe‖σie(τ, s)

For every aggregation rule communicated by the Configurator, each
Gateway waits for the incoming shares for a given time T , then, indepen-
dently of the other Gateways, performs data aggregation directly on the
ciphered shares according to the considered rule, computing the partially
aggregated share as σie(τ, s) =

∑
k∈Ωi

σke (τ, s), where the set Ωi includes
the Gateways in Os

Ge and the local Meters involved in the aggregation rule.
The partially aggregated share is then sent to the next Gateway j ∈ G

along the path associated to the corresponding share number s or, in case
the aggregation procedure is concluded, the final aggregated share is sent
to the EE e, which waits until reception of at least t ≤ w aggregated shares
and then combines them to recover the aggregated data Φe(τ). The interval
number τ and the identity IDe of the EE e are also included in the message.

7.2.3 CS-based Communication Protocol

Configuration Phase

1. SpecifyAggregationRule

e→ f : Me

With reference to Fig. 7.3, the specification of the aggregation rule by the
EE to the Configurator is unchanged with respect to Section 7.2.2.
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Configurator, f Meter, m Gateway, i Gateway, j Ext. Entity, e

1.SpecifyAggregationRule

Policy check.

2.GrantRule

3b.SetupAggregationTree

3b.SetupAggregationTree

3c.SendTreeRoot

3b.SendKeyShare

Figure 7.6: Configuration phase of the CS-based aggregation protocol with distributed
routing

2. GrantRule
f → e : Grantf‖Dw,e

In Message 2., additionally to the Grant, the Configurator divides its
weak decryption secret keyDw in two partsDw,g = x1, Dw,e = x2 = x−x1

and communicates the decryption key part Dw,e to e. Notice that x1 is
randomly chosen for each EE.
3a. ConfigureGateway (for centralized routing)

f → i : IGe‖OGe or

f → i : IGe‖OGe‖Dw,g (only for aggregation tree root)

As in the SSS-based version of the protocol, the Configurator selects the set
of Gateways Ge which will be involved in the computation of the aggregated
measurement destined to the EE e and communicates them the aggregation
rule. The Configurator sends to each Gateway i ∈ Ge the two lists IGe and
OGe . In case the Gateway i is responsible for communicating the aggregated
measurement to e, the message also includes the partial decryption key
Dw,g.
3b. SetupTree (for distributed routing, see Fig. 7.6)

e→ i (or i→ j) : Grantf‖(IDmin, IDmax)

In case of distributed routing, Message 3b. is the same as in Section 7.2.2
and simply omits the share number s. Once the EE elects Gateway i as root
of the aggregation tree, two additional messages are required:
3c. SendTreeRoot

e→ f : certi
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The EE communicates to the Configurator the certificate of the selected
Gateway i, which includes the Gateway’s identity, IDi, and public encryp-
tion key, pki. The certificate is assumed to be signed by a trusted certificate
authority and can be recovered either from the Gateway or from a public
directory.
3d. SendKeyShare

f → i : Encpki(Dw,g)

The Configurator sends to the aggregation tree root i the decryption key
part Dw,g, encrypted with the Gateway public key pki. Enc can be any
standard asymmetric encryption algorithm. The Gateway i recovers Dw,g

by decrypting it with its private decryption key.

Aggregation Phase

The exchanged messages are analogous to the ones depicted in Fig. 7.5,
even if their content partially changes.
4. SendMeasurement

m→ i : τ‖φm(τ)

During the aggregation phase, Message 4. is the same as in Section 7.2.2.
Once the Gateways receive the measurements generated by the Meters, they
encrypt them under the Configurator’s public encryption keyEf = (n, g, h)

by computing T τ,i1,e = gr mod n2, T τ,i2,e = [hr(1 + φm(τ)n) mod n2], where
r is an integer random number in [0, n/4].
5. SendAggregateShare

i→ j : τ‖IDe‖(T τ,i,tot1,e , T τ,i,tot2,e ) or

i→ e : τ‖IDe‖(T τ,i,tot1,e , T τ,i,tot2,e )‖T τ,i,tot
′

1,e

For every aggregation rule communicated by the Configurator, each
Gateway computes the partially aggregated measurement as

T τ,i,tot1,e =
∏
k∈Ωi

T τ,k1,e mod n2

and
T τ,i,tot2,e =

∏
k∈Ωi

T τ,k2,e mod n2

The partially aggregated measurement is then sent to the next Gateway
j ∈ G along the aggregation path or, in case the aggregation procedure is
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concluded, the final aggregated measurement is partially decrypted by the
Gateway elected as aggregation tree root using the decryption key share
Dw,g by computing T τ,i,tot

′
1,e = (T τ,i,tot1,e )x1 mod n2 and sent to the EE e,

which completes the decryption of the aggregated measurement via Dw,e

by calculating:

Φe(τ) = (L(T τ,i,tot2,e /[T τ,i,tot
′

1,e (T τ,i,tot1,e )x2 ]) mod n2) mod n

7.3 Routing of the Aggregation Trees

7.3.1 Centralized Optimal Solution

In the SSS-based protocol version with centralized routing, the Configu-
rator can optimally deploy the information flows. In order to compare the
optimal solution to solutions obtained by means of sub-optimal approaches,
we define the following Integer Linear Programming model.
Sets: Meters (M), Gateways (G), External Entities (E), and Shares (S).
Parameters:

Ame boolean indicator, it is 1 if Meter m is monitored by the EE e, 0 oth-
erwise

Γmi boolean indicator, it is 1 if Meter m is connected to Gateway i, 0 oth-
erwise

Dij time delay to send a share on the communication channel from Gate-
way i to Gateway j

∆ie time delay to send a share on the communication channel from Gate-
way i to the EE e

Fin maximum number of input shares processable by a Gateway

Fout maximum number of output shares processable by a Gateway

Variables:

xijms boolean variable, it is 1 if share s generated by Meter m is included
in one or more partially aggregate shares communicated to Gateway j
by Gateway i, 0 otherwise

zijmse boolean variable, it is 1 if the share s generated by Meter m and des-
tined to the EE e is sent by Gateway i to Gateway j, 0 otherwise

yijes boolean variable, it is 1 if the partially aggregate share s destined to the
EE e is communicated by Gateway i to Gateway j, 0 otherwise
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wies boolean variable, it is 1 if the aggregate share s is sent to the EE e by
Gateway i, 0 otherwise

δ maximum total delay to compute an aggregated measurement

Objective function: min δ (7.1)

Constraints:∑
i∈G,j∈G : j 6=i

zijmseDij +
∑
i∈G

wies∆ie ≤ δ ∀e ∈ E , s ∈ S,m ∈M (7.2)∑
i∈G

wies = 1 ∀e ∈ E , s ∈ S (7.3)

|M|(ΓmiAme +
∑

j∈G : j 6=i

zjimse) ≥
∑

k∈G : k 6=i

zikmse + wiesAme

∀m ∈M, s ∈ S, i ∈ G, e ∈ E (7.4)

ΓmiAme +
∑

j∈G : j 6=i

zjimse ≤ |M|(
∑

k∈G : k 6=i

zikmse + wicsAme)

∀m ∈M, s ∈ S, i ∈ G, e ∈ E (7.5)

|E|xijms ≥
∑
e∈E

zijmseAme ∀m ∈M, s ∈ S, i ∈ G, j ∈ G : j 6= i (7.6)

xijms ≤
∑
e∈E

zijmseAme ∀m ∈M, s ∈ S, i ∈ G, j ∈ G : j 6= i (7.7)

|M|yijes ≥
∑
m∈M

zijmseAme ∀e ∈ E , s ∈ S, i ∈ G, j ∈ G : j 6= i (7.8)∑
s∈S,j∈G : j 6=i

xjims ≤ |S| − 1 ∀m ∈M, i ∈ G : Γmi = 0 (7.9)∑
m∈M

Γmi|S|+
∑

e∈E,s∈S,j∈G : j 6=i

yjics ≤ Fin ∀i ∈ G (7.10)∑
e∈E,s∈S

wies +
∑

e∈E,s∈S,j∈G : j 6=i

yijes ≤ Fout ∀i ∈ G (7.11)

(7.12)

The objective function aims at minimizing the maximum delay required
for the computation of the aggregated measurement, i.e. to collect the |S|
shares required to recover the aggregated data. The variable δ is set to the
highest delay required to perform the aggregation process by Constraint
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(7.2). Constraint (7.3) guarantees that the EE e receives each of the |S|
aggregated shares. Flow conservation is ensured by Constraints (7.4) and
(7.5), while coherence among the values of the variables xijms, y

ij
es and zijmse

is imposed by Constraints (7.6), (7.7), and (7.8). Constraint (7.9) ensures
that at most |S|− 1 shares generated by a certain Meter are gathered by the
same Gateway, in order to prevent a Gateway from recovering the secret
(this constraint is not applied to the Meters which are directly connected to
the Gateway). Finally, limitations on the maximum number incoming and
outcoming messages for each Gateway are imposed by Constraints (7.10)
and (7.11).

The problem consists ofESG+MSG2+MESG2+ESG2+1 variables
and ofES+2MSEG+2MSG2 +ESG2 +MG+2G+MSE constraints,
where M = |M|, E = |E|, G = |G| and S = |S|.

Note that the same formulation can be applied to the CS-based protocol
version by setting S = 1 and eliminating Constraint (7.9).

7.3.2 Heuristic Approach

Given the difficulty of optimally allocating the information flows over
the network, we also provide a heuristic algorithm that has significantly
lower complexity and can be executed online. This algorithm, which we
call CentralizedRouting (Algorithm 1), does not try to minimize the delay.
Nevertheless, the simulation results discussed in Section 7.5 show that the
delay is reasonably good and therefore this algorithm is a viable solution
for centralized routing.

The algorithm is designed for the SSS encryption scheme. It assumes
that the Gateways are ordered according to their identifier and works as
follows. The fan-in Fi of each Gateway is computed considering the data
received by the local Meters (lines 2-4). Then, for each share s and EE e,
the first Gateway whose fan-in is still under the threshold Thr is selected
as head-node ghead to communicate the aggregate share s to e. The variable
gcurr indicates the Gateway to which the individual shares are currently sent
to be aggregated. Initially, gcurr = ghead (line 8), but if Fgcurr reaches Thr,
(i.e. the if-condition at line 11 is not satisfied) gcurr is incremented by 1
(line 26) and an aggregation tree is formed including one or more of the
Gateways consecutive to ghead (according to the initial ordering). For each
Meter m monitored by e, the s-th individual share generated by m must be
sent from the associated Gateway i to ghead: ifm is not locally connected to
any of the Gateways already being part of the aggregation tree (which sat-
isfies the if-condition at line 11), then the individual share s generated by
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Meter m is sent to gcurr, whose current fan-in is incremented by 1, and the
routing variables z and x are updated accordingly. Moreover, in case the
s-th partially aggregated share is not already flowing from the local Gate-
way i to any of the Gateways comprised between ghead and gcurr, it is sent
to gcurr by updating the variable y and the aggregation delay is increased
accordingly (lines 13-19). In case gcurr 6= ghead, a partially aggregated
share containing the individual share of m is sent from gcurr to ghead (lines
20-23). Finally, line 31-33 verify that the number of distinct shares passing
through gcurr does not exceed S − 1, otherwise gcurr is incremented by 1
to prevent a single Gateway from collecting all the S shares, which would
enable it to recover the individual measurements. The complexity of the
algorithm is O(MSEG).

Notice that the algorithm is applicable also to the proxy re-encryption
variant of the communication protocol by setting S = 1 and executing line
31 regardless to the if-condition at line 30.

7.3.3 Distributed Routing Algorithm

The centralized approaches discussed in Sections 7.3.1 and 7.3.2 require
the Configurator to be involved in the allocation of the routing of the infor-
mation flows and to send a ConfigureGateway message to each Gate-
way in the aggregation tree. This is undesirable because it requires that the
Configurator knows the full network topology, which may be large and ex-
pensive to keep up-to-date. Therefore, we present a fully distributed routing
algorithm (named ChordRouting) in which no node has knowledge of the
full topology. In this algorithm the Configurator only communicates with
the EE providing it a grant. The EE then uses the grant with the Gateways
to prove that the aggregation rule has been authorized.

The routing algorithm is based on Chord [127] and requires that all the
Gateways share a family of independent hash functions hs(·). Each Gate-
way hashes its ID w times using the hash functions h1 to hw, thus obtaining
w independent chord identifiers. Then, the Gateways organize themselves
in w independent rings according to the standard Chord rules. Each ring
is responsible of routing a set of shares: the first ring is responsible for the
shares having s = 1, and so on.

For each ring, the EE sends to a random Gateway the grant along with
the ring number (SetupTree protocol message). In order to avoid that
a single Gateway recovers the measurements, the EE should choose a dif-
ferent Gateway for each ring. We describe the algorithm with reference
to the generic s-th ring. In case the SSS scheme is used, the operations
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must be repeated for all the w rings, while in case of CS scheme w is set
to 1. The Gateway that receives the grant from the EE checks its validity
and expiration time by verifying the Configurator’s signature. As discussed
in Section 7.2, for the non-local meters the Gateway identifies the relevant
next-hops resulting from the finger table for the s-th ring and sends them a
SetupTree protocol message.

This algorithm does not prevent a single Gateway from collecting all the
w shares of the same Meter. Fortunately, the likelihood of this event can
be reduced by increasing the number of shares. Since the number of shares
increases the computational effort on the Gateways and the number of mes-
sages, a tradeoff must be found. in Section 7.5, we discuss the security and
the performance of this algorithm comparing it to the centralized solutions.

7.4 Security Discussion

In this section we discuss the security guarantees provided by our proposed
protocol.

7.4.1 SSS-based Protocol

Independently of the routing scheme, the network of Gateways delivers to
the EE e only the shares σe(τ, s), which can be recombined to obtain the
desired Φe(τ). Recombining shares from different EEs yields no informa-
tion, since shares destined to distinct EEs are incompatible. Therefore, the
SSS-based protocol is aggregator oblivious.

Regarding blindness, in the optimal routing scheme Constraint (7.9)
guarantees that a given Gateway cannot collect more than a given number
of shares from a given Meter. For the sake of simplicity, we have assumed
t = w and chosen this threshold equal to t − 1. Therefore the resulting
network is (1, 0)-blind, meaning that no single Gateway can obtain infor-
mation on any Meter that is not directly connected. The same considera-
tions hold for the centralized greedy algorithm, where the threshold can be
modified at line 31. However, modifying the threshold can strengthen the
blindness of the system: for example, setting the threshold to 1 would lead
to a (t− 1, 0)-blind system.

In the peer-to-peer routing scheme, no formal guarantees can be given
about blindness. Nevertheless, it must be observed that, in the honest-but-
curious model, the Gateways have no way of altering the routing of the
aggregation trees, therefore the collection of all the shares can only happen
by chance.
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Theorem 6. Let L be the average path length between a Meter and the
Gateway that performs the final aggregation and ψ be the probability of
a given Meter to be monitored by an EE. Assuming that the model for the
choice of the Gateways forming each aggregation tree is an independent
and random selection with equal likelihood, which well approximates the
Chord-based routing mechanism, the SSS protocol is (1, ε)-blind, where

ε = 1−
[
1−

(
1− (1− ψL/G)E

)t]G−1

.

Proof. The probability that the s-th share of the measurement φm(τ) gener-
ated by Meter m and destined to the EE e passes through a given Gateway
i, given that e actually monitors m, is L/G. Considering that e monitors m
with probability ψ, the joint probability PJ that e monitors m and that the
s-th share of φm(τ) destined to e passes through i is PJ = ψL/G. Consid-
ering the presence of multiple EEs, the probability PM that none of the s-th
shares of φm(τ) passes through i is:

PM = (1− PJ)E = (1− ψL/G)E

Therefore, the probability PT that i is part of the aggregation trees of all the
t shares (1 ≤ s ≤ t) generated by m for at least one of the EEs is:

PT = (1− PM)t =
(

1− (1− ψL/G)E
)t

Consequently, the probability PG that none of the Gateways receives all the
t shares of φm(τ) is:

PG = 1− (1− PT )G−1 = 1−
[
1−

(
1− (1− ψL/G)E

)t]G−1

(7.13)

Note that, in the above calculations, we have excluded the Gateway lo-
cally connected to the meter m. Therefore, as long as ψL/G < 1, the
fraction of compromised Meters decreases exponentially fast as t increases.
Since 0 ≤ ψ ≤ 1 by definition and it is known that in Chord L = O(logG),
the above condition is verified except when G is very small.

Moreover, it is worth noting that Theorem 1 do not consider that even if
a Gateway receives all the shares coming from a given Meter, they can be
partly aggregated with a different set of other Meters form share to share,
therefore resulting in the Gateway having access to a set of incompatible
and useless set of shares. Therefore, Eq. (7.13) greatly overestimates the
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actual number of compromised Meters. In Section 7.5, the bounds given by
Theorem 1 are compared to results obtained through numerical simulations.

Finally, regarding the robustness to collusion of Gateways and EEs, ad-
ditional information can be obtained only if the colluded Gateways know
the t partially aggregated shares necessary to recover the aggregated mea-
surement Φ′e(τ) of a subsetM′

e ⊆ Me. In this case, the aggregated mea-
surement of the subsetMe \M′

e can be computed as Φe(τ)−Φ′e(τ), where
Φ′e(τ) =

∑
m∈M′e

φm(τ). However, the probability that is event happens is
even lower than the probability of recombining of a generic partially aggre-
gated measurement, since it is necessary that the aggregated measurement
recovered by the colluded Gateways is generated by a subset of the Meters
monitored by the colluding EE.

7.4.2 CS-based Protocol

Independently of the routing scheme, the network of Gateways delivers to
the EE e only Φe(τ), partly decrypted. Therefore the protocol is aggregator
oblivious.

Before forwarding the measurements φm(τ) of the local Meters, the
Gateway encrypts them with the CS cryptosystem, which is semantically
secure. Therefore, no collusion of Gateways can recover information about
the individual measurements of the Meters that are not directly connected.
Therefore, independently of the routing scheme, the protocol is (G, 0)-
blind.

Moreover, the protocol is robust with respect to collusions between an
EE and the Gateways, with the only exception of the Gateway holding one
of the parts of the decryption key (i.e. the root of the aggregation tree),
since in this case it can be recombined with the part held by the EE, thus
recovering the system’s decryption key and making it possible to decrypt
all the measurements destined to the EE. Considering that the tree-head
is randomly chosen, the probability that the tree-head is part of the set of
colluded Gateways Gc is |Gc|/G. Therefore, the probability that the system

is robust to collusion of Gc Gateways and Ec EEs is
(

1− |Gc|
G

)|Ec|
.

Table 7.2 compares the above discussed results for both schemes.

7.5 Numerical Results

In this section we discuss the details of the implementation of the two
versions of the proposed communication protocol, evaluate their compu-
tational complexity in terms of message sizes, number of operations per
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Table 7.2: Comparison of the security properties of the protocols

SSS-based Protocol CS-based Protocol

Aggregator
Oblivious

3 3

Blindness

Centralized routing:

(1, 0)

Distributed routing:(
1, 1−

[
1−

(
1− (1− ψL/G)E

)t]G−1
) (G, 0)

Robustness
to EE-G
collusion

With high probability With probability
(

1− |Gc|
G

)|Ec|

message and number of exchanged messages and compare the experimen-
tal results provided by algorithms CentralizedRouting and ChordRouting
to the optimal solutions obtained by solving the ILP formulation with the
CPLEX solver.

7.5.1 Complexity Evaluation of the Encryption Techniques

We consider 128-bits long identifiers, 32-bits long measurements, and a
32-bits long round number τ (e.g. the POSIX time).

For the SSS-based version, we assume that the prime number q is 64
bits long, which ensures q > t and allows a maximum value of the ag-
gregated measurement in the order of 1019. Therefore, the size of the s-th
share (xs, ys) is two times the size of the modulus q (128 bits). We also
assume that the share number s is 8 bits long. It is worth noting that the
powers of xi can be precomputed and have no computational cost during
the measurement phase.

For the CS-based version, we set the length of the modulus n to 1024
bits. Therefore, the two partsDw,e,Dw,g of the decryption keyDw ∈ [0, n2]
are each 2048 bits long, and both encryptions T1, T2 ∈ [0, n2] have length of
2048 bits. Notice that the inverse of n required in the decryption procedure
can be precomputed.

Table 7.3 compares the computations required to generate each mes-
sage during the data aggregation phase in the SSS-based and CS-based
protocol versions. Results show that the computational complexity of CS
scheme is always higher, since it is dominated by the cost of exponentia-
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Table 7.3: Comparison of the computational load at each node in the aggregation phase
of SSS-based and CS-based communication protocols

SSS-based Protocol
Meter measurement generation

Gateway share computation: |Leg|w(t− 1)Cs(q) + |Leg|w(t− 1)Cm(q) +
|Leg|(t− 1)Cr(q)
share aggregation: (|IsGe |+ |L

e
g|)Cs(q)

EE Lagrange interpolation: O(t2)

CS-based Protocol
Meter measurement generation

Gateway
measurement encryption: |Leg|(2Ce(n2) +Cm(n2) +Gg(n/4))
measurement aggregation: (|IsGe |+ |L

e
g|)Cm(n2)

partial decryption:(only for tree roots) Ce(n2)
EE 2Ce(n

2) + 2Cm(n2) + Cm(n) + Cs(n)

Cs(x)= cost of a sum modulus x, Cm(x)= cost of a multiplication modulus x, Ce(x)=
cost of an exponentiation modulus x, Cr(x)= cost of the generation of a random number

modulus x

Table 7.4: Comparison of the asymptotic number of exchanged messages per interval in
the aggregation phase of SSS-based and CS-based communication protocols

SSS-based Protocol CS-based Protocol
Node Input Output Input Output
Meter - O(1) - O(1)

Gateway O(M/G) +O(ES logG) O(ES) O(M/G) +O(E logG) O(E)
EE O(S) - O(1) -

tions modulus n2, while the complexity of the SSS scheme is dominated
by the cost of multiplications modulus q. The asymptotic number of in-
put and output messages at each node during the data aggregation phase is
shown in Table 7.4. The SSS scheme requires more messages than the CS
scheme, due to the splitting of the measurements. However, in the SSS-
based protocol, the message size of the single SendAggregateShare
message is l(τ) + l(s) + l(IDe) + l(στe (s)) = 32 + 8 + 128 + 128 = 296
bits (where l(x) is the length in bits of x), which is significantly smaller
than in the CS-based protocol, where the corresponding length is l(τ) +
l(IDe)+ l((T τ,tot1,e , T τ,tot2,e )) = 32+128+2048+2048 = 4256 bits for inter-
mediate aggregations and l(τ) + l(IDe) + l((T τ,tot1,e , T τ,tot2,e )) + l(T τ,tot

′
1,e ) =

32+128+2048+2048+2048 = 6304 bits for the final aggregate measure-
ment. Therefore, the SSS scheme turns out to be the most scalable, from a
computational point of view.

In order to compare the computational complexity of the different ag-
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Table 7.5: Comparison of computational times of SSS-based and CS-based communica-
tion protocols, assuming t = w = 3

Operation SSS-based Protocol CS-based Protocol
Encryption 105 µs 10.3 ms

Aggregation 7.81 µs 21.1 µs
Partial Decryption - 10.1 ms

Decryption 560 µs 10.2 ms

gregation schemes, we implemented them using the Sage mathematical
software [125]. The computational time required to perform the encryp-
tion/decryption and aggregation operations are reported in Table 7.5. Mea-
surements have been performed using an Intel Xeon CPU model E5335
running at 2.00 GHz. Note that the reported results are referred to the pro-
cessing of a single measurement. The CS scheme turns out to be compu-
tationally more demanding in all phases: the measurement encryption and
decryption are in the order of tens of milliseconds, while the corresponding
operations of the SSS scheme require hundreds of microseconds. Also the
aggregation procedure requires more time in the CS scheme than in the SSS
scheme (21.1 µs vs 7.8 µs).

7.5.2 Performance Evaluation of the Routing Algorithms

We compare now the performance of the two heuristic algorithms with re-
spect to the ILP formulation: all the results have been averaged over a set of
10 instances of the problem. For each instance, the parameterAme has been
randomly computed as a Bernoulli trial with success probability ψ = 0.5. If
not stated otherwise, the number of shares t is set to 3 and it is assumed that
t = w. The average communication delays associated to each communica-
tion channel have been estimated assuming three different communication
technologies: power lines (3 s [18]), broadband residential access, e.g. DSL
plus a Wi-Fi router (1 s [9]), and the GPRS (0.3 s [9]) wireless channel. For
each Gateway, the type of channel has been randomly selected, assuming
that the three different technologies are equally likely.

Table 7.6 compares the performance of the CentralizedRouting and Chor-
dRouting algorithms with respect to the optimal solutions. Results show
that the gap between the maximum delay provided by the CentralizedRout-
ing algorithm and the optimal solutions is around 22%, while for the Chor-
dRouting algorithm is much higher (78%). A comparison is possible only
for small instances, since the computational time required by the ILP model
is extremely high. Conversely, the running time of our implementation of
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Table 7.6: Comparison of optimal (ILP) routing, CentralizedRouting heuristic algorithm,
and ChordRouting distributed algorithm

Algorithm Average
Max
Delay

Average
Time

Average
Gap

Max
Gap

Min
Gap

ILP 4.4 s 6.4
min

– – –

CentralizedR. 5.3 s 1.7 ms 22.2% 62.8% 0%
ChordR. 7.9 s N/A 78% 172% 40%

Results with E = 5, M = 20, G = 5, Fin = 100
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Figure 7.7: Minimum Gateway fan-in to guarantee that the heuristic algorithms provide
a feasible solution for more than 50% of the instances, assuming M=5000. The preci-
sion of the confidence intervals (omitted in the plot) is below 10%.

the CentralizedRouting algorithm is significantly shorter than the time re-
quired by the ILP solver. Therefore, it is scalable to realistic scenarios with
thousands of Meters monitored by numerous EEs.

Fig. 7.7 depicts the feasibility regions of the CentralizedRouting Algo-
rithm as function of the number of Gateways and EEs, by plotting the mini-
mum value of the fan-in guaranteeing that the algorithm provides a feasible
solution for more than 50% of the tested instances. There is a clear evidence
that Fin decreases when the number of Gateways increases, because, with
more Gateways, the load is more balanced while the total traffic increase is
negligible. Therefore, we can conclude that the CentralizedRouting Algo-
rithm is effective in providing a feasible solution in a short computational
time and in avoiding the overdimensioning of the computational resources
of the Gateways.
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Figure 7.8: Maximum delay required to compute an aggregated measurement, assuming
M=5000 and E=20. The precision of the confidence intervals (omitted in the plot) is
below 10%.

Table 7.7: Performance of the ChordRouting protocol

Number
of Shares

Analytical Upper Bound
from Theorem 1

Average Number of
Compromised Meters

Max. Fan In

3 64.91% 34.36% 314.8
4 16.61% 5.70% 381.4
5 3.11% 0.89% 449.5
6 0.55% 0.14% 509.4
7 0.095% 0.011% 562.5
8 0.017% 0.0036% 627.1
9 0.0029% <0.0002% 684.9
10 0.0005% <0.0002% 750.2

Results with M = 5000, G = 200 and E = 20, averaged over 100 instances.

Fig. 7.8 compares the average delay required to compute an aggregated
share as a function of the fan-in threshold for different values of G with
the CentralizedRouting algorithm. The aggregation delay decreases for in-
creasing values of Fin, showing that better performance can be achieved
by improving the computational capabilities of the Gateways. Conversely,
increasing the amount of Gateways leads to a growth of the aggregation
delay, since the aggregation procedure usually requires more intermediate
steps. The influence of the number of EEs is negligible.

Finally, Table 7.7 shows the performance of the ChordRouting Algo-
rithm in terms of maximum fan-in of the Gateways and percentage of com-
promised Meters, reporting the percentage of Meters for which at least
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Table 7.8: Cryptographic primitives

params← Setup(1l) takes as input the security parameter
l, and outputs the public parameters
params

(V
M,τ

1 , ..., V
M,τ

w ) ← ShareGen
(param, τ,M, φm(τ) : m ∈M)

takes as input the measurements gener-
ated during the time span τ by the Me-
ters belonging to the setM and outputs
w aggregated share/commitment pairs
over the setM

(M, V
M,T

1 , ..., V
M,T

w ) ←
ShareAggr(param, T = Kτ, M,

V
M,τk
1 , ..., V

M,τk
w ∀k ∈ {1, . . . ,K})

takes as input the share/commitment
pairs generated during each time span
τk (1 ≤ k ≤ K) and outputs the cor-
responding time-aggregated pairs over
the time span T = Kτ

{0, 1} ← Vrfy(SM,τ
j , EM,τ

j : j ∈ J ⊆
{1, . . . , w})

takes as input a set of shares and their
associated commitments and outputs 1
if they are recognized as generated by
means of ShareGen, and 0 otherwise

ΦM(τ) ← Recovery(param,
SM,τ
j : j ∈ J ⊆ {1, . . . , w})

takes as input a subset of the w aggre-
gated shares and outputs the aggregated
measurement ΦM(τ) over the setM or
fails, thus not providing any output

one Gateway (with the exclusion the associated Gateway) collects all the
t shares or t partially aggregated shares including the Meter’s measure-
ments. Though this estimate is tighter than the estimate in Theorem 1, it is
still an upper bound, since the shares can be incompatible and not neces-
sarily leading to the recovery of the customer’s data. Results are compared
to the upper bounds provided by Theorem 1: the fraction of possibly com-
promised Meters decreases as the number of shares used in the SSS scheme
becomes higher: therefore, the choice of the system parameter t determines
the level of security achievable by the privacy-preserving protocol. The
number of shares t also influences the computational capabilities required
at the Gateways to run the protocol, since the maximum fan-in grows when
t increases.

7.6 Problem Formalization with Dishonest Adversary Models

We now discuss how the introduction of a dishonest adversary affects the
performance of the distributed aggregation infrastructure and propose some
countermeasures to mitigate the effects of such malicious behavior.
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7.6.1 Attacker Model

Under the new adversarial model, the only fully trusted nodes are the Con-
figurator and the Meters, which are assumed to behave honestly. Con-
versely, the EEs are supposed to behave according to the honest-but-curious
attacker model, i.e., they cannot inject false messages or alter the routing
of the communication flows, but try to deduce further information from
the data they receive, possibly creating collusions. Finally, the Gateways
are assumed to behave as dishonest nodes, which can collude in order to
alter the routing and the content of the messages. More precisely, the Gate-
ways can behave as dishonest-non-intrusive nodes, meaning that they may
modify the data but cannot alter the routing nor modify the structure of the
aggregation trees (e.g. by forcing some information to traverse one or more
of the corrupted Gateways), or as dishonest-intrusive nodes, which can al-
ter both content and routing. Since we assume that all the communication
channels are secure and authenticated, we do not consider the presence of
external eavesdroppers.

We start detailing the dishonest-non-intrusive Gateway adversary model.
We consider a single attacker which runs up toGc colluding Gateways in or-
der to gain access to the measurements generated by a large number of Me-
ters. We assume that the adversary selects the Gateways to corrupt before
the deployment of the information flows among the network nodes. Dur-
ing the data aggregation phase the malicious Gateways may provide altered
data to their neighbours in the aggregation trees. Such behaviour is declined
as follows: for the locally connected Meters, the malicious Gateway may
alter the measurements φm and compute shares and commitments on the
altered data. Conversely, for what concerns the partially aggregated shares
and commitments received by other Gateways, the dishonest Gateway can
alter the shares, the corresponding commitments, or both of them, but has
negligible probability of solving a Discrete Logarithm Problem (DLP).

Note that the malicious Gateway can modify the shares according to
different purposes: the easiest way is to replace it with a random value, so
that the final aggregated share is corrupted and becomes unusable. This
approach leads to a Denial of Service (DoS) attack. Alternatively, the Gate-
way can recompute the share with the aim of making the EEs retrieve mod-
ified aggregated measurements, (e.g. excluding the measurements of one or
more Meters specified by the aggregation rule communicated by the Con-
figurator, or including measurements generated by Meters not belonging
to the set of monitored users). In the remainder of the paper, this kind of
attack will be named Semantic attack.
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Conversely, in case of the dishonest-intrusive attacker model, in addi-
tion to all the assumptions and capabilities of the dishonest-non-intrusive
adversary, the Gc colluded Gateways alter the construction of the aggrega-
tion trees by inducing the honest Gateways to select them as their neigh-
bours, in order to mediate most of the aggregation requests specified by the
EEs. In Chord, this is done by modifying their finger table, so that it only
contains the identifiers of other colluded Gateways. This way, the probabil-
ity of a malicious Gateway to be included in a generic aggregation tree is
increased, since the finger tables are periodically exchanged and refreshed
during the stabilization phase of the Chord protocol and whenever a new
node joins/leaves the network.

7.6.2 Assumptions

Our data aggregation protocol consists of the primitives listed in Table 7.8.
In the remainder of the chapter, we assume that the deployment of the w ag-
gregation trees has already been performed during an initial setup phase, ac-
cording to the Chord-based distributed approach discussed in 7.3.3, which
implies that:

1. the average number of intermediate Gateways between a Meter mon-
itored by a given EE and the tree root Gateway that conveys the final
aggregate to the EE is denoted as L, which, in absence of attacks,
exhibits a O(log |G|) dependency [127];

2. the Gateways conveying the final aggregated shares to the EE are cho-
sen arbitrarily by the EEs themselves before the deployment of the
aggregation trees;

3. Chord IDs are obtained from node network addresses by using a hash
function such as SHA-1, therefore the attacker cannot chose the Chord
IDs assigned to the corrupted nodes. Therefore, the Chord IDs of the
malicious nodes can be assumed to be uniformly distributed along the
ID space.

Moreover, we assume that the Meters are fully reliable and not subject
to faults, meaning that at every time interval τ they always provide the
measurement φm(τ).

7.6.3 Security Properties

We now list the security properties that the aggregation infrastructure must
satisfy, under the dishonest adversarial model. The architecture is said to
be perfectly aggregator oblivious if:
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1. any EE can infer no information about the individual measurements
of the Meters m ∈Me;

2. any collusion of a set of EEs Ec cannot obtain any additional informa-
tion with respect to what is implied by the knowledge of the Φe(τ) for
all e ∈ Ec.

Formally, we define the following experiment AggrObliv for a given ad-
versary A, which represents a set of colluded honest-but-curious EEs, a
security parameter l, and a challenger C.

1. The Setup(1l) algorithm outputs the system parameters.

2. A chooses τ , N sets of MetersM1, . . . ,MN ⊆ M , and two sets of
measurements {φ0

m(τ) : m ∈M}, {φ1
m(τ) : m ∈M} :

∑
m∈Mj

φ0
m(τ) =∑

m∈Mj
φ1
m(τ)∀j ∈ {1, . . . , N}, and communicates M1, . . . ,MN ,

{φ0
m(τ) : m ∈M}, {φ1

m(τ) : m ∈M} to C.

3. C chooses a random bit b← {0, 1}, runs ShareGen (param, τ,Mj,

φbm(τ) : m ∈ Mj) ∀j ∈ {1, . . . , N} and sends (V
Mj ,τ

1 , ..., V
Mj ,τ

w )
∀j ∈ {1, . . . , N} to A.

Definition The aggregation infrastructure provides perfect aggregation
obliviousness if for every j ∈ {1, . . . , N} it holds that:

Pr(b = 0|VMj ,τ

1 , ..., V
Mj ,τ

w ) = Pr(b = 0)

Pr(b = 1|VMj ,τ

1 , ..., V
Mj ,τ

w ) = Pr(b = 1)

Moreover, we say that the architecture is t-blind if any collusion of a
set of Gateways Gc belonging to at most t − 1 distinct aggregation trees
cannot learn anything about the measurements generated by the Meters,
except for the Meters directly connected to the Gateways in Gc. Formally,
we define the experiment Blind for a given algorithm A and a parameter
l: the experiment assumes that adversary A controls a collusion Gc of dis-
honest Gateways belonging to at most t − 1 distinct aggregation trees and
as challenger C the whole set of Meters M and the set of Gateways G \Gc.

1. The Setup(1l) algorithm outputs the system parameters.

2. A chooses τ , a set of one single MeterM = {m}, two distinct mea-
surements φ0

m(τ), φ1
m(τ), and a subset of indexes I ⊆ {1, . . . , w} : |I| =

t− 1, and communicates them to C.
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3. C chooses a random bit b ← {0, 1}, runs ShareGen (param, τ,M,

φbm(τ) : m ∈M) and sends (V
M,τ

i : i ∈ I) to A.

Definition The aggregation infrastructure provides t-blindness if it holds
that:

Pr(b = 0|VM,τ

i : i ∈ I) = Pr(b = 0)

Pr(b = 1|VM,τ

i : i ∈ I) = Pr(b = 1)

Additionally, the concept of resiliency, which was first formalized in
Chapter 6.1.2 in the context of unreliable communication systems, has been
adapted to the data pollution scenario of this paper as follows. We say that
the architecture is e-resilient if it delivers the correct result even if at most
e shares are altered. Formally, we define the two following experiments
DoSResil and SemResil. The former works for a given algorithm A
and a parameter l and assumes that the adversaryA controls a collusion Gc

of dishonest Gateways capable of altering e aggregates shares conveyed to
a given EE by injecting false data in an arbitrary intermediate point of the
aggregation tree, and a challenger C.

1. The Setup(1l) algorithm outputs the system parameters.

2. A chooses τ , a set M, a set of measurements φm(τ) ∀m ∈ M, a
subset of indexes I ⊆ {1, . . . , w} : |I| = e, and communicates them
to C.

3. C runs ShareGen (param, τ,M, φm(τ) : m ∈M), replaces V
M,τ

i : i ∈
I with random numbers, runs Vrfy(SM,τ

j , EM,τ

j : j ∈ {1, . . . , w}, τ,),
then runs Recovery(param, SM,τ

j : j ∈ J ⊆ {1, . . . , w}) where J
is arbitrarily chosen by C and outputs Φ′M(τ) or fails.

Definition The aggregation infrastructure provides e-resiliency to DoS at-
tacks if for all p.p.t. algorithms there exists a negligible function negl such
that:

Pr(Φ′M(τ) = ΦM(τ)) ≥ 1− negl(l)

Conversely, the SemResil experiment assumes a collusion ofGc Gate-
ways capable of altering the final aggregated shares conveyed to a given EE
by controlling e roots of the aggregation trees:

1. The Setup(1l) algorithm outputs the system parameters.
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2. A chooses τ , a set of MetersM, two sets of measurements φ0
m(τ), φ1

m(τ)
∀m ∈ M, a subset of indexes I ⊆ {1, . . . , w} : |I| = e, and commu-
nicates them to C.

3. C runs ShareGen (param, τ,M, φ0
m(τ) : m ∈M), and ShareGen

(param, τ,M, φ1
m(τ) : m ∈ M) replaces V

M,τ

i,0 : i ∈ I with the cor-

responding shares V
M1,τ

i,1 : i ∈ I, runs Vrfy(SM,τ
j,0 , EM,τ

j,0 : j ∈ {1, . . . , w},
τ,). Then, it runs Recovery(param, SMj,0 : j ∈ J ⊆ {1, . . . , w})
where J is arbitrarily chosen by C and outputs Φ′M0 (τ).

Definition The aggregation infrastructure provides e-resiliency to Seman-
tic attacks if for all p.p.t. algorithms there exists a negligible function negl
such that:

Pr(Φ′M0 (τ) = ΦM0 (τ)) ≥ 1− negl(l)

Finally, the aggregation infrastructure is said to be fraud aware if, for
a given Meter monitored by multiple EEs, it allows to verify whether the
locally connected Gateway provided the same measurements to all the mon-
itoring EEs. Formally, we define the following experiment FrAware for a
parameter l, an adversary A which controls a malicious Gateway g and the
set of EEs, and a challenger C.

1. The Setup(1l) algorithm outputs the system parameters.

2. A chooses a time interval T = Kτ , a set of one single MeterM =
{m} : m ∈ Mg chosen among the Meters locally connected to g, the
share/commitment pairs V

M,τk
1 , ..., V

M,τk
w for k = 1, . . . , K, and the

individual time-aggregated shares SM,T
1 , ..., SM,T

w such that Recove-
ry(param, SM,T

1 ,..., SM,T
w )6=

∑K
k=1 Recovery( param, SM,τk

1 , ...,
SM,τk
w ) and communicates them to C.

3. C runs ShareAggr(param, T = Kτ,M, V
M,τk
1 , ..., V

M,τk
w )∀k ∈

{1, . . . , K} to obtain V
′M,T

1 , ..., V
′M,T

w and runs Vrfy(param, SM,T
1 , ...,

SM,T
w , E

′M,T

1 ,..., E
′M,T

w ). The output of Vrfy is considered as the out-
put of the experiment.

Definition The aggregation infrastructure provides fraud awareness if for
all p.p.t. algorithms it holds that:

Pr(FrAware outputs 1) ≤ negl(l)
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Meter, m Gateway, g Gateway, g′ Ext. Entity, e

1. Send Measurement

Generate individual
shares and commitments,
then aggregate

2a. Send partially aggregated share and commitment

aggregate

2b. Send aggregated share and commitment

run integrity ckecks,
then recover
aggr. measurement

Figure 7.9: Data aggregation phase of the VSS-enhanced aggregation protocol

7.7 An Architecture Resistant to Dishonest Adversaries

7.7.1 Protocol 1: Ensuring Data Integrity with VSS Scheme

The aggregation architecture described in Section 7.1 can be enhanced by
substituting SSS scheme with Pedersen VSS scheme, without altering the
aggregation procedure. The Configurator chooses the system parameters
g and h and communicates them to the Gateways and the EEs during the
setup phase of the communication protocol detailed in Section 7.2.2. Alter-
natively, g and h could be chosen directly by the nodes participating to the
aggregation procedure by means of a coin-flipping protocol.

We now detail the content of the messages exchanged during the data
aggregation phase (see Fig. 7.9).

1. Send Measurement:

m −→ g : φm(τ)

At every time interval τ each Meter m communicates its measure-
ment to the local Gateway, which divides it into w individual shares
Sτ,mj and associates them to the corresponding commitment Eτ,mj =
[Eτ,m

0 , Eτ,m
1 , · · · , Eτ,m

t−1 ]. Note that the commitment associated to the
individual shares is always the same, since the share number j (1 ≤
j ≤ w) appears only as exponent in the verification formula (see Eq.
(A.2)), while the values Ei (0 ≤ i ≤ t − 1) are not dependent on
j. Before forwarding the data, g possibly aggregates both shares and
commitments to the partially aggregated data received from the neigh-
boring Gateway(s) which precede(s) g in the j-th aggregation tree(s)
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to which g belongs and computes Sj and Ej .

2. Send (partially) aggregated share and commitment:

g −→ g′(g′ −→ e) : [j, Sj, Ej]

With reference to the j-th aggregation tree, after performing aggre-
gation on both shares and commitments, g forwards the partially ag-
gregated data to the next Gateway g′ along the aggregation tree or, in
case the aggregation procedure is completed, it sends the final share/-
commitment pair to the EE e to which the aggregated data are des-
tined. Note that, in case all the Gateways belonging to the j-th ag-
gregation tree behave honestly, the final aggregate share delivered to
e is Sj =

∑
m∈M : Ame=1 S

τ,m
j and the corresponding commitment is

Ej = [E0, E1, . . . , Et−1] = [
∏

m∈M : Ame=1 E
τ,m
0 ,

∏
m∈M : Ame=1 E

τ,m
1 ,

. . . ,
∏

m∈M : Ame=1E
τ,m
t−1 ]. Therefore, in absence of malicious nodes,

the aggregation procedure provides the correct aggregated results.
Once the EE collects at least t aggregated shares, it runs the verifi-
cation algorithm (see Algorithm 7.2). As previously mentioned, the
value of the commitments associated to the individual shares does not
depend on the share number j. It follows that, if the share and commit-
ment aggregation procedure is correctly performed, the commitments
associated to the aggregated shares received by the EE must have the
same value. Therefore, the algorithm first compares the received com-
mitments and verifies whether a subset of at least t commitments have
the same value (line 2). If such subset exists, the EE proceeds with
checking the integrity of each of the aggregated shares belonging to
such set (lines 3-8). If at least t shares pass the integrity check, the
aggregated measurement can be recovered by means of the Lagrange
interpolation algorithm (lines 9-11), otherwise, no reconstruction is
possible and the algorithm outputs a warning message (lines 13-14).

It is worth noting that, in order to ensure the robustness of the system
in presence of faulty Meters which do not provide their measurements to
the Gateways, the EEs can be provided with the total number M̂ of Me-
ters actually included in the computation of the aggregated measurement
by using the VSS scheme to encrypt the actual number me

g of local Meters
whose measurements have been correctly received by g and concur in the
computation of the aggregated data destined to the e-th EE. To do so, an
additional vector [Ŝj, Êj] containing the j-th share of me

g and the associated
commitment is appended to [j, Sj, Ej] and processed according to the same
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aggregation rules defined by the EE for the measurement collection, using
the same aggregation tree. Therefore, after performing the verification al-
gorithm, the EE retrieves both the aggregated measurement and M̂ . In case
M̂ <

∑
m∈M Ame, the EE can scale the aggregated measurement multiply-

ing it by a factor
∑
m∈M Ame

M̂
in order to obtain an estimate of the aggregate

that would have been received in case all the Meters had correctly provided
their measurements to the local Gateways.

Note also that the VSS scheme counteracts the elimination/alteration of
the partially aggregated shares and commitments received by the Gateways,
but does not avoid the replacement of the measurements generated by the
Meters locally connected to Liar Gateways. For the discussion of a specific
countermeasure addressing this issue, the reader is referred to Section 7.7.3.

7.7.2 Chord Auxiliary Routing Tables

We propose to counteract the effects of pollution of the Chord finger tables
obtained by the malicious nodes through the dishonest-intrusive attack by
relying on auxiliary routing tables provided by the Configurator to every
node. To do so, we assume that when a Gateway joins the j-th Chord ring
(1 ≤ j ≤ w), it communicates his Chord identifier to the Configurator. The
Configurator records the Gateways’ identifiers in w lists and periodically
provides every Gateway belonging to the j-th Chord ring an auxiliary rout-
ing table containing a subset of k entries of the j-th list, obtained by random
sampling. The Gateway can rely on such additional table to integrate both
their own finger table and successor list, while participating in the construc-
tion of the j-th aggregation tree, in order to identify the closest preceding
node of the Gateway locally connected to the Meter(s) to be monitored,
according to the standard Chord query procedure. Since the set of k identi-
fiers is originated by a random sampling, under the assumption that the IDs
of the malicious nodes are uniformly distributed along the ring the fraction
of malicious nodes belonging to the set is on average |Gc||G| , meaning each

Gateway can rely on a fraction of on average |G|−|Gc||G| honest entries, thus
lowering the probability that the node selected by the Gateways as next hop
is malicious. This limits the effects of the routing pollution performed by
the malicious Gateways, which always provide false routing information
when contacted by the honest nodes during the query process.

7.7.3 Protocol 2: Compliance Checks on Individual Time-Aggregated
Data
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Meter, m Gateway, g Gateway, g′ Ext. Entity, e
1. Send Measurement

Generate individual
shares and commitments,
compute aggregated meaurement
over T intervals,
then aggregate share
and append commitment
2a. Send partially aggr. share and list of commitments

aggregate share
append commitment

2b. Send aggr. share and list of commitments

aggregate commitments
run integrity ckecks,
then recover
aggr. measurement

Figure 7.10: Data aggregation phase of the VSS-enhanced aggregation protocol with
compliance checks on individual measurements

In order to prevent the Gateway from replacing the measurements gener-
ated by the local Meters with fake ones, the Configurator can perform some
checks on individual metering time-aggregated data, to verify whether they
are compliant to some auxiliary information it possesses about the individ-
ual time-aggregated energy consumption trend (e.g. the grid manager could
provide the Configurator with the total energy flow measured at a secondary
substation serving a certain set of Meters, or with historical data about the
average energy consumption of a single household). Therefore, this proce-
dure allows the individuation of possible outliers, which are more likely to
have been faked. For the sake of easiness, we assume that the auxiliary in-
formation is aggregated over T intervals. The parameter T must be chosen
in order to ensure a sufficiently coarse granularity of the time aggregation
(e.g., one day), in order to avoid any leakage of fine-grained data.

To make the compliance checks possible, each Gateway g is assumed to
store the energy consumption measurements generated by each Meter m ∈
Mg, where Mg represents the set of Meters locally connected to the g-th
Gateway, and aggregated over the last T intervals Φm(τ) =

∑τ−1
i=τ−T φm(i).

In addition, g computes and stores the corresponding w time-aggregated
shares Sm,Tj of Φm(τ) and their associated commitment Em,T . Moreover,
the aggregation procedure is modified as follows: instead of aggregating
the individual commitments associated to each share along the aggrega-
tion trees, the intermediate Gateways simply append them to [j, Sj] (see
Fig. 7.10). Therefore, while message 1. remains unchanged, the content
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Configurator, f Gateway, g Ext. Entity, e Ext. Entity, e′

Ia. Request time-aggregated data

Ib. Request time-aggregated data

Ib. Request time-aggregated data

Aggregate T
individual
commitments

Aggregate T
individual
commitments

II. Send time-aggregated commitments

II. Send time-aggregated commitments

III. Send time-aggregated shares and commitment

run compliance
check algorithm

Figure 7.11: Compliance check phase of the VSS-enhanced aggregation protocol

of message 2. Send partially aggregated share and list
of commitments becomes:

g −→ g′(g′ −→ e) : [j, Sj, (Em1,τ
j , Em2,τ

j , · · · , Emn,τj )]

where m1, m2, · · · , mn are a (sub)set of the Meters monitored by the e-th
EE. Therefore, in case of correct aggregation procedure, the EEs receive
w aggregated shares and w corresponding sets of

∑
m∈M Ame individual

commitments each. Before performing the verification algorithm discussed
in Section 7.7.1, the EE aggregates the commitments belonging to the j-th
set according to the values of Ame in order to obtained the final aggregated
commitments.

As depicted in Figure 7.11,the compliance check protocol consists of
the following messages:

I Request time-aggregated data

f −→ m(f −→ e/e′) : ID(m)

In case the Configurator wants to perform the compliance check on
a given Meter m connected to the Gateway g, it asks g and all the
EEs e ∈ E : Hme = 1 to provide the individual time-aggregated data
generated by m.

II Send time-aggregated commitments

e/e′ −→ f : (Em,T1,e , Em,T2,e , · · · , Em,Tw,e )

Each EE monitoring m computes w time-aggregated commitments
Em,Tj,e (1 ≤ j ≤ w), based on the sets of individual commitments

139



i
i

“thesis” — 2013/10/1 — 15:22 — page 140 — #154 i
i

i
i

i
i

Chapter 7. The Distributed Aggregation Architecture

associated to the shares of m received in the last T intervals, and
provides them to the Configurator. In case the EE cannot compute
some of the time aggregated commitments due to missing data or in-
dividuates some corrupted commitments by means of the verification
algorithm, it communicates only the commitments which passed the
integrity checks. In case too many commitments have been altered,
thus making secret recovery at the EE impossible, the Configurator
excludes the EE from the compliance check procedure.

III Send time-aggregated shares and commitments

g −→ f : [(Sm,T1 , Sm,T2 , · · · , Sm,Tw ), Em,T ]

After computing the w shares Sm,Tj of the time aggregated measure-
ment Φm(τ) and the associated commitment Em,T , the g-th Gateway
sends them to the Configurator.

Then, according to Algorithm 7.3, for each of the involved EEs the
Configurator compares the commitments Em,T1,e , Em,T2,e , · · · , Em,Tw,e received
by the e-th EE with the commitment Em,T received by g. This prevents
g from communicating to the Configurator a different measurement
with respect to the data sent to the EEs during the data collection
procedure. Finally, the Configurator runs the verification algorithm
on the w time-aggregated shares Sm,Tj and the commitment Em,T pro-
vided by g to verify their integrity, reconstructs Φm(τ) by means of the
Lagrange interpolator, and performs the compliance checks on Φm(τ).
In case the verification algorithm fails or the value of Φm(τ) is anoma-
lous, g is considered as malicious.

7.8 Security Evaluation

In this Section we prove that the security properties enumerated in Sec-
tion 7.6 are satisfied by the enhanced aggregation architecture described in
Section 7.6.3.

Theorem 7 (Aggregation obliviousness). The VSS-enhanced aggregation
architecture described in Section 7.7.1 provides perfect aggregation obliv-
iousness.

Proof. We hereby detail the computations performed by the ShareGen
algorithm run by C to obtain the i-th share/commitment pair of the aggre-
gated measurement computed over the set Mj . As discussed in Section
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A.3.3, the aggregated share Si = (si, yi) is computed as:

si =
∑
m∈Mj

(φbm(τ) + F1,mi+ F2,mi
2 + · · ·+ Ft−1,mi

t−1)

=
∑
m∈Mj

φbm(τ) +
∑
m∈Mj

(F1,mi+ F2,mi
2 + · · ·+ Ft−1,mi

t−1)

yi =
∑
m∈Mj

(ym +G1,mi+G2,mi
2 + · · ·+Gt−1,mi

t−1)

where ym ∈ Zq is randomly chosen by C for each Meter m. Since the only
term showing dependency on b is

∑
m∈Mj

φbm(τ) and
∑

m∈Mj
φ0
m(τ) =∑

m∈Mj
φ1
m(τ) by construction, it follows that Si = (si, yi) assumes the

same value for either b = 0 and b = 1, thus not providing any information
on the choice of b.

The corresponding commitment Ei is computed as:

E0 =
∏

m∈Mj

gφ
b
m(τ)hym = g

∑
m∈Mj

φbm(τ)
h
∑
m∈Mj

ym

Ei =
∏

m∈Mj

gFi,mhGi,m 1 ≤ i ≤ t− 1

The only term depending on b isE0, but since
∑

m∈Mj
φ0
m(τ) =

∑
m∈Mj

φ1
m(τ)

by construction, its value remains the same for either b = 0 and b = 1.
Therefore, Ej does not leak any information on b. It follows that:

Pr(b = 0|VMj ,τ

1 , ..., V
Mj ,τ

w ) = Pr(b = 0)

Pr(b = 1|VMj ,τ

1 , ..., V
Mj ,τ

w ) = Pr(b = 1)

Theorem 8 (Blindness). The VSS-enhanced aggregation architecture de-
scribed in Section 7.7.1 provides t-blindness.

Proof. At the end of step 3 of the Blind experiment, the adversary A
receives a set of t − 1 shares/commitment pairs V

M,τ

1 , ..., V
M,τ

t−1 . Since
VSS has been proved to be unconditionally hiding (see [101, Theorem 3.1])
thanks to the usage of randomness and it is also proved (see [101, Theorem
4.4]) that the knowledge of at most t− 1 share/commitment pairs does not
provide any information about the secret φ, we obtain that:

Pr(b = 0|VM,τ

i : i ∈ I) = Pr(b = 0)

Pr(b = 1|VM,τ

i : i ∈ I) = Pr(b = 1)
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The proof can straightforwardly be extended of any set of share/commit-
ment pairs of cardinality lower than t− 1.

Theorem 9 (DoS Resiliency). Under assumption of computational intractabil-
ity of the discrete logarithm problem in Zp, the VSS-enhanced aggregation
architecture described in Section 7.7.1 provides e-resiliency to DoS attacks.

Proof. In the VSS-enhanced infrastructure, at step 3. of the DoSResil
experiment, before running the Recovery algorithm C performs Vrfy,
which consists in running the Verification Algorithm (see Algorithm 7.2) to
verify the integrity of the share/commitment pairs V

M,τ

j : j ∈ {1, . . . , w}
according to (A.2) and to individuate the largest set of shares having the
same commitment value by comparing EM,τ

1 , ..., EM,τ

w . Since the correct-
ness of Formula (A.2) is proved in paper [101, Theorem 4.3], it follows
that:

Pr(SM,τ
i , EM,τ

i passes checks|SM,τ
i , EM,τ

i is correct) = 1

Conversely, under the assumption of computational intractability of the dis-
crete logarithm problem, the probability that a corrupted share/commitment
pair passes the integrity check performed by means of Formula (A.2) is
1/2p and can be considered as negligible, thus:

Pr(SM,τ
i , EM,τ

i passes checks |SM,τ
i , EM,τ

i is altered) ≤ negl(l)

LetJ ⊆ {1, . . . , w} be the set of indexes of the share/commitment pairs for
which Vrfy outputs 1, i.e., which passed both the integrity checks (lines
2-6 of Algorithm 7.2) and commitment comparison checks (lines 7-8 of Al-
gorithm 7.2). C runs Recovery(param, SM,τ

j : j ∈ J ⊆ {1, . . . , w}, τ )
and obtains Φ′M(τ). According to [101, Theorem 4.3], it holds that:

Pr(Φ′M(τ) = ΦM(τ) | |J | ≥ t) = 1− negl(l)

Therefore:

Pr(Φ′M(τ) = ΦM(τ) | |I| = e) =

=

{
negl(l) if e > w − t

1− negl(l) otherwise

Therefore, the VSS-enhanced infrastructure provides (w − t)-resiliency to
DoS attacks.
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Note that the attacker can obtain a DoS attack by replacing either the
shares or the commitments (or both of them) with random numbers. Note
also that the standard architecture relying on the SSS scheme with the
Berlekamp-Welch recovery algorithm would provide (0, bw−t

2
c)-resiliency.

Theorem 10 (Semantic Resiliency). Under assumption of computational
intractability of the discrete logarithm problem in Zp, the VSS-enhanced
aggregation architecture described in Section 7.7.1 provides e-resiliency to
Semantic attacks, where e = bw

2
c if t ≤ bw

2
c and e = w − t otherwise..

Proof. The proof is analogous to Theorem 3. Since in this case the replaced
share/commitment pairs have been computed coherently, they always pass
the integrity checks (lines 2-6 of Algorithm 7.2) performed by Vrfy. How-
ever, the values of such commitments are different than the ones of the
unaltered aggregated commitments collected by the EE. Then the EE runs
the Recovery algorithm on the widest set J of shares having the same
commitment value. This way, the corrupted shares can still be identified by
the comparison mechanism (lines 7-8 of Algorithm 7.2) and treated as they
were missing during the secret reconstruction phase, provided that they are
less than t in case t > bw

2
c, or less than bw

2
c+1, in case t ≤ bw

2
c. Therefore,

it follows that:
Pr(Φ′M(τ) = ΦM(τ) | |I| = e) =

=

{
negl(l) if (e > w − t ∧ t > bw

2
c) ∨ (e > bw

2
c ∧ t ≤ bw

2
c)

1− negl(l) otherwise

Note that, also in case of Semantic attack, the standard architecture re-
lying on the SSS scheme with the Berlekamp-Welch recovery algorithm
would provide (0, bw−t

2
c)-resiliency.

Note also that the alteration of the share-commitment pairs can be done
according various criteria: share and commitment might be recalculated
over a new randomly chosen (ŝ, ŷ) pair and polynomials F̂ (x), Ĝ(x) or
according to a new aggregation rule defined by the attacker, e.g. in order
to exclude the measurements generated by some of the Meters specified in
the aggregation rule (or, vice-versa, to include some Meters not considered
by the aggregation rule).

Theorem 11 (Fraud awareness). Under assumption of computational in-
tractability of the discrete logarithm problem in Zp, the VSS-enhanced ag-
gregation architecture described in Section 7.7.1 provides fraud aware-
ness.
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Proof. By contradiction, let A be a p.p.t. algorithm that has more than a
negligible advantage in the FrAware experiment, i.e. which generates the
share/commitment pairs V

M,τk
1 , ..., V

M,τk
w for k = 1, . . . , K, and the indi-

vidual time-aggregated shares SM,T
1 , ..., SM,T

w such that Recovery(param,
SM,T

1 ,...,SM,T
w )6=

∑K
k=1 Recovery(param, SM,τk

1 , ..., SM,τk
w ) and such that

SM,T
1 , ..., SM,T

w pass the checks performed by Vrfy with non-negligible
probability. This contradicts [101, Theorem 4.3], which under assumption
of computational intractability of the discrete logarithm problem proves
that:

Pr((Recovery(param, SM,τ
j : j ∈ J ⊆ {1, . . . , w} ∧ |J | ≥ t) 6=

6= (Recovery(param, SM,τ
j : j ∈ J ′ ⊆ {1, . . . , w} ∧ |J ′| ≥ t∧

∧ J 6= J ′) | Vrfy(param, SM,τ
j , E : j ∈ J ) = 1∧

∧ Vrfy(param, SM,τ
j , EM,τ

j : j ∈ J ′) = 1) < negl(l)

7.9 Performance Evaluation

In this Section, we evaluate the performance of the enhanced aggregation
protocol in terms of message size, computational effort and timings cryp-
tographic operations at the various nodes.

We start discussing the message size. let L[x] the length of message x,
expressed in number of bits. Since L[Ei] = L[p] and L[Sj] = 2L[q], the
length of a message including a share and its associated commitment can
be computed as L[j] + L[Sj] + L[E ] = L[w] + 2L[q] + tL[p]. considering
that the total number of shares w is quite low, a reasonable choice could
be L[w] = 8. Typical choices for the lengths p and q are L[p] = 1024
and L[q] = 160. With these assumption, it results L[w] + 2L[q] + tL[p] =
8 + 320 + t · 1024 bits. Conversely, in case the compliance check protocol
discussed in Section 7.7.3 has to be supported, the commitments are ap-
pended by the Gateways to the message containing the aggregated share,
whose length can be upper bounded by L[w] + 2L[q] + t

∑M
m=1 AmeL[p] =

8 + 320 + t ·
∑M

m=1Ame · 1024 bits. Moreover, the compliance check pro-
tocol requires the collection of w time-aggregated commitments from the
EEs with a message of length twL[p] = t·w·1024 bits, and the collection of
w time-aggregated shares and one commitment from the Gateway locally
connected to the Meter under check, which results in a message of length
2wL[q] + tL[p] = w · 320 + t · 1024 bits.
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Table 7.9: Computational load at each node in Pedersen VSS Scheme

Meter measurement generation

Gateway

share computation: Me[2w(t−1)Cs(q)+2w(t−1)Cm(q)+(2t−1)Cr(q)]
commitment computation: Me2tL[q]Cm(p)
share aggregation: 2IeCs(q)
commitment aggregation: IeCm(p)

EE
share verification: wt(2L[q] + 1)Cm(p)
commitment comparison: Cc(w)
Secret recovery: Cb(w)

Me= number of locally connected Meters monitored by the e-th EE, Ie= number of
incoming shares to be aggregated for the e-th EE, Cs(x)= cost of a sum modulus x,

Cm(x)= cost of a multiplication modulus x, Ce(x)= cost of an exponentiation modulus
x, Cr(x)= cost of the generation of a random number modulus x, Cc(x) = O(x2)= cost

of the comparison of x numbers, Cb(x) = O(x2)= cost of the Lagrange interpolation
algorithm considering x shares.

Table 7.9 reports the computational effort at each node, assuming the
presence of a single EE specifying one aggregation rule. Calculations have
been based on the results presented in [101]: assuming that the powers
of j are precomputed and have no impact on the computational load, a
commitment can be computed in at most 2t · L[q] multiplications, while an
integrity verification can be performed in (2·L[q]+1)tmultiplications. The
commitment generation and integrity verification operations turn out to be
the computationally most demanding.

Finally, the average timings of the cryptographic operations performed
by the nodes are reported in 7.10. Measurements have been performed us-
ing an Intel Core i5-2400 CPU at 3.10 GHz. It is worth noting that the
computational effort at the Gateways is extremely limited, since the shares
and commitment generation is performed only for the measurements gen-
erated by the Meters locally connected to the Gateways, which are gener-
ally assumed to be few. Conversely, the aggregation operations, which are
repeated multiple times by each Gateway, introduce a very light computa-
tional overhead. The most computationally demanding operations are the
integrity verification and the secret recovery performed by the EEs, which
are assumed not to be resource constrained and thus can afford a higher
computational burden.

7.10 Effectiveness Evaluation of Attacks and Countermeasures

In this section, we provide mathematical expressions to approximate the
probability of success of the DoS and Semantic attacks for the dishonest-
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Table 7.10: Computational times of Pedersen VSS scheme, assuming w = 8 and t = 3

Operation Time
Share generation 239.6 µs

Commitment generation 14.54 ms
Share aggregation 18.33 µs

Commitment aggregation 42.17 µs
Integrity verification 828.5 µs

Commitment comparison 32.35 µs
Secret recovery 52.01 ms

non-intrusive and dishonest-intrusive attack models and we evaluate their
impact on the performance of the aggregation protocol. For this purpose,
the aggregation architecture and both attacks have been implemented within
the OMNET++/OverSim framework [2,132]. For the sake of simplicity, we
assume that the underlying communication network is reliable and timely,
thus no shares can be lost due to communication errors or delays.

7.10.1 Analytical Assessment

Let p be the probability that the measurements generated by a given Meter
pass through a malicious Gateway and let Me =

∑
m∈M Ame be the cardi-

nality of the set of Meters monitored by the EE e. The probability Ps that
the s-th aggregated share is not corrupted is:

Ps = (1− p)Me

Note that the value of p varies with the type of attack model and on the num-
ber of colluded Gateways: in the next section, we will show the dependency
of p on |Gc|, for both the dishonest-non-intrusive and dishonest-intrusive
attacks.

In absence of any countermeasure, for both DoS and Semantic attacks,
the Berlekamp-Welch algorithm allows the recovery of the aggregated mea-
surements if the number of corrupted shares is bounded by e ≤ bw−t

2
c.

Therefore, in this case we have:

PDoS/Semantic = 1−
bw−t

2
c∑

i=0

(
w

i

)
(1− Ps)iPw−i

s (7.14)

Conversely, in case the VSS scheme is used, the shares which are identi-
fied as corrupted by the verification algorithm are excluded from the secret
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recovery procedure, therefore for a DoS attack we obtain:

PDoS,V SS = 1−
w−t∑
i=0

(
w

i

)
(1− Ps)iPw−i

s (7.15)

while the Semantic attack succeeds with probability:

PSemantic,V SS = 1−
e∑
i=0

(
w

i

)
(1− Ps)iPw−i

s (7.16)

where e = w − t if t > bw
2
c and e = bw

2
c otherwise.

7.10.2 Numerical Results

We first evaluate numerically the dependency of p on |Gc|. In the dishonest-
non-intrusive attack scenario, simulation results (not reported for the sake
of conciseness) show that p ∝ |Gc|

|G| , thus exhibiting a linear dependency on
the number of malicious Gateways.

Fig. 7.12 plots the trend of p as a function of the percentage of colluded
Gateways, for the dishonest-intrusive attack. In this scenario, the malicious
Gateways alter their finger tables by filling them only with the identifiers of
other colluded nodes, which increases the probability that an aggregation
requests is routed to a malicious Gateway. Therefore, p increases super-
linearly with |Gc|: even with a small fraction of malicious Gateways, the
probability p is very high and closely approaches 1 in case of large net-
works. However, as showed in Figure 7.13, in case of dishonest-intrusive
attack the value of p can be consistently reduced by introducing the usage
of auxiliary routing tables as countermeasure: even if the number of entries
of such tables is limited (e.g. k = 2%), p drops significantly, especially for
low cardinalities of Gc.

Fig. 7.14 plots the probability of DoS and Semantic attack success
for the dishonest-non-intrusive scenario, computed according to Equations
(7.14), (7.15), and (7.16), as a function of the total number of shares w.
Results show that injecting corrupted shares leads to a strong degradation
of the performance of the protocol. However, it is worth noting that for the
DoS attack the usage of the VSS scheme effectively counteracts the effects
of Liar Gateways, reducing the probability of attack success by several or-
ders of magnitude. In case of Semantic attack, the VSS is less effective but
still leads to a reduction of the success probability. Note that the saw tooth
shape of the Semantic attack success probability is due to the floor function
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Figure 7.12: Probability that the measurements generated by a given Meter are altered
by one or more malicious Gateways, p, for the dishonest-intrusive attack.
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Figure 7.13: Probability that the measurements generated by a given Meter are altered by
one or more malicious Gateways, p, for the dishonest-intrusive attack with auxiliary
routing tables, assuming |G| = 1000.
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Figure 7.14: Probability of success of the DoS and Semantic attacks, assuming the
dishonest-non-intrusive attack scenario, |G| = 1000, t = 3, Gc = 20, and Me = 10.

which defines the upper bounds of the summations in Equations (7.14) and
(7.16).

While in the dishonest-non-intrusive scenario the probability of success
of the attacks is reasonably low and rapidly decreases when w grows, the
effect of the dishonest-intrusive attack is more incisive, as shown in Figure
7.15. However, combining the usage of the VSS scheme and of auxiliary
routing tables still allows a consistent reduction of the success probability.

Finally, Figure 7.16 plots the success probability of the Dos attack for
different cardinalities of the set of monitored Meters in case of dishonest-
non-intrusive and dishonest-intrusive scenarios, assuming the usage of both
VSS scheme and auxiliary routing tables. Result shows that both attacks
are more effective when the cardinality Me of the set of monitored Me-
ters is high, but while in the dishonest-non-intrusive attack the probabil-
ity of success is acceptable for small-medium aggregates, the effect of the
dishonest-intrusive attack is dire and makes the recovery of the aggregated
measurements almost impossible even for low values of Me. However, in-
creasing the total number of shares w lowers the attack success probability
in all the considered cases.
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Figure 7.15: Probability of success of the DoS and Semantic attacks, assuming the
dishonest-intrusive attack scenario, |G| = 1000, t = 3, Gc = 20, and Me = 10.

7.11 Conclusion

This Chapter proposes a security architecture and a communication proto-
col for the privacy-friendly distributed computation of aggregated measure-
ments generated by Smart Meters, which are destined to External Entities
such as utilities and third parties. The architecture relies on Gateway nodes,
which are located at the customer’s households and perform collection and
processing of the data gathered by the local Meters, also providing commu-
nication and security capabilities. This paper also provides an Integer Lin-
ear Programming formulation to deploy the communication flows among
the nodes with the goal of minimizing the aggregation delay, a centralized
algorithm, and a distributed algorithm for the routing of the information
flows. Simulations show that the Shamir Secret Sharing encryption scheme
is a viable approach to perform privacy-preserving aggregation of meter-
ing data and that the distributed routing algorithms are significantly more
scalable than the optimal ILP formulation, with a limited increase of the
aggregation delay and maintaining strong privacy properties.

We also propose two countermeasures to mitigate the effects of the
dishonest-non-intrusive and dishonest-intrusive attacks, based on Peder-
sen’s Verifiable Secret Sharing scheme and on the usage of auxiliary Chord
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(a) dishonest-non-intrusive DoS Attack
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Figure 7.16: Dependency of the DoS success probability on the cardinality of Me, using
the VSS scheme with auxiliary routing tables (|G| = 1000, |Gc| = 20).

routing tables, respectively. Results obtained under different assumptions
on the adversary model show that in case of small-medium aggregates the
effects of both attacks can be compensated by a correct dimensioning of
the number of shares in the VSS scheme and by relying on the additional
routing information provided by a trusted node called Configurator. Con-
versely, when the number of measurements to be aggregated is high, the
degradation in the performance of the aggregation protocol is more severe,
especially in case of the dishonest-intrusive attack.
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Algorithm 7.1 The CentralizedRouting heuristic algorithm

1: initialize zijmse, w
i
es, x

ij
ms, y

ij
es, CountSharei, Delaymse to 0 ∀m ∈ M, e ∈ E , s ∈

S, i ∈ G, j ∈ G
2: for all i ∈ G do
3: Fi ←

∑
m∈M ΓmiS

4: end for
5: gcurr ← 1
6: for all s ∈ S do
7: for all e ∈ E do
8: ghead ← gcurr
9: for all m ∈M : Ame = 1 do

10: let i be the Gateway such that Γmi = 1
11: if Fgcurr

< Thr or ghead ≤ i ≤ gcurr then
12: if i < ghead or i > gcurr then
13: if yijes = 0, ∀j : ghead ≤ j ≤ gcurr then
14: zigcurr

mse ← 1, xigcurr
ms ← 1, yigcurr

es ← 1, Fgcurr
← Fgcurr

+
1, Delayme ← Delaymse +Digcurr

15: else
16: g ← min j : ghead ≤ j ≤ gcurr ∧ yijes = 1
17: zigmse ← 1, xigms ← 1, Delaymse ← Delaymse +Digcurr

18: end if
19: end if
20: if ghead 6= gcurr and i 6= ghead then
21: for all ∀j : ghead < j ≤ gcurr do
22: zj,j−1mse ← 1, xj,j−1ms ← 1, yj,j−1es ← 1, Delaymse ← Delaymse +

Dj,j−1
23: end for
24: end if
25: else
26: gcurr ← gcurr + 1
27: end if
28: end for
29: end for
30: CountSharegcurr

← CountSharegcurr
+ 1

31: if CountSharegcurr = S − 1 then
32: gcurr ← gcurr + 1
33: end if
34: end for
35: return zijmse,maxm∈M,s∈Se∈E Delaymse
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Algorithm 7.2 Verification Algorithm run by the EEs

1: initialize set J = �
2: for all j ∈ {1, . . . , w} do
3: if E(sj , yj) ==

∏t−1
i=0 E

ji

i then
4: J = J ∪ j
5: end if
6: end for
7: J ← argmaxA∈P(J ) |J | : Em == En ∀(m,n) ∈ A×A : m 6= n

8: if |J | ≥ t then
9: recover aggregated measurement using the shares with indices in A by means of the

Lagrange interpolator
10: return aggregated measurement
11: else
12: return secret recovery not possible
13: end if

Algorithm 7.3 Compliance Check Algorithm run by the Configurator

1: for all e ∈ E : Ame = 1 do
2: Ẽe = {Em,Tj,e : Em,Tj,e is available
3: if |Ẽe| ≥ t then
4: if ∃Em,Tj,e ∈ Ẽe : Em,Tj,e 6= Em,T then
5: return g is malicious
6: end if
7: end if
8: end for
9: if output of the verification algorithm on Sm,Tj (1 ≤ j ≤ w) and Em,T is warning

message then
10: return g is malicious
11: end if
12: run the Lagrange interpolation algorithm on Sm,Tj (1 ≤ j ≤ w) to recover Φm(τ)
13: if Φm(τ) is not compliant to the auxiliary information then
14: return g is malicious
15: end if
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CHAPTER8
Combining Distributed Data Aggregation

and Obfuscation

IN this Chapter we discuss how to integrate our proposed distributed data
aggregation infrastructure with a data obfuscation technique relying on
noise addition, which is performed on the individual data before aggre-

gation and is aimed at preventing the identification of the individual con-
tribution of a user inside an aggregate, even in case the user’s individual
energy consumption data are known to the adversary. To address this issue,
we formalize the notion of “decisional attack" and propose a countermea-
sure to mitigate its effects, evaluating its performance with both synthetic
and real energy consumption data.

8.1 The Aggregation Architecture

We consider the same distributed architecture discussed in Chapter 7. The
only difference with respect to that Chapter is that, at every time inter-

1Part of the contents of this Chapter have appeared in: Cristina Rottondi, Marco Savi, Daniele Polenghi,
Giacomo Verticale, and Christoph Krauss, “A Decisional Attack to Privacy-friendly Data Aggregation in Smart
Grids” GLOBECOM 2013, IEEE Global Communication Conference, Atlanta, Georgia, December 2013
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Chapter 8. Combining Distributed Data Aggregation and Obfuscation

Figure 8.1: The data aggregation procedure

val t, after collecting the metering data si[t], the Gateway performs noise
injection by adding to si[t] a zero-mean white noise li[t] with power σ2

l ,
as defined in [7, 44, 118], obtaining the noisy time-series metering data
xi[t] = si[t] + li[t].

Then, the perturbed measurements x1[t], . . . , xN [t] are divided in shares
Sj(xi[t]) (1 ≤ j ≤ w) by means of the SSS scheme and forwarded to
the neighboring Gateways, which aggregate them with their local measure-
ments according to the aggregation rules specified by the External Entities
(EEs) by means of a set Πe of Meters they want to monitor. Therefore, at
each time interval t the EE expects to obtain the quantity:

Xe[t] =
∑
i∈Πe

xi[t] =
∑
i∈Πe

si[t] + ltot[t]

Note that ltot[t] =
∑

i∈Πe
li[t] is characterized by the power σ2

l,tot and that a
well designed system should provide the minimum σ2

l,tot while providing a
required level of privacy.

An example of our proposed architectural model is depicted in Figure
8.1, which shows a scenario with N = 2 Meters monitored by a single EE
and assumes w = 2. For the sake of easiness, we assume that each Gateway
is associated to only one Meter. Therefore, after splitting the measurement
of Meter 1 in two shares S1(x1[t]) and S2(x1[t]), Gateway 1 sends S2(x1[t])
to Gateway 2 and sums the share S1(x1[t]) to S1(x2[t]), which it has before-
hand received from Gateway 2. Gateway 2 behaves analogously. The EE
collects the aggregated shares S1(X[t]) and S2(X[t]) and recombines them
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8.2. Adversary Model and Decisional Attack

Figure 8.2: The attack definition

to obtain the aggregated measurement X[t] = x1[t] + x2[t] by means of the
Lagrange Interpolation algorithm.

8.2 Adversary Model and Decisional Attack

We assume that Gateways and EEs behave according to the honest-but-
curious attacker model, i.e. they honestly execute the protocol, but they
store all their inputs and process them in order to obtain additional infor-
mation about the individual data. The nodes are supposed to have infinite
memory. However, they cannot alter the routing nor the content of the ex-
changed messages.

In this Chapter, we consider an attack scenario in which a malicious EE
has auxiliary information on the individual time series. Therefore, we as-
sume that some of the Gateways can create collusions with the EEs, provid-
ing them with the individual measurements si[t] of the local Meters, before
performing noise addition. The EEs’ knowledge of the individual measure-
ments allows them to efficiently perform the decisional attack described
hereafter.

First, we introduce the property of indistinguishability of any two users,
which must be satisfied by the privacy-preserving infrastructure and is de-
fined as follows:

Definition We say that the aggregation architecture provides indistinguisha-
bility of any two users if a decisional attack succeeds with probability
0.5 + ε, where ε is an arbitrarily low system design parameter.

To evaluate users’ distinguishability, we define the following decisional
problem:

Definition Decisional Attack: The adversary, i.e. the e-th malicious EE, is
given the following noisy aggregate measurements:

Xa[t] =
∑

i∈Πe\{a,b}

xi[t] + xa[t] =
∑

i∈Πe\{a,b}

xi[t] + (sa[t] + la[t])
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Chapter 8. Combining Distributed Data Aggregation and Obfuscation

Xb[t] =
∑

i∈Πe\{a,b}

xi[t] + xb[t] =
∑

i∈Πe\{a,b}

xi[t] + (sb[t] + lb[t])

These measurements are calculated over |Πe| participants and differ only
by a single participant: a in the first aggregate and b in the second. The
attacker is also provided with the time-series smart metering data sa[t] of
user a, which represents the auxiliary information. The adversary has to
decide whether the user a participates in the noisy aggregate measurement
Xa[t] or Xb[t]. The attacker can perform any desired elaboration on the
data: in particular, she can filter the aggregated data X[t] with any Linear
Time-Invariant (LTI) filter.

We suppose that the attacker knows sa[t] for 0 ≤ t < T . We consider a
simple decision algorithm that calculates the correlation between the time-
series sa[t] and Xa[t] and between sa[t] and Xb[t] as follows:

Ra =
T∑
t=0

Xa[t]sa[t]

Rb =
T∑
t=0

Xb[t]sa[t]

The adversary chooses the noisy aggregate measurement that results in
the highest correlation with sa[t] and the attack succeeds if Ra − Rb >
0. Clearly, the higher is the noise power σ2

l,tot, the less pronounced is the
difference between Ra and Rb, thus making the probability of correct guess
approach a coin toss.

Although the decisional attack is of limited interest for a real attacker, we
believe that it has a significant theoretical value. In fact, any unspecified
efficient algorithm capable of extracting personal information from the per-
turbed data can be used to successfully perform a decisional attack. There-
fore, if for a given setup the decisional attack succeeds with low probability,
then we expect that the amount of personal information that can possibly
be extracted is negligible. Thus, preventing the attacker from detecting the
presence of a known individual contribution inside an aggregated measure-
ment through a decisional attack provides a valid countermeasure to a wide
class of attacks affecting user’s privacy.
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8.3. Countermeasure Description

Figure 8.3: The countermeasure definition

8.3 Countermeasure Description

8.3.1 Countermeasure Description

As described in Section 8.1, the noise process li[t] summed by the Gateways
to the smart-metering data si[t] is a zero-mean white noise. In Section 8.2,
we have defined a possible attack to reduce users’ privacy exploiting the
properties of correlation among signals.

Our proposed countermeasure to defy this kind of attack is shown in
Figure 8.3. It consists in summing to the smart-metering data process si[t]
a zero-mean colored (i.e. correlated) noise li[t], obtained by filtering the
zero-mean white noise li′[t] with a LTI digital filter H . This filter must be
designed in order to minimize Pr{Ra − Rb > 0}, i.e. the probability that
the attack is successful. The expected value and the variance of Ra − Rb

can be calculated as:

E[Ra −Rb] =
T∑
t=0

sa[t]
2 −

T∑
t=0

sa[t]sb[t]

var[Ra −Rb] = 2σ2
l′

∫ 1

0

|H(φ)|2 · |Sa(φ)|2dφ (8.1)

where σ2
l′ is the variance of the processes la′[t] and lb′[t], φ is the normalized

frequency and Sa(φ) and H(φ) are the Discrete Fourier Transform of sa[t]
and of the impulse response h[t] of the filter H , respectively.

In order to minimize Pr{Ra − Rb > 0}, we design the filter H that
maximizes the right-hand side of (8.1), which leads to the following maxi-
mization problem:

max

∫ 1

0

|H(φ)|2 · |Sa(φ)|2dφ

Considering the Holder’s inequality reported in Section A.10, we can easily
write that maximum is obtained when:

|H(φ)|2 = c · |Sa(φ)|2 (8.2)
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Chapter 8. Combining Distributed Data Aggregation and Obfuscation

with c an arbitrary constant.
In general, we can conclude that the filter H must shape the noise ran-

dom process li[t] such that its frequency characterization is as similar as
possible to the frequency characterization of the data sequence si[t].

In the remainder of this Section, we consider a synthetic and a data-
driven model for smart-metering data. Synthetic data and real measurement
traces allow us to design the filterH in these two specific scenarios, exploit-
ing the signal characterization in terms of correlation between samples.

8.3.2 Synthetic data

We first assume that the time-series smart metering data of each user i is
modelled as a coloured Gaussian random process si[t], obtained by filtering
a white Gaussian process with an LTI filter K. The input of K is a white
Gaussian random process ni[t] with mean µn and variance σ2

n. We assume
that all the N Meters generate independent data streams with the same sta-
tistical properties. The Gateways perform noise injection by adding to si[t]
a zero-mean white noise li[t].

In this scenario, the countermeasure consists in filtering at the Gateways
the zero-mean white noise li′[t] with the filter H = K, which satisfies
Equation (8.2) obtaining the coloured noise process li[t], before adding it
to the smart metering data si[t].

In this way, it is difficult to discriminate the noise li[t] from the smart-
metering measurement si[t], since they have similar spectral behavior.

8.3.3 Real measurements

We now define a data model that better matches real home energy con-
sumption measurements. To do so, we consider six different categories
of appliances (i.e. light bulbs, oven and microwave oven, television and
personal computer, refrigerator, boiler, washing machine and dishwasher).
The energy consumption pattern of the j-th appliance (provided by [4]) is
sampled every fifteen minutes within a day, from 00:00 to 23:59, in order to
obtain T = 96 samples, and modelled as a discrete impulse response hj[t].

These impulse responses are combined to generate the independent time-
series si[t] for each user i. Every process si[t] is generated by summation
of the appliances’ consumption curves, each of them shifted in a circular
way by an integer random delay zj with uniform distribution in the interval
[0, 48] (maximum shift of 12 hours), as shown in Figure 8.4.

Also in this scenario, our countermeasure follows the approach defined
in Section 8.3.1, i.e. the addition of colored distributed noise. Since K
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Figure 8.4: The model using real measurement data

(see Section 8.3.2) is not uniquely defined, in this case we design H by
using a single-pole autoregressive (AR) spectral estimation of the noiseless
aggregate measurement

∑
i∈Πe

si[t]. In this way, we give to the noise a
PSD characterization as similar as possible to the PSD characterization of
the noiseless measurement, as defined in (8.2), through an LTI filter which
is simple to be designed.

8.4 Performance Evaluation

In order to evaluate the effectiveness of our proposed countermeasure to the
decisional attack, we apply the decisional problem to different scenarios,
with both synthetic and real home energy consumption traces. More in
detail, we consider the following two scenarios:

S1. Xa[t] and Xb[t] are obtained by adding white noise with symmetric
geometric distribution (see Section A.9 for its definition), generated
according to the algorithm defined in [118] (li[t] ∼ Geom(α));

S2. Xa[t] and Xb[t] are obtained by adding colored noise with li
′[t] ∼

Geom(α′) (li[t] = li
′[t]∗h[t]), in order to increase user indistinguisha-

bility;

Results are averaged over 4000 instances for each scenario, in order to have
confidence intervals below 10%.

8.4.1 Numerical results with synthetic data

We first evaluate the performance of our proposed countermeasure using
synthetically generated data traces. The values chosen for the simulation
parameters are µn = 700, σn = 350, while k[t] is defined as a 9-samples
triangular filter with unitary energy. Figure 8.5 plots the percentage of the
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Chapter 8. Combining Distributed Data Aggregation and Obfuscation

attacker’s success in the identification of the aggregate containing the indi-
vidual data sa[t], for different values of the aggregate noise standard devi-
ation σl,tot. Results show that the injection of colored noise considerably
decreases the probability of correct guess (scenario S2) with respect to the
usage of white noise (scenario S1). Moreover, for high values of σl,tot,
the probability of success approaches 50% in both the scenarios, which
means that the attacker obtains no additional information from the aggre-
gated measurements and that the decision criterion can be assimilated to a
coin tossing.

8.4.2 Numerical results with real data

We then consider real data traces, generated as described in Section 8.3.3,
where h[t] = u[t]ηt (with η = 0.95). Analogously to Figure 8.5, Figure 8.6
plots the percentage of the attacker’s success as a function of the aggregate
noise standard deviation σl,tot, for the two scenarios. The trend is similar
with respect to Figure 8.5.

8.5 Conclusions

This Chapter defines the notion of indististinguishability of any two users
and a corresponding decisional attack to the privacy of the users involved
in the aggregation of individual energy consumption data gathered by the
Smart Meters in the Automatic Metering Infrastructure of Smart Grids. Our
approach captures the intuition that the privacy of a user is preserved if an
observer cannot tell whether the user’s data is present or missing in a given
aggregate.

We consider a setup with a distributed data aggregation infrastructure
relying on communication Gateways located at the customers’ premises,
which collect the measurements from the Meters, perform noise injection,
encrypt the noisy data using Shamir Secret Sharing scheme and then ag-
gregate the encrypted data. We show how an attacker can exploit the tem-
poral correlation of the metering data in order to identify the presence of
the measurements generated by a given user inside the aggregate, and pro-
pose a countermeasure to such attack. Numerical results obtained with both
synthetically generated and real energy consumption traces show the effec-
tiveness of our proposed technique.
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Figure 8.5: Percentage of attack success as a function of the aggregate noise standard
deviation σl,tot, using synthetic measurement traces and assuming |Πe| = 50 and
T = 100 samples.
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Figure 8.6: Percentage of attack success as a function of the aggregate noise standard
deviation σl,tot, using real measurement traces and assuming |Πe| = 50 and T = 96
samples.
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CHAPTER9
Privacy-Preserving Load Scheduling

THIS Chapter discusses how our proposed centralized aggregation in-
frastructure can be adapted to address the issue of privacy-friendly
load scheduling of deferrable domestic appliances. We propose a

first-fit scheduling solution relying on a combination of SSS scheme and
the Crowds protocol for anonymous routing, which hides to a set of sched-
ulers both the consumption profiles of the single appliances and the identity
of their owners, and compare its performance to the optimal solutions ob-
tained by means of an ILP formulation, which requires the schedulers to
have full knowledge of the appliances’ consumption patterns and of the
scheduling requests’ arrivals.

9.1 The Privacy-Friendly Load Scheduling Framework

As depicted in Fig. 9.1, our proposed scheduling architecture is based on
the one presented in Chapter 6 and comprises a set of Appliances, A, each
one generating its own load scheduling requests, and a set of Schedulers,

1Part of the contents of this Chapter have appeared in: Cristina Rottondi and Giacomo Verticale “Privacy-
Friendly Appliance Load Scheduling in Smart Grids” SmartGridComm 2013, IEEE International Conference on
Smart Grid Communications, Vancouver, Canada, October 2013
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PRIVACY-FRIENDLY 
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Figure 9.1: The privacy-friendly load scheduling infrastructure

S, which collaboratively define the starting delay of the service requests
received from the Appliances. Note that, as in [12], we consider only de-
ferrable and uninterruptable appliances, without providing any guarantee
on the maximum delay imposed by the scheduling algorithm on their start-
ing times. The architecture includes a Gateway in each household, which is
responsible of gathering the service requests generated by the Appliances
inside the building and to convey them to the Schedulers. In the following
we will indicate as G the set of Schedulers. We also assume that:

1. The parties agree on a hybrid encryption algorithmE(Ke, ·) and a cor-
responding decryption algorithm D(Kd, ·). The hybrid scheme uses
state-of-the art secure public key cryptography and symmetric cryp-
tography to transmit messages of any size.

2. Each Scheduler s ∈ S (1 ≤ s ≤ w) has its own pair of public/pri-
vate keys (Ks

e , K
s
d) and all the Gateways know the public keys of the

Schedulers.

3. All the communication channels among the nodes of the architecture
are confidential and authenticated.
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Appliance, a Gateway, g Gateway, g′ Scheduler, s Scheduler, s′

V (1), . . . , V (Ṽ )
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Figure 9.2: Data exchange during the load scheduling procedure

4. a Configurator node acts as a blender for the Crowds routing protocol.

The design goal is to anonymously collect the load scheduling requests
generated by the Appliances and to convey them to the Schedulers, which
securely set through a collaborative procedure the start delay of each Ap-
pliance with a first-fit approach, so that the total expected load of the active
Appliances does not exceed the expected amount of energy generated by
DERs. We assume that this supply curve is public and known to all the
Schedulers. Then, the scheduled starting times are communicated to the
Appliances.

Whenever an Appliance a ∈ A initiates a new service request, it sends
to the local Gateway g a sequence Va(i) of samples of its load profile curve,
with 1 ≤ i ≤ Ṽ . The sampling rate is the same for all the Appliances
(e.g., one sample every five minutes) and the sequence length Ṽ is a system
parameter. Each sample Va(i) is divided inw shares Sa,is = (xs, y

a,i
s ), where

xs is the ID of Scheduler s. Then, the g-th Gateway generates a random
number ra, which is used as a tag associated to the a-th Appliance and sends
the message E(Ks

e , ra‖Sa,1s ‖ . . . ‖Sa,Ṽs ) to the s-th Scheduler by means of
the anonymous routing protocol Crowds with forwarding probability p.

The expected daily energy production by DERs is expressed by the se-
quence T (j) (1 ≤ j ≤ T̃ , where T̃ � Ṽ ). For the sake of easiness, we
suppose that such amount is the net energy obtained after subtracting the ex-
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Chapter 9. Privacy-Preserving Load Scheduling

pected consumption by non-deferrable appliances and other critical loads,
which are not considered by the scheduling algorithm. Each Scheduler lo-
cally stores a sequence Ps(j) which records the overall power load experi-
enced by the grid, given by the sum of the energy consumption curves of all
the appliances already scheduled. Such sequence is initialized as Ps(j) = 0
for 1 ≤ j ≤ T̃ . Let τ be the (discretized) time at which the s-th Scheduler
receives a new load service request. The Scheduler operates as follows:

1. It decrypts the message E(Ks
e , ra‖Sa,1s ‖ . . . ‖Sa,Ṽs ) using its decryp-

tion key Ks
d and computes P ′s(j) = Ps(j) + ya,j−τs for j = τ +

1, . . . , τ + Ṽ , and P ′s(j) = Ps(j) otherwise. Note that, thanks to the
homomorphic properties of SSS with respect to addition, increasing
the actual load curve with the contribution of the new appliance can
be done by operating directly on the shares.

2. It computes the results of the comparison P ′s(j) ≤ T (j) for j = τ +
1, . . . , τ + Ṽ collaboratively with the other Schedulers according to
the protocol defined in [80]. If the inequality is satisfied for all the Ṽ
samples, the load service requests is scheduled at time Γa = τ + 1
and the sequence Ps(j) is updated with the current value of P ′s(j).
Otherwise, τ is increased by 1 and steps 1-2 are repeated.

If τ exceeds T̃ − Ṽ , the Schedulers cannot find a feasible schedule for
the a-th Appliance. In this case, an error message is returned and the lo-
cal household must decide whether to serve the Appliance with non RES
energy or not to run the Appliance at all.

Once the service request has been scheduled, the corresponding starting
time Γa must be communicated to the appliance that generated it. Since
the identity of the sender of the load request is unknown to the Schedulers,
one of them is elected as responsible of broadcasting to all the Gateways
the pair Γa, ra. Each Gateway compares the tags associated to the requests
generated by the local Appliances to ra and, in case of matching, it uses Γa
as starting time for the a-th Appliance.

For the sake of easiness, we do not discuss the case of multiple requests
arriving in a short time interval: we assume that the Schedulers are able to
process multiple requests without ambiguities.

A pictorial view of the data flows within the network nodes is presented
in Fig. 9.2.
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9.2 Attacker Model and Security Analysis

9.2.1 Attacker Model

We assume a scenario where both Gateways and Schedulers behave ac-
cording to the honest-but-curious attacker model: they obey to the protocol
rules but try to infer the identities of the owners of active electrical ap-
pliances and the type of appliance being used. The first objective can be
achieved by associating the service requests to the identifier of the Gate-
way initiating them e.g. through a linking attack, while the second implies
the application of NILM techniques. Conversely, we assume that the time
of use of the appliances does not represent by itself a sensitive information,
as long as it cannot be linked to the owner nor to the type of the electrical
appliance.

Similarly to the previous Chapters, we define the architecture as obliv-
ious if a collusion of any number of Gateways cannot obtain information
about the power consumption pattern and the time of use of the electri-
cal appliances to be scheduled, except for the ones belonging to the local
household. Moreover, we say that the architecture is t-blind if a collusion
of less than t Schedulers cannot learn anything about the energy consump-
tion trend of the appliances to be scheduled. Finally, according to the defi-
nition in [103], the architecture provides c-sender anonymity if a collusion
of at most c Gateways and any number of Schedulers cannot associate a re-
quest to the identity of the user whose appliance generated it.

9.2.2 Security Analysis

We now discuss how the security properties defined in Section 9.2.1 are
satisfied by our proposed infrastructure.

Obliviousness For what concerns the request collection phase, as long as
the public key cryptosystem used by the Schedulers is semantically secure
(i.e., any probabilistic, polynomial-time algorithm (PPTA) taking as input
the encryption and the length of a message cannot determine any partial
information on the message with probability non-negligibly higher than all
other PPTA’s that take as input only the message length [63]), even if a
collusion of Gateways collects all the w encrypted shares of a given ser-
vice request, it cannot access the encrypted data. Therefore, the proposed
architecture is oblivious.
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Blindness paper [117] proves that in the SSS scheme no information can
be obtained by collecting a set of less than t shares, therefore a collusion
of less than t Schedulers cannot access the load profile of the appliance
which generated a service request. Since in this paper we assume t =
w, information leakages can occur only in case all the w Schedulers are
compromised and the infrastructure is w-blind.

Sender Anonymity paper [109] proves that, from the point of view of the
entity to which the messages are sent, the Crowds protocol provides sender
anonymity beyond suspicion, meaning that the node sending the message
is no more likely to be the initiator of the message with respect to any
other node of the network. Moreover, [109] proves that Crowds ensures
probable innocence (meaning that the sender appears no more likely to be
the originator than to not be the originator) in presence of up to c colluded
Gateways, provided that |G| > p

p−0.5
(c + 1), where p is the probability of

forwarding the message to another Gateway belonging to the Crowd (see
Section A.6.2). Therefore, if such condition is met, the identity of the owner
of the appliance generating the request remains undisclosed to a collusion
of at most c Gateways and any number of Schedulers, thus the architecture
provides c-sender anonymity.

Moreover, though in Section 9.2.1 we assumed that the knowledge of
the scheduled starting times of the electrical appliances does not lead to
any leakage of sensitive information, it is worth noting that our proposed
infrastructure can be straightforwardly enhanced to include a symmetric
encryption scheme for the secure communication of the timestamps Γa.

9.3 Integer Linear Programming Formulation

In order to evaluate the performance of our privacy-preserving scheduling
approach, we propose as benchmark the following Integer Linear Program-
ming (ILP) model. It assumes to receive as input the time of arrival of each
service request and the corresponding appliance load profile, within the
time span considered for the allocation of the energy requests. Conversely,
our scheduling infrastructure performs the allocation in real-time without
having access to the individual energy consumption profile of the electrical
appliances.

Sets

• A: set of Appliances
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9.4. Performance Evaluation

• I: set of discretized time instants within the optimization time span

Parameters

• ei: amount of supplied energy at time i ∈ I

• ta: time of arrival of the service request generated by Appliance a ∈ A

• kai: binary variable, it is 1 if i ≥ ta, 0 otherwise

• caij: load profile of appliance a ∈ A at time i ∈ I, assuming a sched-
uled starting time j ∈ I

Variables

• yai: binary variable, it is 1 if the scheduled starting time of appliance
a ∈ A is i ∈ I, 0 otherwise

Objective function

min
∑

a∈A,i∈I

(i− ta)yai (9.1)

Constraints ∑
a∈A,j∈I

caijyaj ≤ ei ∀i ∈ I (9.2)

yai ≤ kai ∀a ∈ A, i ∈ I (9.3)∑
i∈I

yai = 1 ∀a ∈ A (9.4)

The objective function (9.1) minimizes the sum of the delays experienced
by the Appliances. Constraint (9.2) imposes that the total consumed energy
never exceed the amount of energy provided by the supplier. Constraint
(9.3) ensures that the Appliance starting times are scheduled after the ar-
rivals of the service requests, while Constraint (9.4) imposes that exactly
one starting time is assigned to each Appliance.

9.4 Performance Evaluation

In this Section, we evaluate the performance of our proposed scheduling
mechanism in terms of computational complexity, message number and
length. Moreover, we compare the achieved average load service delay to
the optimal results obtained by means of the ILP formulation presented in
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Chapter 9. Privacy-Preserving Load Scheduling

Section 9.3. In our implementation, we assumed a 256 bit-long modulo
q for the SSS scheme. The appliance tag ra is assumed to have length of
32 bits, while the timestamp Γa is a 32 bit-long POSIX time. The hybrid
cryptosystem used for the share encryption is RSA-OAEP with a suitable
symmetric encryption scheme and modulo n of 1024 bits.

9.4.1 Computational Complexity

We start discussing the asymptotic complexity by evaluating the number
of incoming/outgoing messages for each node and scheduling phase. As
showed in Table 9.1, the number of messages exchanged by the Gateways
exhibits a linear dependence on and w, while for the Schedulers it depends
linearly on Ṽ and Γa and superlinearly onw (the logarithmic factor is due to
the collaborative comparison procedure discussed in [80]). However, since
the total number of shares w is expected to be limited and the time delay Γa
cannot be controlled by the system designer, the sample number Ṽ is the
only tunable parameter significantly influencing the system complexity.

Table 9.2 reports the type and number of operations performed by each
node for the scheduling of a single service request. The computational
cost of each operation is detailed in Table 9.3 based on [20, 80]. The most
demanding operation is the share collaborative comparison performed by
the Schedulers in multiple rounds depending on w.

Finally, it is worth discussing the message length: each service request
generated/forwarded by the Gateways and received by a Scheduler is an
RSA-encrypted message of 1024 bits. During the share comparison proce-
dure, each of the Ṽ shares is in turn divided in w shares and redistributed
among the Schedulers. Assuming to perform Ṽ comparisons per round,
each Scheduler sends/receives w − 1 messages per round of Ṽ · 256 bits
each (see [80] for further details). Ultimately, the starting time Γa and tag
ra are broadcasted by the head Scheduler to all Gateways, thus requiring
|G| messages of 32+32=64 bits each.

9.4.2 Numerical Assessment

To compare the service delay introduced by our first-fit scheduling ap-
proach to the minimum delay obtainable through an optimization proce-
dure, we extracted several load profiles of dishwashers (peak consumption
of 1500 W) and washing machines (peak consumption of 750 W) from the
SMART* dataset [3] and sampled them with a rate of one sample every 5
minutes. As renewable energy supplying profile, we considered a windfarm
with peak production of 50 kW: the normalized hourly production (avail-
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Table 9.1: Asymptotic complexity in terms of incoming/outcoming messages per node for
the scheduling of a single service request

Phase Input Output
Gateway

Send request O( wp
|G|(1−p) ) O( wp

|G|(1−p) ) (O(w) if local)
Request scheduling - -
Send starting time O(1) -

Scheduler
Send request O(1) -

Request scheduling O(w2dlog2(w)eṼ Γa) O(w2dlog2(w)eṼ Γa)
Send starting time - - (O(|G|) if head)

Table 9.2: Computational load at each node for the scheduling of a single service request

Gateway Ṽ Cs(q) + wCe(n)

Scheduler Cd(q) + ΓaṼ Ca(q) + ΓaṼ Cc(q)

see Table 9.3 for the cost details

Table 9.3: Detail of operation costs

Cs(x)
cost of the generation of w
shares modulo x

w(w − 1) additions modulo x
w(w − 1) multiplications modulo x
(w−1) random number generations modulo x

Ca(x) cost of a share addition mod-
ulo x

1 addition modulo x

Cl(x) cost of a share Lagrange in-
terpolation modulo x

O(w2) multiplications modulo x

Cm(x) cost of a share collaborative
multiplication modulo x

2Cm(x) + Cs(x) + Ca(x), performed in 2
rounds

Cc(x)
cost of a collaborative
comparison modulo x

2 random number generation modulo x + 1
random number generation modulo 2
2 exponentiations modulo q + 2 multiplica-
tions modulo q
2Cs(q)+(w+1)Ca(q)+O(w)Cm(x)+Cl(x),
performed in dlog2 we rounds

Ce(x) cost of an encryption mod-
ulo x

1 exponentiation modulo x

Cd(x) cost of a decryption modulo
x

1 exponentiation modulo x
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Chapter 9. Privacy-Preserving Load Scheduling

Table 9.4: Comparison of feasibility and scheduling delay average

Feasibility occurrence [%] Average Delay [min] Gap [%]
First-fit ILP First-fit ILP

3 3 69.8 29.31 24.88 28.86
7 3 1.5 - 179.3 -
7 7 28.7 - - -

able at [1]) has been linearly interpolated to obtain a 5 minutes sampling
period. We considered a scenario with 100 appliances, each generating a
service request with uniform distribution within a period of 24 hours, and
365 instances, corresponding to 1 year of wind energy production data.
For each instance, both the scheduling approach proposed in Section 9.1
and the ILP formulation described in Section 9.3 have been applied. Table
9.4 reports the respective probabilities of finding a feasible solution to the
scheduling problem. For approximately 29% of the considered instances,
both approaches do not provide a feasible result: this happens when the
overall daily energy production is not sufficient to satisfy all the service re-
quests. In a borderline scenario, where the amount of wind energy is only
slightly greater than the total energy demand, it may happen that our pro-
posed scheduling approach fails in providing a feasible schedule, while the
ILP formulation succeeds. However, we incurred in such condition only for
the 1.5% of the considered instances. Finally, in most cases (around 70%),
both approaches provide feasible solutions to the scheduling problem: the
average delay between service request and starting time experienced by a
single appliance is in the order of 30 minutes, with an average increase of
25% with respect to the optimal solutions obtained through the ILP model
and the suboptimal scheduling of our proposed infrastructure. Therefore,
our scheduling mechanisms protects users’ privacy without significantly af-
fecting the service delays experienced by the appliances.

9.5 Conclusion

This Chapter discusses a variation of the centralized privacy-preserving
framework proposed in Chapter 6 for the scheduling of power consumption
requests generated by electrical Appliances in a Smart Grid scenario. To
the best of our knowledge, this is the first attempt to address the problem
of securely handling user data to provide a load scheduling service. The
energy consumption requests generated by the smart Appliances located in
the users’ households within a neighborhood are anonymously conveyed
to a set of Schedulers by means of a Crowds-based routing protocol. The
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9.5. Conclusion

Schedulers collaboratively define the schedule of the requests using a Mul-
tiparty Computation mechanism based on Shamir Secret Sharing scheme.
We evaluate the security guarantees provided by our proposed infrastruc-
ture assuming an honest-but-curious attacker model and show through nu-
merical results that it provides only modest gaps with respect to the optimal
solutions obtained by means of an Integer Linear Programming formula-
tion.
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CHAPTER10
Conclusion

THIS work proposes a privacy-friendly framework for gathering en-
ergy consumption data generated by Smart Meters in the Automatic
Metering Infrastructure of Smart Grids. We first focused on data

aggregation and designed a secure infrastructure and a communication pro-
tocol aimed at providing multiple External Entities with space and/or time-
aggregated measurements, according to their needs.

The data collection can be performed in a centralized fashion by relying
on intermediate Privacy Preserving Nodes, as discussed in Chapter 6, or in
a distributed manner by means of communication Gateways located at the
customers’ premises, as proposed in Chapter 7. Data are securely handled
thanks to the usage of Shamir Secret Sharing scheme, which splits them in
shares and allows aggregation to be performed directly on such shares.

Moreover, we discuss different techniques for the deployment of the
communication flows among the nodes, ranging from Integer Linear Pro-
gramming formulations, aimed at solving the design problem to the opti-
mum, to heuristic sub-optimal solutions, aimed at efficiently tackling large
instances, and to a completely distributed approach relying on the peer-to-
peer protocol Chord, which avoids the need of a single entity being aware of
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Chapter 10. Conclusion

the complete network topology. The proposed protocol has been compared
to different cryptographic solutions in terms of computational complexity
and communication overhead, showing that SSS scheme provides the most
efficient and scalable performance. The scalability of both architectures has
been extensively evaluated for various network scenarios, characterized by
node or communication unreliability: results show that in error-free condi-
tions our proposed infrastructure scales to millions of nodes.

Furthermore, the provided security guarantees have been discussed un-
der different adversary models and attack scenarios, exploring both the
honest-but-curious and the dishonest intrusive/non-intrusive behavior, pro-
viding formal security proofs and identifying the impact of the choice of
the design parameters (e.g. the number of shares) on the security properties
of the system.

The work also discusses in Chapter 8 how to integrate the proposed in-
frastructure with noise injection techniques inspired by the concept of dif-
ferential privacy: we show how an attacker could exploit temporal correla-
tion of the metering data to individuate the individual contributions of the
users inside an aggregate, propose a countermeasure based on the addition
of colored noise to defy such attack and evaluate its effectiveness depending
on the power of the injected noise.

Moreover, in Chapter 6 we show how to adapt our proposed infrastruc-
ture to perform pseudonymization of individual metering data: again, we
provide formal proofs of the security properties of the system and com-
pare the performance of the SSS-based protocol to other anonymization
schemes, showing that it ensures the best trade-off between message vol-
ume and computational complexity.

Finally, in Chapter 9 we sketch how our privacy-friendly framework
could be utilized in the context of the load scheduling of deferrable domes-
tic electrical appliances to hide to the schedulers both the energy consump-
tion patterns of the appliances to be scheduled and the identity of the users
owing them, thus making a first step in addressing data privacy issues in a
scenario which is still unexplored by the research community.

To the best of our knowledge, this is the first work designing a com-
munication infrastructure for the secure collection of metering data which
allows multiple subjects to access measurements generated by different
groups of users according to various levels of spatial and temporal detail,
thus providing a privacy framework adherent to an innovative conception of
the electricity market, in which numerous entities (including utilities, grid
managers, service providers, and retail users) will play an active role in
the energy trade. Moreover, we show how different approaches to privacy
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preservation, including data aggregation, pseudonymization, and obfusca-
tion, can be integrated in the same communication infrastructure, which
ensures versatility and flexibility by allowing the adaptation of the general
framework to the specific security requirements of a wide range of scenar-
ios, ranging from billing to grid monitoring and auditing.

We believe that this work paves the way towards the design of a compre-
hensive communication architecture capable of ensuring data privacy while
performing the totality of tasks supported by Automatic Metering Infras-
tructure of Smart Grids: future research efforts will be focused on enhanc-
ing the proposed privacy-friendly framework to support additional features
such as automatic demand response, distributed management of the energy
exchange among microgrids, and coordinated load scheduling at microgrid
level according to the local energy production from renewable sources and
to the availability of storage capacities (provided e.g. by storage banks or
massive presence of electric vehicles).
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APPENDIXA
Review of Basic Concepts

THE purpose of this Chapter is to give a brief overview of the cryp-
tographic primitives and routing protocols on which our proposed
privacy-preserving infrastructure relies.

A.1 RSA public-key encryption

A.1.1 Standard Scheme

The RSA cryptosystem is the most widely used public-key cyptosystem. It
can be used to provide both secrecy and digital signature and its security is
based on the intractability of the integer factorization problem [10].

Various attacks which have been studied in the literature related to RSA
encryption are presented in [10], as well as appropriate measures to coun-
teract these threats. In particular, we adopt the Optimal Asymmetric En-
cryption Padding (OAEP) as described in the following Section.

Definition The integers e and d in RSA key generation are called the en-
cryption and decryption exponent, respectively, while n is called modulus.
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Appendix A. Review of Basic Concepts

Key generation for RSA public-key encryption
Each entity A should do the following:

1. Generate two large random (and distinct) primes p and q, each roughly the same
size.

2. Compute n = pq and φ = (p− 1)(q − 1).

3. Select a random integer e, 1 < e < φ, such that gcd(e, φ) = 1.

4. Use the extended Euclidean algorithm to compute the unique integer d, 1 < d < φ,
such that ed ≡ 1 (mod φ).

5. A’s public key is (n, e); A’s private key is d.

RSA public-key encryption

1. Encryption. B should do the following:

a) Obtain A’s authentic public key (n, e).

b) Represent the message as an integer m in the interval [0, n− 1].

c) Compute c = me mod n.

d) Send the ciphertext c to A.

2. Decryption. To recover the plaintext m from c, A should do the following:

a) Use the private key d to recover m = cd mod n

A.1.2 RSA Scheme with Optical Asymmetric Encryption Padding

The RSA Cryptosystem with Optimal Asymmetric Encryption Padding (OAEP)
[126, Cryptosystem 5.4] is defined as follows. Let ke = (n, e) and kd =
(n, d) be the RSA public/private keypair with modulus n, which is l bits
long, and encryption and decryption exponents, respectively, e and d. Let µ
be a positive integer with µ < l < 2µ. The deterministic one-way functions

H1 : {0, 1}l−µ−1 → {0, 1}µ

H2 : {0, 1}µ → {0, 1}l−µ−1

are systemwide masking generation functions (MGF), which can be imple-
mented using the construction in PKCS#1 [77, Appendix B2].

The encryption function is defined as:

Eke : {0, 1}µ × {0, 1}l−µ−1 → {0, 1}l
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A.2. Pedersen Commitment Scheme

The ciphertext y = Eke(x, r) is calculated as follows:

x1 = x⊕H1(r)

x2 = r ⊕H2(x1)

Eke(x, r) = (x1‖x2)e mod n

The decryption function performs the following calculations:

x1 = Lµ+1(yd mod n)

x2 = Rl−µ−1(yd mod n)

x = H1(x2 ⊕H2(x1))⊕ x1

where Lb(x) and Rb(x) denote the b leftmost bits of x and the b rightmost
bits of x respectively.

Note that here we use some different bit lengths with respect to [126] in
order to guarantee that the modulus operation does not exceed the length
limit. Moreover, note that we assume that the RSA cryptosystem with
OAEP is secure against CCA, as stated in [119].

A.2 Pedersen Commitment Scheme

Pedersen’s commitment scheme [101] works as follows. Let p, q be prime
numbers such that q|p−1 and let Gq be the unique subgroup of Z∗p of order
q. Choose the system parameters g, h ∈ Gq such that g is a generator of
Gq and h = ga mod p, where a is unknown to all the participants to the
scheme. The commiter generates a commitment for the secret s ∈ Zq by
randomly choosing y ∈ Zq and computing:

E(s, y) = gshy mod p (A.1)

The commitment can be opened by revealing s and y to the verifier. Pa-
per [101] also proves that, for a randomly chosen y, E(s, y) is uniformly
distributed in Zq, and that the knowledge of E(s, y) leaks no information
about the secret s.

A.3 Threshold Schemes

Definition A (t, w) threshold scheme with t ≤ w is a method by which a
trusted party computes secret shares Si, 1 ≤ i ≤ w from an initial secret s,
and securely distributes Si to user Pi, such that the following is true: any
t or more users who pool their shares may easily recover s, but any group
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Appendix A. Review of Basic Concepts

knowing only t− 1 or fewer shares provides no advantage (no information
about s whatsoever, in the information-theoretic sense) to an opponent over
knowing no pieces.

A.3.1 Secret Splitting Scheme

The Splitting cheme is the most trivial example of threshold schemes: it
works for t = w, meaning that all the shares are necessary to recover the
secret.

Secret Splitting scheme

1. Setup. The trusted party T begins with a secret integer s ≥ 0 it wishes to distribute
among w users.

a) T chooses a prime p > max(s, w), and defines a0 = s.

b) T selects w − 1 random, independent numbers r1, . . . , rw−1, 0 ≤ rj ≤ p− 1.

c) T computes Si = ri mod p, 1 ≤ i ≤ w − 1, Sw = s−
∑w−1
j=1 rj mod p, and

securely transfers the share Si to user Pi, along with the public index i.

2. Pooling of Shares. All the w users pool their shares. The secret is recovered by
computing

∑w
j=1 Sj = s mod p.

A.3.2 Shamir’s Secret Sharing scheme

Shamir’s threshold scheme is based on polynomial interpolation, and relies
on the fact that a univariate polynomial y = f(x) of degree t−1 is uniquely
defined by t points (xi, yi) with distinct xi (since these define t linearly
independent equations in t unknowns).

Definition The coefficients of an unknown polynomial f(x) of degree less
than t, defined by points (xi, yi), 1 ≤ i ≤ t, are given by the Lagrange
interpolation formula:

f(x) =
t∑
i=1

yi
∏

1≤j≤t,j 6=i

x− xj
xi − xj

.

Since f(0) = a0 = s, the shares secret may be expressed as:

s =
t∑
i=1

ciyi,where ci =
∏

1≤j≤t,j 6=i

xj
xj − xi

.
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Shamir’s (t, n) threshold scheme

1. Setup. The trusted party T begins with a secret integer s ≥ 0 it wishes to distribute
among w users.

a) T chooses a prime p > max(s, w), and defines a0 = s.

b) T selects t−1 random, independent coefficients a1, . . . , at−1, 0 ≤ aj ≤ p−1,
defining the random polynomial over Zp, f(x) =

∑t−1
j=0 ajx

j .

c) T computes Si = f(i) mod p, 1 ≤ i ≤ w (or for any w distinct points i, 1 ≤
i ≤ p − 1), and securely transfers the share Si to user Pi, along with public
index i.

2. Pooling of Shares. Any group of t or more users pool their shares. Their shares
provide t distinct points (x, y) = (i, Si) allowing computation of the coefficients
aj , 1 ≤ j ≤ t − 1 of f(x) by Lagrange interpolation. The secret is recovered by
calculating f(0) = a0 = s.

Therefore, each group member may compute s as a linear combination of t
shares yi, since the ci are non-secret constants (which for a fixed group of t
users may be pre-computed).

Definition The coefficients of an unknown polynomial f(x) of degree less
than t, defined by points (xi, yi), 1 ≤ i ≤ t, can be computed even in
presence of e corrupted shares and l missing shares, provided that t+ 2e+
l ≤ w, through the Berlekamp-Welch algorithm.

Berlekamp-Welch algorithm

1. Construct the bivariate polynomial Q(X,Y ) = f0(X) − f1(X)Y , where f0 (resp.
f1) is a polynomial of degree at most 2t (resp. t).

2. Impose the condition f1(0) = 1.

3. Substitute the values xi and yi (1 ≤ i ≤ w − l) to obtain w − l equations in terms
of the unknown coefficients of the polynomials f0 and f1.

4. Once f0 and f1 are determined, compute f = f0
f1

.

5. Once f is known, recover the secret s = f(0).

The Berlekamp-Welch algorithm is an efficient method to perform error
correction for Reed-Solomon codes: the idea is to interpolate a polynomial
in two variables through the w − l given points (xi, yi), knowing that at
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Appendix A. Review of Basic Concepts

most e of them are wrong, since they are not evaluations of the hidden
polynomial f(x).

Shamir’s Secret Sharing scheme has the following properties:

• Perfect. Given knowledge of a set of shares S of cardinality at most
t − 1, all values 0 ≤ s ≤ p − 1 of the shared secret remain equally
probable. Therefore, it holds that:

Pr(S = s|S) = Pr(S = s)

for every s ∈ Zp, where S is the random variable indicating the secret
chosen by the dealer.

• Ideal. The size of one share is the size of the secret.

• Extendable for new users. New shares (for new users) may be com-
puted and distributed without affecting the shares of existing users.

• Varying levels of control possible. Providing a single user with multi-
ple shares bestows more control upon that individual.

• No unproven assumptions. Unlike many cryptographic schemes, its
security does not rely on any unproven assumption.

• Fully homomorphic. Both addition and multiplication can be per-
formed directly on the encrypted data, leading to the same result that
would be obtained by computing the same operation on the plaintext.
More in detail, the sum of two secrets can be locally computed by each
participant by summing the corresponding shares. Conversely, multi-
plication cannot be performed by each participant individually and
requires a collaborative procedure, e.g. as the one described in [20].
Therefore, any function that can be expressed in terms of additions
and multiplications can be computed on the ciphertext. In particu-
lar, several collaborative methods to perform the comparison of two
secrets have been proposed (see e.g. [80, 98]).

A.3.3 Pedersen Non-Interactive Verifiable Secret Sharing Scheme

After proposing the commitment scheme described in Section A.2, Peder-
sen combines it to the well-known Shamir threshold scheme, in order to
obtain a non-interactive Verifiable Secret Sharing (VSS) scheme [101]. In
that scheme, each participant can verify the integrity of the received share
by using the Pedersen commitment, without need of knowing the commit-
ment exponents s and y.

186



i
i

“thesis” — 2013/10/1 — 15:22 — page 187 — #201 i
i

i
i

i
i

A.4. “Lite” Variant of Cramer-Shoup Cryptosystem

Pedersen Non-Interactive Verifiable Secret Sharing Scheme

1. Setup. The trusted party T chooses p, q as prime numbers such that q|p − 1. Let
Gq be the unique subgroup of Z∗p of order q. T Chooses the system parameters
g, h ∈ Gq such that g is a generator of Gq and h = ga mod p, where a is unknown
to all the participants to the scheme. T begins with a secret integer s ∈ Zq it wishes
to distribute among w users.

a) T chooses computes a commitment by using Formula (A.1) for the secret s ∈
Zq and a random number y ∈ Zq as E0 = E(s, y).

b) T selects F (x), G(x) ∈ Zq[x] as two polynomials of degree t − 1 such that
F (x) = s+ F1x+ · · ·+ Ft−1x

t−1 and G(x) = y +G1x+ · · ·+Gt−1x
t−1,

where F1, . . . , Ft−1, G1, . . . , Gt−1 ∈ Zq .
c) T computes the j-th share (1 ≤ j ≤ w) as Sj = (sj , yj), where sj = F (j)

and yj = G(j).

d) T securely transfers the tuple Vj = [j, Sj , Ej ], where Ej =
[E0, E1, . . . , Et−1]) to each of the w participants.

2. Shares Integrity Verification Any participant can check the integrity of Sj by verify-
ing whether the following equality holds:

E(sj , yj) =

t−1∏
i=0

Ej
i

i (A.2)

3. Pooling of Shares. The secret s can be recovered by interpolating the points (j, sj) of
at least t cooperating parties out of the total of w participants by using the Lagrange
interpolation or the Berlekamp-Welch algorithm.

Note that Pedersen VSS scheme maintains the homomorphic properties
of Shamir Secret Sharing scheme with respect to addition: let S ′j = (s′j, y

′
j)

and S ′′j = (s′′j , y
′′
j ) be the j-th shares of secrets s′ and s′′ respectively and let

E ′, E ′′ be the associated commitments. The share Sj = (sj, yj) of the aggre-
gated secret s′+s′′ can be obtained by computing sj = s′j +s′′j mod q and
yj = y′j + y′′j mod q, while the associated commitment can be computed
as E = E ′ · E ′′, i.e. the term-by-term product of the elements of vectors E ′
and E ′′.

A.4 “Lite” Variant of Cramer-Shoup Cryptosystem

The “lite” variant of Cramer-Shoup (CS) cryptosystem has been first de-
scribed in [37]: it is derived from Paillier cryptosystem [100], which has
homomorphic properties with respect to addition, therefore it can be ap-
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plied to secure data aggregation schemes.

Key generation for Cramer-Shoup public-key encryption
Each entity A should do the following:

1. Select two large safe prime numbers p and q (i.e. p = 2p′ − 1 and q = 2q′ − 1,
where p′ and q′ are primes).

2. Compute n = pq and select an element g of order λ(n) = 2p′q′ in Z∗n2 . Note that
such a g can be easily found by selecting a random number a ∈ Z∗n2 and computing
g = −a2n.

3. Select a random integer x ∈ [0, n2/2] and set h = gx mod n2.

4. The public encryption key is E = (n, g, h), while the private decryption key is
either Dw = (x) or Ds = (p, q): the first private key is called weak decryption key,
while the second is called strong decryption key.

Cramer-Shoup Cryptosystem

1. Encryption. B should do the following:

a) Obtain A’s authentic public key E = (n, g, h).

b) Represent the message as an integer m ∈ Zn.

c) Select a random number r ∈ [0, n/4] and compute the ciphertext T1 = gr

mod n2,T2 = hr(1 +mn) mod n2.

d) Send the ciphertext (T1, T2) to A.

2. Decryption. To recover the plaintext m from (T1, T2), A should do alternatively
one of the following operations:

a) Use the weak key x to compute m = L(T2/T
x
1 mod n2) mod n, where

L(u) = u−1
n .

b) If the factorization of n is known (strong key), the plaintext can be obtained
by T2 as m = L(T

λ(n)
2 mod n2)[λ(n)]−1 mod n.

The authors of [13] propose a modification of the above presented scheme,
allowing the decryption to be performed in two steps by two different nodes,
which we will refer to as proxy and recipient: the proxy starts the decryp-
tion procedure, which is completed by the recipient. Therefore, the collab-
oration of both nodes is required to recover the plaintext, which cannot be
obtained autonomously by a single node. To do so, the weak decryption
key Dw = x can be divided in two splits Dw,1 = x1 and Dw,2 = x2 such
that x = x1 + x2: one is given to the proxy, the other to the recipient. The
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proxy performs a partial decryption of the ciphertext via x1 by computing
T ′1 = T x11 . Then, the partially decrypted message T ′1 is sent to the recipient
together with T1 and T2 and the decryption is completed by the recipient
via x2 by calculating L(T2/(T

x2
1 T ′1) mod n2) mod n = L(T2/(T

x1+x2
1 )

mod n2) mod n = m.

A.5 Identity Based Proxy Re-Encryption

The protocol proposed in [65] by Green and Ateniese addresses the prob-
lem of Identity Based Proxy Re-Encryption, where ciphertexts are trans-
formed from one identity to another. We begin by describing the setting
and computational problems used within IB-PRE.

Definition We say that a map e : G1 ×G1 → GT is a bilinear map if:

1. G1,GT are groups of the same prime order q.

2. For all a, b ∈ Z∗q, g ∈ G1, e(g
a, gb) = e(g, g)ab.

3. The map is non-degenerate (i.e., if G1 = 〈g〉, then GT = 〈e(g, g)〉).

4. e is efficiently computable.

Definition The IB-PRE scheme is based on the assumed intractability of
the Decisional Bilinear Diffie-Hellman problem (DBDH) in G1,GT . This
assumption is believed to hold in certain groups, and used as the basis of
several Identity-Based Encryption schemes. We define the DBDH prob-
lem as follows. Let (G1,GT ) be a pair of bilinear groups with an effi-
ciently computable pairing e : G1 × G1 → GT , and let g be a random
generator of G1. The DBDH problem is to decide, given a tuple of values
(g, ga, gb, gc, T ) ∈ G4

1 ×GT (where a, b, c ∈R Z∗q), whether T = e(g, g)abc

or if T is a random element of GT .

The non-interactive identity-based proxy re-encryption scheme com-
prises the following set of algorithms:

• Setup accepts a security parameter, n, and outputs both the master
public parameters, params, which are distributed to users, and the
master secret key, msk, which is kept private. Let e : G1 ×G2 → GT

be a bilinear map, where G1 = 〈g〉 and GT have order q. Let H1,H2

be independent full-domain hash function H1 : {0, 1}∗ → G1 and
H2 : GT → G1. To generate the scheme parameters, select s ← Z∗q ,
and output params = (G1,H1,H2, g, g

s), msk = s.
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• KeyGen(params,msk, id) on input an identity, id, and the master
secret key, outputs a decryption key, skid, corresponding to that iden-
tity. To extract a decryption key for identity id ∈ {0, 1}∗, return
skid = H1(id)s.

• Encrypt(params, id,m) on input a set of public parameters, an
identity id and a plaintext, m ∈ M, output cid, the encryption of m
under the specified identity. To encrypt m, select r ← Z∗q and output
cid = (gr,m · e(gs,H1(id))r).

• RKGen(params, skid1 , id1, id2) on input a secret key skid1 and iden-
tities id1, id2, outputs a re-encryption key, rkid1→id2 . Select X ← GT

and compute 〈R1, R2〉 = Encrypt(params, id2, X). Return rkid1→id2 =
〈R1, R2, sk

−1
id1
· H2(X)〉.

• Reencrypt(params, rkid1→id2 , cid1) on input a ciphertext cid1 under
identity id1, and a re-encryption key, rkid1→id2 , outputs a re-encrypted
ciphertext cid2 . To re-encrypt, first parse cid1 as (C1, C2) and rkid1→id2
as (R1, R2, R3), next output cid2 = 〈C1, C2 · e(C1, R3), R1, R2〉 =
〈C1, C

′
2, R1, R2〉.

• Decrypt(params, skid, cid) decrypts the ciphertext, cid, using the
secret key skid, and outputsm or⊥. First recoverX = R2/e(R1, skid2)
and second obtains m by computing m = C ′2/e(C1,H2(X)).

The implementation described above has the following properties:

• Unidirectionality: it permits user A to delegate to user B, without
permitting A to decrypt user B’s ciphertexts.

• Non-Interactivity: it permits user A to construct a re-encryption key
while offline (i.e., without the participation of B nor of the Private Key
Generator).

• Multi-use: it permits the proxy (or proxies) to perform multiple re-
encryptions on a single ciphertext, e.g., re-encrypting from A to B,
then re-encrypting the result from B to C, etc.

A.6 Anonymous Routing Protocols

A.6.1 Chaum Mix

Chaum presents in [32] a technique based on public key cryptography that
permits one correspondent to remain anonymous to a second, while allow-
ing the second to respond via an untraceable return address. This technique
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is called mixing because it includes a node called mixer that processes each
message before it is delivered. The purpose of a mixer is to hide the corre-
spondences between the items it receives as input and those which it out-
puts. Therefore, an important function of a mixer is to ensure that no item
is processed more than once.

Chaum Mix

1. A participant prepares a message m for delivery to a participant at address A by
sealing it with the addressee’s public key Ka, appending the address A, and then
sealing the results with the mixer’s public key K1.

2. The mix receives the following encrypted message K1(R1,Ka(R0,m), A), de-
crypts the input with its private key, throws away the random string R1, and outputs
Ka(R0,m), A.

3. The addressee decrypts the message with its private key, throws away the random
string R0 and obtain the original message m.

A.6.2 Crowds

Crowds is an anonymous routing protocol originally proposed in [109] to
hide the true sender of a message by routing it randomly within a large
group of users (the crowd). The protocol assumes the presence of a central
node called blender, which is responsible of providing each node with the
list of active crowd members and of updating it periodically. Upon receipt
of a message, each crowd member behaves as follows: with probability p >
0.5, it forwards the message to a randomly chosen node within the crowd
(possibly itself), otherwise it sends the node to the final addressee. Message
replies follow the reverse path established during the message forwarding
procedure. For a detailed security analysis of the protocol, the reader is
referred to [109].

Crowds Upon Receipt of the pair (Node P, Message M):

1. Flip a biased coin such that (Pr(Heads) = p)
if Heads then

Select a uniformly random node and forward M to it
else

Forward M to destination
end if

2. Record P so that a tunnel can be built
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A.7 Security against Chosen-Ciphertext Attacks (CCA)

In a chosen-ciphertext attack, the adversary has the ability not only to en-
crypt messages of her choice, but also to request decryption of arbitrary
ciphertext. In fact, the adversary can access a decryption oracle Decsk(·)
in addition to the encryption oracle Encpk(·) . The only restriction to the
oracle access is that the adversary is not allowed to request the decryption
of the challenge ciphertext. A cryptosystem is assumed to be secure under a
chosen-ciphertext attack if the adversary is not able to distinguish between
the encryption of two arbitrary messages. The detailed description of the
CCA indistinguishability experiment is given in [79].

Here we report the description of the experiment PubKcca
B,Π(n) for a pub-

lic key encryption scheme Π and an adversary B:

1. Gen(1n) is run to obtain the keys (pk, sk).

2. The adversaryB is given pk and access to a decryption oracleDecsk(·).
It outputs a pair of messages m0,m1 of the same length.

3. A random bit b← {0, 1}is chosen, and then a ciphertext e← Encpk(mb)
is computed and given to B.

4. B continues to interact with the decryption oracle, but may not request
a decryption of c itself. Finally, B outputs a bit b′.

5. The output of the experiment is defined to be 1 if b′ = b, and 0 other-
wise.

It holds that:

Pr[PubKcca
B,Π(n) = 1] ≤ 1

2
+ negl(n)

where, for a polynomial p and a large n, negl(n) = 1
p(n)

.

A.8 Routing in P2P Overlaay Networks with Chord

A.8.1 Overview of the Chord protocol

The Chord protocol builds a self-organizing Distributed Hash Table-based
(DHT) overlay which provides efficient location of data items in a dis-
tributed network by identifying the items through a key and assigning the
keys to one of the nodes using consistent hashing. Such overlay enables
scalable information routing in peer-to-peer (P2P) distributed networks,
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Algorithm A.1 n.find_successor(ID)

1: if ID ∈ (n, successor] then
2: return successor
3: else
4: n′ = closest_preceeding_node(ID)
5: end if
6: return n′.find_successor(ID)

supporting a wide range of applications, from content distribution and file-
sharing to decentralized network services. More in detail, each node and
key is associated to an m-bit identifier through a hash function such as
SHA-1, which takes as input the node’s IP address and the key itself, re-
spectively. The identifiers are ordered along a circle of numbers modulo
2m and the k-th key is assigned to the first node whose identifier is equal
or follows the identifier of k along the circle. Such node is referred to as
the successor node of key k. Every time a new node n joins the network,
some of the keys previously assigned to n’s successor are reassigned to n,
according to the values of their identifiers. Conversely, when a node leaves
the network, all its keys are reassigned to its successor.

The key lookup procedure can be implemented in a distributed fashion
by relying on a routing table named finger table and maintained by each
node n, where the i-th entry contains the identifier of the successor of n +
2i−1. A node looking for key k consults its finger table and contacts the
node whose identifier most closely precedes the identifier of k by means of
Algorithms A.1 and A.2, defined in [127]. In turn, the targeted node repeats
the same operation, thus creating a recursive mechanism, until the node
responsible for the key k is reached. Paper [127] proves that the lookup
procedure involves O(logN) nodes, where N is the total number of nodes
of the Chord ring.

To increase robustness to node failures, each node also maintains a suc-
cessor list, where it stores the identifiers of its r nearest successors on the
ring (where r is a system parameter): in case the node notices that its suc-
cessor has failed, it replaces the failed node with the first live entry in the
list.

In order to ensure the correctness of the information contained in the
finger tables and successor lists, Chord supports stabilization and fix fin-
ger procedures, which periodically update the entries adapting to the actual
joining nodes and network structure. For further details, the reader is re-
ferred to [127].
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Algorithm A.2 n.closest_preceding_node(ID)

1: for i = m downto 1 do
2: if finger[i] ∈ (n, ID) then
3: return finger[i]
4: end if
5: end for
6: return n

A.8.2 Attacks to the Chord protocol

Given the relative ease for a node in obtaining a membership to Chord-
based overlays, such networks are prone to a variety of attacks which can
be performed by a collusion of malicious nodes controlled by a single ad-
versary, aimed at altering the routing and/or the content of the messages.
Among those, the Sybil [42] and Eclipse [122] attacks have received partic-
ular attention by the research community, due to their disruptive effects.

The Sybil attack exploits the fact that the nodes joining the network are
not required to provide any reputation guarantees and the security checks
on their identities are usually very loose or even absent. Therefore, a single
physical entity can easily obtain multiple logical identities and thus create
a set of colluded nodes which control a considerable fraction of the keys
stored in the network.

Though the Sybil attack is not specific to DHTs, it has been widely in-
vestigated in the last decade, since it can be used to subvert the protocol
and by mounting other categories of security attacks, including the Eclipse
attack. In this attack, the collusion of corrupted nodes perform routing ta-
ble poisoning by providing to their neighbors only malicious references. If
most of the entries in the routing table of an honest node are malicious,
then almost all the communication flows originating from that node can be
intercepted by the collusion of dishonest nodes, thus “eclipsing” the rest of
the network.

The Eclipse attack can be in turn exploited to amplify the effect of other
attacks, e.g. routing and storage attacks [122].

Numerous countermeasures to mitigate the effect of such attacks have
been proposed in the recent literature (see [130] for an overview), but most
of them have the drawback of limiting the scalability of the system or of
introducing centralized certification/authentication mechanisms, thus dis-
torting the intrinsically distributed nature of P2P networks.
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A.9 Symmetric geometric distribution

Let α be a positive number such that α > 1. The probability mass function
of the symmetric geometric distribution Geom(α) is defined as:

α− 1

α + 1
α−|k|

where k always assumes integer values.
The probability mass function of the unilateral geometric distribution

Geom+(α) is defined as:
(α− 1)α−k

where k always assumes integer positive values.
The symmetric geometric distribution has zero mean and its variance is

2α(α− 1)−2.

A.10 Holder’s inequality

Let p, q be real positive numbers such that p, q > 1 and 1
p

+ 1
q

= 1. The
Holder’s inequality allows us to write:

+∞∫
−∞

|f(x) · g(x)|dx ≤
( +∞∫
−∞

|f(x)|pdx
) 1

p
( +∞∫
−∞

|g(x)|qdx
) 1

q

If p = q = 1
2
, it reduces to:

+∞∫
−∞

|f(x) · g(x)|dx ≤

√√√√√ +∞∫
−∞

|f(x)|2dx

√√√√√ +∞∫
−∞

|g(x)|2dx

Note that the equality holds iff |f(x)| = c · |g(x)|, where c is an arbitrary
constant.

A.11 Security of the IB-PRE scheme

We prove that the PPN cannot recover the secret key in the IB-PRE scheme
with security parameter l.

Theorem 12. If the DBDH problem is intractable, then there not exists a
p.p.t. algorithm A that, given the re-encryption key rkid1→id2 , can obtain
the secret key skid.

195



i
i

“thesis” — 2013/10/1 — 15:22 — page 196 — #210 i
i

i
i

i
i

Appendix A. Review of Basic Concepts

Proof. By contradiction, let A be a p.p.t. algorithm that has non-negligible
probability p(l) to obtain the secret key, given the re-encryption key. We
use A to construct a second algorithm B, which has non-negligible advan-
tage in solving the DBDH problem. Algorithm B accepts as input a tuple
〈G1 = 〈g〉, ga, gb, gc, T 〉 and outputs 1 if T = e(g, g)abc.
Having the re-encryption key rkid1→id2 from algorithmA, we know 〈R1, R2, R3〉 =
〈gr, X · e(gs,H1(id2))r, sk−1

id1
· H2(X)〉. Moreover, from A, we obtain the

correct skid1 = H1(id)s with non-negligible probability p(l). Now we as-
sume as input for B the tuple 〈G1 = 〈g〉, ga = gs, gb = H1(id2), gc =
gr, T 〉, and as output 1 if sk−1

id1
= H2(R2/T ). If skid obtained from A is

correct then B gives the correct answer with probability 1. This happens
with probability p(l). If skid obtained from A is not correct, B gives a ran-
dom answer, which is correct with probability 1/2. The overall probability
that B gives the correct answer is 1/2 + p(l)/2, which is larger than 1/2
by a non negligible term, violating the assumption of intractability of the
DBDH problem.

Thus, we have proved that recovering the secret key from the re-encryption
key is an intractable problem.
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