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Abstract

FARCOS (Femtoscope ARay for COrrelation and Spectroscopy) is a
novel detection system featuring high angular and energy resolution
able to reconstruct the particles momentum at high precision for dif-

ferent physical cases in heavy-ion collision nuclear physics experiments at
intermediate energies. It is based on Double Sided Silicon Strip Detec-
tors (DSSSD) and CsI(Tl) scintillation crystals and its goal is to achieve a
full particle identification and correlation by exploiting, together with the
standard identification techniques (∆E-E, ToF), Pulse Shape Analysis tech-
niques both on the CsI(Tl) signals and, more ambitiously, on the DSSSD in
order to lower the energy identification threshold. The possibility to use our
digital Data Acquisition system for the direct waveforms digitization would
be beneficial to this purpose. In order to optimize the DSSSD performances
we carefully investigated the fundamental physical parameters such as dark
currents, capacitances and related entities as a function of the applied bias
and of the frequency. In addition, we performed a detailed amplitude and
position detectors response mapping exploiting the monochromatic pulsed
ion beams available at the INFN-LaBeC facility (Firenze). Special atten-
tion is given to the impact of inter-strip beam incidence on the shape of the
induced signals, among the main causes that can greatly spoil the overall
identification capabilities. We also present the development and the full
qualification of a novel simulation tool for the 3D electron-hole transport
computation in 2D semiconductor detectors suitable for high charge injec-
tion levels and for highly segmented detectors as a powerful and reliable
tool to investigate the signal formation dynamics in the DSSSD at operat-

I



ing conditions. In this respect we report a batch of dedicated simulations
specifically targeted to help clarifying the experimental results obtained
with the inter-strip incidence. To improve also our knowledge of the CsI(Tl)
crystals scintillation properties, we extracted the time constants and inten-
sities defining the scintillation response by a direct fitting of the digitized
waveforms, showing their dependence on the energy, charge and mass – at
least in a given range – of the impinging particle. On these basis we probed
the merits of novel particle identification matrices. Lastly, we show some
preliminary results of the first on-beam test involving full FARCOS tele-
scopes carried out at the INFN-LNS laboratories (Catania) with the main
purpose to test the overall system functionality and to probe the light yield
non-uniformity of the CsI(Tl) crystals exploiting known reactions. The
overall performances, though susceptible of further improvements, are ex-
cellent.

This work has been supported by INFN (Istituto Nazionale di Fisica
Nucleare) in the framework of the EXOCHIM experiment and by the MIUR
(Ministero dell’Università e della Ricerca Scientifica) program PRIN2009,
protocol 2009RLCYL8.

II



Contents

1 Introduction 1
1.1 Experimental Techniques and Requirements . . . . . . . . . 2

1.1.1 Physics of the Experiments . . . . . . . . . . . . . . 2
1.1.2 Detection Systems Requirements . . . . . . . . . . . 5

1.2 Interaction of Charged Particles with Matter . . . . . . . . . 6
1.3 Classical Particles Identification Techniques . . . . . . . . . 8

1.3.1 ∆E − E . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.2 Pulse Shape Discrimination in CsI(Tl) . . . . . . . . 10
1.3.3 Time of Flight . . . . . . . . . . . . . . . . . . . . . 12
1.3.4 Pulse Shape Discrimination in Si . . . . . . . . . . . 12

1.4 Examples of State of Art 4π Multidetector and Detection
Systems for Correlation and Spectroscopy . . . . . . . . . . 14
1.4.1 CHIMERA . . . . . . . . . . . . . . . . . . . . . . . 15
1.4.2 MUST and MUST2 . . . . . . . . . . . . . . . . . . 18
1.4.3 HIRA . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.5 Novel Tools and Techniques for Particle Identification . . . 27

2 The FARCOS Project 29
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2 FARCOS Components . . . . . . . . . . . . . . . . . . . . 30

2.2.1 Detection layers . . . . . . . . . . . . . . . . . . . . 30
2.2.2 Front-end Electronics for the Silicon Layers . . . . . 32
2.2.3 Data Acquisition System . . . . . . . . . . . . . . . 35

2.3 Expected Performances of the Silicon Detection Layers . . . 38

III



Contents

3 Characterization of the FARCOS Double Sided Silicon Strip Detectors 41
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Capacitance Measurements . . . . . . . . . . . . . . . . . . 42

3.2.1 Experimental Setup . . . . . . . . . . . . . . . . . . 43
3.2.2 The Impedance Measurement Model . . . . . . . . . 46
3.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.3 Energy and Position Response Map with Monochromatic
Single Ions . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.3.1 The Pulsed Ion Beam-Line DEFEL of the LaBeC Ac-

celerator . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.2 Experimental Setup . . . . . . . . . . . . . . . . . . 62
3.3.3 Experimental Conditions . . . . . . . . . . . . . . . 65
3.3.4 Energy Calibration and Resolution . . . . . . . . . . 67
3.3.5 Position Response Matrix – Inter-Strip Effects . . . . 71

3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4 3D Simulation Code for Charge Transport and Signal Formation
in 2D Semiconductor Detectors Suitable for High Charge Injection
Levels and High Electrode Segmentation 81
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2 Physical Model and Simulation Method . . . . . . . . . . . 82

4.2.1 Mobility and Diffusion Models . . . . . . . . . . . . 85
4.3 Code Validation . . . . . . . . . . . . . . . . . . . . . . . . 87

4.3.1 Cloud expansion in free space due to thermal diffu-
sion only . . . . . . . . . . . . . . . . . . . . . . . . 87

4.3.2 Cloud expansion with finite detector thickness due to
Coulomb repulsion only . . . . . . . . . . . . . . . . 88

4.4 Comparison with an Approximated Analytical Solution . . . 89
4.5 Enhanced Numerical Methods . . . . . . . . . . . . . . . . 92

4.5.1 Charge clustering . . . . . . . . . . . . . . . . . . . 93
4.5.2 Adaptive carrier position update . . . . . . . . . . . . 93

4.6 Simulations of the Double Sided Silicon Strip Detector of
FARCOS . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.6.1 Simulation Setup . . . . . . . . . . . . . . . . . . . 96
4.6.2 Results of the Simulations . . . . . . . . . . . . . . . 100
4.6.3 Comparison with Experimental Data . . . . . . . . . 110

4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5 Extrapolation of CsI(Tl) Scintillation Parameters and Novel Particle
Identification Techniques 119

IV



Contents

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.2 Experimental Setup and Modeling . . . . . . . . . . . . . . 121

5.2.1 The Digital Data Acquisition Chain of the CHIMERA
Detector . . . . . . . . . . . . . . . . . . . . . . . . 121

5.2.2 Model of the Preamplifier Output Signal . . . . . . . 122
5.3 Four-Vector Extraction and Energy Calibration . . . . . . . 124

5.3.1 Adopted Analysis Method for the Four–Vector Ex-
traction . . . . . . . . . . . . . . . . . . . . . . . . . 124

5.3.2 Energy Calibration . . . . . . . . . . . . . . . . . . . 127
5.4 Four-Vector Dependence on the Energy and on the Particle

Type . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.5 Reconstruction of Conventional 2D Detection Maps . . . . . 134
5.6 Search for Novel 2D Detection Maps . . . . . . . . . . . . 135

5.6.1 Approximated Analytical Model for Fast/Slow and
Rise–Time Correlation . . . . . . . . . . . . . . . . . 136

5.6.2 Merits of New Detection Maps at GSI Energies . . . 141
5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 144

6 First On-Beam Test of a FARCOS telescope 147
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.2 Experimental Conditions . . . . . . . . . . . . . . . . . . . 147
6.3 Preliminary Results . . . . . . . . . . . . . . . . . . . . . . 148

6.3.1 DSSSD Energy Calibration . . . . . . . . . . . . . . 149
6.3.2 ∆E − E Scatter Plots and CsI Energy Spectra . . . . 149

6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 157

7 Conclusion 159

A Technical Drawings and PCBs Layout 163

Bibliography 191

V





CHAPTER1
Introduction

The Equation of State (EOS) of nuclear matter is of fundamental impor-
tance in the study of the properties of stable and unstable (radioactive)
nuclei and in the study of the properties of compact astrophysical objects
such as neutron stars, core-collapsing supernovae and black-holes forma-
tion [1]. In order to put some light on still open questions concerning the
EOS, heavy-ion collisions are the only mean available on earth to probe the
properties of nuclear matters under extreme condition. During heavy-ion
collision at intermediate energies a large variety of particles and fragments
are produced in one single experiment. The detection of all reaction prod-
ucts on an event-by-event basis and the measurement of their reciprocal
correlation allows quantitative understanding of the reaction dynamics and
probing space-time properties of emitting sources. The challenge in the
experimental identification is posed by the great variety of emission mech-
anisms and researchers efforts are concentrated on obtaining a well defined
characterization in terms of dynamic and thermal properties of the emitted
particles. To find answers to the still open problems such as the space-time
dynamics of the produced fragments, their thermal properties (i.e. the ex-
citation energy), internal temperature or spin, the density at which nuclear
fragmentation occurs and the liquid-gas phase transitions, several experi-
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Chapter 1. Introduction

mental techniques have been established as well as corresponding detection
systems [2]. This work is devoted to the study and the characterization of
a novel detection system called FARCOS (Femstoscopy ARray for COrre-
lation and Spectroscopy), a compact, modular and versatile telescope array
made of Double Sided Silicon Strip Detectors and CsI(Tl) scintillators. Its
increased energy and spatial resolution, wide solid angle coverage and its
unique capability to perform pulse shape identification techniques make it
a promising investigation tool for many physical cases even at low energies
and at the low intensities available at the new radioactive beam facilities.

The chapter is organized as follows. Section 1.1 gives the experimental
techniques used in heavy-ion collision physics at intermediate energies and
the general requirements imposed on detection systems. Section 1.2 gives
the basics of the interaction of charged particles with matter – i.e. heavy-
ion collision fragments with detectors – necessary for the correct compre-
hension of the experimental and theoretical work exposed in the follow-
ing. Section 1.3 summarizes the standard particle identification techniques
made available by a multi-stage detector such as FARCOS – ∆E − E,
Pulse Shape Discrimination in CsI(Tl) scintillators, ToF and Pulse Shape
Discrimination in Si detectors. Section 1.4 reviews the state of the art of
detection system with which FARCOS must compete – HiRA and MUST2
– or work in conjunction with – CHIMERA. Section 1.5 introduces the
concept and the potentialities of digital DAQ systems and the importance
of having suitable numerical tools for the simulation of the detectors re-
sponse.

1.1 Experimental Techniques and Requirements

1.1.1 Physics of the Experiments

Heavy ions head-on collisions at Fermi energies – ranging between about
20 MeV/u to 200 MeV/u – exposes the nuclei to a violent collective com-
pression phase where the overlapping nuclear matter is predicted to reach
values of density well above the saturation value ρ0 = 0.17 nucleon/fm3.
The following expansion phase brings the density down to significant low
values, the so-called freeze-out phase (ρ ∼ 0.3ρ0), which turns up in the
multi-fragmentation phase where many excited clusters and light particles
are ejected from the collision center. Fig. 1.1 shows an artistic representa-
tion of the time evolution of a heavy-ion collision, highlighting the different
reaction phases.

If on one side there is still not the certainty whether the system achieves
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1.1. Experimental Techniques and Requirements

Figure 1.1: Artistic representation of the time evolution of an heavy-ion collision with
highlighted the different reaction phases. To give an idea of the time scale of the pro-
cess, the freeze-out phase (fragment ejection) occurs some 10−22 s after the beginning
of the collision.

the full equilibrium in the freeze-out phase, on the other there are clear
evidences of the presence of secondary decays from emitted fragments.
This complex scenario can be investigated with the powerful techniques of
intensity interferometry and correlation functions [3]. Correlation functions
at small relative momentum allow measurements of the order of magnitude
of 10−15 m for spatial dimensions and of 10−23÷ 10−20 s for time intervals
[4]. Though this great achievement, one of the fundamental problems is to
disentangle the prompt emitting sources from secondary emitting sources
which feature time scales order of magnitude greater. The difficulty is even
magnified by the extreme sensitivity to the impact parameter such as beam
energy, the centrality of the collision (impact parameter), and the mass of
the system [3]. Nevertheless a suitable gating of the impact parameters,
reaction plane, charged particle multiplicity and other global parameters
comes in partial aid to decipher the several emitting source components [2].

Proton-proton correlation function is the most common technique ex-
ploited in Hanbury-Brown-Twiss (HBT) intensity interferometry studies. It
is defined as follow:

Y12(~p1, ~p2) = C12 · (1 +R~P (~q))Y1(~p1)Y2(~p2) (1.1)

where Y12(~p1, ~p2) is the coincident yield of the two particles detected
at the same event, C12 is a normalization constant obtained by imposing
R~P (~q) = 0 for very large value of relative momentum ~q of the particles,
Y1(~p1) and Y2(~p2) are the yields of the single particles, ~P is the total mo-
mentum of the pair and 1+R~P (~q) is the proton-proton correlation function.

Thanks to the anti-symmetrization of the two-body wave function, the
shape of the correlation function can be related to the different emission
time delay between the protons. This is formally stated it the Koonin-Pratt
(KP) equation:

3



Chapter 1. Introduction

1 +R~P (~q) = 1 +

∫
S~P (~r) ·K(~q, ~r) · d~r (1.2)

where 1+R~P (~q) is the two-proton correlation function, S~P (~r) is the two-
particle emitting source defined as the probability of emitting two protons
with a relative distance ~r measured at the time when the second particle is
emitted. K(~q, ~r) is the kernel function and it contains the whole informa-
tion about the final-state interaction between the two coincident protons, in-
cluding their quantum statistics. Since the correlation function is measured
and the kernel function is well known for protons, solving the KP equa-
tion means extracting the source function, which retains the information
on the space-time properties of the particle-emitting sources. This can be
achieved through different approaches, namely Model Sources approaches,
Shape-Analysis approaches and Transport Model approaches. The first as-
sumes a specific function underlying the shape of the correlation function.
The second releases such arbitrary assumption and numerically invert the
equation. The Imaging technique is the most known and used method that
belong to this group. The third compares the measured function to numer-
ically computed models and allows probing transport properties such as
nucleon-nucleon collision cross-section and the density dependence of the
symmetry energy.

As an example, in Fig. 1.2 (a) we show a set of proton-proton correla-
tion functions, each of them corresponding to a different total momentum
gating, for the reaction 14N+197Au at 75 MeV per nucleon. The dashed
lines are computed assuming Gaussian-shaped source function. Fig. 1.2
(b) shows the corresponding source functions computed with the imaging
technique with no a priori assumption on the shape [2]. It worths noticing
that the order of magnitude of the spatial resolution is the fm.

Since during heavy-ion collisions at intermediate energies a large vari-
ety of particles and fragments are produced, it is necessary to extend the
application of the correlation function methods to the Light Charged Parti-
cles (LCP) and Intermediate Mass Fragment (IMF) other than protons. The
complex scenario that emerges from these studies, consequence of the com-
plex structure of LCPs and IMF, calls for higher-resolution detection sys-
tems in order to be properly addressed. Correlation functions with LCPs
are at the basis of the emission time and chronology assessment for the
particle-emitting sources, the understanding of which would facilitate the
comprehension on primary fragments production mechanisms in heavy-ion
collisions. IMF-IMF correlation functions are another important subject
of study since they allow the extraction of the space-time properties of the
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(a) (b)

Figure 1.2: Example of (a) proton-proton correlation function for the reaction 14N+197Au
at 75 MeV per nucleon. Each curve derive from a different total momentum gating.
The dashed lines are computed assuming Gaussian-shaped source function. (b) corre-
sponding source functions computed with the imaging techniques [2].

nuclear system produced during the reaction at the time of their freeze-out
stage. This gives a unique eye on multi-fragmentation phenomena and their
possible link to a liquid-gas phase transition in nuclear matter.

Two-nucleon correlation is also a precious tool to investigate the isospin
dependence of the nuclear equation of state, which is perhaps the most
uncertain property of neutron-rich matter.

The correlation function concept can be extended to a multi-particle sce-
nario to explore the spectroscopic properties of the unbound states pro-
duced during the evolution of the nuclear system that follows the collision.
This technique, called Multi-Particle Correlation Spectroscopy (MPCS), is
a powerful tool since it allows disentangling simultaneous decays from se-
quential decays processes and gives access to the characterization of the
short-living exotic nuclei [2] [5].

1.1.2 Detection Systems Requirements

Correlation measurements and the study of direct reactions in inverse kine-
matics with stable and radioactive ion beams (RIBs) push toward the mea-
surements of the momentum vector and of its correlation that imposes high
energy and angular resolution. In addition two- or more-particle correlation
measurements require large statistics that can be gained widening the solid
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angular coverage. The conflicting quest of performing correlation measure-
ments of LCPs and IMFs or of joint detection of the emitted light particle
and the residual heavy fragment arising from the stripping occurred in the
incoming RIB in the study of direct reactions in inverse kinematics requires
a wide dynamic range of the detector-frontend electronics system. More-
over the low energy foreseen for the RIB at SPES and SPIRAL2 requires
low identification thresholds both for LCPs and IMFs, and the study of the
correlation of LCPs even at high energies imposes a high stopping power.
Last but not least the geometry has to be as simple and versatile as possible
to allow modular assembling and easy coupling with other detectors (4π
arrays, spectrometers, neutron detectors). The transportability of the sys-
tem will allow temporary installation in different facilities to profit of the
different beams there accelerated [6].

1.2 Interaction of Charged Particles with Matter

In order to better understand the physical constraints at the basis of any de-
tector’s design and expected performances, it is essential to have minimum
knowledge of the properties of the interaction between the impinging parti-
cles/radiation and the detector material. Since we are dealing with detectors
for multi-fragmentation experiments in nuclear physics, we concentrate on
the behavior of charged particles passing through matter [7].

Charged particles interact with matter primarily through Coulomb force
between their positive charge and the negative charge of the orbital elec-
trons within the absorber atoms. Interactions with nuclei are also possible
but rather rare and normally their contribution to the response of radia-
tion detector is not significant. As soon as the particle enters the absorber
material, it immediately interacts simultaneously with many electrons, ex-
periencing impulses from the attractive Coulomb forces. Depending on the
proximity of the encounter, the impulse may be sufficient to rise the electron
to a higher-level shell (excitation) within the absorber atom or to remove
completely the electron from the atom (ionization). Since the maximum
energy that can be transferred to a single electron is quite small (roughly
1/500 of the particle energy per nucleon), the particle must lose its energy
in many interactions resulting in a continuous decrease of the velocity until
it is completely stopped. Except at their very end, the tracks tend to be quite
straight because the particle is not greatly deflected by any encounter and
the interactions occurs in all directions simultaneously. Charged particles
are therefore characterized by a penetration range typical of the absorber
material and beyond which no particle may go. In particularly close en-
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counters, an electron may undergo a large impulse that after having left its
parent atom, it may still have energy enough to create further ions. In nor-
mal condition, this is the main means of energy loss for charged particles.
The range of these free electrons is always small compared to the incident
particle’s one.

In a silicon detector, due to the peculiarity of the electronic band struc-
ture, the overall effect of all such processes is to create an electron-hole pair
every ∼3.6 eV of ionization energy.

The linear stopping power or specific energy loss S for a charged parti-
cle in a given absorber is defined as:

S = −dE
dx

(1.3)

which is nothing but the differential energy loss of the particle divided
by the corresponding differential path. The classical expression that de-
scribes the specific energy loss is known as Bethe formula [8]:

− dE

dx
=

4πq4z2

m0v2
NB (1.4)

and

B ≡ Z

[
ln

(
2m0v

2

I

)
− ln

(
1− v2

c2

)
− v2

c2

]
(1.5)

where v and z are the velocity and the charge number of the impinging
particle, N and Z are the number density and atomic number of the ab-
sorber atom, m0 is the electron rest mass and q is the elementary charge.
The parameter I represents the average excitation and ionization potential
of the absorber and it is normally experimentally determined. From these
equations we can infer, as a rule of thumb, that the impinging particle loses
energy approximately as 1/v2, heuristically explained with the considera-
tion that a slower particle passes more time in the proximity of the electrons
resulting in a greater energy transfer, and that particle with greater charge
have larger specific energy loss. The Bethe formula tends instead to fail
at very low particle energies where the positively charged particles tend to
pick up electrons from the absorber reducing their charge z. This typically
occurs at the end of the absorption track, but for heavy charged fragments
the electron pick up begins immediately at the start of the track reducing the
specific energy loss in reason of the changed z. This makes the prediction
of penetration properties for heavy charged fragments more difficult.
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A plot of the specific energy loss along the track of a charged particle
such as that shown in Fig. 4.11 is known as the Bragg curve. The two
curves represents the qualitative behavior of a single particle and of an av-
erage over a bunch of identical particles. The difference between the two
must be ascribed to the randomness of the ionization process that results in
a statistical spread of the energy loss at any given penetration depth. This
effect is called energy straggling. The energy straggling is also responsible
for the range straggling, that is the fluctuation in path length for individual
particles of the same initial energy.

Figure 1.3: Qualitative example of Bragg curves, being the solid one for a single particle
while the dotted one for an average over a bunch of identical particles. [7].

Fig. 1.4 shows an example of computed ranges is Silicon for several
light charged particle, function of the impinging energy.

1.3 Classical Particles Identification Techniques

1.3.1 ∆E − E
Often detection system employed in heavy-ion collision experiments fea-
tures two or more detection stages. It comes naturally then to explore the
mutual dependence of the energy released by the impinging particles in
consecutive stages. This is called ∆E − E technique.

The energy is usually conceived as the amplitude of the signal delivered
by the detectors, suitably shaped and sampled by a QDC. In the case of
semiconductor detectors (e.g. Si) and in our energy range we have a con-
stant proportionality between the energy released by the impinging particle
and the amplitude of the integrated signal, regardless of the type of the par-
ticle (charge Z and mass A). On the contrary, in the case of scintillators
(e.g. CsI) the dependence of the signal amplitude is no more linear with
respect to the energy and it is also a function of the charge and mass of the
particle.

8



1.3. Classical Particles Identification Techniques

Figure 1.4: Range-Energy curve computed for different light charged particles in Silicon.
[7].

According to the number of detection stages, several ∆E − E plots are
possible. In the case of a three stage telescope, each with increasing stop-
ping power as in modern solutions included FARCOS, there are basically
two possibilities. If the particle is low energetic and stops in the second
stage, ∆E is the energy released in the first detector while E is the remain-
ing released in the second detector. If the particle is highly energetic and
stops in the third and last stage, a second possibility is to take ∆E as the
energy released in the second detector and E as the remaining released in
the third detector. For very low energetic particles, i.e. that stop in the first
detector, it is not possible to perform this technique.

Fig. 1.5 (a) and (b) show examples of ∆E − E plots taken with the
CHIMERA detector for the reaction 20Ne+12C at 21.5 MeV/u and at a polar
angle θ = 12.3◦, being (b) the zoomed version of (a). ∆E corresponds
to the energy released in the first detection stage – silicon p-i-n diode –
and E to the energy released in the second detection stage – thick CsI(Tl)
scintillator. In (a) it is clearly visible the charge identification power for the
heavy fragments while in (b) the identification power extends to charge Z

9



Chapter 1. Introduction

and mass A for light charged particles.

(a) (b)

Figure 1.5: Example of ∆E-E plots taken with the CHIMERA detector for the reaction
20Ne+12C at 21.5 MeV/u and at a polar angle θ = 12.3◦ and for two different zooming
factors. (a) shows the charge identification power for heavy fragments while (b) shows
the charge and mass resolution power for light charged particles.

1.3.2 Pulse Shape Discrimination in CsI(Tl)

The isotopic separation of Light Charged Particle (LCP) is also possible
exploiting the dependence of the CsI(Tl) signal on the charge, mass and en-
ergy of the impinging particle. How the CsI(Tl) signals depend on the char-
acteristic of the particle is matter of Chapter 5, for now it worths mention
that the scintillation light response features a fast and a slow component,
the first of the order of hundreds of ns, the last of the order of µs. Among
the several techniques that allows extracting the entities related to the two
components, CHIMERA uses the common gate method. Fig. 1.6 shows
a schematic diagram of the common gate method applied to a waveform.
The two waveforms corresponds to the shaped photodiode signal associated
to the CsI(Tl) crystal and to the same signal stretched when it reaches the
maximum. Using a common gate to integrate the tail of the signal, propor-
tional to the slow component, it is possible to extract the Slow parameter,
while integrating the stretched signal, proportional to the fast component,
it is possible to extract the Fast parameter. Fig. 1.7 shows as an example
the Fast-Slow identification matrix taken with CHIMERA for the reaction
124Sn+64Ni at 35 MeV/u and at a polar angle θ = 21.5◦ [9].
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Figure 1.6: Schematic diagram of the common gate method applied to a waveform coming
from the shaping of a photodiode signal associated to the CsI(Tl) crystal [9].

Figure 1.7: Example of Fast-Slow identification matrix taken with the CHIMERA detector
for the reaction 124Sn+64Ni at 35 MeV/u and at a polar angle θ = 21.5◦ [9].
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1.3.3 Time of Flight

The Time of Flight (ToF) technique is a powerful tool to extract the velocity
of the fragments produced in the nuclear reaction and is at the basis of
mass identification for particles stopping in the first detection stage, and for
charge identification when particles punch through the first detector since
it is combined with the other identification plots1. The ToF measurement
is essentially the difference between two timing signals. One refers to the
time of the impact on the detector, extracted from the detector signal itself,
the other comes from a reference signal usually delivered by accelerators.
The relation between fragments mass and the time of flight is the velocity
term in the kinetic energy equation, which at non-relativistic energies gives:

m =
2E (t− t0)2

d2
(1.6)

where m is the mass, d the distance of the detector from the target, t is
the measured value and t0 is an offset which depends on the experimental
conditions. The determination of t0 can be not trivial since it depends on the
various delaying effects of the cables and on the technique used to extract
the arrival time on the detector.

Fig. 1.8 shows an example of ToF identification matrix where the time
of flight is plotted with respect to the energy released in the first detector.
Data are taken with CHIMERA for the reaction 124Sn+64Ni at 35 MeV/u
and at a polar angle θ = 10◦. On the graph two well distinct regions are
visible. The A region refers to particles stopping in the detector for which
it is valid Eq. 1.6, while B region refers to particles punching through the
first detector where the amount of energy released depends on the specific
energy loss of the particle [9].

1.3.4 Pulse Shape Discrimination in Si

The shape of a signal delivered by a silicon detector depends strongly on
the density and on the spatial distribution of the electron-hole charge cloud
generated within the volume by the detected ion. On their turn, density
and spatial distribution depend on the impinging particle energy, charge
and mass. Exploiting these dependencies it is possible to achieve particles
charge identification also for ions stopping in the first silicon detection layer
thus lowering the detection threshold. A suitable signal parameter can be

1This second possibility is performed only in particular cases such as when particles are so energetic that they
cannot be stopped even in the second detection stage. Usually, indeed, the identification using the −E is more
effective.
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Figure 1.8: Example of ToF identification matrix taken with the CHIMERA detector for
the reaction 124Sn+64Ni at 35 MeV/u and at a polar angle θ = 10◦ [9]. The region
labeled with A refers to particles stopping in the detector for which Eq. 1.6 holds,
while the region labeled with B refers to particles punching through the first detector.

identified in the rise-time, since it reflects the collection processes of the
charge cloud by the electrodes, and it is usually plotted against the signal
amplitude that stands for the energy [10] [11] [12]. It has been noticed that
the identification performances vary significantly with respect to the detec-
tor injection side. Indeed, when the particle is entering from the detector
front side (pn junction side) and its range is comparable with the thickness
of the detector, a clear charge discrimination is obtained, but when on the
contrary the particle’s range is small in comparison with the detector thick-
ness, the measured rise-time coalesce into a single broad band. The charge
separation of this second case can be enhanced by letting the particle enter
on the back side of the detector (ohmic junction side). The reason is that
the lower electric field in the entrance region leads to longer plasma erosion
time, which depend dramatically on the charge density, and to the longer
path that holes, slower than electrons and main responsible for the signal
formation, must cover. In addition the rising field profile with penetration
depth minimize the plasma erosion effect at the Bragg peak near the end of
the trace. The charge separation achievable with this technique in combi-
nation with the mass discrimination obtainable with a simultaneous time of
flight measurement using a pulsed beam allows the complete identification
of ions stopped in the first detector [13] [14].

Pulse shape discrimination can be accomplished with both analog data
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acquisition systems, with the proper choice of shaping and timing ampli-
fiers and constant fraction discriminators, and digital data acquisition sys-
tems. Fig. 1.9 shows an example of energy–rise-time identification ma-
trix in conjunction with the ∆E − E plot obtained for particles punching
through the silicon detector. It refers to the reaction 20Ne+12C at 21 MeV/u
taken with the CHIMERA detector at polar angle θ = 5.8◦ exploiting a
digital DAQ system. The rise-time refers to the 10%-90% of the charge
preamplifier output and the detector is mounted in front injection [13].

Fig. 1.10 shows for comparison the energy–rise-time identification plot
and ∆E − E plot for the same reaction, at polar angle 11.5◦ but with the
detector mounted in back injection [13].

Figure 1.9: Example of energy–rise-time identification matrix in conjunction with the
∆E − E plot obtained for particles punching through the silicon detector taken with
the CHIMERA detector for the reaction 20Ne+12C at 21 MeV/u and at a polar angle
θ = 5.8◦ and detector mounted in front injection [13].

1.4 Examples of State of Art 4π Multidetector and Detection
Systems for Correlation and Spectroscopy

In recent years, the interest of the nuclear physics community about the
still open problems regarding the fundamental properties of nuclear matter
enunciated in Section 1.1 pushed toward the establishment of worldwide
collaborations aimed to the development and employment of novel detec-
tion systems suitable to fulfill all the new pressing requirements in terms
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Figure 1.10: Example of energy–rise-time identification matrix in conjunction with the
∆E − E plot obtained for particles punching through the silicon detector taken with
the CHIMERA detector for the reaction 20Ne+12C at 21 MeV/u and at a polar angle
θ = 5.8◦ and detector mounted in back injection [13].

of performances. Here we present some of the most significant detection
systems currently in use with which FARCOS, our new endeavor, must
compete – MUST2 and HiRA – or possibly work in conjunction with –
CHIMERA.

1.4.1 CHIMERA

In 2003 the Charge Heavy Ion Mass and Energy Resolving Array (CHIMERA)
detectors array see its dawn in its final 4π configuration at the INFN-Laboratori
Nazionali del Sud, Catania [3] [15]. The purpose of CHIMERA detec-
tor was to investigate nucleus-nucleus collisions in the Fermi energy do-
main – also called intermediate energies – from 20 MeV per nucleon to
100 MeV per nucleon. In this energy range, indeed, is noticed a transition
between one-body mean-field regime to two-body nucleon-nucleon inter-
action regime, and one of the distinct characteristics of this regime is the
abundant Intermediate Mass Fragment (IMF) production. To fully char-
acterize the dynamics of reactions following nuclear collisions and hence
to understand some basic properties of the Equation of State (EOS) of the
nuclear matter is necessary to detect and identify almost all the byproducts.
The design of CHIMERA reflects this needs.
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Detection Apparatus

CHIMERA is fundamentally composed by two parts for a total of 1192
detection cells as shown in Fig. 1.11. The forward part is made of 688
detection telescopes arranged in nine rings covering the angular range from
1◦ to 30◦, with full 2π azimuthal symmetry around the beam axis. The dis-
tance between the target and the rings goes from 350 cm to 100 cm with in-
creasing angle. The backward part is instead composed by 504 telescopes,
arranged in a spherical structure of 40 cm radius around the target. The
sphere covers the detection angles from 30◦ to 176◦. Considering the beam
entrance and exit holes and the frame of the detectors, the overall detection
solid angle is about 94% of 4π.

Figure 1.11: Overview of the whole CHIMERA detection array [15].

Every telescope is composed by two detection stages. The first is a
couple of 300 µm plain silicon detectors (200 µm for the most forward
ring). The resistivity of the detectors ranges between 3000 Ωcm and 5000
Ωcm while their capacitance ranges from 500 pF to 2200 pF depending on
the area. The second is a CsI(Tl) scintillator with thickness ranging from 3
cm at backward angles to 12 cm at the most forward angles, coupled to a
photodiode for the light read-out. All the system operates in vacuum and it
is installed in a dedicated chamber.
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Read-out Electronics

The almost 6000 channels (4 detectors for each of the 1192 modules) of
CHIMERA are read-out by different electronic chains depending on they
pertain to the silicon detectors or the CsI detectors [16] [9]. In a first case
the current pulse delivered by the diode is integrated by a custom developed
SMD preamplifier suitable for timing measurements with high capacitance
detectors. The rise time is∼50 ns and the sensitivity varies according to the
polar angle – 2 mV/MeV for 1◦≤ θ ≤30◦ (forward section of CHIMERA),
4.5 mV/MeV for θ >30◦ (backward section of CHIMERA). Each signal
delivered by the charge preamplifier is split in two branches, one for the
energy measurement which is shaped with a shaping time of 0.7 µs and one
for the timing measurement. The power consumption per channel is ∼ 250
mW. Both parameters are carefully digitized and sent to the data acquisition
system outside the vacuum chamber. In a second case the signals deliv-
ered by the photodiodes reading-out the scintillation light are integrated by
charge preamplifier with a gain ranging from 50 mV/MeV to 100 mV/MeV
and are optimized for the photodiode capacitance. Signals are then fed to
external amplifiers – realized in NIM technology – that feature a selectable
shaping time in the range 0.5 µs and 3 µs. The amplifiers have two outputs,
each of them goes to a different QDC for the extraction of the “fast” and
“slow” components in order to perform the pulse shape discrimination. Ad-
ditional 600 timing channels have been permanently implemented in order
to allow pulse shape discrimination techniques also for silicon detectors.

Sometimes, not on a routine basis, a small fraction of the amplified and
shaped signals of the silicon detectors and CsI scintillators is also subject to
a full digital read-out in order to increase particles identification by means
of on-line computations exploiting algorithms hardly realizable with ana-
log techniques. The digitization is accomplished by commercial SADC
SIS3301 [17], an eight channel 6U VME digitizer/transient recorder with
sampling rate of up to 100 MHz for every single channel and 14 bit resolu-
tion. The amplifier preceding the digitizer fulfills the Nyquist requirement
and covers at best the input dynamic range of the SADC.

Particle Identification and Performances

CHIMERA is capable of four different particle identification techniques.
First, the commonly used ∆E−E method for charge identification of heavy
ions and for isotopic identification of IMF with atomic number Z<10. Sec-
ond, the Time-of-Flight technique performed with signals coming from the
silicon detectors allows the mass identification. ToF is obtained by compar-
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ing the timing of the detector signal and the timing of the radio frequency
reference signal (RF) of the cyclotron delivering the beam. Third, the Light
Charged Particles that lose a negligible energy amount in the silicon de-
tectors but are stopped in the scintillator crystal are identified by applying
a pulse shape discrimination method on the signals delivered by the pho-
todiodes, i.e. the extraction of the “fast” and “slow” component. Fourth:
the recent implementation of a full digital DAQ system and the implemen-
tation of 600 new timing channels opened the possibility to perform pulse
shape discrimination also on a subset of silicon detectors, where the lowest
energetic particles are completely stopped. By measuring the signals rise-
time versus the energy it is achievable a complete charge identification, thus
lowering the global detection threshold [13].

Table 1.1 reports CHIMERA performances in terms of identification ca-
pabilities for light particles with Z≤3 while Table 1.2 for fragments with
Z>3. The energy detection threshold is estimated to be about 1 MeV/u.

Table 1.1: Identification for light particles with Z≤ 3 [15]

Energy (MeV/u) Technique Measure
< 6 ToF M

6− 30 ∆E − E Z and M
> 20 PSD CsI Z and M

Table 1.2: Identification for fragments with Z> 3 [15]

Energy (MeV/u) Technique Measure
5− 12 PSD Si Z

< 12− 15 ToF M
> 12− 15 ∆E − E Z

1.4.2 MUST and MUST2

In 1998 a collaboration of IPN-Orsay, DAPNIA-SPhN Saclay and DPTA-
SPN Bruyères le Châtel gave birth to the Mur à Strips (MUST) detec-
tor [18], a modular array consisting of eight large area silicon strip-Si(Li)-
CsI telescopes with associated electronics and data acquisition system ded-
icated to the study of reactions induced by radioactive beams on light par-
ticles in inverse kinematics (p,p’), (d,p), (d,3He), (t,p)... to obtain infor-
mations of nuclei far from the stability valley, one of the new frontier of
nuclear physics experiments in these years. The means by which MUST
was able to reconstruct the characteristics of a reaction was to measure the
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energy and angle of recoiling light particles that are spread over a wider
angular range with respect to the outgoing heavy nuclei which are very for-
ward focused, being the obtainable spatial resolution not sufficient. Also,
the coincidence measurement capability is another key factor to understand
the dynamic of reactions. To give an idea of the desired performances,
MUST has been designed to cope with a wide energy range for the light
charged particles that for proton means 500 keV to 70 MeV, with an energy
resolution better than 100 keV and an angular resolution better than 1◦.

In 2003 a collaboration including IPN-Orsay, IRFU/SPhN and GANIL
advanced to MUST2 [19] [20]. MUST2 is an enhanced version of MUST
since it features a larger active area, a greater number of strips, compact-
ness and above all the read-out electronics which is based on an ASIC.
The choice of an integrated electronics solution brings the advantages of
a physical compactness and of a competitive cost per channel, considering
the continously increasing number of channels.

Detection Layers

The MUST2 array consists of six identical telescopes arranged as a trun-
cated pyramid with a base of 13 cm × 13 cm with a vertex at 15 cm. The
desired standard flight distance is 15 cm and the geometry of the telescopes
is highly dictated by this choice. With this configuration MUST2 has an
angular coverage with efficiencies of approximately 70% up to angles of
45◦. Fig. 1.12 shows a technical drawing of the mounted MUST2 array.

Figure 1.12: Schematic drawing of the MUST2 6-telescopes array [21].
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Each telescope features three detection stages. The first is a double sided
silicon strip detector (DSSSD), with active area 9.8 cm × 9.8 cm with 128
strips on either sides. The crystal is a 〈100〉 oriented n-type with resistivity
∼6 kΩ-cm and 300 µm thick. On both sides, the strip pitch is 0.76 mm and
the inter-strip silicon dioxide isolation width is 56 µm. The capacitance of
each strip is approximately 65 pF.

The second stage consists of two lithium-drifted silicon detectors of
thickness 4.5 mm. Each crystal of about 10 cm × 5 cm is segmented into 8
pads on the p+-type side.

4 cm thick CsI scintillators coupled to Hamamatsu 2 cm × 2 cm photo-
diodes are provided to stop the more energetic particles. Fig. 1.13 shows an
exploded view of a single telescope enlightening the three detection stages.

Figure 1.13: Exploded view of a MUST2 telescope [21].

Read-out Electronics

The read-out electronics of MUST2 consists of three basic units: MATE,
MUFEE and MUVI. Must ASIC for Time and Energy (MATE) [22] is a 16
channel ASIC (BICMOS technology A.M.S. 0.8 µm) that process the sig-
nals delivered by the DSSSD, Si(Li) and the photodiodes detectors. The
Charge Sensitive Amplifier (CSA) at the beginning of the chain consists of
a single-ended folded cascode that can deal with bipolar signals and fea-
tures a 160 mV/MeV, 64 mV/MeV and 700 mV/MeV gain for the DSSSD,
Si(Li) and CsI (Si-equivalent) respectively and a rise time of approximately
10 ns. Three types of informations are available. First: the value of the en-
ergy losses from particles hitting the telescope. The energy measurement
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block is composed by a shaper which is a CR-RC filter with 1 µs peaking
time for the DSSSD and 3 µs for Si(Li) and CsI followed by a track&hold
that memorizes the maximum amplitude. Second: the value of the Time-of-
Flight (ToF) from a leading edge discriminator with adjustable threshold (8
bit DAC) and time-to-amplitude converter (TAC, 300 ns and 600 ns range,
2.28·10−2% I.N.L). Third: the value of the DC leakage current for monitor-
ing purposes. The power consumption must be kept low (28 mW/Channel)
since the whole electronics works in vacuum.

Must Front End Electronics (MUFEE ) is a board that accommodates the
MATE ASICs and it is connected to the detectors via 20 cm long Kapton
cables. MUFEE has an internal pulse generator to allow the test of the
different functions and the calibration of energy and time channels. An
external pulse generator input is also available. To ensure a good immunity
against electromagnetic disturbances, all control signals are distribute in
Low Voltage Differential Signal (LVDS) except the STOP-TDC.

Must in VXI (MUVI) is a unit in VXI-C standard of the acquisition
system that assure the slow control and data coding for the telescopes.

Figure 1.14: Basic schematic of one channel of the MATE ASIC [22].

Particle Identification and Performances

The identification of particles produced in the collisions relies on the con-
ventional ∆E − E and on the Time-of-Flight techniques. Being MUST2 a
three stage telescope, various possibilities are foreseen. For low energetic
particles, i.e. particles stopping in the first 300 µm DSSSD (e.g. 6 MeV
protons), no ∆E − E is of course possible, so the identification in mass
is performed by measuring the energy deposited in the DSSSD versus the
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time of flight of the particle. In this case the use of an external detector such
as a beam tracking detector of RF signal from the accelerator is needed to
assure a reference time. More energetic particles can be stopped either in
the second (Si(Li)) or in the last (CsI) detection layer (e.g. 25 MeV and 150
MeV protons) and the ∆E − E techniques can be now performed. In the
first case ∆E represents the energy loss in the DSSSD while E the energy
loss in the Si(Li), in the latter case ∆E represents the energy loss in the
Si(Li) while E the energy loss in the CsI. All these techniques guarantee a
good isotopic discrimination.

Calibrations performed on MUST2 with a mixed nuclei α source (239Pu,
241Am and 244Cm) reveal for the DSSSD an energy resolution of 35 keV
FWHM , when the contribution of the 128 horizontal and 128 vertical strip
are superposed. The estimated contribution of the front-end electronics to
the energy resolution is about 16 keV FWHM. Further, the time resolution
for 6 MeV protons is 240 ps FWHM. Resolutions of 120 keV and 330 keV
are aimed for Si(Li) and CsI respectively, for 5.48 MeV α-particles.

1.4.3 HIRA

The High Resolution Array (HiRA) [23] project was born in 1999 from a
National Science Foundation’s Major Research Instrumentation initiative
joining together Indiana University, Michigan State University and Wash-
ington University. HiRA is a large solid-angle array of silicon strip de-
tectors that have been developed for use in a variety of nuclear structure,
nuclear astrophysics and nuclear reaction experiments with rare isotope
beams. It tries to cope with the weakness of exotic nuclei beams avail-
able even at the most advanced facilities by covering a great part, if not all,
of the interesting kinematically allowable space. Conceptually, it belong
to the same family of devices such as LASSA [24], MUST and MUST2,
where several detection layers have been developed to stop and identify the
fast beams produced by projectile fragmentation. The design and construc-
tion of HiRA is based on the experience of the design, construction and
performances of the previous generation detection array LASSA.

Detection Layers

HiRA consists of 20 identical telescopes arranged in a modular and ex-
pandable array. Each telescope features an active area of 6.25 cm × 6.25
cm.

The first detection layer is a thin 65 µm single-sided silicon strip detector
(SSSSD) with 32 strips while the second is a thick 1500 µm double-sided
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silicon strip detector (DSSSD) with 32 strips on the front side (junction
side) and orthogonally 32 strips on the back side (ohmic side). Both the
silicon detectors are designed on the standard BB7 technology and manu-
factured by Micron Semiconductor [25]. They are made of a n-type bulk
silicon with p+ implantation to form the junction near the front. The 32
strips span the 6.25 cm of active area with a pitch of 1.95 mm, but while
on the junction side the inter-strip width is 25 µm, on the ohmic side it is
40 µm. In addition, to reduce surface leakage current, on the front side a
sequence of 10 guard rings surrounds the active strips taking up 2 mm on
all sides. The 10 rings are left floating with respect to the front or back
voltage. Typical values of the dark current are about 1 µA for the 65 µm
detector, 1-3 µA for the 1500 µm one. The pixelation of the second stage is
such that if the detector is 35 cm far from the target, the angular resolution
is 0.15◦.

The last detection stage is composed by four CsI(Tl) crystal manufac-
tured by Scionix. The trapezoidal shape features an area of 3.5 cm × 3.5
cm on the front and 3.9 cm × 3.9 cm in the rear. The total thickness is 4
cm. Behind each crystal there is a 3.9 cm × 3.9 cm × 1.3 cm light guide
which deliver the scintillation light to 1.8 cm × 1.8 cm photodiodes.

Fig. 1.15 shows a technical drawing of a single telescope. The color
code reveals the functionalities of the various part composing the telescope.
From left to right: the red frame is collimator to prevent low energy parti-
cles from stopping in the guard ring structure that surrounds the first Si de-
tector; the green frame holds the first Si detector (65 µm SSSSD); the small
light green frame that follows is slotted to allow the insertion of α particle
sources for calibration purpose; the blue frame holds the second Si detector
(1500 µm DSSSD). Dowel pins align this stack of detectors and frames to
each other and to the orange frame that follows. Aluminum plates surround
this stack, providing additional strength and electronic shielding. The or-
ange frame, below the double-sided detector, also supports four CsI(Tl)
green crystals which are mounted in quadrants behind the silicon detectors.
These crystals are 4 cm thick and are trapezoidal with front and back sur-
face areas. Glued to the back of each CsI(Tl) crystal is a 1.3 cm thick purple
light guide followed by a photodiode (not visible) with active areas of 1.8
cm × 1.8 cm. Directly behind the photodiodes are the CsI(Tl) photodiode
preamplifiers. The back panel of the detector has four slots through which
the silicon and CsI(Tl) signal cables pass through.

The photograph in Fig. 1.16 shows a possible configuration for 16 HiRA
telescopes arranged for transfer reaction experiments [26].

All the CsI(Tl) scintillators have been proved to guarantee a 1% unifor-
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Figure 1.15: Technical drawing of a single HiRA telescope color-coded (see text for the
complete description) [23].

Figure 1.16: Photograph of 16 HiRA telescopes configured for transfer reaction experi-
ment [26].

mity for 5.486 MeV particles from an 241Am source. Smooth variations in
the thallium doping concentration lead to light output non-uniformity that
can be corrected. There are residuals non-uniformities on the level of 0.3%
that can not be eliminated since the reason is unknown.
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Read-out Electronics

The versatility of the HiRA detector employment must be reflected in the
design of its front-end electronics. Moreover, as the number of channel
increases, a standard signal processing become unfeasible. Therefore an
Application Specific Integrated Circuit has been developed (AMIS CMOS
0.5 µm technology). The block diagram of an ASIC channel is shown in
Fig. 1.17. The first element in the chain is the Charge Sensitive Pream-
plifier (CSA), implemented in a triple scheme: low-gain, high-gain and
complete by pass. The low-gain CSA gives a linear dynamic range up to
500 MeV in silicon, while the high-gain up to 100 MeV. After the CSA
or external preamplifiers the signal is split with one signal going into the
Nowlin pseudo constant-fraction discriminator (CFD). The discriminator
consists of a zero-cross discriminator and a leading edge discriminator. It
is the latter which sets the threshold. The other signal is routed to a shap-
ing amplifier, producing an approximately Gaussian shaped signal, with a
shaping time of about 1 µs. The signals can be positive or negative. The
shaper is a unity gain amplifier so all the chip gain comes from the CSA.
The discriminator has a trigger threshold controlled by an internal digital-
to-analog converter (DAC), which can be set both positive and negative for
either input level for each of the 16 channels individually. The discrimi-
nator output has three functions, start a time-to-voltage converter (TVC),
update a hit register, which can be used to determine trigger criteria, and
initiate a peak search. When a discriminator fires, the shaped signal will go
through a peak find circuit and the peak value will be held until it is read
out or forced to clear. The TVC, which has two time range settings of about
150 ns and 1 µs, is stopped by an external common stop signal. The peak
of the time signal is then stored until it is read or forced clear. One ASIC
consists of 16 channels, so several chip-boards were built to accommodate
two ASIC each. A final motherboard contains the needed chip-boards, an
FPGA to control the chip-boards and other logic functionalities. The ASICs
were designed to run in sparse readout, in which a discriminator signal sets
a hit register for a specific channel. The hit register bit is then required
for readout of that channel to occur. This is highly desirable as otherwise
the readout time for an entire tower can be quite long. There are situations
where one might want to force-read electronic channels that did not trigger
their discriminators. For this reason software was developed to force the
discriminators on all channels to trigger, initiating a full read of all detec-
tors connected to the motherboard. Aside from the motherboard, one only
needs two VME modules to handle all information with the electronics.
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The first is a SIS3301 105MHz sequencing ADC that contains 4 pairs of
sampling ADCs. Each motherboard uses one pair from the sampling ADC.
The second is a XLM80 universal logic module which handles the control
of the readout and the storing of addresses from each motherboard along
with the ADC clock.

Figure 1.17: Diagram of one channel of the HiRA ASIC [26].

Each HiRA CsI(Tl) crystal is read-out by photodiodes directly con-
nected to their preamplifier circuit, mounted on a small board within the
telescope frame. The board provides bias, signals and test inputs. The
output signals are processed by an external CAMAC Pico System shaper
discriminator module and then by CAEN V758 VME peak-sensing ADCs.

Particle Identification and Performances

One of HiRA strong point is, as the other mentioned devices, the study of
light particle transfer reaction in inverse kinematics, even though in some
cases for a complete kinematic measurement additional spectrometer are
needed to detect missing heavy ion residues, as well as additional detection
systems of time-of-flight and position-sensitive detectors for beam energy
and incoming angle.

HiRA’s particle identification relies on the technique of energy loss,
∆E − E identification. There are two possible types of ∆E − E plots,
depending on the energy of the impinging particle. For high-energy parti-
cles that penetrate and stop into the CsI(Tl) scintillator, the second Si mi-
crostrip detector is used as ∆E stage while the CsI as E stage. When, on
the contrary, the particle energy is not enough to pass through the second Si
detector, the ∆E stage is performed by the first Si detector and the E stage
by the second itself. With this technique, HiRA is expected to resolve in
mass and charge up to oxygen isotopes.

26



1.5. Novel Tools and Techniques for Particle Identification

Calibration tests performed on the silicon strip detectors with 228Th
eight-energies α source coupled to a conventional front-end electronics
have shown the resolution power in the energy range 5-9 MeV which goes
from about 31 keV FWHM to about 35 keV FWHM for an average strip of
the junction side of the 1500 µm DSSSD.

1.5 Novel Tools and Techniques for Particle Identification

In the framework of a general advance in detection systems design in nu-
clear physics, we would like to emphasize the potentialities offered by
a digital Data Acquisition (DAQ) system, as the one we have developed
within the CHIMERA/FARCOS collaboration and carefully described in
Chapter 2. Indeed, all the standard particle identification methods relies on
the analog extraction of the significant desired parameters from the charge
sensitive amplification (CSA) chain output. What we want to stress is the
fact that all the information regarding the interaction between the imping-
ing particle and the detector is reflected in the shape of the waveform at the
output of the CSA chain. Measurements such as signal amplitude (energy)
and timing of the leading edge (for ToF) are the most common ones and
their importance is uncontested, but they do not reveal everything. This
limit is becoming even more evident in the case of highly-segmented semi-
conductor detectors such as the silicon strip detectors, where the complex-
ity of some induced signals is detrimental for a correct assessment of the
classical aforementioned parameters, or considering the need of lowering
the identification threshold – i.e. particles stopping in the first silicon de-
tection stage – where at least a second parameter must be extracted in order
to obtain charge identification (e.g. the rise-time, see [13] for a first exper-
imental attempt with CHIMERA, [14] and [27] for a theoretical analysis
and simulations). If we were able to record the whole waveforms delivered
by the detectors we could access – in line of principle – all the available
information retained within them. A fully digital treatment of the signals at
the output of the CSA would cope with this request.

We give then a brief list of the main advantages given by the use of a
digital DAQ system. First, the use of modern fast computers allows fast
on-line and real-time analysis on the digitized data. Second, working with
the digitized waveforms allows performing computation with algorithms
which are hardly realizable with analog techniques for physical or practical
reasons; as an example optimal filters, smart selection or discard of events
according to determined criteria. Third, the insensitivity to pick-up noises
and disturbances as soon as the waveforms are digitized. Fourth, the possi-
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bility to store the digitized waveforms for further off-line analyses and the
creation of valuable data-set. The flexibility of the digital way seems even
more attractive considering the always increasing number of channels in
modern detection systems [28].

In this work we extensively exploited the digital DAQ capabilities in
the framework of the characterization of the FARCOS detection layers, see
Chapters 3, 5 and 6. The advantages with respect to the traditional analogue
DAQ appears evident.

On another hand, the possibilities opened by a digital signal treatment
do not prescind from the comprehension of the fundamental mechanisms
of signal formation within the detectors. Due to their complexity, simula-
tion tools have thus become a necessary instrument for detector scientists.
They offer the possibility to test hypothetical devices even not yet manu-
factured as well as a unique insight into the device behavior by allowing
the observation of entities that cannot be measured on real devices. The
goal of any simulation tool is to provide a level of sophistication sufficient
to capture the essential physics underlying but at the same time minimiz-
ing the computational burden in order to obtain results in a suitable time
frame [29].

In nuclear physics, the high degree of segmentation of modern detector
arrays and the wide range of charge injection levels pose serious problems
to an intuitive interpretation of the results, sometimes so complicated that
the real cause can be misunderstood. Coulomb repulsion, for instance, and
eventually plasma effects become relevant at high level of charge injec-
tion in the computation of the transport properties of the generated carri-
ers and their impact on the shape and duration of the induced signals as
well as on spatial and time resolution must be taken into account. More-
over, the increased complexity of the induced signals pattern in monolithic
multi-channel detectors – e.g. due to charge sharing effects, multi-electrode
induction, charge trapping, etc. – must be carefully studied to optimize de-
tector parameters and signal processing techniques [30].

To this purpose we tailored a simulation tool able to fulfill these require-
ments and it is described in full detail in Chapter 4 along with some of the
most significant simulation results obtained for the FARCOS silicon detec-
tion layers.
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CHAPTER2
The FARCOS Project

2.1 Introduction

The FARCOS project – Femtoscope ARray for COrrelations and Spec-
troscopy – started in 2011 in the framework of the INFN Exochim experi-
ment based at INFN-Sezione di Catania (Italy). Like the most recent com-
petitor detection systems MUST2 (1.4.2) and HiRA (1.4.3), it addresses
those topics concerning correlation measurements in multi-fragmentation
experiments involving stable and radioactive beams to investigate the still
open cases in nuclear physics.

FARCOS is conceived as a versatile and modular array of telescopes
each composed by three detection stages – two Double Sided Silicon Strip
Detectors (DSSSD) and thick CsI(Tl) scintillators. The design specifica-
tions try to cope with the most stringent requirements in terms of angu-
lar and energy resolution needed to reconstruct the particles momentum
with high precision not differently from the competitor detection systems,
but its peculiar ambition to combine the high granularity with pulse shape
techniques [10] [11] [12] [31] would make it extremely competitive in the
international outlook. This indeed would allow – at least in line of principle

NOTE: The content of this chapter is partly based on the paper [6] coauthored by myself.
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– the complete identification even of the lowest energetic particles stopping
in the first detection stage. A digital DAQ system would be extremely ben-
eficial in this sense.

FARCOS can be used alone but it would also be interesting to couple it
with 4π detectors such as CHIMERA (described in Section 1.4.1, pag. 15)
or Indra [32] to enrich the physics range with studies of two- and multi-
particle correlations in heavy ion collision at Fermi energies in different
angular regions depending on the physics case under investigation. Never-
theless, it can be also used as a plug-in for other detectors located at other
cyclotrons and accelerators.

The chapter is organized as follows. Section 2.2 illustrates the main
components of a FARCOS detection system – detection layers, front-end
electronics and digital data acquisition system. Section 2.3 discusses the
expected performances of the silicon detectors.

2.2 FARCOS Components

2.2.1 Detection layers

Fig. 2.1 shows an exploded view of a FARCOS telescope and Fig. 2.2
shows the composed telescope from different points of view. Each tele-
scope is composed by three detection layers. Double Sided Silicon Strip
Detectors (DSSSD) – 300 and 1500 µm thick, respectively – are used as
first and second detection stages respectively and 4 CsI(Tl) scintillators
used as third stage.

Figure 2.1: Exploded view of the FARCOS telescope.

Each Double Sided Silicon Strip Detector, provided by Micron Semi-
conductor on a standard design (BB7) [25] with a minimum area PCB
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Figure 2.2: Views from different angles of a full FARCOS telescope. The four gray blocks
are the CsI(Tl) scintillator with the reading photodiode on the rear of each of them.
The two yellow-framed parts are the DSSSD, the thin one before the thick one.

frame (4 mm wide), features an active area of 64 mm × 64 mm. It is
divided into 32 horizontal and 32 vertical strips, with which it is possible to
generate 1024 individual pixels of 2 mm× 2 mm. This spatial resolution is
enough to guarantee an angular resolution of 0.1◦ when placed at 1 m from
the target. The inter-strip gap is 25 µm on the junction side and 40 µm on
the ohmic side, where p-stop implants are provided for strip insulation (15
µm wide). The thickness of the aluminum contacting layer above the strips
is 300 nm while the thickness of the inter-stirp insulating silicon dioxide
layer is 900 nm. A multi-guard ring structure is provided on the detector
periphery of the junction side but it is left floating. Kapton cables (nearly
20 cm-long) are directly wire-bonded to each side of the detector. Fig. 2.3
shows a technical drawing of a DSSSD and its Kapton cables. A part from
the thickness of the first silicon detector and the fact that it is double sided,
FARCOS silicon detectors are similar to the HiRA’s ones.

The 4 highly homogeneous CsI(Tl) crystals acting as third detection
stage are provided by Scionix, with Tl concentration of the order of 1200 to
1500 ppm, and are arranged in a window shape configuration. Each crystal
is 6 cm thick and wrapped with 0.12 mm-thick white reflector including 50
µm of aluminized Mylar. The entrance window is composed by 2µm-thick
aluminized Mylar with a density of 0.29 g/cm2. The output light is read out
by a Hamamatsu 18 mm × 18 mm PIN diode S3204-08, attached to the
rear face of each crystal.
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Figure 2.3: Technical drawing of a Double Sided Silicon Strip Detector together with its
Kapton cables [33].

Depending on the physics cases the experiment is addressed, FARCOS
telescopes can be put together in the most suitable configuration. The idea
of modularity is well illustrated in Fig. 2.4(a) and (b) that show two exam-
ples of possible compositions of the FARCOS telescopes. The first is the
typical arrangement which is expected when the decay of fragments pro-
duced by projectile excitation and breakup is studied: the array can be cen-
tered around the beam axis and it may be inserted in a 4π detector such as
CHIMERA in order to improve the event characterization. On the contrary,
the second fits well for the study of two-particles correlation in heavy-ion
collisions, where a wall of high-resolution telescopes is needed. In any
case the geometry of the clusters follows the same radius with respect to
the center of the target [4].

2.2.2 Front-end Electronics for the Silicon Layers

The signals coming from the DSSSD are read out by charge preamplifiers
(CPAs). Preliminary tests have been performed with the Mesytec MPR16
16 channels CPA. However these modules are not suited for the final assem-
bly due to their bulky structure and large power dissipation (68 mW - 100
mW per channel). Therefore custom multi-channel hybrid large bandwidth
charge preamplifiers with pseudo-differential output have been developed.
The simplified schematics of one channel is shown in Fig. 2.5. The power
consumption per channel is about 36 mW with a measured rise time in the
range 3-7 ns, for an input capacitance ranging from 0 pF to 100 pF. 32
channels are assembled in a compact module of 8 cm × 10.5 cm. Modules
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(a) (b)

Figure 2.4: Examples of possible configurations for FARCOS array used (a) for studies of
fragments decay produced by projectile excitation and breakup and (b) for studies of
two-particles correlations in heavy ion collision where a complete wall is mandatory
[4].

with different sensitivities (10, 20 and 45 mV/MeV) are available. The ex-
pected performance of these preamplifiers, when coupled with the DSSSD,
are discussed in Section 2.3.

We have also developed a novel design that accommodates three dif-
ferent remotely user-selectable sensitivities in one single module that pro-
vides an increased stability even in presence of external disturbances. The
increased stability is accomplished by avoiding the use of CFAs (Current
Feedback Aplifiers) in the feedback loop exploiting a classical folded-cascode
topology with variable feedback capacitance that provides the sensitivities
45, 22, 15 and 10 mV/MeV. The output is still pseudo-differential. Fig. 2.6
shows the simplified schematics of one channel. The power consumption
per channel is about 66 mW and the measured rise time is in the range 10-
45 ns for an input capacitance ranging from 0 pF to 100 pF for the highest
sensitivity, while is in the range 3-10 ns for an input capacitance ranging
from 0 pF to 100 pF for the lowest sensitivity. 32 channels are assembled
in a compact module of 8 cm × 12 cm.

For a third phase of the project – when the number of channels will dra-
matically increase – a VLSI design is under way in 0.35 µm AMS CMOS
technology. To this aim both voltage mode and current mode solutions
are under investigation to better trade-off between power consumption and
performance.

We modified a previously designed custom anti-aliasing filter and ampli-
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Figure 2.5: Semplified schematic of one channel of the custom CPAs.

Figure 2.6: Semplified schematic of one channel of the custom CPAs.

fier [34], to receive the pseudo-differential signals coming from the pream-
plifiers. A standard single-unit 16 channel NIM module provides in a single
device:

• a second order anti-aliasing filter with two programmable cutting fre-
quencies (8 MHz and 40 MHz);

• a programmable-gain amplifier (gains of l×, 2×, 4×, 8×) to cope
with the full dynamic range of the ADC, able to select the polarity of
the output signal by means of an inverting or non-inverting circuit;

• a programmable output offset voltage with AC or DC input coupling
selection. Two identical outputs are available, one to serve the con-
ventional analog acquisition chain and the other one for the digital
DAQ.
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All the parameters (gains, AC-DC coupling selection, offset, polarity,
anti-aliasing frequencies) are programmable (channel-by-channel) via an
RS485 serial interface with an individual address jumper selectable for each
module by means of a dedicated selection panel on the host PC. Each mod-
ule is equipped with a microcontroller to store the programmed parameters
into a non-volatile memory and to restore them at power on. In addition
the module features a spare output on which it is possible to multiplex one
of 16 outputs channels that is automatically asserted when addressed by
the programming console. The maximum input dynamics is 4 V. The max-
imum output dynamics is 8 V with 50 Ω back termination. The overall
integral-non-linearity has been measured to be below 0.05% of the whole
dynamic range and the input-referred noise is below 60 µV r.m.s. when the
40 MHz cutting frequency is selected and below 40 µV when the 8 MHz
cutting frequency is selected.

2.2.3 Data Acquisition System

Two different data acquisition systems are foreseen to readout the telescope
signals. A conventional analog data acquisition system borrowed from the
CHIMERA 4π multidetector [3] allows, at present, reading – with pulse
shape analysis capability – a total of 4 clusters composed by 4 × 64 chan-
nels of the 300 µm-thick DSSSDs, 4 × 64 channels of the 1500 µm-thick
DSSSD, and 4 × 4 CsI(Tl) crystals for a total of 528 channels.

We developed also a custom digital DAQ Digital acquisition able to fully
digitize the waveforms of the 64 channels of one selected DSSSD and of
the 4 corresponding CsI(TI) scintillators for on-line monitoring, raw wave-
forms storage, detailed pulse shape analysis, etc. The key feature for having
the two systems running in parallel is the use of the custom AAA modules
described in the previous session. Let’s shortly review the architecture and
structure of the custom digital DAQ, whose simplified schematics is shown
in Fig. 2.7.

The signals coming from one of the outputs of the AAA modules are
digitized with a set of sampling ADC boards, hosted in a VME crate lo-
cated in the experimental room. In the work presented in Chapter 6 (pag.
147) and in Section 3.3 (pag. 60), we used 8 SIS3301 [17] boards for the
64 channels of the DSSSD, and one SIS3302 [35] board for CsI(TI) scin-
tillators signals (only for Chapter 6) and the external trigger signal from the
control electronics. The SIS3301 and the SIS3302 boards are 8-channels,
100 MS/s digitizers, with a dynamic range of 5 V and a resolution of 14
bits and 16 bits, respectively.
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Figure 2.7: Illustration of the Digital DAQ.

The VME crate is connected to an host PC located in the acquisition
room, with a VME-to-PCI bridge, composed of a SIS3100 VME board and
a SIS1100 PCI board [36], linked with a 30 m long optical fiber.

The trigger signal is built by exploiting the auto-trigger function of the
SADC boards. During acquisition, the samples from the SADC are contin-
uously fed to the on-board FPGA, which generates a trigger output signal
when the input signal crosses a user-defined threshold. The trigger outputs
from all boards are then OR-ed together using a LeCroy 429A logic fan-in
fan-out NIM module, and the result is fed back to the STOP input of each
board. In this way, we can choose the acquisition channels that generate the
global trigger signal and individually configure the threshold level, via soft-
ware with no need to enter the experimental room, normally not accessible
during measurements. Also the external trigger (coming from the machine
itself or other trigger systems) is sampled as an acquisition channel and
can be selected to trigger the digital DAQ acquisition system, instead of
exploiting the threshold-crossing event of any channel.

A dedicated acquisition control software is used to manage the acquisi-
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tion. It runs on the host PC, under a distribution of Slackware Linux. Fig.
2.8 shows a scheme of principle of the control software. The acquisition
control software uploads the configuration parameters on the boards, starts
the acquisition and downloads the acquired pulse shapes. The boards op-
erate in stop mode: after the acquisition has been started, all channels are
continuously sampled until a trigger signal is received, then after further
acquiring a predefined number of samples the acquisition stops.

Figure 2.8: Block diagram of the control software with the indication of the data and
control parameters flow between different software components.

Since each board runs independently, there is no a priori guarantee that
every trigger signal is processed by all boards, because different boards
can be in different acquisition states at the same time. In principle, each
board would be able to collect a sequence of events on its own, but in the
case a trigger signal is lost by only a subset of the boards, the correlation
of the pulse shapes collected by different boards would be lost. To avoid
this, we chose to operate also in single mode, where after each trigger event
we download the pulse shapes from the boards and restart the acquisition
from the host PC. The system is able to operate in this mode up to a trigger
frequency of slightly more than 100 Hz and a data bandwidth of about 30
MB/s using all the nine boards. The collected data is stored locally on hard
drives.
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In order to process and visualize the data, a suite of custom made pro-
grams has been developed. An analysis software operates on the raw pulse
shapes with various algorithms, in particular a baseline restorer, digital FIR
filters and the computation of various event parameters. The analysis soft-
ware is driven by text configuration files which define the sequence of pro-
cessing algorithms to be applied on each channel. A visualization software,
based on the ROOT library [37], is used to display the pulse waveforms, for
diagnostic purposes, and the event parameters computed with the analysis
software as histograms or scatter plots. The software includes also routines
for the fitting of the spectra, and can be scripted in order to ease the analysis
of large number of channels and acquisition runs.

The pulse shape data and event parameters are stored in a custom de-
veloped binary file format, which allows the storage of all the data of an
acquisition run in a single file, but also extracting data pertaining to a sin-
gle channel or a given sequence of events - particularly useful when data
are collected from a large number of channels, but we focus the analysis
only on a subset of them.

All the custom software is based on text configuration files and scripts,
and can be controlled from a terminal.

2.3 Expected Performances of the Silicon Detection Layers

The resolution of one channel of the silicon detection layer together with
its front-end preamplifier can be expressed in terms of its equivalent noise
charge, usually expressed as the sum of three independent contributions:

ENC2 = ENC2
series + ENC2

1/f + ENC2
parallel (2.1)
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The first contribution is mainly due to the channel thermal noise of the
input FET. The second one is due to the 1/f noise associated to its drain cur-
rent. The third contribution is due to the shot noise of the leakage current
of the detector and of the FET as well as to the thermal noise of any resistor
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connected to the gate of the input FET (i.e. biasing resistor and feedback
resistance). The capacitances CD and CG are, respectively, the detector-
plus-feedback and parasitic capacitances (CD = Cdet + Cf + Cstray) and
the gate-to-source capacitance of the transistor. ωT (rad/s) is the transistor
cutoff frequency, defined as ωT = gm/CG. The time constant τ is the peak-
ing time of the output pulse. Coefficients A1,A2 and A3 are constants – of
the order of the unity – which depend on the filtering type. In 2.2 some
terms depends on the transistor drain current (gm and Af ) and others on
the strip width, once fixed the strip length (IL, Cdet,). It is therefore inter-
esting to study the dependence of the achievable resolution on these two
quantities: the strip width and the first transistor current. In addition since
we are operating in vacuum and the power budget is limited, it is interest-
ing to note that if we decrease the strip width – with a positive impact on
the detector capacitance –, the number of channels increases and, when the
power budget is fixed, the current available to bias the first transistor de-
creases - thus deteriorating the thermal noise of the first transistor (Philips
BF862 in the present case). Fig. 2.9(a) and Fig. 2.9(b) show the achievable
energy resolutions, expressed in terms of FWHM, in the case of 300 µm
thick and 1500 µm thick DSSSDs, respectively as a function of the first
transistor drain current and of the strip width for a fixed peaking time of
200 ns and for signal collected at the junction side strips. The considered
leakage current density comes from the experimental measurements and
the considered shaping amplifier is a triangular filter with 200 ns shaping
time. Better resolutions can be achieved in the case of strips wider than
1 mm with longer shaping times due to the dominance of the white series
noise. The dash-dotted lines represent the curves of constant power dis-
sipation, while the gray shadowed area below 1 mA shows the limitation
imposed by the BF862 minimum drain current. For a given power dissipa-
tion, the desired resolution can’t be obtained if the degree of segmentation
is too high. The vertical gray dotted line acts as guideline for the resolution
achievable with the proposed BB7 DSSSD. Once we consider the signals
collected at the ohmic side strips the resolution worsens due to the much
lower inter-strip resistance that contributes with its thermal noise.
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(a)

(b)

Figure 2.9: Energy resolutions, expressed in terms of FWHM, in the case of (a) 300 µm
thick and (b) 1500 µm thick DSSSDs, respectively as a function of the first transistor
drain current and of the strip width for a fixed peaking time of 200 ns. The dash-dotted
lines represent the curves of constant power dissipation, while the gray shadowed area
below 1 mA shows the limitation imposed by the BF862 minimum drain current. The
vertical gray dotted line acts as guideline for the resolution achievable with the pro-
posed BB7 DSSSD.
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CHAPTER3
Characterization of the FARCOS Double

Sided Silicon Strip Detectors

3.1 Introduction

The Double Sided Silicon Strip Detectors (DSSSD) are the first and sec-
ond detection stages of a FARCOS telescope and their aim is to act as ∆E
stages when the impinging particle has enough energy to pass through to-
ward the CsI(Tl) crystal. When on the contrary the impinging particle is not
sufficiently energetic and stops within the first silicon detector they are used
to perform pulse shape analysis, made possible by the digital data acquisi-
tion system. Their high segmentation guarantees the desired requirements
in terms of angular and energy resolution, but it also exposes a series of
non-trivial effects due to the channels mutual interaction at a physics level.
In order to achieve a complete and correct assessment on the performance
of the DSSSD, it is mandatory a full characterization of its properties taking
into account also the front-end electronics and the analysis techniques. The
chapter is organized as follows. In Section 3.2 we present the Capacitance-
Voltage measurements for both detector thicknesses (300 µm and 1500 µm)

NOTE: The content of this chapter is partly based on the papers [38] and [39] coauthored by myself.
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separating the two main contributions – bulk capacitance and inter-strip ca-
pacitance. We then show in Section 3.3 the main results of the characteri-
zation campaign held at the pulsed proton beam-line DEFEL of the LaBeC
Accelerator – INFN Firenze – where we probed the energy and position re-
sponse map for both the detectors in terms of energy calibration, resolution
and impact of the inter-strip region on the shape of the signals delivered to
the electronics. A brief description of the DEFEL beam-line is also given
since it is essentials for the comprehension of the experiment.

3.2 Capacitance Measurements

The fundamental nature of Capacitance-Voltage measurement makes it a
unique tool in semiconductor science to investigate material and device pa-
rameters. Moreover, the knowledge of the impedance characteristics of a
semiconductor detector is of primary importance for engineers who found
on it the design of the front-end electronics as well as the estimation of the
theoretical detector’s performances.

In the framework of the DSSSD characterization, we conducted a de-
tailed CV-measurements campaign in order to assess the electrical proper-
ties of individual strips on both the p-implanted side (front side) and on
the ohmic side (back side). We tested DSSSD with thicknesses d=300 µm
and d=1500 µm, with reverse bias voltage sweeping from 0 V up to well
above the depletion voltage. We investigated the different components of
the total strip capacitance, namely the capacitance toward all the electrodes
of the opposite side of the detector that we call bulk capacitance, and the
capacitance of a strip with respect to the neighbor one that we call inter-
strip capacitance. Borders effects has also been evaluated. In addition to
the voltage dependence of the capacitance values, we also examined the
dependence on the frequency of the probing signal over a wide range.

The importance of these measurements is related to the dependence of
the equivalent nose charge (ENC), therefore of the achievable resolution
performances, on the electrode capacitance, which is also of fundamental
importance in the front-end electronics design phase. In addition, other
physical parameters extracted from the CV-measurements such as the exact
depletion voltage and the bulk effective doping are fundamental for the cor-
rect device modeling in the simulation phase. Substantially, the exhaustive
knowledge of the basic physical properties of the DSSSDs is preparatory
also for a well-aware application of pulse shape analysis techniques.
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3.2.1 Experimental Setup

The DSSSD is housed on a dedicated Aluminum holder which is placed in-
side a vacuum chamber and kept lifted off the bottom by means of spacers.
The technical drawing is reported in Fig. A.1 of Appendix A (pag. 163)
together with its top and bottom cover, Fig. A.2 and Fig. A.3 respectively,
always in Appendix A. We found that the vacuum was necessary to guar-
antee the stability of the bias condition for the environment humidity plays
a detrimental role in the settling times. Our system ensures a vacuum level
inside the chamber on the order of 10−4 mbar, good enough for the purpose.
Ground shielding and a condition of pitch black come for free. Each side of
the detector is connected through its Kapton cable to a custom made PCB
board specifically designed to deviate every single channel either to the bias
source or to the LCR-meter. The layout of the top and bottom layers of the
PCB deviation boards are reported in Fig. A.4 and Fig. A.5, respectively,
in Appendix A. Fig. 3.1 shows a close up of the DSSSD mounted inside the
vacuum chamber and the custom made deviation PCB boards connected to
the LCR-meter and the bias source.

Figure 3.1: Close up of the DSSSD mounted inside the vacuum chamber and the custom
made deviation PCB boards for the CV measurements.

The reverse bias voltage source is a Keithley Picoammeter/Voltage Source
model 487 which can operate up to ±500 V. Its Low and High Voltage ter-
minals are directly connected the strips not subject to measurement. The
LCR-meter is instead an Agilent E4980A Precision LCR Meter (20 Hz –
2 MHz). The provided measurement probe box has been replaced with a
custom developed enhanced one since the decoupling capacitors for mea-
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surements under an external bias could only hold up to ±200 V, which was
not enough for our purposes. In our version we plug in the four test cables
of the LCR-meter and the Low and High Voltage provided by the bias volt-
age source and their superposition is provided to the selected DUT-High
and DUT-Low strips. The layout of the top and bottom layers of the cus-
tom measurement probe PCB boards are reported in Fig. A.6 and Fig. A.7,
respectively, in Appendix A (pag. 163). The Low Voltage is typically held
to ground and High Voltage provides the bias voltage of the correct po-
larity. The test signal amplitude is kept constant for all the measurements
performed and its value is 20 mV, while its frequency ranges from 200 Hz
to 1 MHz. The open-circuit and short-circuit correction functions of the
LCR-meter guarantee a good offset subtraction at every tested frequency,
as verified by measuring a standard ceramic capacitance of known value
(10 pF).

The configuration for bulk capacitance measurement is quite different
from the inter-strip one. The former foresees the connection of the selected
strip of the desired detector side to DUT-Low, while the other strips of the
same side are independently connected to the Low-Voltage source. The
other side is all connected to DUT-High. Although the voltage probe signal
is given to the DUT-High, the current response signal is read by DUT-Low
so we are actually measuring the capacitance of the selected strip, with the
advantage of having the strips aside DUT-Low grounded and not just con-
nected to a voltage source that may introduce abnormal distortions in the
CV measurement especially at high frequencies. In a preliminary test, we
connected all the strips aside DUT-Low to ground via an ammeter for bias
current monitoring purposes, but we found that it would introduce signifi-
cant distortions in the CV measurement and therefore it has been discarded.
Fig. 3.2 shows a sketch of the setup configuration for the bulk capacitance
measurements.

The configuration for the inter-strip capacitance, on the contrary, fore-
sees the connection of the two selected strips of the same detector side to
DUT-High and DUT-Low respectively, while all the other strips of the same
side are connected to Low Voltage (i.e. ground). The other detector side
is connected directly to High Voltage which provides the bias voltage. In
this case High Voltage is not given to the measurement probe box, because
DUT-High and DUT-Low must be at the same bias level. Fig. 3.3 show
a sketch of the setup configuration for the inter-strip capacitance measure-
ments.

Finally, both the voltage source and the LCR-meter are connected via
GPIB or USB to a remote PC where a custom developed software manages
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Figure 3.2: Sketch of the setup configuration for bulk capacitance measurements.

Figure 3.3: Sketch of the setup configuration for the inter-strip capacitance measurements.

all the measurement aspects, namely setting the instruments parameters,
run two nested cycles of acquisition – the frequency sweep being nested in
the voltage sweep –, switching on and off the detector bias, download and
save to file all data.

A picture of the whole experimental setup is shown in Fig. 3.4 along
with the indications of the main components.

We performed the measurements on the 300 µm DSSSD n. 2824-16 and
on the 1500 µm DSSSD n. 2883-12.
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Figure 3.4: Photograph of the whole experimental setup for the CV measurements.

3.2.2 The Impedance Measurement Model

In both cases – bulk capacitance measurements and inter-strip capacitance
measurements – the electric model set in the LCR-meter is the parallel (Cp
in parallel with a resistance Rp), since the expected capacitance range is on
the order of tens of pF, which leads to a high (reactive) impedance value
and hence any series resistance can be neglected. This is true especially
when the detector is biased over depletion – i.e. bias voltage above the
depletion voltage – that is the normal operating condition. The LCR-meter
hence returns the value of the measured capacitance and of the dissipation
factor D, which is defined as:

D =
R

|X|
(3.1)

where R is the real part of the measured impedance and |X| is the abso-
lute value of the reactive part of the measured impedance. D is also known
as tan δ, where δ is defined as the angle between the imaginary axis and the
impedance vector in the complex plane.

When the detector is reverse biased, the parallel resistance can play an
important part and especially in the inter-strip capacitance measurement it
must be taken into account in the analysis.
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It must be noted that ideally D is always a positive value, since R it is
always positive and X is taken with the modulus since it always negative
(the phase shift of a capacitance is -90◦). Deviations from the ideal are
due to a possible lack of accuracy of the LCR-meter or to issues in the
detector bias conditions. Lastly, we estimate the total strip capacitance
as the sum of the bulk capacitance and twice the inter-strip capacitance,
with the exception of the border strips which account just for one inter-strip
component, but have the capacitance to the guard.

3.2.3 Results

Total Bias Currents

Fig. 3.5 (a) and (b) show the IV characteristics of the 300 µm-thick detector
and of the 1500 µm-thick detector, respectively. Each graph combines two
measurements made independently. The subset labeled with AIR refers to a
preliminary measurement of the total bias current made in air with a simple
setup made by a voltage source biasing one side of the detector and an
ammeter between the other side and ground and it is shown in red. The
subset labeled with VACUUM refers to the current measurement performed
in vacuum along with the first attempt of CV measurements, before the
ammeter was discarded. The blue curves correspond to the total bias current
but the one of the strip n. 11, under CV measurement, while the light blue
curve in Fig. 3.5 (a) corresponds to the total bias current but the one of the
strip n. 01.

The large difference between the currents measured in air and in vacuum
is related to surface effects which increase the generation of electron-hole
pairs in the gap between the strips. The boundary conditions imposed by
the silicon dioxide layer of the inter-strip gap are indeed deeply sensitive to
air humidity.

On the contrary, the small difference between the total current but strip
n. 11 and the total current but strip n. 01 for the case of the 300 µm-thick
detector is due to the fact that strip n. 01 is much more leaky than the
central ones because of border effects.

Bulk Capacitance – 300 µm DSSSD

Fig. 3.6 (a) and (b) show respectively the capacitance versus voltage mea-
surements of the bulk capacitance of front strip n. 10 and the relative dis-
sipation factor. Each curve pertains to a specific frequency of the voltage
signal test, which ranges from 200 Hz to 1 MHz as shown in the legend.
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Figure 3.5: Current versus voltage characteristics for the 300 µm-thick detector (a) and
the 1500 µm-thick detector (b). Red curves refer to measurements performed in air.
Blue curves, on the contrary, refers to the total-but strip n. 11 current measured in
vacuum along with the CV measurements with the preliminary setup. The light blue
curve in (a) corresponds the total but strip n. 01 current measured with the same setup
of the blue ones.

For all the considered frequencies except the highest (1 MHz) we ascer-
tain an almost identical capacitance behavior. Only at high frequency we
observe a slight decrease of the capacitance value which could be due to
some actual physical effect. Concerning the D value, we observe that it de-
creases as the bias voltage increases and as the frequency decreases. This
can be explained considering that as the bias voltage decreases the series re-
sistance increases, bending the impedance complex vector toward the real
axis thus making D bigger. The effect is enhanced by the frequency since
the reactive part of the impedance, at the denominator of D, decreases for
increasing values of frequency, thus making the ratio more unfavorable.
The small anomalous negative value assumed by D at high bias voltage and
at the highest frequency could be due to measurement inaccuracies.

Fig. 3.7 (a) and (b) show the capacitance versus voltage measurements
of the bulk capacitance of strip n. 13 of the back side and its dissipation
factor, respectively. The capacitance does not differ much from the one
of front strip n. 10 at all frequencies, except from the one at the highest
frequency (1 MHz) at the lowest value of bias voltage. We believe that
this phenomenon and the anomalous negative D value showed for low bias
voltages and high frequencies are due to the interactions of the strip under
test with the neighboring ones. Strips of the back side are indeed ohmically
connected until the depletion voltage is reached (∼ 20 V) and a possible un-
balance of the bias conditions between the strips can lead to small currents
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Figure 3.6: (a) Capacitance versus voltage measurements for the bulk capacitance of
front strip n. 10 of the 300 µm DSSSD, for different values of the voltage test sig-
nal frequency. (b) Dissipation Factor versus the bias voltage for all the considered
frequencies.

flowing from one to the neighbor, spoiling the correct assessment of the
actual test current signal used for the capacitance measurement. Strips of
the front side do not show such behavior since they are “naturally” isolated
one another by the pn-junctions.
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Figure 3.7: (a) Capacitance versus voltage measurements for the bulk capacitance of
back strip n. 13 of the 300 µm DSSSD, for different values of the voltage test signal
frequency. (b) Dissipation factor versus the bias voltage for all the considered frequen-
cies.

For the sake of completeness we have also computed the accuracy of the
measurements due to the intrinsic capability of the Agilent E4980A LCR–
meter. The results are shown in Fig. 3.8 (a) and (b) for the capacitance ver-
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sus voltage measurement and for the dissipation factor, respectively. Since
the accuracy depends in both cases on the capacitance value and on the
signal frequency, we plotted bi-dimensional logarithmic color-maps that
indicate the accuracy, expressed in percentage of the measured capacitance
or in absolute value for D, and superposed the measured capacitance value
for the case of front strip n. 10 analyzed before. Each line correspond to a
voltage sweep made at constant frequency.

(a) (b)

Figure 3.8: Measurement accuracy due to the LCR-meter for the Capacitance (a) and the
Dissipation Factor (b). Each color-maps represent the accuracy of the measurement
expressed in the percentage of the measured capacitance or in absolute value for D,
function of the frequency and the capacitance value itself. The superposed lines cor-
respond to the measured capacitance for the case of front strip n. 10, 300 µm thick
detector, each line being made at constant frequency and for a voltage sweep.

From the capacitance-voltage measurements we can also derive the de-
pletion voltage of the detector and the value of the doping of the almost
intrinsic (n−) bulk region. The first has been estimated around 23 V, while
the second around 2.36 × 1011 cm−3 (resistivity 19 kΩcm). The values of
the bulk capacitance arranges, at usual operating voltages, at about 41 pF
for either the front and the back strips.

Bulk Capacitance – 1500 µm DSSSD

Fig. 3.9 (a) and (b) show the capacitance versus voltage measurements of
the bulk capacitance of front strip n. 10 and the related dissipation factor.
For both the measurements, the considerations made for the 300 µm-thick
detector analogous case hold.

Fig. 3.10 (a) and (b) report the case of bulk capacitance versus voltage
and the corresponding dissipation factor of strip n. 13 of the back side. The
values of the capacitance do not differ much from the front side case, except
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Figure 3.9: (a) Capacitance versus voltage measurements for the bulk capacitance of
front strip n. 10 of the 1500 µm DSSSD, for different values of the voltage test sig-
nal frequency. (b) Dissipation factor versus the bias voltage for all the considered
frequencies.

for the case at highest frequency (1 MHz). This and the anomalous negative
D value for voltages below the depletion is, as for the case of the 300 µm-
thick detector, to be imputed to the interaction of the strip under test with
the neighboring ones in terms of non-negligible unavoidable differential
current.
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Figure 3.10: (a) Capacitance versus voltage measurements for the bulk capacitance of
the strip n. 13 of the back side of the 1500 µm DSSSD, for different values of the
voltage test signal frequency. (b) Dissipation factor versus the bias voltage for all the
considered frequencies.

Also in this case we computed the accuracy of the measurement due to
the intrinsic capability of the LCR-meter. It is shown in Fig. 3.11 (a) for the
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capacitance measurement, in (b) for the dissipation factor for the values of
front strip n. 10 case. The superposed lines are the measured capacitances
for the case of the strip n. 10 of the front side analyzed before. Each line
correspond to a voltage sweep made at constant frequency.

(a) (b)

Figure 3.11: Measurement accuracy due to the LCR-meter for the capacitance (a) and
the dissipation factor (b). Each color-maps represent the accuracy of the measurement
expressed in the percentage of the measured capacitance or in absolute value for D,
function of the frequency and the capacitance value itself. The superposed lines cor-
respond to the measured capacitance for the case of front strip n. 10, 1500 µm thick
detector, each line being made at constant frequency and for a voltage sweep.

The estimated value of the depletion voltage is, in this case, of 270 V,
while for the bulk doping the extracted value is 1.7× 1011 cm−3 (resistivity
26 kΩcm). The values of the bulk capacitance arranges, at usual operating
voltages, at about 8.5 pF for either the front and the back strips.

Bulk Capacitance at Border Strips

The former and the latter strip of each side of the detector are special cases
due to presence of the border region. Moreover, on the front side, the border
is surrounded by a series of guard rings which are left floating and interact
in a non-trivial way with the first and last strip even at operating conditions
(i.e. reverse bias well above the depletion voltage). Fig. 3.12 (a) and (b)
show the bulk capacitance of front strip n. 01 and back strip n. 01 of the
300 µm-thick detector, respectively. The effect of the guard rings is clearly
visible in the front case where the value of the capacitance shows an even
greater dependence on the frequency with respect to the back side case
and also from the little but significant increase of the capacitance value
at all frequencies. Fig. 3.13 (a) and (b) show the case of front strip n.
01 and back strip n. 01 of the 1500 µm-thick detector. The contribution
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of the guard rings is here less evident and due to the increased detector
thickness and consequently the reduced relative impact of the strip-guard
ring interaction.
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Figure 3.12: Bulk capacitance–voltage measurement for n. 01 (a) and back strip n. 01
(b) in the case of 300 µm-thick detector. On the front side case the contribution of the
floating guard rings increase the dependence on the frequency and increases the value
of the measured capacitance.
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Figure 3.13: Bulk capacitance–voltage measurement for front strip n. 01 (a) and back
strip n. 01 (b) in the case of 1500 µm-thick detector. Border effects are less evident
than the case of 300 µm-thick detector since the increased detector thickness reduces
the relative impact of the strip-guard ring interaction.

Inter-Strip Capacitance – 300 µm DSSSD

Fig. 3.14 (a) and (b) show the measured inter-strip capacitance versus volt-
age between the strip n. 10 and n. 11 of the front (junction) side and the
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corresponding dissipation factor for different frequencies. The value of the
capacitance shows a remarkable dependence on the frequency and this is
expected since the inter-strip region suffers for surface effects underneath
the silicon dioxide layer that are deeply related to the time scale of the test
signal. To better grasp the double dependence we plotted the capacitance
as a function of the voltage and the frequency in Fig. 3.15.
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(b)

Figure 3.14: Inter-strip capacitance-voltage measurement between strip n. 10 and n. 11
of the front side for the 300 µm case (a) and corresponding dissipation factor (b).
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Figure 3.15: Inter-strip capacitance-voltage measurement between strip n. 10 and n. 11
of the front side for the 300 µm case plotted as a surface to better grasp the frequency
dependence.

Fig. 3.16 reports instead the inter-strip capacitance versus voltage be-
tween the strip n. 13 and n. 14 of the back (ohmic) side for different fre-
quencies. The capacitance measured at bias voltages below the depletion
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value (∼ 23 V) loses its physical meaning since the two strips are coupled
by an impedance which is not purely capacitive, but features also a resistive
component due to the ohmic nature of the back contacts. To give a better
insight on the coupling impedance we plotted in Fig. 3.17 a polar graph
of the total complex impedance measured by the LCR-meter. In the graph,
the modulus of the impedance vector is in logarithmic scale. Each curve
pertains to a specific frequency and corresponds to a voltage sweep. With
increasing voltage, the impedance vector turns from the positive real axis
to the negative imaginary axis and when the depletion voltage is reached
the impedance arranges firmly as a pure capacitive load. The physical ori-
gin of this behavior is that the back n+ strips are “resistively” connected
through the n− bulk region until the depletion region reaches the back side,
which happens at the depletion voltage (the depletion region “comes” from
the junction side). Below such voltage, the strips experience a resistive
coupling in parallel with a small capacitance which both increases as the
bulk region is depleted. For the seek of completeness Fig. 3.18 shows the
inter-strip resistance (extracted from the parallel model) Rp between the
considered strips. Correctly, the value increases to reach a maximum at the
depletion voltage and there is not a significant dependence on the frequency
until the full depletion condition is reached, when time-dependent surface
effects contribute significantly.
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Figure 3.16: Inter-strip capacitance-voltage measurement between strip n. 13 and n. 14
of the back side for the 300 µm-thick case for all the considered frequencies.

In Fig. 3.19 we reported the measurement accuracy for both the inter-
strip capacitance and dissipation factor measurements for the front side
case. It worths noticing that for lowest frequencies both the accuracies
on the capacitance and on D are poor and the hence the reported measured
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Figure 3.17: Polar plot of the complex total impedance measured by the LCR-meter be-
tween the strip n. 13 and n. 14 of the back side of the 300 µm-thick detector. The
modulus of the impedance is in logarithmic scale. Each line pertains to a specific
frequency and correspond to a voltage sweep with voltage.
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Figure 3.18: Inter-strip parallel resistance versus voltage between strip n. 13 and n. 14
of the back side for the 300 µm-thick case for all the considered frequencies.

values should be taken with care.
The value of the inter-strip capacitance at operating voltages can hence

be estimated as 11-13 pF for the front side (frequency dependent) and 6-10
pF – even if in this case the dominant component is the resistive coupling –
for the back side (increasing with frequency), which is correctly lower for
the wider geometrical separation between the strips, which is roughly 25

56



3.2. Capacitance Measurements

(a) (b)

Figure 3.19: Measurement accuracy due to the LCR-meter for capacitance (a) and the
dissipation factor (b). Each color-maps represent the accuracy of the measurement
expressed as the percentage of the measured capacitance or in absolute value for D,
function of the frequency and the capacitance value itself. The superposed lines corre-
spond to the measured inter-strip capacitance for the case of front strip n. 10 versus
n. 11, 300 µm thick detector, each line being made at constant frequency and for a
voltage sweep.

µm on the front side and roughly 40 µm on the back side.

Inter-Strip Capacitance – 1500 µm DSSSD

Fig. 3.20 (a) and (b) show the measured inter-strip capacitance versus volt-
age between strips n. 10 and n. 11 of the front (junction) side and the
corresponding dissipation factor for different frequencies. The bump in
frequency observed for the 300 µm is not present here.

Fig. 3.21 reports instead the inter-strip capacitance versus voltage be-
tween the strip n. 13 and n. 14 of the back (ohmic) side for different
frequencies. Similarly to the 300 µm-thick detector case, below the deple-
tion voltage the strips coupling is not merely capacitive but also resistive
due to the ohmic nature of the back contacts. The overall impedance cou-
pling as measured by the LCR-meter is shown in the polar plot of Fig. 3.22.
Each curve pertains to a specific frequency and the modulus of the vectors
is in logarithmic scale. With increasing voltage, the complex vector turns
from a mainly resistive load to a pure capacitive load. Fig. 3.22 shows the
inter-strip resistance Rp extracted using the parallel model. Correctly, all
the curves measured at different frequencies coalesce into a single curve
until the depletion voltage is reached, meaning that a “physical” resistance
is actually present.

In Fig. 3.24 we reported the measurement accuracy for both the inter-

57



Chapter 3. Characterization of the FARCOS Double Sided Silicon Strip
Detectors

0 50 100 150 200 250 300 350
0

5

10

15

Bias Voltage (V)

C
ap

ac
ita

nc
e 

(p
F

)

Front 10 vs. Front 11

 

 

f=200Hz
f=500Hz
f=1000Hz
f=2000Hz
f=5000Hz
f=10000Hz
f=20000Hz
f=50000Hz
f=100000Hz
f=200000Hz
f=500000Hz
f=1000000Hz

(a)

0 50 100 150 200 250 300 350
−0.2

−0.15

−0.1

−0.05

0

0.05

Bias Voltage (V)

D
is

si
pa

tio
n 

F
ac

to
r

Front 10 vs. Front 11

 

 

f=200Hz
f=500Hz
f=1000Hz
f=2000Hz
f=5000Hz
f=10000Hz
f=20000Hz
f=50000Hz
f=100000Hz
f=200000Hz
f=500000Hz
f=1000000Hz

(b)

Figure 3.20: Inter-strip capacitance–voltage measurement between strip n. 10 and n. 11
of the front side for the 1500 µm case (a) and corresponding dissipation factor (b).
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Figure 3.21: Inter-strip capacitance-voltage measurement between strip n. 13 and n. 14
of the back side for the 1500 µm case.

strip capacitance and dissipation factor measurement for the front side case.
Also in this case it must be noted that for the lowest frequencies, both the
accuracies for the capacitance and for D are poor thus affecting the quality
of the reported measurements.

The value of the inter-strip capacitance at operating voltages can hence
be estimated as 12 pF for the front side and 10-14 pF for the back side
(increasing with frequency).
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Figure 3.22: Polar plot of the complex total impedance measured by the LCR-meter be-
tween the strip n. 13 and n. 14 of the back side of the 1500 µm-thick detector. The
modulus of the impedance is in logarithmic scale. Each line pertains to a specific
frequency and correspond to a voltage sweep with voltage.
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Figure 3.23: Inter-strip parallel resistance versus voltage between strip n. 13 and n. 14
of the back side for the 1500 µm-thick case for all the considered frequencies.

Total Capacitances

At usual operating voltages, the total strip capacitance is the sum of the
bulk capacitance and two times the inter-strip capacitance and this leads,
for the 300 µm DSSSD, to the range of values 63-67 pF for a front side
strip and 53-61 pF for a back side strip, with the exception of the border
strips which on the contrary show the bulk capacitance plus one inter-strip

59



Chapter 3. Characterization of the FARCOS Double Sided Silicon Strip
Detectors

(a) (b)

Figure 3.24: Measurement accuracy due to the LCR-meter for the capacitance (a) and
the dissipation factor (b). Each color-maps represent the accuracy of the measurement
expressed as the percentage of the measured capacitance or in absolute value for D,
function of the frequency and the capacitance value itself. The superposed lines corre-
spond to the measured inter-strip capacitance for the case of front strip n. 10 versus
n. 11, 1500 µm thick detector, each line being made at constant frequency and for a
voltage sweep.

capacitance1, that is 49-80 pF for a front side strip and 44-61 pF for a back
side strip. For the 1500 µm DSSSD, instead, a front strip exhibits 32.5 pF
and a back strip 28.5-36.5 pF, while the border strips show 21.5-25 pF on
the front side and 23.5-26 pF on the back side. It must be considered that
the lower capacitance value for the border strips do not lead necessary to
better performances in terms of energy resolution, since their dark current
is typically higher with respect to the other strips thus leading to a larger
parallel noise which turns out to actually reduce the energy resolution.

3.3 Energy and Position Response Map with Monochromatic
Single Ions

In the framework of the characterization of the FARCOS Double Sided Sil-
icon Strip Detectors it is fundamental to assess the dependence of the de-
tector response on the energy and on the position of the impinging particle.
In order to measure the response matrix we used a pulsed mono-energetic
ion beam. By using a pulsed beam, single mono-energetic ions can be
generated which are used to precisely probe the detector-electronic system
response with high spatial and temporal resolution. Moreover by tuning the

1The interaction of the border strips with the surrounding guard ring (front side) or bulk (back side) is included
in their bulk capacitance measurement
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proton energy or by increasing the number of protons per bunch it is pos-
sible to probe different levels of charge density and/or different ionization
profiles across the detector depth.

3.3.1 The Pulsed Ion Beam-Line DEFEL of the LaBeC Accelerator

The pulsed monoenergetic proton beam coming from the DEFEL beam-
line [40] of the 3MV Tandetron accelerator of the LaBeC (Laboratorio di
Tecniche Nucleari per i Beni Culturali) [41], located in Sesto Fiorentino
(FI), Italy, is an attractive tool to probe the response of the detector-frontend
system at different levels of charge injection. Fig. 3.25 shows an aerial view
of experimental area, with the Tandetron accelerator in the foreground.

At DEFEL the continuous beam coming from the accelerator is deflected
by means of an electrostatic chopper transversally across a slit allowing a
bunch of protons (or ions) to proceed downstream through an aperture only
during a very short time interval of the order of 1 ns. The key components
of the electrostatic chopper are the predeflector and the deflector systems.
They both consist in a couple of plates parallel to the beamline whose driv-
ing electronics is shown together with schematic drawing of the DEFEL
beamline in Fig. 3.26. The working principle of the chopper is the follow-
ing. During the stationary state, mosfet Qd is off and so a voltage Vd= 200
V is applied to the upper plate while a steady voltage Vd= 100 V is applied
to the lower one: the ions are deflected downward. When a trigger pulse is
applied, Qd is quickly brought to conduction, the voltage on the upper plate
drops approximately to ground and the beam moves upward. The beam is
allowed to enter the experimental chamber only during the voltage transi-
tion. The predeflector always deflect the beam keeping the upper plate at
Vp= 800 V and the lower plate at ground. When Qp is brought to saturation
the upper plate is discharged and the beam is allowed to pass. The synchro-
nization signals of the predeflector and deflector voltages is shown in Fig.
3.27.

The adjustment of the size of the aperture with a motorized slit, and of
the intensity of the continuous beam, is the key feature to create a pulsed
beam with a variable and finely controllable number of particles in each
pulse (down to an average value much below 1 particle per trigger and with
a position of interaction in a defined area of down to 30 µm × 30 µm).
Proton energies are tunable in the range 1 - 6 MeV. The repetition rate is
selectable from a manual single shot up to tens of kHz (limited by power
dissipation effects on the drivers). Other ion types can be accelerated: He2+

up to 8 MeV, Li3+ up to 11 MeV, C4+ up to 14 MeV. In this energy inter-
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val, the proton range is perfectly matched with the typical wafer thickness,
namely proton range in silicon is 16 µm at 1 MeV and raises up to 295 µm
at 6 MeV [42]. The proton straggling in silicon ranges from 0.8 µm at 1
MeV to 4 µm at 3 MeV and 12 µm at 6 MeV [43]. The end-station of the
beamline is equipped with a large experimental vacuum chamber housing
the detector under test mounted on X-Y stages that can be moved orthogo-
nal to the beam axis thus changing the impact point of the ions.

Figure 3.25: Aerial view of the experimental area inside the LaBeC facility at Sesto
Fiorentino (FI), Italy. In the foreground stands out the 3 MV Tandetron accelerator.

3.3.2 Experimental Setup

Fig. 3.28 shows the scheme of principle of the experimental setup. The
detector under test together with the charge preamplifiers (see Subsection
2.2.2 pag. 32) are located inside the experimental chamber. The anti-
aliasing amplifiers, the trigger system and the digitizer (see Subsection
2.2.3 pag. 35) are located in the controlled area out of the vacuum cham-
ber. The host PC that supervises the acquisition process is located outside
the radiation controlled area and connected to the VME crate through an
optical fiber.

Detector Mounting

Fig. 3.29 shows a photograph of the DSSSD experimental setup in the
DEFEL vacuum chamber. The detector under test is mounted on the afore-
mentioned X-Y stages. The PCB detector frame is housed on a dedicated
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Figure 3.26: Schematic drawing of the DEFEL line with all of its components highlighted,
including the predeflector and deflector drivers [44].
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Figure 3.27: Predeflector-deflector synchronization signals for the creation of bunches of
protons from a continuous beam [40].

Figure 3.28: Scheme of principle of the experimental setup at the DEFEl beamline. The
host PC is located outside the radiation controlled area.

Aluminum holder fixed to a metallic mounting frame coupled to the 2D
motion stages that can be controlled remotely. The mounting frame houses
also a pn-diode detector for beam intensity adjustment and a quartz glass
for precise positioning and alignment of the proton beam. An optical cam-
era allows alignment of the proton beam to reference markers on the quartz
glass and on the detector chip. The mechanical frame, if needed, holds
also different versions of charge preamplifiers that are directly connected
to the Kapton cable coming from the detector and the so-called vacuum
power board, responsible of distributing the needed filtered bias voltages
to the preamplifiers and the detector together with the test signal coming
from the pulser. The whole system has been designed such as we can easily
change the injection side of the detector or even the detector prototype in
an effective way. The so-called air power board – located outside the vac-
uum chamber – provides first order passive filtering of the detector and the
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preamplifier bias voltages and also a monitor of the absorbed current.

Figure 3.29: Photograph of the DSSSD mounted on the mechanical frame and housed in
the vacuum chamber.

A photograph of the digital DAQ system equipment and of the power
supplies just outside the experimental chamber is shown in Fig. 3.30. The
digital DAQ system is the one described in Section 2.2.3.

3.3.3 Experimental Conditions

The data here presented derive from two beamtimes at the DEFEL beam-
line held in September 2012 and in June-July 2013, for a total of about
two weeks and a half. The 300 µm-thick and 1500 µm-thick detector re-
sponse matrix has been measured both in front injection (ions incident on
the junction side) and in back injection (ions incident on the ohmic side).
Different beams were accelerated: 1 MeV (16 µm projected range in sili-
con), 3 MeV (92 µm projected range) and 5 MeV (216 µm projected range)
protons and 7.5 MeV Li ions (l5 µm projected range). The importance of
having different ion-energy pairs lies in the different ionization profiles and
consequently in the different associated charge densities, allowing us to
probe the detector response under various charge injection conditions. It
must be stressed that, as a consequence, a bunch of three 1 MeV protons –
for example – do not give the same detector response of one single 3 MeV
proton since the ionization profiles are not the same for the two energies
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Figure 3.30: Photograph of the digital DAQ system equipment and of the power supplies
just outside the vacuum chamber.

and though the beam is collimated (50 µm × 50 µm at best) the three 1
MeV protons would typically impinge on the detector sufficiently far apart
to be considered independent one another, not allowing us to “sum” the
charge densities. Fig. 3.31 shows the ionization profiles in silicon for the
considered ions computed with SRIM2008 [43].

The vacuum level in the experimental chamber is kept well below 1·10−4

mbar during all the measurements. The pulsed beam repetition rate is kept
constant for all the measurements and equal to 100 Hz. The slits opening
that defines the beam spot size were in the range 50-200 µm × 50-200 µm
according to the type of measurement performed. The DSSSD were biased
at 25 V for the 300 µm thick and 300 V for the 1500 µm thick in all the
measurements. Over-bias voltages up to 20V for the 300 µm thick and 30
V for the 1500 µm thick have been successfully tested.
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Figure 3.31: Ionization profile for 1 MeV, 3 MeV and 5MeV protons and 7.5 MeV 7Li ion
in silicon, from SRIM2008 [43]. The Bragg peak in silicon is at about 16 µm, 91 µm,
213 µm and 14 µm respectively.

3.3.4 Energy Calibration and Resolution

We recorded the energy spectra under different conditions of proton and
Li ion beam energy. Since the charge collection time of the detector is
much longer than the beam pulse duration, each bunch gives rise to a single
event of amplitude proportional to the bunch multiplicity. The number of
ions in a bunch reflects their statistical distribution in the original beam; as
a result, the spectrum envelope is roughly a Poissonian distribution. Fig.
3.32 (a) and (b) show an example of energy spectra collected in the case
of 3 MeV proton interaction on one strip of the junction side and one strip
of the ohmic side, respectively, for the 300 µm DSSSD coupled with the
custom made charge preamplifier. The insets show a detail of the single
3 MeV proton peak together with its Gaussian fitting that allows the es-
timation of the peak centroid and FWHM. The digitized waveforms were
post-processed off-line with a digital triangular filter with 201 taps kernel
width.

Taking advantage of the proton bursts technique, it is possible to ob-
tain an accurate energy calibration of each strip and of the corresponding
preamplifier in a wide energy range from MeV up to even GeV energies,
depending on the intensity of the incident beam.

By least-square Gaussian fitting each peak of the spectra as the one
shown in Fig. 3.32 and extracting its centroid it is possible to derive the
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(a)

(b)

Figure 3.32: Energy spectrum collected in the case of 3 MeV proton interaction on one
strip of the front side (a) and one strip of the ohmic side (b). Since the number of
ions per bunch reflects their original distribution in the beam, the spectra envelope
is roughly a Poissonian. The insets show a detail of the single 3 MeV proton peak
together with its Gaussian fitting that allows the estimation of the peak centroid and
FWHM.

ADC bins/energy correspondence and hence the calibration curve. Fig.
3.33 (a) shows the calibration made for the front-side strip n. 12 super-
posing the peaks of the 3 MeV protons plus the 7.5 MeV Li ions acquired
with the same configuration (back injection, AAA gain 2x), restricting to
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energies below 30 MeV in order to compare the two particle families in the
same range. The energy values have been finely corrected for the energy
lost in the aluminum layer above the strips which does not contribute to the
signal formation (6.6 keV for 3 MeV protons and 120 keV for 7.5 MeV Li
ions) and also for the extraction energy of the ions from the source before
the accelerating phase. The resulting sensitivity is 39.851 mV/MeV (7.502
keV/LSB).
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Figure 3.33: Energy calibration for the front-side strip n. 12 considering the peaks of the
3 MeV protons plus the 7.5 MeV Li ion, acquired in the same configuration (back injec-
tion, AAA gain 2x) and with energy corrected as described in the text. The sensitivity
resulting from the least-square linear fitting is 39.851 mV/MeV (7.502 keV/LSB).

Proton bursts can also be used to measure the linearity of the overall
system, including Si-detector, preamplifier, anti-aliasing amplifier and dig-
itizer. This kind of qualification of the performance of the silicon detector
is extremely useful since it allows obtaining an independent calibration for
the on-beam measurements, with a high degree of confidence, due to the
intrinsic calibration of the source and to the wide explorable range. Fig.
3.34 shows the integral non-linearity for the same strip seen before. The
excellent overall INL r.m.s. value is 0.45 LSB (3.35 keV) which is below
the 0.1% over all the considered energy range.

Considering the single-proton peak of each spectrum, as the ones shown
in the insets of Fig. 3.32 (a) and (b), it is possible to derive the energy
resolution, expressed as the FWHM of the Gaussian shape fitting the peak.
Digitized waveforms were post-processed off-line with a digital triangular
filter with different kernel lengths. We probed several filter shapes, includ-
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Figure 3.34: Integral non-linearity for the case of Fig. 3.33. The overall INL r.m.s. value
is 0.45 LSB (3.35 keV).

ing bipolar filters with or without a flat region that in theory would better
approximate the “optimum” filter2, but their performances were worse than
the ones of the triangular. A possible reason of this behavior may be that
the main source of noise/disturbance is injected in the signal path after the
charge preamplifiers. As expected the strips of the front side exhibit an en-
ergy resolution better than the ones of the ohmic side, due to a larger con-
tribution of the parallel noise, mainly arising from the inter-strip resistance.
In addition in this measurement we pay also the price of an unwanted noise
pick-up on some of the ohmic side strips. Fig. 3.35 shows the measured en-
ergy resolution as a function of the digital triangular filter half-width for a
front-side strip (n. 12) representative of the behavior of all the others and of
two of the ohmic side strips, one showing the expected good performance
(n. 2) and a second one (n. 12) prone to the unwanted pick-ups, always for
the case of 3 MeV proton on the 300 µm DSSSD. Even if the measured res-
olution is already quite good there is room for improvement with respect to
the theoretical limits imposed by the electronic noise and the Fano intrinsic
resolution.

2When referred to the detector signal, the filter shape must be integrated since the integration performed by
the charge preamplifier must be taken into account
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Figure 3.35: Energy resolution expressed in FWHM of the single 3 MeV proton peak for
one strip of the front side and two of the ohmic side, representative of the behavior of
all the others, as measured with 3 MeV proton on the 300 µm DSSSD as a function of
the digital triangular filter half-width.

3.3.5 Position Response Matrix – Inter-Strip Effects

Profiting of the high spatial resolution of the proton beam we were able to
map the detector response in several significant positions, such as full-strip
regions, inter-strip regions and detector-border regions, with the purpose
to investigate the shape of the recorded waveforms as a function of the
position of interaction. In this Section we restrict the analysis on the inter-
strip regions to gain a better insight in the sharing phenomena that could
greatly spoil the pulse shape analysis capability of the system.

The chance to access the whole original waveforms made possible thanks
to the digital DAQ system, in conjunction with the dedicated numerical
simulations exposed in Chapter 4, allowed us also to put some light on the
issue of the “opposite” polarity signals arising in the case of inter-strip in-
jection that have been reported in literature at least since the eighties up to
more recent years, see [18] in the case of MUST detector but also [45] [46]
and [47] for other examples. There is the tendency to refer to the interpre-
tation given by Yorkstone in [48] who ascribes the opposite polarity signals
to the charge loss occurring in the voltage pocket under the silicon dioxide
layer between the strips, at least for low penetrating α-particles. We have
evidences that even though this is a in important point in the analysis of the
inter-strip effect, the actual cause of the occurrence of opposite or bipolar
signals in one of the two considered strips is an effect of pure electrostatic
charge induction. This Section deals with the analysis of the experimental
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data only, while the theoretical interpretation and the quantitative compari-
son with the results of dedicated simulations is deferred to Section 4.6 (pag.
95).

The analysis has been made as follows. We recorded on an event-by-
event basis the waveforms pertaining to two neighbor strips of the desired
detector side, then we extracted the MAX – maximum value, always posi-
tive – and the MIN – minimum value, always negative – from the baseline
subtracted and filtered (201 taps triangular filter) waveforms and scatter-
plotted the MAX + MIN of one strip versus the MAX + MIN of the
neighbor strip. In the following, positive waveforms are considered of the
“correct” polarity, so we digitally inverted the back-side strip outputs since
their “original” polarity was negative, in order to compare homogeneously
strips of both sides (due to the arrangement of the connectors in the flange
of the vacuum chamber there was an inversion of the polarity of the pream-
plifier’s output). In addition, since the beam spot (100 µm × 100 µm) was
larger than the inter-strip gap (25 µm junction side, 40 µm ohmic side) and
no precise information of the impact point was possible, we sorted all the
events in descending order by the MAXi −MAXi+1 values, where i and
i + 1 stand for the two consecutive strips, assuming a monotonic behavior
of the MAX with respect to the impact position. This make possible to
plot the MAX and MIN of both the strips in a kind of fine “scan” of the
inter-strip gap.

We show selected results for the 3 MeV protons and for the 7.5 MeV Li
ions beam impinging on both the 300 µm DSSSD and 1500 µm DSSSD.
The choice of these two ions is dictated by their different penetration depth
(Bragg peak at 92 µm in silicon for 3 MeV proton, at 15 µm for 7.5 MeV Li
ion). We have indeed noticed that this parameter greatly affects the shape
of the collected signals3 making them appropriate examples. Therefore the
behavior of the 1 MeV protons is very similar to the 7.5 MeV Li ions while
the one of the 5 MeV protons is similar to the 3 MeV protons.

300 µm DSSSD

Fig. 3.36 (a) shows the scatter plot of the MAX + MIN of the front-
side neighbor strips n. 10 and n. 11 with 3 MeV protons impinging in the
inter-strip gap – front injection. The clusters related to the full collection
of the charge generated by the proton as well as their all possible pairs –
i.e. one proton at each strip in case of two-proton bunches and so on – are
clearly visible. All the events between the clusters are due to pure charge

3The reason is the peculiar shape of the strips weighting potentials, topic that will be dealt in Section 4.6 (pag.
95)
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sharing, since their sum is a constant, as showed in Fig. 3.36 (b) where
the MAX and MIN parameters of the sorted events pertaining to the one
proton subset are plotted. Fig. 3.36 (c) and (d) show the same plots for
back-side strips n. 12 and n. 13 with 3 MeV protons impinging in the inter-
strip gap – back injection. Even if the beam was slightly shifted toward strip
n. 13, though not clearly visible the wider inter-strip gap causes a greater
number of events to undergo charge-sharing effects.

(a) (b)

(c) (d)

Figure 3.36: 3 MeV protons impinging on the inter-strip region of the 300 µm DSSSD
between front-side strips n. 10 and n. 11 – front injection (a) and (b), between back-
side strips n. 12 and n. 13 – back injection (c) and (d). On the left column the scatter
plots of the MAX +MIN of the two neighbor strips, on the right column the plot of
the sorted events parameters pertaining to the one proton subset.

The results are visibly different in the case of 7.5 MeV Li ion beam.
Fig. 3.37 (a) shows the MAX + MIN scatter plot of the front-side strips
n. 10 and n. 11 – front injection. Slightly negative values begin to appear.
Fig. 3.37 (b) is more clarifying since it disentangle the parameters MAX
and MIN for the event pertaining to the one Li ion subset – negative peaks
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on one strip appear when the ion is impinging closely to the other strip.
Moreover, at the center of the inter-strip region the sum of the two MAX
is less than the the full collection, meaning that a substantial fraction of
the charge cloud (electrons in this case), which has been generated almost
superficially, has been lost in the potential pocket beneath the dioxide layer
and do not contribute to the signal formation within our time scale. The
situation is magnified in the case of back injection due to the wider inter-
strip gap and to the fact that in this case holes, rather than electrons and
significantly slower, are responsible for the signal formation process. In
Fig. 3.37 (c) the MAX +MIN of back-side strips n. 12 and n. 13 subsets
are shifted and bended significantly. Fig. 3.37 (d) shows how the negative
peaks arise on one strip when the Li ion impinges right after the mid-point
of the gap toward the neighboring strip. This means that there can be not
only signals with the opposite polarity but also bipolar. Even in this case
the amount of charge lost is significant, due to the loss of holes between the
back-side strips.

1500 µm DSSSD

Fig. 3.38 (a) shows the scatter plot of the MAX +MIN of the two neigh-
bor strips of front side strips n. 10 and n. 11 with 3 MeV protons impinging
in the inter-strip gap – front injection, while Fig. 3.38 (b) the MAX and
MIN parameters of the sorted events pertaining to the one proton subset.
The situation is substantially similar to the one reported for the 300 µm
DSSSD. The back injection case shown in Fig. 3.38 (c) and (d) for back-
side strips n. 13 and n. 14 on the contrary sees the appearance of small
negative peaks. This is caused by the fact that in this case the 3 MeV pro-
ton absorption depth can be considered almost “superficial” since we are
dealing with a thicker detector.

Fig. 3.39 (a) and (b) show the case of front-side strips n. 10 and n.
11 with 7.5 MeV Li ions impinging in the inter-strip gap – front injection,
while Fig. 3.39 (c) and (d) show the case of the back-side strips n. 13 and
n. 14 – back injection. The situation is similar to the 300 µm DSSSD case,
but with even larger negative peaks for the same considerations that with a
thicker detector the relative penetration depth of the 7.5 MeV Li ion is even
shorter.

The raw waveforms – baseline subtracted – plotted in Fig. 3.40 and
Fig. 3.41 pertain respectively to the highlighted zones of Fig. 3.38 (a) –
front-side strips with a 3 MeV proton impinging at the inter-strip gap (front
injection) – and of Fig. 3.39 (c) – back-side strips with a 7.5 MeV Li ion
impinging at the inter-strip gap (back injection)– for a comparison between
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(a) (b)

(c) (d)

Figure 3.37: 7.5 MeV Li ions impinging on the inter-strip region of the 300 µm DSSSD
between front-side strips n. 10 and n. 11 – front injection (a) and (b), between back-
side strips n. 12 and n. 13 – back injection (c) and (d). On the left column the scatter
plots of the MAX +MIN of the two neighbor strips, on the right column the plot of
the sorted events parameters pertaining to the one Li ion subset.

the case without and with the clearest bipolar and opposite polarity signals.
Position α corresponds to a a particle impinging fully on the first strip, δ
to a particle impinging at the inter-strip mid-point and β and γ to particles
impinging between the first strip and the inter-strip mid-point. Positions
beyond the mid-point has been omitted since the situation is symmetrical.

For the 3 MeV protons case we assist to a plain charge-sharing, even if
for strip n. 11 at position α and β we see at the beginning of the transient
a small negative spike that can be ascribed to a beginning of “opposite
polarity signal” phenomenon. Instead, for the 7.5 MeV Li ion case, whose
raw waveforms are “originally” negative since they belong to the opposite
detector side and are here turned upside down for the sake of clarity, we
observe the appearance of huge bipolar and opposite polarity signals for
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(a) (b)

(c) (d)

Figure 3.38: 3 MeV protons impinging on the inter-strip region of the 1500 µm DSSSD
between front-side strip n. 10 and n. 11 – front injection (a) and (b), between back-side
strips n. 13 and n. 14 – back injection (c) and (d). On the left column the scatter plots
of the MAX + MIN of the two neighbor strips, on the right column the plot of the
sorted events parameters pertaining to the one proton subset.

the farthest strip. Moving from position α to position γ we assist to pure
opposite polarity signals, with at most some charge loss effects when at
the end of the transient the value remains slightly above zero, evolving in
bipolar signals, meaning that the strip is collecting part of the holes, and
becoming at last of the correct polarity when a symmetrical condition is
reached with respect to the other strip. Again the sum of the peak values of
the two strips at position γ is slightly less than the full collection due to the
charge lost below the inter-strip gap potential pocket.

The non-monotonic behavior of the opposite polarity and bipolar wave-
forms is a clear hint of the presence of pure charge induction effects which
are ultimately related to the electrodes weighting potential, topic specifi-
cally addressed both theoretically and quantitatively in Section 4.6 (pag.
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(a) (b)

(c) (d)

Figure 3.39: 7.5 MeV Li ion impinging on the inter-strip region of the 1500 µm DSSSD
between front-side strips n. 10 and n. 11 – front injection (a) and (b), between back-
side strips n. 13 and n. 14 – back injection (c) and (d). On the left column the scatter
plots of the MAX +MIN of the two neighbor strips, on the right column the plot of
the sorted events parameters pertaining to the one Li ion subset.

95).

3.4 Conclusion

We carried out a detailed characterization of the FARCOS Double Sided
Silicon Strip Detectors (thicknesses 300 µm and 1500 µm) in terms of
capacitance-voltage measurements investigating the main contributions of
the single strip capacitance, namely the bulk capacitance – the capacitance
of one strip toward the whole other side – and the inter-strip capacitance –
the capacitance between two neighbor strips of the same detector side. The
effect of the test signal frequency on the capacitance measurement has also
been evaluated as well as the impact of the LCR-meter measurement accu-
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Figure 3.40: Raw waveform – baseline subtracted – of front-side strips n. 10 (a) and n.
11 (b) for the 1500 µm DSSSD with a 3 MeV proton impinging at the inter-strip gap
– front injection – corresponding to the highlighted positions in the scatter plot of Fig.
3.38 (a). Position α corresponds to a particle fully impinging on front-side strip n. 10,
position delta to a particle impinging in the inter-strip gap mid-point and β and γ to
two intermediate positions.
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Figure 3.41: Raw waveform – baseline subtracted – of back strips n. 13 (a) and n. 14
(b) for the 1500 µm DSSSD with a 3 MeV proton impinging at the inter-strip gap –
back injection – corresponding to the highlighted positions in the scatter plot of Fig.
3.39 (c). Position α corresponds to a particle fully impinging on back-side strips n. 13,
position delta to a particle impinging in the inter-strip gap mid-point and β and γ to
two intermediate positions.

racy. In addition, we performed a careful qualification of the 2D response
matrix of the DSSSDs in terms of amplitude and position exploiting the
pulsed monochromatic ion beam available at the DEFEL line of the LaBeC
Accelerator – INFN Firenze. In this way it has been possible to obtain a
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precise and accurate energy calibration of each individual strip and of the
corresponding amplifier over a wide energy range. In addition, thanks to
the spatial definition of the beam and the availability of different pairs ion-
energy (1 MeV, 3MeV, 5 MeV protons and 7.5 MeV Li), we evaluated the
impact of the inter-strip injection on the signals shape showing a selection
of the results. In particular we investigated the appearance of bipolar and
opposite polarity signals in relation to the injection position and the ion
penetration depth.
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CHAPTER4
3D Simulation Code for Charge Transport

and Signal Formation in 2D Semiconductor
Detectors Suitable for High Charge

Injection Levels and High Electrode
Segmentation

4.1 Introduction

We developed a 3D simulation code for electron-hole transport and signal
formation in fully-depleted semiconductor detectors with 2D – linear or
cylindrical geometry, as these are the most common topologies in nuclear
physics applications – to the purpose of achieving a superior understanding
of the signals formation process at a physical level which can be exploited
both to correctly interpret acquired data and to give suggestions for the op-
timization of detection systems and signals processing techniques. Consid-
ering the importance of the mobile carrier contribution at the high charge
injection levels foreseen in nuclear physics experiments the key point of
our code is that we accounted for the full electron-hole cloud dynamics,

NOTE: The content of this chapter is partly based on the papers [30] and [49] coauthored by myself.
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including therefore the mutual electrostatic interaction between the carriers
and thermal diffusion. We adopted a microscopic approach, i.e. we com-
pute the trajectory and the induced signal for every single charge carrier at
each time step of the simulation. It is important to stress the fact that we
kept into account the 3D nature of carrier-carrier electrostatic interaction
and carrier dynamics which can not be simplified despite the 2D detector
geometry. The induced current and charge signals at any arbitrary elec-
trode are computed together with the carriers trajectories by superposing
the contributions of individual carriers without additional computational
effort. The chapter is organized as follows. In Section 4.2 we review the
physical model and the simulation method; in Section 4.3 we show selected
results of a thorough set of simulations conduced to qualify the code while
in Section 4.4 we show the comparison of some simulation results with an
analytical approximated model found in literature. In Section 4.5 we eval-
uate the effectiveness of two computation speed enhancement techniques –
charge clustering and adaptive carrier position update. Finally, in Section
4.6 we present a set of simulations that reproduce the experimental condi-
tions of the FARCOS DSSSD under ion beam at the INFN LaBeC (Sesto
Fiorentino, Italy) reported in Section 3.3 (pag. 60) – i.e. protons and 7Li
ion impinging on the DSSSD with energy ranging from 1 to 7.5 MeV in
different detector regions – with a special focus on the dependence of the
induced signals upon the point of incidence in the inter-strip region.

4.2 Physical Model and Simulation Method

The simulation domain is depicted in Fig. 4.1 for a detector with a 2D
linear geometry. The simulation volume is assumed indefinite along the
z direction, while its x-y cross-section is defined by the Dirichlet or Neu-
mann boundary conditions on the detector. The electron-hole cloud, on the
contrary, maintains its intrinsic 3D nature, necessary for the correct compu-
tation of the mutual electrostatic interaction (the Coulomb force is a radial
force).

The total electric field distribution in the simulation domain is obtained
as the superposition of the 2D static field ( ~Estatic) present on the detector
volume due to the applied bias with the time-dependent 3D electric field
contribution due to the n mobile carriers ( ~Emobile):

~Etot(~r, t) = ~Estatic(~r) + ~Emobile (~r, ~ri(t)) i = 1, ..., n (4.1)

The static field is computed by means of a dedicated 2D Poisson solver
that takes into account the given Dirichlet or Neumann boundary conditions
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Figure 4.1: Qualitative representation of the simulation volume for a 2D detector in linear
geometry (in this case a double sided strip detector). The contour lines of the potential
distribution in the central x-y cross-section show the static field due to the detector
structure (stated in the boundary conditions and doping profile). The mobile carriers
preserve their full 3D distribution and contribute with a 3D time-dependent field.

of the x-y cross-section as well as the fixed charges of the fully depleted
bulk. The time-dependent field due to the mobile carriers is computed by
summing the exact Coulomb term of every single carrier without any ap-
proximation. In order to assure homogeneous Dirichlet conditions on both
the surfaces of the detector at x = 0 and x = d a truncated series of im-
age charges of each individual carrier is added by means of an algorithm
that controls the truncation error. A graphic representation of the series of
image charges is depicted in Fig. 4.2. The impact of image charges on
the boundary conditions on the remaining two orthogonal surfaces is typi-
cally much smaller also because the volume can be extended to the whole
detector volume and it has been neglected.

At each simulation time step ∆t, the 3D displacement of each mobile
carrier is computed as the vector sum of the deterministic displacement
∆r1, obtained by the integration of the drift equation, and a ∆r2 random
displacement that models the thermal diffusion [50]. The drift equation is
integrated in the time step ∆t by the Dormand-Price embedded 5th(4th) or-
der Runge-Kutta algorithm with adaptive step-size [51] controlled by the
desired absolute tolerance, always kept smaller than the diffusive mean dis-
placement. The diffusive displacement is randomly extracted from a 3D
Gaussian distribution with standard deviation σ =

√
2D∆t, i.e. the stan-
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Figure 4.2: Graphical representation of the series of image charges for a given charge
distribution inside the detector volume. The series is truncated by an algorithm that
controls the error at the boundaries of the simulation domain. [27]

dard deviation of the thermal diffusion equation over ∆t, beingD the diffu-
sion coefficient of the considered carrier, assumed constant during the time
step. Since the carriers position is updated at the end of every time step, the
dynamic field acting on a carrier during the step is computed considering
the position of all the other carriers at the end of the previous time step,
which is the last “known” position. For their importance, considerations
about the mobility and diffusion models are deferred to subsection 4.2.1.

Induced charge and current signals on any desired electrode are com-
puted at every time step by superposition of the individual carrier contribu-
tions according to Ramo’s Theorem [52] without any significant additional
computational effort. Fig. 4.3 gives a qualitative depiction of the physical
problem, while equations of the charge and current induced on a specific
electrode by a carrier are:

Qind(t) = −qc · Vw(~rc(t))

Iind(t) = qc · ~vc(t) · ~Ew(~rc(t))
(4.2)

where qc, rc and vc are, respectively, the electric charge, position and
velocity of the considered carrier at the time t; Vw and Ew are, respectively,
the weighting potential and the weighting field of the considered electrode.
Just to remind, the weighting potential is the potential computed in the
simulation volume putting the considered electrode to 1 V and 0 V to all
the others, and it gives a measure of the capacitive coupling between the
carrier position and the electrode.
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Figure 4.3: Qualitative representation of the physical problem solved by Ramo’s Theorem,
that is to compute the charge and the current induced by a moving charge on a specific
electrode of a system of electrodes.

Position, velocity, electric field, mobility and diffusion, induced charges
and currents of every single carrier at each time step are saved on binary
files which can be used for further analyses and visualizations.

The code architecture has been designed to fully exploit the capability
of modern multi-core machines where and, since the computational burden
is concentrated in fully parallelizable subroutines, it can achieve a speed-
up factor that goes pretty much linearly with respect to the number of used
cores.

4.2.1 Mobility and Diffusion Models

Since our code is specifically targeted to high charge generation levels, we
adopted a field-dependent model for the drift mobility coefficients, as in
[53]:

µ =
µ0(

1 +
(
µ0Etot

vsat

)β)1/β
(4.3)

where µ identifies the overall mobility coefficient of electrons and holes,
µ0 is the low-field value, Etot is the total electric field and β is a constant
close to 1 – depending on the references – for both holes and electrons .
The saturation velocity vsat, according to [54], is expressed as:

vsat =
2.47 · 107

1 + 0.8 exp
(
T (K)
600

) (cm · s−1) (4.4)
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where T is the lattice temperature expressed in K. The dependence of
the mobility coefficients and of other charge transport properties in Sili-
con on the electric field and on temperature has been carefully reviewed
by [55], who substantially comes to the aforementioned parameterization,
but gives also experimental evidences of anisotropic effects for both elec-
trons and holes velocities in the crystallographic directions 〈100〉 and 〈111〉.
It seems that the electron speed along 〈111〉 is greater than along 〈100〉
on equal field, while for hole is the opposite. Moreover, non-linear ef-
fects arise at low temperatures. Attempts to explain this behavior can be
found in [56] for electrons and in [57] for holes, where anisotropy and
non-linearity are ascribed to pure quantum-mechanic effects, e.g. valence
and conduction valleys shape, inter and intra-valley scattering, repopulation
mechanisms... Such behaviors can be correctly estimated only with appro-
priate Monte Carlo quantum-mechanic techniques (see [58] for an example
of full-quantum approach), but since at common operating temperatures
these effects are, after all, small, we rely on the empirical relations stated
above with the only shrewdness of tuning all the parameters at best to match
the physical condition of the simulated detector.

Concerning the diffusion coefficient D, Einstein’s equation at lattice
temperature has been maintained:

D = µ(Etot)Vth (4.5)

where Vth is the thermal voltage at lattice temperature and µ(Etot) the
field-dependent mobility coefficient Eq. 4.5 has demonstrated indeed to
be in good agreement with the experimental data in literature up to high
fields. General considerations about the diffusion coefficients dependence
on crystallographic orientation and field in silicon can be found in [55],
while for more detailed experimental reports, quantum-mechanic consider-
ations and computational attempts refer to [59] for electrons and [60] for
holes. From these works and others emerge the tendency to correct the
Einstein’s equation at high fields by introducing a mean carrier energy due
to the fact that carriers are no more in thermal equilibrium with the lattice.
Unfortunately difficulties immediately arise in the computation of electrons
and holes mean energy at high fields in silicon due to the band structure
complexity [61]. A naive extrapolation of the mean energies would indeed
leads to non-physical results at high-field and this approach – at least for
silicon – has been therefore discarded.
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4.3 Code Validation

For the implementation of the code we chose the programming language
FORTRAN 90/95 which showed faster performances with respect to the C
language for our specific computational tasks. The code has been compiled
with gfortran ver. 4.4 and the parallel library OpenMP ver. 3 directives have
been extensively used in order to exploit the capability of modern multi-
core machines in terms of parallel calculus. To carry out the simulations
we used a server featuring 2 Xeon X5660 processors (2.80 GHz, 6C, cache
12 MB) with 48 GB DDR3 RAM.

In order to qualify the code we performed a set of simulations to com-
pute the space-time evolution of an electrons cloud under different con-
ditions and with varying number N of electrons. The initial cloud of N
electrons was generated according to a 3D Gaussian distribution with 0.1
µm standard deviation. We studied the cases of pure thermal diffusion, pure
Coulomb repulsion and both. The simulations were carried out either in an
infinite detector volume (free expansion) or with a finite detector thickness
d. In all cases, the material is silicon. We tested different values of the time
step, ranging from 0.2 ns to 4 ns, while the total simulated time is always
1 µs. In the following subsections we discuss some of the most significant
results that confirm the reliability of the code.

4.3.1 Cloud expansion in free space due to thermal diffusion only

We computed the standard deviation σx of the expanding electron cloud as
function of time – for different values of the number of electrons N and of
the time step ∆t and we compared it with the theoretical standard deviation
of thermal diffusion

√
2Dnt. The simulations has been carried out in the

case of free expansion, i. e. with an infinite volume of silicon in absence of
external field or fixed charges. The results for σx – all directions are equiv-
alent, thanks to the spherical symmetry of the problem – are shown in Fig.
4.4 with N equal to 200, 2000 and 20000. In each figure, the curves with
colors from blue to green represent increasing values of the time step ∆t,
while the red curve is the theoretical curve for the thermal diffusion. As the
number of electrons increases, the statistical spread obviously reduces and
the simulation curves tend to the theoretical one. The dependence on the
time step ∆t is not appreciable, as expected, due to the adaptive step-size
used to solve the drift equation; moreover, carriers trajectories are inde-
pendent from each other, since no mutual force is considered. In order to
evaluate the statistical impact of the number of carriers we computed the
L2-norm of the deviations of the simulated values of σx with respect to the
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theoretical ones over the total simulated time of 1 µs. Fig. 4.5 shows this
L2-norm of the deviations as function of the number of electrons N for dif-
ferent ∆t values. As expected the average slope of the curves in the log-log
plot follows approximately the 1/

√
N factor.
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Figure 4.4: Standard deviation of a cloud of N electrons expanding in free space due to
pure thermal diffusion for different values of time step ∆t. The red line stand for the
theoretical curve

√
2Dnt. a) N=200, b) N=2000, c) N=20000.

4.3.2 Cloud expansion with finite detector thickness due to Coulomb
repulsion only

This set of simulations show the effect of the dynamic field of the mobile
carriers (Coulomb repulsion) without thermal diffusion as the number of
carriers N varies from 100 to 20000. For all simulations we used the time
step ∆t equal to 0.2 ns. In order to evaluate the impact of the detector
thickness on the space-time evolution of the electron cloud, we carried out
the simulations within an infinite volume (free expansion) as well as for
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Figure 4.5: L2-norm of the standard deviations of the simulated values σx with respect to
the theoretical ones in the total simulation time as a function of the number of electrons
N , for different time steps ∆t. The dashed line shows the 1/

√
n trend.

two values of the detector thickness d.
The results are shown in Fig. 4.6 in the case of detector thickness d equal

to 300 µm and 450 µm. We expect that, due to the finite volume thickness
along the x direction, the spatial electron distribution does not maintain a
spherical distribution, as the image charges will attract the electrons to-
wards the surfaces x = 0 and x = d which will stretch the cloud along
x at the expense of the other two orthogonal directions. As expected, the
standard deviation of the electron cloud along the depth σx (red line) lies
above the corresponding values in the case of free expansion (green line),
while the standard deviation in the orthogonal directions (σy equivalent to
σz) lies below (black line). Coherently, the curve separation in greater in
the case of d equal to 300 µm with respect to the 450 µm case.

4.4 Comparison with an Approximated Analytical Solution

Although the full analytical solution of the problem of an expanding elec-
tron cloud subject to thermal diffusion and Coulomb repulsion is not avail-
able [62], [63] derived an approximated analytical expression for the stan-
dard deviation of the electron cloud in free expansion that preserves the
correct asymptotic behavior to the known analytical solutions in the limit-
ing cases of pure thermal diffusion and pure Coulomb repulsion. According
to [63] the approximated differential equation that governs the time evolu-

89



Chapter 4. 3D Simulation Code for Charge Transport and Signal Formation
in 2D Semiconductor Detectors Suitable for High Charge Injection Levels
and High Electrode Segmentation

0 200 400 600 800 1000
0

5

10

15

20

25

30

35

40

45

50

time (ns)

σ 
(µ

m
)

d=300 µm

 

 
free
conf. long.
conf. trasv.

(a)

0 200 400 600 800 1000
0

5

10

15

20

25

30

35

40

45

50

time (ns)

σ 
(µ

m
)

d=450 µm

 

 
free
conf. long.
conf. trasv.

(b)

Figure 4.6: Standard deviation of a cloud of N electrons due to pure Coulomb repulsion
for finite detector thickness (from the bottom to the top N =100, 200, 500, 1000,
2000, 5000, 10000, 20000). The red line is the standard deviation along the depth
(longitudinal) while the black line is the standard deviation in the orthogonal direction
(transversal) (a) d = 300µm and (b) d = 450µm. For comparison the standard
deviation in the case of free expanding (d→∞).

tion of the standard deviation of the electron cloud distribution in presence
of both thermal diffusion and Coulomb repulsion is:

dσ2(t)

dt
= 2D +

Q0µK

σ(t)
(4.6)

where Q0 stands for the total charge involved, µ is the mobility coeffi-
cient – which is taken to be a constant, D is the diffusion coefficient and
K is a constant that summarize the effect of Coulomb repulsion and of the
shape of the cloud. The integration of Eq. 4.6 leads to the expression:

2Dt = σ2 − σ2
0 −

Q0µK

D
(σ − σ0) +

1

2

(
Q0µK

D

)2

ln

(
Q0µK + 2Dσ

Q0µK + 2Dσ0

)
(4.7)

In the case of free expansion due to Coulomb repulsion only, i. e. with
D = 0, the integration of we Eq. 4.6 leads to the known exact solution [62]:

σ =
3

√
σ3
0 +

3

2
Q0µK · t (4.8)

To conduct a comparison with these analytical solutions we carried out
a set of simulations of free expansion with N = 100, 200, 500, 1000, 5000,
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10000, 20000 electrons. In order to probe higher charge values we car-
ried out two additional simulations with N =20000 carriers, each carrier
assumed to be a cluster of electrons leading to an equivalent total charge
of 2 · 105 electrons (cluster charge 10q) and of 2 · 106 electrons (cluster
charge 100q). The maximum time step is 0.2 ns. In the three high-charge
simulations (N =20000) we improved the numerical accuracy by updat-
ing the carrier positions at every inner sub-interval of the adaptive step-size
algorithm of the Runge-Kutta routine as described in Section 4.5.1. Fig.
4.7(a) shows the simulation results (symbols) in case of pure Coulomb re-
pulsion and the fitting curves based on Eq. 4.8, while Fig. 4.7(b) shows the
simulated points in case of both thermal diffusion and Coulomb repulsion
together with the fitting curves based on 4.7. The agreement in both cases
is very good (percentage error below 0.2% for Fig. 4.7(a), below 1% for
Fig. 4.7(b)), except for low values of N (up to 1000), when thermal diffu-
sion is present, due to poor statistics. The least-square fit of the simulated
points, reported in Fig. 4.8, gives the value of the free parameter Q0µK for
each curve. From the linear fit of Q0µK values vs Q0 we then extracted
the constant µK. In both cases (repulsion only, repulsion+diffusion) the
results are consistent: µK = 3.1 · 10−3µm3/ns/N , where N is the number
of carriers.
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Figure 4.7: Simulation of electron cloud (symbols). (a) Case of pure Coulomb repulsion,
fitting curves based on 4.8. (b) Case of both thermal diffusion and Coulomb repul-
sion, fitting curves based on 4.7. The number of simulated electrons N varies from
100 to 20000 (from the bottom to the top of the figure) with two additional simula-
tions of 20000 electrons where each carrier is conceived as a cluster of 10q and 100q
respectively.
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Figure 4.8: Linear fitting of the extrapolated Q0µK as a function of Q0 for the different
set of simulations. Simulations for low charge values and comprehensive of the thermal
diffusion (green dots) have been discarded since the statistical spread gives unreliable
results. The fitted value for µK is 3.1 · 10−3µm3/ns/N , where N is the number of
electrons.

4.5 Enhanced Numerical Methods

The computation of the dynamic field due to the mobile carriers is a CPU
intensive operation, typically increasing with the square of the number of
carriers. Indeed, our algorithm cycles over the total time span tmax with a
time step ∆t, and within it cycles over the total carriers N , computing for
each of them the total electric field, including the Coulomb interaction due
to all the remaining N − 1 carriers by the superposition of each single con-
tribution. Therefore we expect a linear dependence of the computational
time on the number of time steps, while a quadratic dependence on N . Fur-
ther, an increasing number of carriers puts to challenge also the numerical
accuracy of the code. A great number of carriers means larger electrostatic
mutual fields which are computed, within the ∆t, considering the carriers
position “frozen” at the end of the previous time step. Clearly, the accuracy
of the dynamic field estimation relies strongly on the value of the time step
∆t, especially when carriers are much close together (Coulomb field goes
with 1/∆r2), a condition that typically happens at the the first time instants
following the charge generation. Decreasing ∆t does not seem the solution
since the computational time would (linearly) increase.

Since our code is specifically targeted to high levels of charge injec-
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tions, we elaborated and proved the effectiveness of two enhanced numeri-
cal techniques, namely the charge clustering and the adaptive carrier posi-
tion update.

4.5.1 Charge clustering

This method consists of assigning to each carrier an electric charge larger
than the elementary one – q. We call the ratio between this new charge
and q Macro Charge Factor. The total simulated charge Qtot can be then
increased by a factor M , N remaining constant, since Qtot = N ·M with a
negligible increase of the computational time. We probed the effectiveness
of this simple but powerful method with a set of dedicated simulations.
An electron cloud with total charge Qtot =20000q is simulated as a set of
clouds with varying number of electrons N and correspondingly M , such
as N ·M = Qtot – N equals to 200, 400, 1000, 2000, 4000, 10000, 20000
and M equals to 100, 50, 20, 10, 5, 2, 1 q respectively. Then the cloud
expands in free space due only to Coulomb repulsion – thermal diffusion
is neglected since it does not depend on carriers charge – with tmax =1
µs and ∆t =0.2 ns. The results are shown in Fig. 4.9 (a) in terms of the
standard deviation σ of the clouds along one direction (all directions are
equivalent due to the symmetry of the problem). As clearly visible from
the percentage difference between the curves and the one with M =1q –
which has been taken as reference – shown in Fig. 4.9 (b), the method is
effective at least up to M =100q within the 1%. We expect it to hold even
for larger values.

4.5.2 Adaptive carrier position update

This method consists of the dynamic adjustment of the value of the Runge-
Kutta time step ∆t at run-time in order to achieve an improved accuracy.
Indeed, especially at the beginning of the simulation when the carriers are
all packed together and the dynamic field exceeds the static field by orders
of magnitude, it is crucial to update the carriers position as often as possible
since their mutual interactions reflect in a interdependence of the trajectory
paths. In this conditions, the time step is then shrunk down even to very
small values (on the order of the ps). When on the contrary the carriers are
spatially spread as a consequence of the cloud expansion and the dynamic
field is negligible with respect to the static field, the algorithm increases the
∆t since the trajectories are substantially independent each other and a too
frequent position update would be useless. This allows a faster computation
without any accuracy loss.
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Figure 4.9: Standard deviation of clouds varying the number of electrons N and
correspondingly the macro charge factor M to maintain constant the total charge
Qtot = 20000q(a). Difference in percentage of the same curves from the reference
one (M =1q) (b). The clouds are expanding in free space subject only to Coulomb
repulsion. The value of the time step ∆t is 0.2 ns.

We determine the value of ∆t according to the criterion of maximum al-
lowed displacement and on a statistical basis. At each time step of the sim-
ulation, indeed, we compute that time as the interval a desired percentile
of carriers would need to cover such allowed displacement. Maximum dis-
placement values around 1 µm and a percentile of 1 seem to be a good
compromise between accuracy and computational time for our practical
cases. We tested the effectiveness of this technique running a set of simu-
lations of an electron cloud expanding in free space due only to Coulomb
repulsion, with 3D Gaussian initial distribution of σ0 =0.1 µm, using fixed
time step (0.1 ns) and adaptive carrier position update with a maximum al-
lowed displacement of 10 nm, 100 nm, 1 µm, Macro Factor 1, 10, 100 q
and a total time span of 10 ns. Results are reported in Fig. 4.10(a),(b),(c)
for the standard deviation of the expanding cloud (all directions are equiva-
lent), the average electric field acting on the carriers and the average speed
of the carriers, respectively. The logarithmic scale enlighten the behavior
at the very beginning of the charge explosion, showing how the simulation
with fixed time step of 0.1 ns, which is already a relatively small value,
looses a great deal of information with respect to the adaptive carrier posi-
tion update method which, on the contrary, shrinks the time step down to
the picoseconds scale to follow with greater accuracy the first instants of
expansion. Looking at Fig. 4.10(a) we can identify several “regimes” of
expansion: the standard deviation starts from its initial value σ0, then it in-
creases linearly with t due to velocity saturation and finally if goes with t1/3
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which is consistent with 4.8 where the mobility coefficient is assumed con-
stant. The larger the Macro Factor, the longer the cloud would need to pass
from the saturation velocity regime to the constant mobility regime. For the
sake of clarity the theoretical curve of the pure thermal diffusion (t1/2) is
also shown, which would be the asymptotic value of any simulation which
includes the thermal diffusion, according to 4.7. Fig. 4.10(b) shows the
total electric fields averaged over all the carriers for each simulation. At
the beginning of the time they reach extremely high values which justify
all our concerns in terms of simulation accuracy and transport models, then
they fall as t−2 when in saturation velocity regime and than as t−2/3 when
in constant mobility regime. These values can be qualitatively explained if
we imagine σ as a kind of effective cloud radius, and the average field as
the field on the surface of a sphere with that radius. In this way we estab-
lish the 1/σ2 relation we see in the graphs. Finally, Fig. 4.10(c) shows the
speed by means of the average over all the carriers for each simulation. The
initial plateau identifies the saturation velocity regime while the following
decreasing trend correspond to the constant mobility regime.

The computational time needed to carry out the simulation with the
ACPU method with maximum allowed displacement 1 µm is about the 70%
in the case of M =100 and about the 25% in the case of M =1 of the com-
putational time needed by the same simulation using the fixed time step 0.1
ns, since with the ACPU ∆t is released after the critical first instants of
expansion without spoiling the accuracy.

The effectiveness of the Adaptive Carrier Position Update method has
been proven to go far beyond what is allowed with a fixed time step algo-
rithm.

4.6 Simulations of the Double Sided Silicon Strip Detector of
FARCOS

In the framework of the characterization of the Double Sided Silicon Strip
Detectors of FARCOS we noticed some non-trivial and not yet fully under-
stood effects regarding the induced signals on two neighbor strips when we
inject ions into the inter-strip regions (see section 3.3, pag. 60). Due to the
complexity of the charge transport mechanisms below this surface and the
dependence on the particle type and energy, an intuitive understanding of
the problem is rather difficult. In order to clarify this issue we ran a batch of
significant and representative simulations presenting the qualitative correct
interpretation and the quantitative validation by comparing the results with
the experimental data shown in Subsection 3.3.5 (pag. 71).
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(a) (b)

(c)

Figure 4.10: Simulations of a cloud of 20000 electrons expanding in free space due only to
Coulomb repulsion. Initial 3D Gaussian distribution with σ0 = 0.1µm, Macro Factor
M =1, 10 , 100 q, total time span 10 ns. ∆t for the fixed time step case is 0.1 ns, while
for the Adaptive Carrier Position Update the Maximum Allowed Displacement ∆rmax

is 10 nm, 100 nm and 1 µm respectively. (a) standard deviations along one direc-
tion (all directions are equivalent due to the symmetry of the problem), the theoretical
thermal diffusion curve is also shown for comparison. Italic text identifies the several
regimes of cloud expansion. (b) Total electric field averaged over all the electrons,
same consideration for the italic text. (c) Velocity averaged over all the electrons.

4.6.1 Simulation Setup

We assumed the injection of one proton of energy 1 MeV, 3 MeV and 5
MeV and of a 7Li ion of energy 7.5 MeV on the p− n junction side of the
detector (front injection). The values of the total electron-hole pairs gener-
ated and the Macro Charge Factor used in our simulations for the different
ions are reported in Table 4.1. The minimum time step for the Adaptive
Carrier Position Update is 0.01 ns and the maximum is 0.5 ns. The Max-
imum Allowed Displacement is 2 µm, while the absolute tolerance in the
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Runge-Kutta algorithm is 0.1 nm. The ionization profiles along the im-
pinging direction have been obtained from SRIM2008 [43] and are shown
in Fig. 4.11 for all the considered ions. The Bragg peak in silicon is at
about 16 µm, 91 µm and 213 µm for 1, 3 and 5 MeV protons and 14 µm
for 7Li ion [42].

Table 4.1: Values of the total electron-holes pairs generated and the Macro Charge Factor
used in our simulations for the different impinging ions.

Ion e-h pairs Macro Charge Factor (q)
1 MeV p 2.778 · 105 27.78
3 MeV p 8.333 · 105 83.33
5 MeV p 1.388 · 106 138.89

7.5 MeV 7Li 2.083 · 106 208.33
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Figure 4.11: Ionization profile for 1 MeV, 3 MeV and 5MeV protons and 7.5 MeV 7Li ion
in silicon, from SRIM2008 [43]. The Bragg peak in silicon is at about 16 µm, 91 µm,
213 µm and 14 µm respectively.

Due to the high charge density of the ionization profiles especially in
the 7.5 MeV 7Li ion case, plasma effects are expected to become rele-
vant. Plasma effects are the result of the creation of a high conductivity
plasma along the particle trajectory which for some time – up to several
ns – prevents the static electric field from separating holes and electrons.
This “neutral” plasma is slowly eroded at the edges until the static elec-
tric field exceeds the internal electric field due to the Coulomb interactions
between the carriers. The overall effect is a delay in the induced signals
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that takes the name of plasma erosion time. Of course plasma erosion time
increases as the charge density increases and the static electric field de-
creases [64] [65] [66].

We simulated two detectors thicknesses d =300 µm and d =1500 µm,
the former biased at 25 V (depletion voltage of about 23 V) and the latter
biased at 300 V (depletion voltage of about 270 V) to replicate exactly
the experimental conditions. The simulation domain in centered on the 25
µm-wide inter-strip region of the junction side with a total span of 1 mm,
allowing us to monitor signals on two neighbor p+−strips, that we call
STRIP 1 and STRIP 2. The back side is assumed uniform like being on
the longitudinal section of a back strip. Fig. 4.12 showns, as an example,
a zoomed view of the 2D potential surface in the nearby of the inter-strip
area for the case of detector thickness 300 µm, biased at 25 V. In Fig. 4.13
(a) and (b) are instead reported the weighting potential surface and contour
of STRIP 2 over the total detector area for the case d =300 µm, while in
Fig. 4.14 (a) and (b) the same for the case d =1500 µm. The weighting
potential of an electrode is computed by solving the Laplace equation in the
simulation domain setting to 1 V the potential of the considered electrode
and to 0 V all the others and it allows computing the amount of charge
induced by a carrier at position ~r on that electrode by multiplying its charge
times the value of the weighting potential at ~r. The contour plots in Fig.
4.13 (b) and 4.14 (b) show clearly how the weighting potentials of STRIP 2
spread in the volume below the inter-strip gap and STRIP 1 up to a certain
extent. This means that charges drifting in such region influence not only
the charge induced on STRIP 1 but also on STRIP 2 – moreover in a non-
monotonic way along the depth. We expect in addition that the signals
shape depends strongly – for both the case d =300 µm and d =1500 µm
– on the penetration depth along x due to the superficiality of the silicon
dioxide potential perturbation, while a dependence on the y−direction due
to the steepness of the weighting potential at the inter-strip region.

The values of the bulk doping, essentials to correctly simulate the static
potentials, are extracted from the CV-measurements reported in Section 3.2
and are ∼ 2.36 · 1011 cm−3 for the 300 µm DSSSD and ∼ 1.7 · 1011 cm−3

for the 1500 µm DSSSD.
We simulated several significant positions of incidence for all the con-

sidered ions. Initial cloud charge distributions have been separately com-
puted according to the ionization profiles shown in Fig. 4.11 along the
depth while cylindrical distributions with radius 0.2 µm on the interaction
surface have been assumed.

Fig. 4.15 (a) and (b) shows the positions of incidence, that we call A, B,
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Figure 4.12: Zoomed view of the 2D potential surface in the nearby of the inter-strip
region for the case d=300 µm with detector bias 25 V.

(a) (b)

Figure 4.13: 2D weighting potential surface (a) and contour plot (b) of STRIP 2 over the
total simulation domain for the d =300 µm case.

C and D together with the penetration depth of the ions (Bragg peak depth)
with respect to the detector geometry , (b) being the zoomed version of
(a) in order to see the less penetrating ions. The contour lines correspond
to the static potential due to the boundary conditions. Position A serves
as reference case since the condition of injection on one full strip is the
“normal” condition. The considered strip is STRIP 1. Position B is right
at the border between STRIP 1 and the inter-strip region, position C is at a
one quarter of the distance between STRIP 1 and STRIP 2 and position D

99



Chapter 4. 3D Simulation Code for Charge Transport and Signal Formation
in 2D Semiconductor Detectors Suitable for High Charge Injection Levels
and High Electrode Segmentation

(a) (b)

Figure 4.14: 2D weighting potential surface (a) and contour plot (b) of STRIP 2 over the
total simulation domain for the d =1500 µm case.

at the center of the inter-strip region.

(a) (b)

Figure 4.15: Sketch of the position of incidence simulated A, B, C and D together with the
penetration depth of the considered ions (Bragg peak depth) with respect to the detector
geometry. (b) is the zoomed version of (a) to better visualize the less penetrating ions.
The contour lines correspond to the static potential due to the boundary condition – 25
V across the 300 µm DSSSD.

4.6.2 Results of the Simulations

In the following paragraphs we report the results of the simulations in terms
of the charge induced on STRIP 1 and STRIP 2 normalized to the elemen-
tary charge q. Being p+-strips, the induced charge is negative when they
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collect holes1.

300 µm DSSSD

To give an idea of the charge cloud evolution within the detector volume we
plotted a series of “snapshots” of the electrons and holes, taken at different
times and for different ions – the one with the shorter penetration depth (7.5
MeV 7Li) and the one with the longer penetration depth (5 MeV proton) –
to highlight the effect of such difference. Fig. 4.16 (a) to (h) show on the
left column the 2D projection of the electron-hole charge cloud for the 7.5
MeV 7Li ion at t =5 ns, t =20 ns, t =30 ns and t =50 ns. On the right
column the corresponding 3D version of the plot. Electrons are depicted in
green, while holes in red. The underlying potential is the static potential due
to the boundary conditions imposed on the detector. At the upper border of
each figure there are STRIP 1 and STRIP 2. Fig. 4.17 (a) to (h) show the
same for the 5 MeV proton.

Concerning the induced charges, Fig. 4.18 shows with continuous lines
the induced charge on STRIP 1 for all the considered ions impinging on
position A, i.e. full strip. The total of the charge is obviously collected by
STRIP 1 and this serves as a reference signal. The dotted lines are the result
of the same simulations but without taking into account the Coulomb inter-
action between the carriers with the purpose to underline its importance
especially at high charge injection levels (7.5 MeV 7Li ion rather than 1
MeV proton) when plasma effects become relevant. In the worst case (i.e.
7.5 MeV 7Li ion), indeed, we notice that the full charge collection in pres-
ence of Coulomb interaction occurs about 20 ns later (plasma erosion time)
with respect to the case without Coulomb interaction.

The asymptotic value of the induced charge reveals the net charge col-
lected by the strip (since no charge loss occurred within the detector vol-
ume).

Fig. 4.19 (a) to (f) report the charge induced on STRIP 1 on the left col-
umn and STRIP 2 on the right column for all the considered ions impinging
on position B, C and D on the first, second and third row, respectively. Con-
sidering STRIP 1, with the impinging position going from A to D we notice
a progressive decrease of the induced charge for all the ions due to the fact
that part of the holes are collected by STRIP 2. At position D, which is at
the center of the inter-strip region, the induced charge correctly reach the
half of its reference value. Also, we notice that at any position protons of
higher energy feature longer collection time. The reason is that the deeper

1From another point of view, these signals can be interpreted as the charge preamplifier outputs that performs
an ideal integration with a suitable proportionality factor.
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(a) (b)

(c) (d)

Figure 4.16

is the penetration, the longer (shorter) is the path of the holes (electrons) to
their electrode and since holes are slower than electrons their contribution
is the dominant one in terms of collection time. Also, at position D, the 7Li
ion shows a remarkable delay which is due to the combination of the high
charge density and the proximity to the surface of the detector where the
local electric field is much lower resulting in an increased plasma effect.
Lastly, for position B and C we notice a slight increase of the signals slope
at the beginning of the collection while a decrease of the slope for longer
times for the less penetrating ions (1 MeV proton, 7.5 MeV 7Li ion) with
respect to the reference case A, without a significant difference in the total
collection time. This is due to steepness of the weighting potential at those
positions which results in a faster holes charge induction effects on STRIP
1 and a consequent increase of the slope at the beginning of the collection
process while a decrease of the slope when their contribution is ended.

Considering STRIP 2, going from position D to B we notice that from
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(a) (b)

(c) (d)

Figure 4.16: 2D projections (left column) and 3D (right column) snapshots of the
electrons-holes charge cloud within the detector volume for the 7.5 MeV 7Li ion im-
pinging at position B of the 300 µm DSSSD and at different times – t =5 ns, t =20
ns, t =30 ns and t =50 ns. Electrons are green while holes are red. The underlying
potential is the static potential due to the boundary conditions. STRIP 1 and STRIP 2
are at the upper border.

a situation of substantial symmetry with respect to STRIP 1 we pass to a
situation in which the most, if not the totality, of the charge is collected
by STRIP 1. This is true in particular for the less penetrating ions – 7.5
MeV 7Li ion and 1 MeV proton – since for 3 MeV and 5 MeV protons the
penetration depth is such that the lateral spread resulting from the longer
path covered by the holes always allows the collection of an even small
fraction of the charge by STRIP 2. But the peculiarity of positions C and B
is the appearance of bipolar or positive signals which are the consequence
of pure charge induction of carriers which are not ultimately collected by
STRIP 22. In no cases signals with the opposite polarity can be ascribed to

2Remember that the asymptotic value of the induced charge corresponds to the actual collected charge.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.17

a p+-strip collecting electrons. The shape of the induced bipolar or positive
signals is due to the shape of the strips weighting field that in the proximity
of the surface, underneath the inter-strip region, shown the steeper varia-
tions. That’s why the short is the ion penetration depth, the larger are the
induction effects. Looking at the value of the induced charge at the end of
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(a) (b)

Figure 4.17: 2D projections (left column) and 3D (right column) snapshots of the
electrons-holes charge cloud within the detector volume for the 5 MeV 7Li ion im-
pinging at position B of the 300 µm DSSSD and at different times – t =5 ns, t =20
ns, t =30 ns and t =50 ns. Electrons are green while holes are red. The underlying
potential is the static potential due to the boundary conditions. STRIP 1 and STRIP 2
are at the upper border.
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Figure 4.18: Induced charge on STRIP 1 in case of position of incidence A (full strip) for
all the considered ions and for the 300 µm case. Dotted lines differ from continuous
lines for the omission of the Coulomb interaction computation in the simulations. The
separation between the simulations with and without the Coulomb interaction compu-
tation increases due to plasma effects as the charge density increases (1 MeV proton to
7.5 MeV 7Li ion).

the transient, we can deduce that for bipolar signals we still have a partial
charge collection, while for the positive ones we should expect a return to
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zero. This is not the case for the 7.5 MeV 7Li ion at position B because a
small fraction of the electrons of the charge cloud “falls” into the potential
well created below the inter-strip region and it is “lost” for the electrodes.
This charge loss leads proportionally to the small offset visible for the 7.5
MeV 7Li ion curve at the end of its transient. Lastly, it worths noticing that
the depth of the potential well is deeply related to the boundary conditions
imposed by the silicon dioxide layer.

In order to gain a better understanding on the mechanisms at the origin
of the appearance of the bipolar and positive signals, it can be useful to visu-
alize separately the contributions of electrons and holes to the total induced
charge. Fig. 4.20 (a) and (b) show the induced charge of the 7.5 MeV 7Li
ion impinging on position B for STRIP 1 and STRIP 2 respectively. STRIP
1 always feels the holes coming closer (increasing weighting potential) and
the electrons going further (decreasing weighting potential), so a negative
net induced charge is summoned. On the contrary, STRIP 2 feels the holes
moving away toward STRIP 1 (decreasing weighting potential) while the
electrons coming closer for a little while and than correctly moving away
(increasing and then decreasing weighting potential, see Fig. 4.13). This
unbalance leads to the non-monotonic behavior of the net induced charge.

1500 µm DSSSD

Fig. 4.21 (a) to (h) report as an example four “snapshots” of the spatial
distribution of the electron-hole cloud for the case of the 5 MeV proton
impinging on position B taken at the times t =5 ns, t =10 ns, t =30 ns and
t =70 ns.

Fig. 4.22 instead shows with continuous lines the induced charge on
STRIP 1 for all the considered ions impinging on position A. Also in this
case the total of the charge is collected by STRIP 1 and this serves as a
reference signal. The dotted lines are the result of the same simulations but
without taking into account the Coulomb interaction between the carriers.
The smaller difference between the two kind of simulations here observed
with respect to the 300 µm case for all the considered ions must be ascribed
to the higher static electric field imposed by the biasing conditions which
is strong enough to avoid significant plasma effects.

Fig. 4.23 (a) to (f) report the charge induced on STRIP 1 on the left col-
umn and STRIP 2 on the right column for all the considered ions impinging
on position B, C and D on the first, second and third row, respectively. Con-
siderations made for the 300 µm case holds also in this case, with few addi-
tional clarifications. Since the detector thickness is 1500 µm, now even the
most penetrating ions under consideration (3 MeV and 5 MeV proton) can
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Figure 4.19: Induced charge on STRIP 1 (left column) and STRIP 2 (right column) for
all the considered ions and for the 300 µm DSSSD case, impinging on the positions
B (border between STRIP 1 and the inter-strip region), C (a quarter of the distance
between STRIP 1 and STRIP 2) and D (center of the inter-strip region).

be considered absorbed relatively close to the surface. The strip weighting
field, indeed, as clearly visible from the comparison of Fig. 4.13 (b) and
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Figure 4.20: Induced charge on STRIP 1 (a) and on STRIP 2 (b) for the case of the 7.5
7Li ion impinging on position B in the 300 µm DSSSD. The total charge in separated
in its basic holes and electrons contributions.
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Figure 4.21
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(a) (b)

(c) (d)

Figure 4.21: 2D projections (left column) and 3D (right column) snapshots of the
electrons-holes charge cloud within the detector volume for the 5 MeV 7Li ion im-
pinging at position B of the 1500 µm DSSSD and at different times – t =5 ns, t =10
ns, t =30 ns and t =70 ns. Electrons are green while holes are red. The underlying
potential is the static potential due to the boundary conditions. STRIP 1 and STRIP 2
are at the upper border.

Fig. 4.14, is much more spatially spread and therefore induction effects
are more pronounced and still effective even to a longer depth. Therefore,
concerning the induced charge on STRIP 1 at impinging positions B and
C, we notice that also for the 3 MeV and 5 MeV protons the signals slope
at the beginning of the collection process is higher and for longer times is
lower than the reference case A.

Concerning the induced charge on STRIP 2 at impinging positions B and
C, the effect of the increased detector thickness is that bipolar and positive
signals arise also for the 3 MeV and 5 MeV protons.
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Figure 4.22: Induced charge on STRIP 1 in case of position of incidence A (full strip) for
all the considered ions and for the 1500 µm case. Dotted lines differ from continuous
lines for the omission of the Coulomb interaction computation in the simulations. The
separation between the two is extremely reduced in comparison with the 300 µm case
since the static electric field due to the bias condition is now higher enough to avoid
significant plasma effects.

4.6.3 Comparison with Experimental Data

In order to assess the reliability of the simulations also from a quantitative
point of view, we compared the simulation results with the experimental
data presented in Subsection 3.3.5 (pag. 71). For the sake of clarity and
without loosing any generality, in the following we present the comparison
restricting the cases to the 3 MeV proton and to the 7.5 MeV 7Li ion, since
for our practical purposes they are representative of a “high” penetrating
particle and of a “low” penetrating particle, respectively. Both the detector
thicknesses are investigated. For all the considered cases, the comparison
has been made between the digitized baseline subtracted raw waveforms at
the output of the amplification chain pertaining to two neighbor strips of
the front side and the induced charge signals resulting from the simulations
convolved with the pulse response of the AAA amplifier, available in [34],
and scaled by a suitable factor. We neglected the bandwidth limitation of
the charge preamplifiers since it is large enough not to affect significantly
the overall pulse response, actually limited by the AAA amplifier.

Fig. 4.25 (a) and (b) show the comparison between the simulated in-
duced charges (continuous lines) and the digitized raw waveforms (dotted
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Figure 4.23: Induced charge on STRIP 1 (left column) and STRIP 2 (right column) for all
the considered ions and for the 1500 µm case, impinging on the positions B (border
between STRIP 1 and the inter-strip region), C (a quarter of the distance between
STRIP 1 and STRIP 2) and D (center of the inter-strip region).

lines, each dot corresponding to a sample) in the case of a 3 MeV proton im-
pinging on the front side inter-strip gap of the 300 µm DSSSD, for the two
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neighbor strips STRIP 1 – corresponding to front strip n. 10 – and STRIP
2 – corresponding to front strip n. 11 – respectively. Signals represented
within each graph pertain to the different simulated impinging positions A,
B, C and D which correspond to the highlighted (estimated) locations α, β,
γ and δ in the experimental MAX+MIN scatter plot of Fig. 4.24. The agree-
ment between simulations and experimental data is clear at all impinging
positions even if a sinusoidal disturbance sensibly spoils the measurements
and prevent us from an accurate comparison.

Figure 4.24: Experimental MAX+MIN scatter plot for 3 MeV protons impinging on the
300 µm DSSSD between the front-side strips n. 10 and n. 11. The highlighted esti-
mated locations α, β, γ and δ in the single-proton branch correspond to the simulated
impinging positions A, B, C and D.

Fig. 4.27 (a) and (b) show the comparison between the same entities for
the 7.5 MeV 7Li ion impinging on the front side inter-strip gap of the 300
µm DSSSD. The correspondence between the simulated impinging posi-
tions A, B, C and D and the experimental estimated locations α, β, γ and
δ in the MAX+MIN scatter plot is shown in Fig. 4.26. Thanks to higher
energy of the 7Li ions with respect to the 3 MeV protons and to cleaner
experimental conditions, the improved signal to noise ratio allows appreci-
ating the excellent agreement between simulations and experimental data
at all impinging positions. In particular, the great precision with which the
transient edges – which retain all the information of the transport dynamics
of electrons and holes – are reproduced confirms the reliability of the com-
putational model and method despite the numerical difficulty posed by the
significant presence of plasma effects. The small discrepancies in estimat-
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Figure 4.25: Comparison between the simulated induced charges (continuous lines) and
the digitized raw waveforms (dotted lines, each dot corresponding to a sample) in the
case of a 3 MeV proton impinging on the front side inter-strip region of the 300 µm
DSSSD for STRIP 1-front strip n. 10 (a) and STRIP 2-front strip n. 11. Simulated
results have been convolved with the pulse response of the AAA amplifier. Digitized
waveforms have been baseline subtracted. The simulated impinging positions A, B, C
and D correspond to the highlighted estimated locations α, β, γ and δ in the experi-
mental scatter plot of Fig. 4.24.

ing the values at the end of the integration phase for STRIP 2 at impinging
positions B and C are linked to our lack of knowledge of the exact boundary
conditions at the very edge of the strips, which depend both on the precise
geometry of the transition between the p+-implants and the insulating sili-
con dioxide and on the silicon dioxide electric properties which are likely
modeled in a too naive way.

Fig. 4.29 (a) and (b) show the comparison between the same entities for
the 3 MeV proton impinging on the front side inter-strip gap of the 1500
µm DSSSD. The correspondence between the simulated impinging posi-
tions A, B, C and D and the experimental estimated locations α, β, γ and
δ in the MAX+MIN scatter plot is shown in Fig. 4.28. With respect to the
300 µm case, spurious disturbances are greatly reduced and the excellent
agreement between simulations and measurements can be appreciated es-
pecially during the longer integration phase. The increased collection time
is indeed due to the increased detector thickness that forces electrons to
cover a longer path.

Fig. 4.31 (a) and (b) finally show the comparison between the same en-
tities for the 7.5 MeV 7Li ion impinging on the front side inter-strip gap of
the 1500 µm DSSSD. The correspondence between the simulated imping-
ing positions A, B, C and D and the experimental estimated locations α,
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Figure 4.26: Experimental MAX+MIN scatter plot for 7.5 MeV 7Li ion impinging on
the 300 µm DSSSD between the front-side strips n. 10 and n. 11. The highlighted
estimated locations α, β, γ and δ in the single-ion branch correspond to the simulated
impinging positions A, B, C and D.
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Figure 4.27: Comparison between the simulated induced charges (continuous lines) and
the digitized raw waveforms (dotted lines, each dot corresponding to a sample) in the
case of a 7.5 MeV 7Li ion impinging on the front side inter-strip region of the 300 µm
DSSSD for STRIP 1-front strip n. 10 (a) and STRIP 2-front strip n. 11. Simulated
results have been convolved with the pulse response of the AAA amplifier. Digitized
waveforms have been baseline subtracted. The simulated impinging positions A, B, C
and D correspond to the highlighted estimated locations α, β, γ and δ in the experi-
mental scatter plot of Fig. 4.26.

β, γ and δ in the MAX+MIN scatter plot is shown in Fig. 4.30. Also in
this case the agreement between simulations and measurements is excel-
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Figure 4.28: Experimental MAX+MIN scatter plot for 3 MeV protons impinging on the
1500 µm DSSSD between the front-side strips n. 10 and n. 11. The highlighted esti-
mated locations α, β, γ and δ in the single-proton branch correspond to the simulated
impinging positions A, B, C and D.
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Figure 4.29: Comparison between the simulated induced charges (continuous lines) and
the digitized raw waveforms (dotted lines, each dot corresponding to a sample) in the
case of a 3 MeV proton impinging on the front side inter-strip region of the 1500 µm
DSSSD for STRIP 1-front strip n. 10 (a) and STRIP 2-front strip n. 11. Simulated
results have been convolved with the pulse response of the AAA amplifier. Digitized
waveforms have been baseline subtracted. The simulated impinging positions A, B, C
and D correspond to the highlighted estimated locations α, β, γ and δ in the experi-
mental scatter plot of Fig. 4.28.

lent. We ascribe the small discrepancies in the estimation of the values at
the end of the integration phase for STRIP 2 at impinging positions B and
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Figure 4.30: Experimental MAX+MIN scatter plot for 7.5 MeV 7Li ion impinging on
the 1500 µm DSSSD between the front-side strips n. 10 and n. 11. The highlighted
estimated locations α, β, γ and δ in the single-ion branch correspond to the simulated
impinging positions A, B, C and D.

C to the same consideration made for the 300 µm case.
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Figure 4.31: Comparison between the simulated induced charges (continuous lines) and
the digitized raw waveforms (dotted lines, each dot corresponding to a sample) in the
case of a 7.5 MeV 7Li ion impinging on the front side inter-strip region of the 1500
µm DSSSD for STRIP 1-front strip n. 10 (a) and STRIP 2-front strip n. 11. Simulated
results have been convolved with the pulse response of the AAA amplifier. Digitized
waveforms have been baseline subtracted. The simulated impinging positions A, B, C
and D correspond to the highlighted estimated locations α, β, γ and δ in the experi-
mental scatter plot of Fig. 4.30.
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4.7 Conclusion

We developed a 3D simulation code for electron-hole transport and signal
formation for fully-depleted semiconductor detectors with 2D geometry,
aimed at accurately studying the response of segmented detectors to high
density ionization tracks as in the case of FARCOS Double Sided Silicon
Strip Detectors. Thermal diffusion and Coulomb interaction between the
carriers have been included, preserving their full 3D nature. Carrier trajec-
tories, induced currents and induced charges are computed by means of a
microscopic approach, i.e. by superposing the contribution of every indi-
vidual carrier. A set of simulations was carried out to test the code in basic
conditions: the case of an expanding electrons cloud due to pure thermal
diffusion or pure Coulomb repulsion, in an infinite volume or with finite de-
tector thickness, for different time steps. We also reported the comparison
with an analytical approximation in the case of an electron cloud in free
expansion in presence of Coulomb repulsion and thermal diffusion. The
effectiveness of a simple charge clustering technique and of the adaptive
carrier position update (ACPU) algorithm for high charge levels have been
evaluated by means of dedicated simulations of electrons clouds expanding
in free space due to pure Coulomb repulsion. All results not only con-
firm the reliability of the code up to high charge levels, but also show the
capability to access dynamic processes down to the ps time-scale without
any increase of the computational time. Finally we computed the realistic
case study of the space-time evolution of the electron-hole clouds resulting
from a 1 MeV proton, 3 MeV proton, 5 MeV proton and a 7.5 MeV 7Li
ion impinging at different position in the inter-strip gap of the front side
of the double sided silicon strip detectors of FARCOS. From the analysis
of the induced charges on the two neighbor strips of the front side simu-
lated we noticed non-negligible plasma effects at least for the detector with
the lowest static electric field (d = 300 µm) and the appearance of bipo-
lar and opposite polarity signals on one of the two strips when the ion is
absorbed relatively close to the surface. The ultimate reason of such behav-
ior has been found in the peculiar shape of the strips weighting potentials.
Simulation results have also been compared with experimental data taken
during the DSSSD response mapping campaign at INFN-LaBeC exposed
in Section 3.3 (pag. 60) and the agreement between them is excellent.
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CHAPTER5
Extrapolation of CsI(Tl) Scintillation

Parameters and Novel Particle
Identification Techniques

5.1 Introduction

Caesium Iodide Thallium activated scintillators are the third and last de-
tection layer of the FARCOS telescope and they are expected to absorb
particles over a wide range of energy, mass and charge, due to their high
stopping power. Exploiting the dependency of the scintillation decay on
the ionization density of the absorbed particle, they are widely used for the
identification of charged particles using pulse-shape discrimination tech-
niques. It is well known indeed that the light output of the CsI(Tl) crystal
can be modeled [69], [70] – at least in a given energy range – with a combi-
nation of two exponential functions with different time constants. Investi-
gations on the dependence of the scintillation light on the particle type and
energy have been carried out since the 1950s [71]. For light charged par-
ticles (LCPs), i.e. with Z≤ 5, stopped in a CsI(Tl) scintillator, the charge
comparison method – reported in [72] for Z=1 and Z=2 – allows isotopic

NOTE: The content of this chapter is partly based on the papers [67] and [68] coauthored by myself.
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separation using the fast and the slow components of the CsI(Tl) signals.

In order to improve the commonly used identification techniques and
to probe the merits of new ones, it would be beneficial to know the de-
pendency of the scintillation time constants and of the intensities on the
particle’s ionization track over a wide energy range. A detailed study of the
scintillation light pulse shape in CsI(Tl) at room temperature as a function
of incoming photon energies in the 6-662 keV range is presented in [73].
However, the study has been performed in a dedicated laboratory setup by
means of a delayed coincidence single photon counting method. This can-
not be easily performed or could not even be possible in the case of heavy-
ions interactions, produced in multi-fragmentation experiments where data
have to be acquired during beam-time. References [74] and [75] investi-
gate the response of CsI(Tl) scintillators – readout by PMTs – to light ions,
intermediate mass fragments, and heavy ions over a large energy range us-
ing the INDRA array. In particular, they investigate the dependence of the
luminescence and the quenching factor on the physics of the interaction at
the microscopic level. However, for all the ions, they do not have access
to the individual waveforms and derive the total light output from the fast
and slow components, assuming a single exponential decay, without in-
vestigating the individual dependency of the two exponential functions on
the particle charge, mass, and energy. Digital pulse shape acquisition [31]
opens the possibility of transferring and storing the waveforms pertaining
to each interaction in real-time beam experiments in order to perform fur-
ther off-line analyses. A study of the CsI(Tl) scintillation characteristics
in the case of heavy-ions interactions is presented in [76], although no ac-
count is taken of the dependence of the scintillation time constants and
intensities on the particle energy. In our work, we directly investigate the
dependence of the time constants and intensities of the CsI(Tl) scintillation
light on the energy, charge, and mass of the impinging particle in the en-
ergy – deposited in the CsI(Tl) crystal – range 10-240 MeV for isotopes
with Z≤ 5 and also for ions with Z=6 with no isotopic dependence. The
method relies on the direct fitting of digitized waveforms, and it is applied
to a batch of waveforms measured with the CHIMERA multidetector at
the INFN Laboratori Nazionali del Sud (Catania, Italy). Reference [77]
presents a detailed discussion of the identification of light particles (up to
Z=5) so far obtained with the CHIMERA CsI(Tl) scintillators using the fast
and slow parameters computed with the two-gate method (see Section 1.4.1
pag. 15). The chapter is organized as follows. Section 5.2 illustrates the
experimental setup and the model of the preamplifier output response to the
light pulse coming from the CsI(Tl) scintillator. Section 5.3 deals with the
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method used for the four-vector extraction and for the energy calibration
while Section 5.4 investigates the dependence of the four-vector defining
the scintillation light output on the particle charge, mass and energy. In
Section 5.5 the conventional identification parameters are used as detection
maps for particle identification and in Section 5.6 we probe the merits of
novel Light Charged Particles identification techniques originated by ap-
plying the preceding analysis on a batch of CsI(Tl) signals coming from
CHIMERA multidetector in the frame of the ASY-EOS experiment held at
GSI (Darmstadt, Germany). It goes beyond the scope of this work to try to
relate the identified dependences to the microscopic behavior of the particle
interaction and energy release in the scintillator.

5.2 Experimental Setup and Modeling

The light output of the CsI(TI) crystal can be modeled [69], [70] – at least
in a given energy range – with a combination of two exponential functions
with different time constants:

L(t) =
hf
τf
e−t/τf +

hs
τs
e−t/τs (5.1)

where L(t) is the light pulse amplitude at time t, τf and τs are the decay
time constants for the fast and slow components, respectively, and hf and
hs are their intensities. Therefore, the light output can be fully defined by
means of a four-vector (τf , τs, hf , hs). The ratio of the amplitudes of the
two exponential pulses and the decay constants depends on the stopping
power and therefore on the particle mass, charge, and energy.

In order to investigate the dependency of the four–vector on the particle
mass, charge, and energy, we exploited the signals acquired in a experi-
ment using the CHIMERA detector and beams delivered by the INFN-LNS
Superconducting Cyclotron, Catania, Italy. Since the CHIMERA detector
structure has been reviewed in Section 1.4.1 (pag. 15), we only add some
informations about the digital data acquisition chain coupled to a small frac-
tion of the detector units. The last subsection is devoted to the modeling of
the output response of the preamplifier coupled to the photodiode detecting
the light pulse given by 5.1.

5.2.1 The Digital Data Acquisition Chain of the CHIMERA Detector

Although the standard acquisition chain for CHIMERA is fully analogue,
during several beam times the signals coming from a small fraction of the
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detector units are split to feed also a dedicated digital acquisition chain. It
has many similarities with the FARCOS digital DAQ described in Section
2.2.3 (pag. 35) and it works as follow.

The photodiode collects the scintillation light and produces a current
output that feeds a large bandwidth high–dynamic range charge preampli-
fier [34]. The preamplifier output signal, whose shape retains the informa-
tion of the original light output waveform, is first filtered by an anti-aliasing
amplifier with adjustable bandwidth to fulfill the Nyquist requirement, then
it is digitized by a 14 bit resolution ADC (SIS9300, Struck Innovative Sys-
teme GmbH [78]) with selectable sampling frequency (100, 50, or 25 MS/s)
to allow the proper time window choice. The SIS9300 card is hosted on
an SIS3150 VME-board equipped with two ADSP-TS101S TigerSHARC
digital signal processors (DSPs) and 64 MB SDRAM memory [79]. The
on-board intelligence allows performing waveforms zero-suppression and
on-line event parameter reconstruction [31]. The collection of the event pa-
rameters by means of digital pulse shape acquisition allowed us to obtain
more precise results than in conventional acquisition with a fully analog
readout chain. If desirable, the digitized waveforms – and not only the event
parameters – are transferred to the host PC via the 1 Gb/s optical fiber and
then stored, so that further off-line analyses are possible. The application
of the digital pulse shape acquisition in several beam runs with different
beam-target pairs made possible the assembly of a database of waveforms
corresponding to the interaction of different ions in a wide energy range.
This database is at the basis of the present work and represents a precious
resource for the study and design of novel front-end electronics topologies
and for the design and planning of novel experiments.

5.2.2 Model of the Preamplifier Output Signal

The current induced in the photodiode coupled to the scintillator shows a
time dependence equal to that described by Eq. 5.1, assuming – as it is –
a negligible collection time in the photodiode. This current signal is inte-
grated by the charge preamplifier connected to the anode of the photodiode.
The simplified schematics of the charge preamplifier is shown in Fig. 5.1
and the dynamic response is modeled as a two-pole low-pass filter. The
pulse response can therefore be modeled as:

w(t) = − Rfeed

τfeed − τa
(
e−t/τfeed − e−t/τa

)
(5.2)

where τfeed is the decay time constant of the feedback network, τa is the
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Figure 5.1: Simplified schematics of the charge preamplifier.

time constant of the closed loop pole introduced by the bandwidth limita-
tion of the amplifier itself, and Rfeed is the feedback resistance.

Neglecting the collection time in the photodiode, the preamplifier output
signal is given by the convolution of the preamplifier pulse response, given
by Eq. 5.2 with the induced current signal. The resulting waveform is the
sum of two terms, one related to the fast component of the scintillation light
and the other to the slow one:

Vfit(t) = Vfast(t) + Vslow(t) (5.3)

where

Vfast(t) = −hfRfeed

(
A

τf
e−t/τf +

B

τfeed
e−t/τfeed +

C

τa
e−t/τa

)
Vslow(t) = −hsRfeed

(
D

τs
e−t/τs +

E

τfeed
e−t/τfeed +

F

τa
e−t/τa

)
A =

−τ 2f
τaτf − τaτfeed + τfτfeed − τ 2f

B =
τ 2feed

τaτf − τaτfeed − τfτfeed + τ 2feed

C =
−τ 2a

τaτf + τaτfeed + τfτfeed − τ 2a

D =
−τ 2s

τaτs − τaτfeed + τsτfeed − τ 2s

E =
τ 2feed

τaτs − τaτfeed − τsτfeed + τ 2feed

F =
−τ 2a

τaτs + τaτfeed − τsτfeed − τ 2a

(5.4)
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5.3 Four-Vector Extraction and Energy Calibration

The four-vector extraction has been applied to a batch of 50371 wave-
forms (2048 samples per waveform, sampling frequency 100 MS/s) ac-
quired when a 21.5 MeV/u 20Ne beam was impinging on a thin 12C target.
Data were collected by a telescope placed at polar angle θ=12.3◦ in the
forward part of the multidetector.

5.3.1 Adopted Analysis Method for the Four–Vector Extraction

Fig. 5.2 shows the flowchart of the adopted analysis method. The first
step is the selection of the waveforms pertaining to a specific isotope. We
compute the conventional ∆E − E identification matrix, scatter-plotting
the maximum of the waveform with respect to its baseline, both for the
waveforms coming from the silicon detector and from the scintillator crys-
tal, respectively, as shown in Fig. 5.3 (in MeV versus ADC units) for a
selected range of signal amplitudes and energies for better visibility.

With the aid of a custom-developed graphical interface, we can select the
branch of the scatter plot pertaining to a specific isotope. In Fig. 5.3, the
dotted lines highlight the cluster related to 6Li events. The corresponding
CsI(Tl) waveforms are retrieved and stored separately. The procedure is
repeated for all the identified isotopes.

Each CsI(Tl) waveform is baseline subtracted by fitting the samples oc-
curring before the trigger time instant with a degree 1 polynomial function.
This procedure allows a proper signal restoring, especially at typical low-
rates when pile-up is not an issue.

The waveforms are then fitted, according to 5.3. The free parameters
are the four-vector (τf , τs, hf , hs) and the delay time tdel (not included
in 5.3 for the sake of simplicity), which is not well known a priori. The
parameters kept constant are τfeed =31 µs, τa=20 ns and Rfeed =100 MΩ.

The fitting algorithm is a nonlinear least-square one based on the trust-
region approach [80]. The basic idea underlying this method is to approx-
imate the functional to be minimized with a simpler functional (normally
the first two terms of the Taylor expansion), which reasonably reflects the
behavior of the functional to be minimized in a neighborhood around the
point. This neighborhood is the trust region that in the present case is re-
stricted to a two-dimensional subspace [81].

In order to avoid numerical issues in the fitting algorithm, it is advisable
to multiply the waveforms by a suitable factor. In the present work – taking
into account the ranges of the parameters – the multiplying factor is 106. In
addition, the fitting parameters are constrained over a wide range to fulfill
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Figure 5.2: Flowchart of the adopted analysis method for the determination of the CsI(Tl)
scintillation time constants and intensities by direct fitting of the digitized waveforms.

the requirement of the fast time constant being faster than the slow time
constant. The applied constraints – on the unmodified parameters – are the
following:
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Figure 5.3: ∆E −E identification matrix with the indication in green lines of the cluster
relative to 6Li events. The red line shows the spline interpolation for the same isotope,
used in the energy calibration procedure (see Subsection 5.3.2).

10−10 < hf < 102

10−12 < hs < 102

50ns < τf < 5µs

500ns < τs < 10µs

(5.5)

The developed code relies on Matlab. The mutual independence of
the analysis made on the waveforms allows exploiting parallel algorithms
which significantly increase the computational speed. In our analysis, we
used a cluster of two quad-core machines, each equipped with an Intel Core
i5 CPU 750 operating at 2.67 GHz. The estimated computational time is
about 48 ms to fit a single signal for each of the eight workers, plus the time
needed to load the input file. Fig. 5.4 shows the waveform pertaining to a
Li ion impinging on the scintillator with energy of 100 MeV together with
the result of the fitting procedure. The contribution of the fast light output
and of the slow light output computed with 5.3 using the results of the fit-
ting are also shown. A final check allows rejecting the results of the fitting
if the error between the normalized noisy original signal and the waveform
reconstructed from the fitted parameters exceeds a given threshold. Table
5.1 lists the number of waveforms used for the fitting algorithm for every
isotope, and the number and percentage of the discarded waveforms after
fitting.
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Figure 5.4: Result of the fitting procedure in the case of a waveform pertaining to a 6Li ion
impinging on the scintillator with energy of 100 MeV. Only a portion of the digitized
waveform is shown in figure for sake of visibility.

Table 5.1: Number of waveforms fitted per isotope and number and percentage of dis-
carded waveforms after fitting.

Isotope Fitted waveforms Discarded after fitting % of discarded
p 6276 988 16
d 1977 401 20
t 664 130 20

3He 7000 602 9
α 7000 437 6

6Li 4163 260 6
7Li 2791 388 14
7Be 2147 180 8
9Be 1970 155 8
10B 4671 369 8
11B 4712 380 8
C 7000 505 7

5.3.2 Energy Calibration

A further step is the energy calibration of the amplitude of the CsI(Tl) wave-
forms. Since the light production within the scintillator depends not only
on the energy of the incident particle but also on its charge and mass [69],
the calibration must be performed isotope by isotope.

The energy calibration for the silicon detector relies on the knowledge
of the preamplifier gain. The consistency of the results is validated with
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the punch-through energies calculated separately for the different ions and
with the position of the cluster due to the elastic scattering of the incident
beam. In this way, the ∆E −E matrix shown in Fig. 5.3 is plotted in MeV
versus ADC units, and we select the branch that corresponds to a given ion
(highlighted with dotted lines for the case of 6Li ions). We re-bin theE axis
(in ADC units) and compute the average ∆E value for each bin. The width
of the bin is chosen as a compromise between the required accuracy and the
available statistics. A spline interpolation of the (E, ∆E) pairs provides the
relationship of the energy loss ∆E in the silicon detector (in MeV) with the
energy E (in ADC units) deposited in the scintillator. The gray line in Fig.
5.3 shows the spline interpolation for the 6Li isotope.

We choose a representative set of points onto the spline and compute the
total kinetic energy of the particle, by integration of the Bethe formula [8]
with an iterative algorithm known the (nominal) thickness of the Si detec-
tor. The calculation has been made under the assumption of a constant
mean excitation potential inside the Bethe formula, according to the values
of [82]. The energy of the ion impinging on the CsI(Tl) (i.e., the energy
released in the scintillator under the assumption of full absorption) is ob-
tained by subtracting the energy deposited in the Si detector from the total
kinetic energy obtained by the integration of the Bethe formula. Fig. 5.5(a)
shows the CsI(Tl) output pulse height as a function of the energies com-
puted according to the procedure described above. The fit of the calculated
points with the nonlinear function [83]:

L(E) = γE + β(e−αE − 1) (5.6)

where α, β and γ are free fitting parameters that depend on the iso-
tope atomic and mass numbers, provides the calibration curve CsI(Tl)-pulse
height versus energy. The fitting curves are shown in Fig. 5.5(a) with solid
lines. For the sake of visibility, Fig. 5.5(b) shows a zoom for ions with
Z≤ 2. According to [84], 5.6 seems to offer the most satisfactory results in
the considered energy range. Table 5.2 reports the fitting parameters of 5.6
for all the identified isotopes.

5.4 Four-Vector Dependence on the Energy and on the Parti-
cle Type

Knowledge of the four-vector extracted with the fitting procedure allows
reconstructing the light output pulse for each impinging ion. Fig. 5.6 shows
the light output pulse produced by an α particle and a 6Li ion impinging
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Figure 5.5: (a) Scintillator output pulse amplitude for the different isotopes as a function
of the energies computed according to the procedure discussed in Section 5.3.2. The
lines are the fits of the calculated points with the nonlinear function given by 5.6. (b)
Same as (a) only for isotopes with Z≤ 2 on a magnified scale.

Table 5.2: Fitting coefficients for the energy calibration

Isotope α β γ
(ADCunits ·MeV −1) (ADCunits) (MeV −1)

p 2.18 · 10−2 576 39.8
d 2.98 · 10−2 348 34.9
t 2.09 · 10−2 364 31.6

3He 1.98 · 10−2 586 31.4
α 3.12 · 10−2 386 27.5

6Li 4.21 · 10−2 352 22.6
7Li 2.81 · 10−2 496 23.4
7Be 3.08 · 10−2 484 20.8
9Be 2.35 · 10−2 638 21.2
10B 1.38 · 10−2 1090 20.9
11B 1.12 · 10−2 1280 21.2
C 1.09 · 10−2 1510 20.8

on the scintillator at an energy of 100 MeV. The difference of the time
constants hidden in the waveforms is evident.

Fig. 5.7 shows the four-vector components (τf , τs, hf , hs) obtained from
the fit of the waveforms pertaining to all the identified isotopes as a function
of energy. For the sake of visibility for the time constants, we represent in
the figures the average value of the distribution with continuous lines. The
error bars indicate the ±σ confidentiality level of the distribution. The val-
ues of the fast time constant (τf ) range from 500 ns to 1 µs at maximum.
For a given energy of the incident particle, the fast time constant decreases
with the increase of the atomic number, and for a given atomic number, de-

129



Chapter 5. Extrapolation of CsI(Tl) Scintillation Parameters and Novel
Particle Identification Techniques

0 1 2 3 4 5 6 7

10
−4

10
−3

time (µs)

Li
gh

t O
ut

pu
t, 

L(
t)

 

 

α fast component

α slow component

α Light Output
6Li fast component
6Li slow component
6Li Light Output

α

6Li

Figure 5.6: Light Output L(t) corresponding to an α particle and a 6Li ion impinging
on the scintillator at energy of 100 MeV, computed exploiting the result of the fitting
procedure described in 5.3.1.

creases with the increase of the mass number. For a given isotope, the sen-
sitivity to the particle energy of the fast time constant smoothly decreases
as energy increases. The fast time constants for Z> 4 collapse into a single
cluster and also the dependence on the particle energy becomes even less
evident as the atomic number increases. A similar behavior is observed for
the slow time constant (τs) ranging from 1 µs to 6 µs at maximum; however,
the separation of the clusters pertaining to different isotopes is less evident.
The intensities of the fast and slow components show a marked dependence
both on the energy and on the particle type (charge and mass). Good sep-
aration is achieved even for heavier ions (at least up to Z=6) and isotopic
dependence appears up to Z=5. The intensities of the fast and slow compo-
nents increase more than linearly with energy and the nonlinear dependence
becomes more pronounced as the atomic number increases. The behavior
of the intensity of the fast component for Z=1 is remarkable, which shows
no isotopic dependence as a function of the energy and is nearly overlapped
to the cluster of the intensities of the fast component of 3He at low energies.

It is relevant to note that if we scatter plot the intensities of the slow
component multiplied by the atomic number of the considered particle (as
shown in Fig. 5.8(b)) all the curves coalesce in a single curve, thus demon-
strating the inverse proportionality of hs with the particle charge. The de-
pendence of hf with the particle charge is less evident. The scatter plot of
the intensities of the fast component multiplied by the square root of the
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Figure 5.7: Four-vector components (τf , τs, hf , hs) obtained from the fit of the waveforms
pertaining to all the identified isotopes as a function of energy. (a) Fast component time
constant τf . The continuous lines indicate the average value of the distribution. The
error bars indicate the±σ confidentiality level of the distribution. (b) Slow component
time constant τs. The continuous lines indicate the average value of the distribution.
The error bars indicate the±σ confidentiality level of the distribution. (c) Fast compo-
nent intensity hf normalized to the fast component intensity of an α particle impinging
with an energy of 100 MeV. (d) Slow component intensity hs normalized to the slow
component intensity of an α particle impinging with an energy of 100 MeV.

atomic number of the considered particle (as shown in Fig. 5.8(a)) shows
a single broad band, thus indicating a dependence of hf with the inverse of
the square root of the particle charge.

In order to gain a better insight in the intensity balance between the fast
and slow component in CsI(Tl) and on their dependence on the particle en-
ergy, mass, and charge, we plotted in Fig. 5.9 the relative intensity of the
fast and slow components with respect to the total light output intensity
(sum of the two intensities) as a function of the particle energy per nucleon
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(a) (b)

Figure 5.8: (a) Fast component intensity hf (normalized to the fast component intensity of
an α particle impinging with an energy of 100 MeV) multiplied by the square root of the
atomic number as a function of energy. (b) Slow component intensity hs (normalized
to the slow component intensity of an α particle impinging with an energy of 100 MeV)
multiplied by the atomic number as a function of energy.

(i.e., particle energy normalized to the mass number). The represented val-
ues are the averages obtained on the whole data set. As it is readily seen
from the figure, there is no isotopic dependence both for the fast and the
slow relative intensities as a function of the energy per nucleon. The sepa-
ration of the branches of 3He and α particles is an artifact that arises from
the presence of waveforms pertaining to the tail of the high-statistics α par-
ticle cluster that hides in the 3He cluster in the ∆E − E scatter plot that
are wrongly attributed to 3He. To these events, we attribute a wrong energy
per nucleon, thus altering the statistics and the extraction of the average
intensities of the fast and slow components. From Fig. 5.9, we can con-
clude that the dependence of the relative intensities is on the velocity of the
impinging particle and not on its energy and mass independently. In addi-
tion, at a given energy per nucleon, the relative intensity of the fast (slow)
component increases (decreases) with the increase in the atomic number.

Fig. 5.10 shows the behavior of the relative intensity of the fast and slow
components as a function of the atomic number for two different values of
the particle energy per nucleon. The two values (10 MeV/u and 20 MeV/u)
have been chosen to have sufficient statistics for all the identified isotopes.
The relative intensity of the fast (slow) component tends to increase (de-
crease) at increasing charge levels. It is relevant to notice that for charge
levels above Z=3, the relative intensities tends to saturate to a value inde-
pendent of Z. In addition, the difference in the relative intensity for the two
values of energy per nucleon tends to decrease as the charge level increases.
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light output intensity (sum of the two intensities) as a function of the particle charge
for two values of the energy per nucleon (10 MeV/u, 20 MeV/u).

We also found that, for a given isotope, the ratio of the intensities of the
fast and slow components slowly decreases as energy increases. Due to the
(direct) dependence of the stopping power on the impinging particle charge

133



Chapter 5. Extrapolation of CsI(Tl) Scintillation Parameters and Novel
Particle Identification Techniques

and the (inverse) dependence on the particle velocity [8] – that, at a given
energy, translates in a (direct) dependence on the impinging particle mass
– it turns out that, at a given particle energy, the fast component of the light
output dominates for large values of the stopping power.

5.5 Reconstruction of Conventional 2D Detection Maps

The joint knowledge of the four-vector defining the light output for each
particle and of the particle energy allows the reconstruction of different de-
tection maps for particle identification, in addition to the well known fast/s-
low scatter plot [70]. The conventional fast and slow components, respec-
tively, computed as the value of the preamplifier output (reconstructed with
the parameters obtained by the waveform fitting) at T=600 ns and the dif-
ference of the values of the reconstructed preamplifier output at Ts,1 =900
ns and Ts,2 =6 µs are scatter plotted in Figs. 5.11 (a) and (b) as a function
of the particle energy. Owing to the behavior of the intensity of the fast
component as a function of energy, also in the detection map of the fast
component against the energy, the clusters of protons, deuterons, and tri-
tons coalesce in a single broadband that is nearly overlapped to the ones of
3He and α. From an experimental point of view, this fact allows calibrating
the fast component for protons and extending the obtained calibration also
to deuterons and tritons. In addition, both in the detection map of the fast
component and of the slow component, the band assigned to 3He splits into
two bands. The less sloping branch refers to the α particle events that in
the ∆E − E scatter plot are located in the tail of the α particles cluster
that overlaps with the one of 3He and therefore wrongly attributed to the
batch of waveforms of 3He and calibrated with the calibration curve of 3He
instead of α particles. The difference in the pairs of intensity and time con-
stant of the fast and slow components for 3He and for α particles highlights
the wrong attribution and causes the splitting shown most clearly in Fig.
5.11(b).

The identification capability of the detection map of the slow compo-
nent against energy is much better than the one of the fast component,
and isotopic separation is possible for Z up to 5 and with very low energy
threshold. Fig. 5.12 shows the 10%–90% rise time of the reconstructed
preamplifier output pulses as a function of the particle energy. This is an
additional identification plot that takes advantage of the dependence on the
particle type mainly of the fast time constant and allows very good isotopic
separation for low Z elements. The cause of the 3He splitting is the same
discussed above.
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(a)

(b)

Figure 5.11: (a) Fast component, computed as the value of the reconstructed preamplifier
output at T = 600 ns, as a function of the particle energy for the different particles.
(b) Slow component, computed as the difference of the values of the reconstructed
preamplifier output at Ts,1 = 900 ns and Ts,2 = 6 µs, as a function of the particle
energy for the different particles.

5.6 Search for Novel 2D Detection Maps

The search for different identification plots for particle identification – espe-
cially at relativistic energies – prompted us to investigate the dependence of
the pulse rise-time on the pulse amplitude and its relationship with the fast
and slow components. The choice of the pulse rise-time as possible event
parameter is suggested by the Pausch technique [85] performed for parti-
cles stopping in the silicon layer, since the decay constant associated with
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Figure 5.12: Reconstructed preamplifier output pulse 10% - 90% rise-time as a function
of the particle energy for the different particles.

the fast component depends [86] on the ionization density for ion charges
of Z≤ 4, τf ∼ (dE/dx)−1 = f(E,Z,A).

5.6.1 Approximated Analytical Model for Fast/Slow and Rise–Time
Correlation

Due to the transcendental dependence of the preamplifier output on time
shown in 5.1, it is not possible to find a closed expression for the pulse rise
time as a function of the light output. However, some approximations are
possible that highlight the relationship between the pulse rise time, the fast
and slow components and the pulse height.

If we consider only the fast light output in 5.1 and compute it for the two
time values defining the pulse rise time, the rise time RTfast is given by:

RTfast = τf log

(
1− a
1− b

)
(5.7)

where a and b are the two fractions of the pulse amplitude considered
for the rise time computation. Taking into account the dependence of the
fast time constant on the energy and on the fragment charge and mass, we
computed the RTfast. As illustrated in Fig. 5.13, in the case of the 30%
70% rise time (i.e. a = 0.3 and b = 0.7), for protons and 6Li ions, the
difference between the rise time and the so-called RTfast is not negligible
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but the two rise times can be assumed to be proportional with a coefficient
nearly constant over a wide energy range.

Figure 5.13: Relative variation of the pulse rise time and of the rise time computed taking
into account only the fast light output RTfast as a function of the pulse amplitude for
protons and 6Li ions.

In addition we can compute the fast and slow components as due re-
spectively only to the fast light output Fastfast and to the slow light output
Slowslow:

Fastfast = hf
(
1− e−T/τf

)
Slowslow = hs

(
e−Ts,1/τs − e−Ts,2/τs

) (5.8)

where T is the upper limit of the fast gate (600 ns in the present case, the
lower limit is 0 ns) and Ts,1 (900 ns) and Ts, 2 (6 µs) are the lower and the
upper limits, respectively, for the slow gate. Taking into account the true
dependence of hf on the energy and on the fragment charge and mass, we
verified that the difference between the Fastfast and the fast component is
below 10% for all the considered energies and for Z up to 3 and, in addition,
Fastfast is proportional to the fast component. Moreover the Slowslow,
computed taking into account the true dependence of hs on the energy and
on the fragment charge and mass, is proportional to the slow component as
shown in Fig. 5.14.

From Eq. 5.7 we can express the fast time constant as a function of the
rise time RTfast and therefore express the fast component (due to only the
fast light output) as:
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Figure 5.14: Relative variation of the slow component and of the Slowslow as a function
of the pulse amplitude for protons and 6Li ions.

Fastfast = hf
(
1− e−α/RTfast

)
(5.9)

where α = T log
[
1−a
1−b

]
.

The combination of 5.8 and 5.9 leads to:

Slow

Fast
∝ Slowslow
Fastfast

=
hs
hf

e−Ts,1/τs − e−Ts,2/τs
1− e−α/RTfast

(5.10)

Due to the low dependence of the slow time constant on the energy and
on the fragment mass and charge, the numerator in 5.10 can be assumed
nearly constant, in addition the ratio of the slow and fast light output inten-
sities hs/hf shows only a moderate dependence on energy and the pulse rise
time and what we called RTfast are proportional. Moreover α is normally
below 0.4. Therefore the ratio of the slow and the fast components shows a
nearly direct dependence on the pulse rise time since the denominator can
be considered inversely proportional to the pulse rise time. This is also ev-
ident from Fig. 5.15 that shows the scatter plot of the Slowslow/Fastfast
against the pulse rise time.

As a consequence we wanted to probe the pulse rise-time and the ratio
of the Slow and Fast components against the pulse height as identification
plots.

The hint to scatter plot the pulse amplitude against the ratio of the fast
and slow components derives from the marked dependence of the fast and
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Figure 5.15: Scatter plot of the Slowslow/Fastfast against the pulse rise time for protons
and 6Li ions.

slow components on the pulse amplitude – even more evident on the en-
ergy (see Fig. 5.5). The better identification capability could rely on the
introduction of a third variable, i.e. the pulse amplitude, that is hidden in
the conventional fast/slow scatter plot. In addition, a better identification
capability does not necessarily imply that the resolution on the branches of
the scatter plot is improved but that the branches separation is increased.
Since the dependence of the relative intensities of the fast and slow com-
ponents (with regards to the total light output intensity) is on the velocity
of the impinging particle, the relative intensity of the slow (fast) compo-
nent increases (decreases) with the energy per nucleon, in addition the slow
(fast) component decrease (increase) with the particle charge. Due to the
aforementioned dependencies, the computation of the ratio of the slow and
the fast components enhances the separation of the branches pertaining to
the different isotopes.

As shown in Fig. 5.16 the pulse rise time shows a full correlation with
the ratio of the Slow and Fast components. For the data at relativistic ener-
gies the approximations considered to derive the explicit dependence of the
Slow/Fast ratio on the pulse Rise-Time begin to fail, however the Slow/Fast
ratio shows a linear dependence on the Rise-Time for 6Li and for particles
up to Eα ∼500 MeV as shown in Fig. 5.17, while for higher α energies and
for protons we observe a clear deviation from linearity. These considera-
tions suggest the possibility to scatter plot the pulse rise time with respect
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to the pulse energy (i.e. amplitude) as an alternative identification plot. In
any case we expect a similarity of the (EnergyCsI–RT) and (EnergyCsI–
Slow/Fast) scatter plots.

Figure 5.16: (Slow/Fast, RT) scatter plot for 20Ne+12C at 21.5 MeV/u. The rise-time is
computed as 30% - 70%.

Figure 5.17: (Slow/Fast, RT) scatter plot for 96Zr+96Zr at 400 MeV/u. The rise-time is
computed as 30% - 70%.
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5.6.2 Merits of New Detection Maps at GSI Energies

We probed the merits of the new detection maps, namely the EnergyCsI–
Slow/Fast and the EnergyCsI–Rise Time scatter plots, on a batch of wave-
forms acquired by a CHIMERA telescope in the frame of the ASY-EOS
experiment held at GSI in Darmstadt (D) in May 2011 [87]. The purpose
of the experiment was the measurement of direct and elliptic flows of neu-
trons, protons and light complex particles in reaction of isospin asymmetric
neutron rich systems, as: 197Au+197Au, 96Ru+96Ru and 96Zr+96Zr at 400
MeV/u. The results will help to study the asymmetry term of the Equation
of State of the Nuclear Matter (EOS) [88] and provide quantitative informa-
tion on the density dependence of the symmetry energy at densities larger
than required for saturation. For the experiment, only four wheels (i.e. eight
detector rings) of CHIMERA were moved to GSI. They were used to deter-
mine the impact parameters and reconstruct the reaction plane, assuring a
2π azimuthal coverage around the beam for light charged particle measure-
ment. The batch of waveforms we are referring to comes from the telescope
R5-20 located at θ = 12.25◦ and φ = 180◦. The preamplifier waveforms,
sampled at 50 MS/s (20 ns time interval), are baseline subtracted and fil-
tered with a 87 taps FIR filter, as described in detail in [76]. The event
parameters have been extracted from the digitized waveforms as described
in Section 5.5.

Fig. 5.18, 5.19(a) and (b) show the conventional Fast–Slow, the EnergyCsI–
Slow/Fast and EnergyCsI–Rise Time – energy expressed in ADC units –
scatter plots respectively, in the case 96Zr+96Zr at 400 MeV/u. The power
of the ECsI–RT and ECsI–S/F) representations is evident. In fact, the sep-
aration between protons and fast protons is very sharp, and the isotopic
separation among Z=1, 2, 3, 4 products is evident for all energies, even
towards low particle energy. Moreover the punch-through points for all
the products are clearly identified. The fast protons have enough energy to
punch through the CsI(Tl) crystal. The identification of this proton clus-
ter is crucial in experiments at very high beam energies. Z=1 and Z=2
isotopes emitted in the quasi-projectile fragmentation can provide impor-
tant experimental information on the EOS of the nuclear matter since their
identification could contribute to the knowledge of the asymmetry term of
the EOS [89]. The punch-through cusp appears since the energy of the de-
tected isotopes exceed those corresponding to their energy range in 12 cm
thick CsI(Tl) crystals. The gathering of the events pertaining to punching-
through particles therefore creates a cusp in the corresponding cluster in
the scatter plots. As their energies increase, the corresponding isotope lines
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display a back-bending behavior, due to the decreased energy lost in the
CsI(Tl) by the crossing isotopes. In the scatter plots of Fig. 5.19(a) and (b)
the punch-through energy points and the back-bending behavior are more
prominent than in the conventional Fast–Slow scatter plot of Fig. 5.18.

Figure 5.18: Fast–Slow scatter plot for 96Zr+96Zr at 400 MeV/u. The punch-through
points (P.T.) for 3He and α are shown in the inset.

In order to compare the LCP separation power of the three different
representations of the collected data – ECsI–Slow/Fast, ECsI–RT and Fast–
Slow – we computed the Figure of Merit (FoM) [90] for various energy bins
of Z=1 (p, d), Z=2 (3He,α) and Z=3 (6Li, 7Li) isotopes. Each energy bin
contains events whose pulse height falls within a given range. The FoM
is defined as the separation between two peaks, i.e. the distance between
their centroids, divided by the sum of their Full Widths at Half Maximum
(FWHM). The FoM is certainly one the simplest algorithm to be used for
classifying particle identification because it uses only the first two moments
of the distributions. Larger values of the FoM signify better identification.
A value of the FoM of 0.75 corresponds to well separated identical (equal
intensity and FWHM) Gaussians, with a peak-to-valley ratio of 2.0 [90].

In order to compute the FoM in the chosen scatter plot, we proceed as
follows. At first, we consider each isotope cluster separately. The line
of maximum density of the cluster is then approximated with a polygonal
line, as shown in Fig. 5.20(a).We have two of these lines for each FoM
to be computed. We call (xE ,yE) the coordinate of an event in the scatter
plot (whatever they actually are, i.e. ECsI–Slow/Fast, ECsI–RT and Fast–
Slow. The two intersections of the horizontal line given by y = yE with the
polygonals identify two points on the scatter plot, whose coordinates are

142



5.6. Search for Novel 2D Detection Maps

(a)

(b)

Figure 5.19: (a) ECsI–S/F and (b) ECsI–RT scatter plots for 96Zr+96Zr at 400 MeV/u.

given by (x0,yE) and (x1,yE). Along this line, we compute the parameter
pE = xE−x0/(x1−x0) – henceforth called parametric coordinate – which
is the affine transformation constrained by the requirement that events lying
on the polygonal of the first cluster have pE = 0 and events lying on the
polygonal of the second cluster have pE = 1, as shown in Fig. 5.20(b).
By using the parametric coordinate, we obtain the histogram (5.20(c) ). In
order to compute the FoM, the histograms are fitted with a sum of two
arbitrary Gaussians representing the two peaks plus a linear background.
Table 5.3 shows the values of the computed FoMs for different pairs of
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isotopes for all the three used identification plots and various bins for 87
taps filters. It is possible to note that only in 12.5% of the bins the usual
Fast–Slow representation gives the best FoM.

The ECsI–Slow/Fast representation has the best FoM in 25% of the bins,
while the ECsI–RT representation features best results in 62.5% of the bins.
A typical FoM statistical error is estimated to be ∼ 0.10 in the worst case.
We also checked the use of a narrower filter (27 taps). In this case the
obtained FoM results are a little bit worse (∼ 0.10%) than in the case of
87 tap filter for the ECsI–RT scatter plot, as expected due to the impact
of the series noise of the frontend electronics. For the other two represen-
tations ECsI–Slow/Fast and Fast–Slow the results are markedly worse for
Z=2 (∼40%) and Z=3 (∼30%) isotopes. For protons and deuterons with a
27 tap filter the identification is not at all possible, since at lower energies
the impact of the electronic noise is even more relevant and a 27 tap filter
does not provide adequate filtering for the series noise.

Figure 5.20: The transformation used for computing the FoMs, exemplified with the pair
p, d in the ECsI–RT scatter plot. In (a), the polygonals used to compute the parametric
coordinate pE for each event are shown; in (b) the representation in the transformed
coordinate system (EnergyCsI , pE); in (c) the projection of the selected pulse height
interval in the transformed coordinate system; the histogram is fitted with two Gaus-
sian and a linear background.

5.7 Conclusion

In the framework of the FARCOS CsI(Tl) scintillator characterization, we
investigated the dependence of the time constants and intensities of the
CsI(Tl) scintillation light on the energy, charge, and mass of the imping-
ing particles by direct fitting of the digitized waveforms digitally acquired
at the output of the scintillator. The data set used in the present work is
a batch of waveforms measured with the CHIMERA multidetector. The
four-vector defining the light output (τf , τs, hf , hs) has been obtained in
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Table 5.3: FoM values for different LCP pairs and representations.

Ions EnergyCsI (ADC units) FoM (87 taps)
min max ECsI–S/F ECsI–RT F–S

p, d

300 400 1.24 1.17 1.32
400 500 0.90 1.48 0.84
500 600 1.41 1.83 0.87
600 700 1.31 2.00 1.30
700 800 1.30 2.15 1.37
800 900 1.33 2.37 1.38

3He, α

1000 1500 2.56 2.46 2.49
1500 2000 3.33 4.04 3.49
2000 2500 3.70 4.02 3.30
2500 3000 3.61 4.51 3.62
3000 3500 3.46 4.07 3.58

6Li, 7Li

2000 3000 2.15 1.41 1.89
3000 4000 3.05 2.08 2.62
4000 5000 2.78 2.74 2.82
5000 6000 3.57 3.81 3.28
6000 7000 3.84 2.80 2.89

the energy – deposited in the CsI(Tl) crystal – range 10 240 MeV for iso-
topes with Z≤5 and also for ions with Z=6 – with no isotopic dependence –
by analyzing the waveforms acquired when a 21.5 MeV/u 20Ne beam was
bombarding a 12C target. The values of the fast time constant (τf ) range
from 500 ns to 1 µs at maximum with isotopic separation for Z up to 3.
The values of the slow time constant (τs) range from 1 to 6 µs at maxi-
mum, and the separation of the clusters pertaining to different isotopes is
less evident. The intensity of the slow component (hs) turns out to be in-
versely proportional to the particle charge, while no particular evidence of
the dependence of hf with the particle charge can be gained. Moreover, the
relative intensities depends on the velocity of the impinging particle and
not on its energy and mass independently. In addition we reported the re-
sults of the investigation of novel identification plots (EnergyCsI–Slow/Fast
and EnergyCsI–Rise-Time) that arise from the analysis of the conventional
identification parameters (Slow, Fast, Rise-Time). We probed the Figure
of Merit of the new identification plots at the relativistic energies reached
at GSI and they give better results than the conventional Fast-Slow plot in
almost the 90% of the cases.
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CHAPTER6
First On-Beam Test of a FARCOS telescope

6.1 Introduction

Four FARCOS clusters were tested on-beam for the first time during a mea-
surement run in July 2012 at Laboratori Nazionali del Sud (INFN, Catania).
In this brief chapter we describe the experimental conditions in Section 6.2,
and review some preliminary results obtained with our digital DAQ system
for the telescope T3 in Section 6.3.

6.2 Experimental Conditions

The accelerated beams were 62 MeV/u protons and α-particles and 20
MeV/u 20Ne ions. Different targets (thin Au, thick Au, Al2O3, Pb+C, Al,
CD2) were selected with the aim to study known reactions (such as (p,d),
(p,t), (d,t)) as well as elastic collisions to provide a large variety of particles
scattered at different angles and energies with the main goal of probing the
uniformity of the light yield of the CsI(TI) scintillators. The detectors were
placed at polar angle θ=6◦. Fig. 6.1 shows the setup in the CHIMERA ex-
perimental chamber. In the experimental chamber there was also a mixed

NOTE: The content of this chapter is partly based on the paper [6] coauthored by myself.
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nuclide α-source for calibration purposes.
Our digital DAQ system, described in detail in Section 2.2.3 (pag. 35),

acquired the waveforms pertaining to the FARCOS telescope T3 – the
upper-right one in Fig. 6.1 – which was composed by a 300 µm Double
Sided Silicon Strip Detector and three CsI(Tl) scintillator crystals. Unfor-
tunately, during the mounting, the bonding wires of strips n. 15, 16, 17 and
32 of the front side were damaged but we were not aware of it and it was
not possible to repair them since before closing the vacuum chamber only
tests with the pulser were performed. They were therefore left floating.

Figure 6.1: Photo of the experimental setup at Laboratori Nazionali del Sud in Catania
during the on-beam test carried out in July 2012. Other detectors were profiting of
the accelerated beams. An NTD silicon microstrip detector developed at GANIL, two
thin microstrip detectors developed by University of Huelva and the Asterics detector
of Rochester University.

6.3 Preliminary Results

In this section we reports some of the preliminary results obtained being
the data analysis still on-going.

In all the reported cases, the digitized waveforms delivered by the DAQ
have been digitally baseline subtracted and filtered with a triangular filter
of 201 taps kernel, since we found that this is the better width for a filter of
such shape for the extraction of the maximum amplitude.
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6.3.1 DSSSD Energy Calibration

The energy calibration is made independently for all the strips of the front
side and of the back side of the 300 µm DSSSD exploiting the mixed nu-
clide α-source. The energy calibration is essential since it allows an homo-
geneous comparison or sum of events occurred at different strips in order to
perform analysis such as ∆E − E. The 239Pu, 241Am and 244Cm radionu-
clide of the mixed nuclide α-source gives three main peaks at 5156.6 keV,
5485.6 keV and 5804.8 keV. The list of the most intense α-particles peaks
of the different radionuclides is reported in Table 6.1.

Table 6.1: Energies and intensities of the most intense α-particles emitted by the different
radionuclides [91].

Radinuclide α particle energy (keV) Intensity (%)
239Pu 5105 11.5

5143 15.1
5156.6 73.4

241Am 5388 1.4
5443 12.8

5485.6 85.2
244Cm 5763 23.3

5804.8 76.7

An example of spectrum taken with the DSSSD is shown in Fig. 6.2 for
strip n. 12 of the front side. All the waveforms are obtained with the AAA
gain 8x. From the calibrations we extract the energy resolution for each
strip of both the front and the back side (obviously except the non-bonded
ones). Fig. 6.3 (a) and (b) show the energy resolution expressed in keV
FWHM for the 239Pu peaks for the front and back side, respectively. The
mean energy resolution is 27.1 keV FWHM with a dispersion of σ =3.1
keV for the front side and 44.7 FWHM keV with a dispersion of σ =16.5
keV for the back side. As already commented we expect the resolution
being worse in the case of the back side strips due to the contribution of the
parallel noise coming from the inter-strip resistance.

6.3.2 ∆E − E Scatter Plots and CsI Energy Spectra

By analyzing the waveforms collected with the digital DAQ we compute the
conventional ∆E − E identification matrix, scatter-plotting the maximum
of the waveform with respect to its baseline, both for the waveforms coming
from the strips of the 300 µm-thick DSSSD pertaining to telescope T3 and
from the corresponding CsI(Tl) scintillator crystal. In the following scatter
plots, E and ∆E are expressed in ADC units. The former refers to CsI(Tl)
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Figure 6.2: Example of α-spectrum obtained for strip n. 12 of the front side of the 300
µm DSSSD of telescope T3. Waveforms have been previously digitally filtered with a
triangular filter 201 taps kernel. The three main peaks are, respectively, at 5156.6 keV
(239Pu), at 5485.6 keV (241Am) and at 5804.8 keV (244Cm).

crystals n. 3 of telescope T3 obtained without any rejection of the events
split between CsI(Tl) crystals n. 3 and n. 2, while the latter refers – thanks
to the calibration procedure – to the sum of the events pertaining to the
strips of the front or back side just in front of the CsI(Tl) crystal, thus
covering a quarter of the total active area of the telescope.

Let’s consider the reaction 62 MeV/u α on Pb+C (with AAA gain 4x).
Fig. 6.4 shows the spatial distribution of events on telescope T3. From the
bottom-right corner to the upper-left corner of the figure we see a decreas-
ing events count which reflects the statistics of the incoming byproducts.
Events that fall in the strips left floating – the three central ones and the last
one of the front side – are partially collected by the neighbor strips resulting
in an artificial increase of their counts. The poor count of the first strip is
on the contrary probably due to the shadow zone of some shielding.

The ∆E − E scatter plots are shown in Fig. 6.5 where in (a) the ∆E
refers to the front strips and in (b) to the back strips. The isotopic separation
for p, d, and t and for 3He and 4He is very good in both cases and the elastic
scattering peaks are well visible. The unwanted horizontal lines from 0 to
the elastic peaks are for the most part caused by particles that hit the CsI(Tl)
crystal only partially, and for a minor part by events that have been triggered
improperly leading to an erroneous parameters extraction from the digitized
waveform. The continuation of the lines toward higher energies is due to
pile-up effects in CsI(Tl) waveforms. In principle it is possible to filter such
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(a)

(b)

Figure 6.3: Energy resolution at the 239Pu line expressed in keV FWHM for the strips of
the front side (a) and of the back side (b).

kind of events and “clean” the scatter plots. Channelling effects, though not
dominant, can also be present. The vertical lines above the elastic scattering
peak are on the contrary caused by multiple events in the DSSSD which
when added give an abnormally high energy.

Thanks to the elastic scattering peak of the 62 MeV/u α beam, we have
been able to assess the energy resolution power of the CsI(Tl) scintillators.
Fig. 6.7 (a) shows the energy spectrum in the proximity of the elastic scat-
tering peak for CsI(Tl) crystal n. 2 of telescope T3. The energy resolution
extracted by Gaussian-fitting the main peak is 0.86% FWHM of the peak
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Figure 6.4: Spatial distribution of events on T3 telescope for the reaction 62 MeV/u α on
Pb+C.

centroid. The pixelation of the DSSSD allowed us to correct in the data
analysis phase for the spatial light yield non-uniformity. Indeed, the num-
ber of the front strip and of the back strip of the DSSSD that fire at every
event gives the x − y position of the impinging particle, while the elastic
scattering peak in the CsI(Tl) is used as energy reference. The results are
the 2D correction maps shown in Fig. 6.6 which can be exploited in prin-
ciple in every acquisition. In this case each pixel correspond to a cluster of
2×2 DSSSD strips due to the poor statistics. Fig. 6.6 (a) refers to CsI(Tl)
crystal n. 2 of telescope T3 while Fig. 6.6 (b) refers to crystal n. 3 of the
same telescope. The figure shows the differential light yield with respect to
the average light yield, expressed in percentage, computed as:

∆Y ieldi,j(%) =
Y ieldi,j − 〈Y ield〉

〈Y ield〉
× 100 (6.1)

where i and j identify the front and the back strips that determine the
pixel.

Fig. 6.7 (b) shows the corrected CsI(Tl) energy spectrum in the prox-
imity of the elastic scattering peak for crystal n. 2. The resolution of the
main peak is improved to 0.65% FWHM of the peak centroid. Both in the
non-corrected and even more in the corrected spectrum a small but clear
satellite peak emerges at energies just above the supposed elastic scattering
peak. Its origin it is not an instrumentation artifact but it seems rather due
to the compound nature of the target where Pb and C atoms scatter in a
slightly different way the incoming beam.
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(a)

(b)

Figure 6.5: ∆E−E scatter plots for the reaction 62 MeV/u α on Pb+C, using the CsI(Tl)
crystal n. 3 of telescope T3 for the E and the sum of the signals of the front strips (a)
or the back strips (b) just in front of the scintillator as ∆E.

Applying the CsI(Tl) correction map to the ∆E −E scatter plot of Fig.
6.5 (a), we obtain the one shown in Fig. 6.8, where a slightly increased
isotopic separation is obtained.

The 62 MeV/u α beam was also used on an thick Au target (with AAA
gain 8x). Fig. 6.9 shows the spatial distribution of events on telescope T3.
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Figure 6.6: 2D correction map for the CsI(Tl) crystal n. 2 (a) and n. 3 (b) of telescope
T3. The surfaces represent the differential light yield with respect to the average light
yield, expressed in percentage. Each pixel of these maps correspond to a cluster of
2×2 DSSSD strips due to the poor statistics.

The ∆E − E scatter plot using the front side strips of the DSSSD and
the corrected values of the energy of the CsI(Tl) is shown in Fig. 6.10.
The isotopic separation for p, d, and t and for 3He and 4He is very good
also in this case. Considerations made for the 62 MeV/u α on Pb+C case,
regarding the strait horizontal and vertical lines, still holds.

The presence of a small intensity satellite peak with energy slightly
greater than the supposed elastic scattering peak, can be explained in this
case with a possible non-uniformity of the target thickness, which causes
the elastically scattered α-particles to experience different energy losses
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(a) (b)

Figure 6.7: (a) Energy spectrum of the CsI(Tl) crystal n. 2 of telescope T3 in the range of
the elastic scattering peak of the 62 MeV/u α beam impinging on the Pb+C target. (b)
Energy spectrum of the same acquisition corrected for the CsI(Tl) spatial light yield
non-uniformity exploiting the DSSSD pixelation.

Figure 6.8: ∆E − E scatter plots corrected for the CsI(Tl) light yield non-uniformity for
the reaction 62 MeV/u α on Pb+C, using the CsI(Tl) crystal n. 3 of telescope T3 for
the E and the sum of the signals of the front strips just in front of the scintillator as
∆E.

within the target before to reach the detector.
Lastly, Fig. 6.11 shows the spatial distribution of events on telescope T3

for the reaction 20 MeV/u 20Ne on Deuterated Polyethylene (CD2) (with
AAA gain 1x).

∆E−E scatter plots using the front strips and the back strips are shown
in Fig. 6.12 (a) and (b) respectively. A batch of unwanted horizontal lines
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Figure 6.9: Spatial distribution of events on T3 telescope for the reaction 62 MeV/u α on
Au.

Figure 6.10: ∆E −E scatter plot corrected for the CsI(Tl) light yield non-uniformity for
the reaction 62 MeV/u α on Au, using the CsI(Tl) crystal n. 3 of telescope T3 for the E
and the sum of the signals of the front strips just in front of the scintillator as ∆E.

arise in the upper part of the figures for the saturation of the DSSSD read-
out channels which occurs at different levels since their gains and offsets
do not perfectly match.

156



6.4. Conclusion

Figure 6.11: Spatial distribution of events on T3 telescope for the reaction 20 MeV/u 20Ne
on CD2 (Deuterated Polyethylene).

6.4 Conclusion

We presented some preliminary results from the first on-beam test for FAR-
COS held at the Laboratori Nazionali del Sud (INFN, Catania) in July 2012.
Exploiting our digital DAQ we have been able to record and store all the
waveforms pertaining to telescope T3 and to process them off line. A mixed
nuclide α-source provided the calibration for the DSSSD, allowing also the
estimation of the energy resolution for each individual strip. ∆E−E iden-
tification matrix are presented for the reaction 62 MeV/u α on Pb+C, 62
MeV/u α on Au and 20 MeV/u 20Ne on CD2 using as ∆E stage either the
front-side strips or the back-side strips for comparison purposes. Thanks
to the pixelation of the DSSSD and the elastic scattering peak of the 62
MeV/u α on Pb+C it has been possible to evaluate the 2D light yield non-
uniformity of the CsI(Tl) crystals and to provide an effective correction
map.
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(a)

(b)

Figure 6.12: ∆E − E scatter plots for the reaction 20 MeV/u 20Ne on CD2 (Deuterated
Polyethylene), using the CsI(Tl) crystal n. 3 of telescope T3 for the E and the sum of
the signals of the front strips (a) or the back strips (b) just in front of the scintillator as
∆E.
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CHAPTER7
Conclusion

FARCOS (Femtoscope ARay for COrrelation ans Spectroscopy) is a
novel modular and versatile detection system for particle correlation
and spectroscopy of Light Charged Particles and Intermediate Mass

Fragments in multi-fragmentation heavy-ion collision nuclear physics ex-
periments with stable and unstable beams. It features high angular and
energy resolution and an ambitious goal would be to achieve a full parti-
cle identification exploiting, together with the standard identification tech-
niques, Pulse Shape Analysis techniques. In this respect, the possibility to
use our digital DAQ system for the direct waveforms digitization would be
beneficial. Each FARCOS telescope is composed by Double Sided Silicon
Strip Detectors and thick CsI(Tl) scintillators.

In order to optimize the DSSSD performances, we carried out a detailed
characterization of the detectors fundamental physical parameters such as
leakage currents, capacitances and related entities as a function of the ap-
plied bias and of the frequency. In particular, we investigated the two main
contribution to the strip capacitance, namely the bulk capacitance – the
capacitance of one strip toward the whole other side – and the inter-strip
capacitance – the capacitance between two adjacent strips of the same de-
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tector side. We evaluated also the impact of the LCR-meter accuracy on the
measurements. In addition, at the INFN-LaBeC facility (Firenze) we were
able to finely map the detector response in amplitude and position exploit-
ing the monochromatic pulsed ion beam available at DEFEL beamline and
the digital DAQ system. In this way we obtained a precise energy calibra-
tion of each individual strip and of the associated amplifier over a wide en-
ergy range. In addition, thanks to the spatial definition of the beam together
with the availability of different pairs ion-energy (1 MeV, 3MeV, 5 MeV
protons and 7.5 MeV Li), we probed the impact of the inter-strip injection
on the induced waveforms shape, relating the appearance of bipolar and
opposite polarity signals – that can greatly spoil the overall performances
– to the impact position and penetration depth of the ions. We foresee ad-
ditional beamtimes in order to test and characterize the second version of
the front-end electronics modules which have been specifically designed to
increase the system stability.

In order to obtain a deeper understanding of the signals formation pro-
cesses in silicon detectors and in particular in the DSSSDs, we developed a
novel simulation tool for the 3D electron-hole transport computation and
signals formation in semiconductor detectors having 2D geometry. We
carefully took into account the thermal diffusion and especially the Coulomb
mutual interaction between the carriers in the charge cloud in order to prop-
erly simulate the high charge injection levels expected for FARCOS. To
this purpose we developed several custom numerical techniques, such as
charge clustering and adaptive carrier position update the effectiveness of
which has been tested and evaluated. We presented a set of simulations of
the DSSSD aimed to the study of the impact of the inter-strip injection on
the waveforms shape reproducing the experimental conditions as at LaBeC.
The results are in excellent agreement with the experimental data and are
clarifying since they allow the disentanglement of the electrons and holes
contributions to the overall signals and the possibility to relate the signals
shape to the carriers drift paths and the electrodes weighting potentials.
Forthcoming improvements of the simulation tool would be the extension
of the detector geometry to the full 3D and the possibility to include charge-
trapping effects.

CsI(Tl) scintillation light dependence on the energy, charge and mass
of the impinging particle is at the basis of the particle identification tech-
niques. To gain a better insight on this we investigated the dependence of
the scintillation light time constants and intensities on the energy, charge
and mass of the impinging particle by direct fitting of the digitized wave-
forms acquired at the output of the scintillators. We showed the results
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obtained from a batch of waveforms acquired with the CHIMERA detector
pertaining to isotopes with Z≤5 and to ions with Z=6 in the energy range
10-240 MeV. From the analysis of the dependence of the standard param-
eters (fast, slow and rise-time) on the particle parameters, we probed the
figures of merit of novel identification plots (energy–Rise-Time and energy-
slow/fast) with the conclusion that they lead to improved performances at
least at relativistic energies.

Four FARCOS telescopes were tested on-beam for the first time in July
2012 at the INFN-LNS (Catania) with the purpose to test the overall system
functionality and to probe the light yield uniformity of the CsI(Tl) crystals.
We exploited our digital DAQ system on telescope T3 (composed by a 300
µm DSSSD and 3 CsI(Tl) crystals) allowing us to perform off-line analy-
ses. Using a mixed-nuclide α-source we were able to calibrate the DSSSD
allowing also the estimation of the energy resolution for each individual
strip with excellent results. We presented the classical ∆E − E identifi-
cation plots for the reactions 62 MeV/u α on Pb, 62 MeV/u α on Au and
20 MeV/u 20Ne on CD2 and the isotopic separation up to 4He is very good.
In addition, thanks to the DSSSD pixelation it has been possible to evalu-
ate the 2D light yield non-uniformity of the CsI(Tl) crystals n. 2 and n. 3
which are below 0.5%. The obtained correction maps provide an effective
correction tool and they could be exploited also in future acquisitions.
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Appendix A. Technical Drawings and PCBs Layout

Figure A.1: Drawing of the DSSSD aluminum holder.
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Figure A.2: Drawing of the DSSSD holder top cover.

Figure A.3: Drawing of the DSSSD holder bottom cover.
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Appendix A. Technical Drawings and PCBs Layout

Figure A.4: Layout of the top layer of a deviation PCB board.

Figure A.5: Layout of the bottom layer of a deviation PCB board.
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Figure A.6: Layout of the top layer of the CV measurement probe pcb board.

Figure A.7: Layout of the bottom layer of the CV measurement probe pcb board.
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[73] A. Syntfeld-Każuch, M. Moszyński, L. Šwiderski, W. Klamra, and A. Nassalski, “Light pulse
shape dependence on γ-ray energy in CsI(Tl),” IEEE Trans. Nucl. Sci., vol. 55, no. 3, pp. 1246–
1250, 2008.

[74] M. Pârlog, “Response of CsI(Tl) scintillators over a large range in energy and atomic number
of ions. Part I: Recombination and δ-electrons,” Nucl. Instrum. Meth. Phys. Res. A, vol. 482,
pp. 674–692, 2002.

[75] M. Pârlog, “Response of CsI(Tl) scintillators over a large range in energy and atomic number
of ions. Part II: Calibration and identification in the INDRA array,” Nucl. Instrum. Meth. Phys.
Res. A, vol. 482, pp. 693–706, 2002.

[76] P. Guazzoni, F. Previdi, S. Russo, M. Sassi, S. M. Savaresi, and L. Zetta, “Pulse shape analysis
using subspace identification method and particle identification using neural network in CsI(Tl)
scintillators,” 2005 IEEE Nuclear Science Symposium Conference Record, pp. 1341–1345,
2005.

[77] M. Alderighi et al., “Particle identification method in the CsI(Tl) scintillator used for the
CHIMERA 4π detector,” Nucl. Instrum. Meth. Phys. Res. A, vol. 489, pp. 257–265, 2002.

[78] Struck Innovative System GmbH, Hamburg, Germany, SIS9300 ADC CMC - User Manual.

[79] Struck Innovative System GmbH, Hamburg, Germany, SIS3150 ADC CMC Carrier - User
Manual.

[80] J. J. Moré and D. C. Sorensen, “Computing a trust region step,” SIAM J. Sci. Stat. Comput.,
vol. 4, no. 3, pp. 553–572, 1983.

[81] R. H. Byrd, R. B. Schnabel, and G. A. Shultz, “Approximate solution of the trust region prob-
lem by minimization over two-dimensional subspaces,” Math. Programm., vol. 40, pp. 247–
263, 1988.

[82] J. F. Ziegler, “The stopping of light ions in elemental matter,” J. Appl. Phys/Rev. Appl. Phys.,
vol. 85, pp. 1249–1272, 1999.

[83] E. Valtonen, J. Peltonen, and J. J. Torsti, “Response of BGO and CsI(Tl) scintillators to heavy
ions,” Nucl. Instrum. Meth. Phys. Res. A, vol. 286, p. 169, 1990.

[84] N. Colonna et al., “Calibration of the response function of CsI(Tl) scintillators to intermediate-
energy heavy ions,” Nucl. Instrum. Meth. Phys. Res. A, vol. 321, pp. 529–534, 1992.

[85] G. Pausch, W. Bohne, and D. Hilscher, “Particle identification in solid state detectors by means
of pulse-shape analysis-results of computer simulations,” Nucl. Instrum. Meth. Phys. Res. A,
vol. 337, pp. 573–587, 1994.

[86] T. Masuda et al., “The fluorescent decay of CsI(Tl) scintillator for charged particles of different
ionization density,” Nucl. Instrum. Meth. Phys. Res. A, vol. 322, pp. 135–136, 1992.

195



Bibliography

[87] C. Lemmon et al., “Proposal for SIS Experiment S394 2009,” Unpublished. available online
at http://www.ct.infn.it/asyeos2010R.

[88] W. Trautmann et al., “Differential neutron-proton squeeze-out,” Prog. Part. Nucl. Phys.,
vol. 62, pp. 425–426, 2009.

[89] M. B. Tsang et al., “Constraints on the Density Dependence of the Symmetry energy,” Phys.
Rev. Lett., vol. 102, p. 122701 (4 pages), 2009.

[90] R. A. Winyard et al., “Pulse shape discrimination in inorganic and organic scintillators,” Nucl.
Instrum. Meth., vol. 95, pp. 141–153, 1971.

[91] Isotrak, Alpha Spectrometer Sources. available online at http://www.
hightechsource.co.uk.

196

http://www.ct.infn.it/asyeos2010R
http://www.hightechsource.co.uk
http://www.hightechsource.co.uk

	Introduction
	Experimental Techniques and Requirements
	Physics of the Experiments
	Detection Systems Requirements

	Interaction of Charged Particles with Matter
	Classical Particles Identification Techniques
	E-E
	Pulse Shape Discrimination in CsI(Tl)
	Time of Flight
	Pulse Shape Discrimination in Si

	Examples of State of Art 4 Multidetector and Detection Systems for Correlation and Spectroscopy
	CHIMERA
	MUST and MUST2
	HIRA

	Novel Tools and Techniques for Particle Identification

	The FARCOS Project
	Introduction
	FARCOS Components
	Detection layers
	Front-end Electronics for the Silicon Layers
	Data Acquisition System

	Expected Performances of the Silicon Detection Layers

	Characterization of the FARCOS Double Sided Silicon Strip Detectors
	Introduction
	Capacitance Measurements
	Experimental Setup
	The Impedance Measurement Model
	Results

	Energy and Position Response Map with Monochromatic Single Ions
	The Pulsed Ion Beam-Line DEFEL of the LaBeC Accelerator
	Experimental Setup
	Experimental Conditions
	Energy Calibration and Resolution
	Position Response Matrix – Inter-Strip Effects

	Conclusion

	3D Simulation Code for Charge Transport and Signal Formation in 2D Semiconductor Detectors Suitable for High Charge Injection Levels and High Electrode Segmentation
	Introduction
	Physical Model and Simulation Method
	Mobility and Diffusion Models

	Code Validation
	Cloud expansion in free space due to thermal diffusion only
	Cloud expansion with finite detector thickness due to Coulomb repulsion only

	Comparison with an Approximated Analytical Solution
	Enhanced Numerical Methods
	Charge clustering
	Adaptive carrier position update

	Simulations of the Double Sided Silicon Strip Detector of FARCOS
	Simulation Setup
	Results of the Simulations
	Comparison with Experimental Data

	Conclusion

	Extrapolation of CsI(Tl) Scintillation Parameters and Novel Particle Identification Techniques
	Introduction
	Experimental Setup and Modeling
	The Digital Data Acquisition Chain of the CHIMERA Detector
	Model of the Preamplifier Output Signal

	Four-Vector Extraction and Energy Calibration
	Adopted Analysis Method for the Four–Vector Extraction
	Energy Calibration

	Four-Vector Dependence on the Energy and on the Particle Type
	Reconstruction of Conventional 2D Detection Maps
	Search for Novel 2D Detection Maps
	Approximated Analytical Model for Fast/Slow and Rise–Time Correlation
	Merits of New Detection Maps at GSI Energies

	Conclusion

	First On-Beam Test of a FARCOS telescope
	Introduction
	Experimental Conditions
	Preliminary Results
	DSSSD Energy Calibration
	E-E Scatter Plots and CsI Energy Spectra

	Conclusion

	Conclusion
	Technical Drawings and PCBs Layout
	Bibliography

