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Abstract

The extraordinary evolution of today communication systems towards high-
er levels of integration is increasingly leading to the implementation of more
and more complex functions in the digital domain. This process drives the
need for the realization of high performance data converters in low-cost ultra-
scaled nanometer CMOS processes, connecting the systems digital core to the
real analog world.

In particular, academic and industrial research in the field of high-speed
Nyquist-rate Digital-to-Analog Converters (DACs) is pushed forward by the
growing interest in multi-carrier multi-band transmitters, for both wireless and
wireline systems. Several communications standards have been recently devel-
oped requiring a DAC in the transmitter path with a sampling frequency in the
GS/s range, while posing, at the same time, extremely stringent constraints on
resolution, linearity and power.

Unfortunately, the feature device scaling and the supply voltage reduc-
tion, in addition to the typically noise environment of large Systems-on-Chips
(SoCs), are introducing critical issues on the design of such converters. More
precisely, the analysis of state-of-the-art CMOS DACs reveals two fundamen-
tal trade-offs limiting their performances: the first one between low-frequency
and high-frequency linearity while the second one between linearity and power
efficiency.

The essential objective of this thesis is the definition and the development of
new design methodologies and techniques for the realization of high-speed high-
performance DACs suitable for the integration in ultra-scaled CMOS technolo-
gies, which allow overcoming the fundamental trade-offs limiting performances.

In particular, the thesis core will be the introduction of a new digital tech-
nique for the linearization of DAC static characteristic, which is based on the
extensive use of digital adaptive filtering. As static non-linearity due to analog
circuits impairments is canceled out in digital domain, a design full-oriented at
optimizing high-frequency performances is allowed. Furthermore, the digital
style of the proposed method particularly fits into integration in nanometer
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CMOS processes, further benefiting in terms of area and power consumption.
To demonstrate its effectiveness, the proposed technique has been applied to
the design of a 10-bit 2.5 GS/s current-steering DAC in 28 nm CMOS, to be
integrated in the baseband section of a 60 GHz transmitter.

This Ph.D. dissertation is organized as follows.
Chapter 1 introduces basic concepts on high-speed digital-to-analog con-

version in communications systems. State-of-the-art DACs performances are
deeply examined and essential trade-offs in terms of static/dynamic linear-
ity and power efficiency are inferred. A new Figure-of-Merit (FoM) is defined,
which allows a fair comparison of DACs performances at the Nyquist frequency.

Chapter 2 is focused on DACs implemented in a current-steering con-
figuration, which is the most commonly used in high-frequency applications.
Main sources of non-linearity are investigated, making clear distinction be-
tween static and dynamic errors. The analysis of their dependencies on fre-
quency and circuit parameters leads to a deep understanding of main DACs
trade-off. Finally, a brief overview of main solutions reported in literature,
aimed at improving performances in DACs with sampling frequencies in the
GS/s range, is provided.

In Chapter 3 a new accurate discrete-time DAC behavioral model suit-
able for the implementation in Matlab environment is introduced. Behavioral
modeling is proven useful in both top-down and bottom-up approaches, reduc-
ing simulation and verification time. After the analysis of theoretical aspects,
the effectiveness of the proposed model in describing both static and dynamic
effects is demonstrated by comparing behavioral simulation against circuit sim-
ulation results.

Chapter 4 introduces the new digital adaptive linearization technique,
which cancels out DAC static non-linearity by making use of digital adaptive
filtering. Based on the sign-error version of the Least Mean Square (LMS) algo-
rithm, the proposed system linearizes the DAC static characteristic regardless
of the errors source (not only mismatch-induced errors). After having dis-
cussed in details both theoretical aspects and practical issues related to the
application to current-steering DAC, the effectiveness of the proposed method
in overcoming the high-frequency linearity trade-off is proved by behavioral
simulations. The Spurious-Free Dynamic Range improvement goes from 26 dB
at DC to 15 dB at the Nyquist frequency.

Finally, Chapter 5 deals with the circuit design of a 10-bit 2.5 GS/s DAC
in 28 nm CMOS. Circuit implementation aspects are discussed for both the
current-steering DAC and all the other blocks which are required for the overall
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linearization system (i.e. an accurate low-frequency DAC and a sample-and-
hold circuit). Furthermore, a brief discussion of the standard cell digital section
implementation is carried out. Simulations of the overall design show a DAC
SFDR greater than 65 dB across the entire Nyquist bandwidth (SFDR|DC =
78 dB and SFDR|Nyq = 65 dB), while consuming 36 mW analog power from a
1 V supply voltage and delivering a maximum −2 dBm power to the load.
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Chapter 1

High Speed Digital-to-Analog
Conversion for
Communications

Contents
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 IEEE 802.15 WPAN transmitter . . . . . . . . . . . 2
1.1.2 10GBASE-T Ethernet transmitter . . . . . . . . . . 4

1.2 Performance survey of state-of-the-art DACs . . . . 5
1.2.1 Static vs. dynamic linearity trade-off . . . . . . . . . 6
1.2.2 Power vs. linearity trade-off . . . . . . . . . . . . . . 7

1.3 Thesis aim . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.1 Introduction

The continuous evolution towards higher levels of integration and costs reduc-
tion in communication systems is increasingly leading to a digital implementa-
tion of functions traditionally realized in the analog domain. Contrary to their
analog counterparts, digital circuits benefit from the scaling of silicon CMOS
technologies in terms of power consumption, area and speed.

This process drives the need for high performance Analog-to-Digital and
Digital-to-Analog Converters (ADCs and DACs), connecting the digital core
to the real analog world, which must be implemented in low-cost nanometer
CMOS processes. However, the feature device scaling and the supply volt-
age lowering, in addition to the noisy environment of large Systems-on-Chips
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(SoCs), are introducing critical challenges on the design of high-speed low-
power data converters. Today, ADCs and DACs are often the bottleneck in
the signal processing chain of a transceiver, limiting the accuracy and speed of
the overall communication system.

In particular, the growing interest in multi-carrier multi-band transmitters,
for both wireless and wireline communications, is pushing forward research in
the field of high-speed Nyquist-rate Digital-to-Analog Converters. As it will
be clear in the following, the most critical challenge in such DACs is achieving
a transfer function from the digital input code to the analog output waveform
with the highest possible linearity over the entire Nyquist bandwidth, while
having, at the same time, high sampling frequency and low power consumption.

Main focus of this thesis will be in the area of CMOS Digital-to-Analog Con-
verters with sampling frequency in the GS/s range. Several communications
standards have been recently developed requiring a DAC in the transmitter
with such high sampling frequency, while posing stringent constraints on res-
olution, linearity and power. In the following two different DAC application
examples are provided: a mm-Wave transmitter for IEEE 802.15 standard and
a 10GBASE-T Ethernet transmitter.

1.1.1 IEEE 802.15 WPAN transmitter

The release of unlicensed bandwidth of about 8 GHz around 60 GHz has given
rise to a variety of applications including wireless HDMI, short-range high data-
rate Wireless Personal Area Networks (WPANs) and automotive radar. The
IEEE 802.15 WPAN standard allocates four 2.16 GHz wide channels in the
frequency range between 57.2 GHz and 65.8 GHz [1]. The resulting spectrum
allocation is shown in Fig. 1.1, along with the architecture of a direct-conversion
transmitter suitable for such applications.

In this Cartesian configuration the I/Q baseband digital codes are con-
verted into analog signals by means of two DACs in parallel and then low-pass
filtered. Two mixers in quadrature perform the up-conversion. The resulting
modulated carriers are added together and fed to the Power Amplifier, which
drives the antenna. The channel selection is achieved by controlling the fre-
quency synthesized by the Local Oscillator (LO). A CMOS implementation of
such architecture promises higher levels of integration and reduced costs with
respect to traditional compound semiconductor technology, but, on the other
hand, it poses constraining issues on the design of analog blocks.

Let us consider DACs specifications. First of all, the wide-bandwidth base-
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Figure 1.1 Direct-conversion transmitter for IEEE 802.15 WPAN standard.

band signal imposes a severe constraint on the sampling frequency fS, which
must be greater than 2.5 GS/s in order to meet the Nyquist sampling theorem.
DAC resolution and linearity specifications are essentially determined by the re-
quired signal quality for the overall transceiver, in terms of noise and distortion.
In RF systems they are typically quantified by two parameters [2]. The first is
the Error Vector Magnitude (EVM), which is equivalent to the Signal-to-Noise
and Distortion Ratio (SNDR) but defined in the complex plane, measuring the
dispersion of the received symbols with respect to their ideal position. Second,
the out-of-band noise, expressed by the transmitter emission mask, which de-
fines the maximum amount of disturbances from adjacent channels that can be
tolerated. The way EVM and out-of-band emissions translate into DAC resolu-
tion and linearity specifications is complicated and it depends on many factors,
among which the Peak-to-Average Ratio (PAR), the number of sub-carriers of
the transmitted signal and the duplexing method [3].

Anyway, once a DAC SNDR specification is given, the minimum resolution
can be calculated using the well-known formula relating dynamic range to
quantization noise in Nyquist-rate converters [4]:

n ≥ SNDR − 1.76
6.02

, (1.1)

where n stands for the DAC number of bits (i.e. the resolution) and the SNDR is
expressed in dB. Furthermore, when spectral purity is important, an additional
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Figure 1.2 DAC-based transmitter for IEEE 802.3an Ethernet standard.

linearity specification can be given in terms of Spurious-Free Dynamic Range
(SFDR), defined as the ratio between the maximum signal power and the worst
distortion tone in the output spectrum:

SFDR = 10 · log
(

Psig,max
Pspur,worst

)
. (1.2)

In brief, the most stringent high-speed multi-carrier mode of the IEEE
802.15 standard requires EVM < −23 dB and out-of-band noise < −30 dBc/Hz,
mandating a transmitter DAC with resolution n ≥ 8 bits and distortion spur
level below −50 dBc across the full bandwidth [1]. These linearity specifica-
tions, in conjunction with the ultra-high sampling frequency and low power
requirements, imply a challenging design.

1.1.2 10GBASE-T Ethernet transmitter

The increasing demand for higher Local Area Network (LAN) bandwidth in
data centers has driven the need for high speed cable networking. In this
framework 10GBASE-T is the latest IEEE 802.3an Ethernet standard that set
up a full-duplex bidirectional 10 Gbps data transmission over 100 m of four
twisted pairs [5]. In this configuration each twisted pair transfers data at
2.5 Gbps by means of a very wideband signaling (800 MS/s).

A typical architecture for such applications is the DAC-based transmitter
shown in Fig. 1.2, along with the output signal spectrum. The Digital-to-
Analog Converter, cascaded with a low-pass filter, directly drives the cable. If
compared to other configurations, the main advantage of this architecture is
its simplicity because no other additional circuits are required [6].
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[8] [9] [10] [11] [12] [13]

Process [nm] 65 130 65 90 180 40

Supply [V] 1.1/2.5 1.2/1.8 1.2 1.2/2.5 1.8/3.3 1.2

I load [mA] 50 10 8 16 20 16

PTOT [mW] 188 27 60 128 600 40

Pload [dBm] 12 -2 -1 -7 4 -4

Resolution [bits] 12 10 9 12 14 12

f S [GS/s] 1.6/2.9 1.6 3 1.25 3/6 1.6

INL [LSB] 0.5 0.34 N/A 1.2 N/A N/A

DNL [LSB] 0.3 0.29 N/A 0.51 N/A N/A

SFDR|DC [dB] 74 74 61 75 84 74

SFDR|Nyq [dB] 52 50 53 66 57.5 70

Table 1.1 Performance comparison of most recently published CMOS DACs with
sampling frequencies in the GS/s range. Power consumption data are provided at the
maximum sampling frequency.

The main issue in the transmitter design is due to the full-duplex nature of
the 10GBASE-T standard, which implies the need for an effective cancellation
of the transmit signal and its echo components at the receiver side. This places
an extremely stringent requirement on the DAC linearity [7]. As an example,
in the design reported in [8] the required sampling frequency fS has been set
to 1.6 GS/s with a third order inter-modulation distortion (IM3) specification
of at least −70 dBc up to a signal frequency of 400 MHz and −60 dBc up to
800 MHz. A few state-of-the-art published designs can meet these linearity
requirements.

1.2 Performance survey of state-of-the-art DACs

The previous section pointed out the growing interest in applications requiring
CMOS DACs with sampling frequencies well-beyond 1 GS/s, medium-to-high
resolutions and high linearity up to the Nyquist frequency (fS/2). First of all,
it can be useful to have a look at the state-of-the-art in order to identify main
trends and limitations in DACs performances. To this purpose Tab. 1.1 pro-
vides a comparison of data and performances of the most recently published
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Figure 1.3 SFDR vs. input frequency for state-of-the-art DACs of Tab. 1.1.

CMOS Digital-to-Analog Converters with sampling frequencies in the GS/s
range. They are all implemented in a current-steering configuration, which is
the most commonly used in high frequency applications because of its inher-
ently high speed circuitry.

Although technology, resolution, sampling frequency, power and linearity
vary significantly among these designs, a closer analysis of data reveals two
important design trade-offs limiting state-of-the-art DACs performances. The
first one is between static (low-frequency) and dynamic (high-frequency) lin-
earity, while the second one between linearity and power efficiency.

1.2.1 Static vs. dynamic linearity trade-off

Looking at the linearity data, two interesting considerations can be made. First,
there is no apparently relationship between static linearity, expressed in terms
of Integral Non-Linearity (INL) and Differential Non-Linearity (DNL), and
dynamic linearity, measured by the SFDR at high frequency. If we consider
designs for which data are available, even though they present comparable
INL/DNL values, SFDR|Nyq substantially varies ranging from 50 dB in [9] to
66 dB in [11]. Obviously, SFDR is a preferable measure of DAC non-linearity,
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since INL and DNL do not account for dynamic effects degrading high fre-
quency performances.

Second and more important, all the designs exhibit a drastic reduction of
the Spurious-Free Dynamic Range as the input signal frequency moves from DC
(SFDR|DC) to Nyquist (SFDR|Nyq). This is highlighted in Fig. 1.3, where the
SFDR of the DACs of Tab. 1.1 are plotted as a function of the input frequency.
If compared to the others, the designs in [11] and [13] show a less evident
SFDR reduction (9 dB and 4 dB, respectively) but, as it will be discussed in
the next section, they suffer from a much worse power efficiency, due to the
implementation of the Return-to-Zero (RZ) technique.

These considerations reveal a trade-off between static and dynamic linearity
limiting performances of state-of-the-art DACs. In fact, the analysis of non-
linearity errors in current-steering circuit (Chapter 2) will show that optimizing
static accuracy will negatively impact on linearity at high frequency and vice-
versa.

1.2.2 Power vs. linearity trade-off

Linearity is not the only parameter that matters in evaluating DACs per-
formances. We have seen that the increasing demand for Digital-to-Analog
Converters to be implemented in large CMOS Systems-on-Chips requires low
power consumption and high efficiency. Tab. 1.1 includes data about output
current (Iload), power delivered to the load (Pload) and total power consump-
tion (PTOT). However, absolute power numbers do not provide a meaningful
comparison. For example the total power varies significantly, from 27 mW in
[9] to 600 mW in [13], including both the available power for the load and the
power dissipated in the DAC itself.

To make a comparison a useful figure is the DAC Normalized Power Effi-
ciency (NPE) introduced in [8]. It is defined as the ratio between the power
delivered to the load and the total power, normalized to the ideal efficiency of
a class-A stage:

NPE = Pload
0.25 · PTOT

. (1.3)

NPE of designs of Tab. 1.1 is displayed in Fig. 1.4, as a function of the SFDR at
the Nyquist frequency. Unfortunately, even in this case there is a considerable
dispersion of the values: the minimum efficiency is 1.25% in [11] while the maxi-
mum of 78.3% is achieved by [8]. Furthermore we cannot infer a straightforward
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Figure 1.4 NPE vs. SFDR at Nyquist for state-of-the-art DACs of Tab. 1.1.

relationship between NPE and linearity because SFDR|Nyq clearly depends on
the sampling frequency fS, which is not accounted for in the plot of Fig. 1.4.

Therefore, in order to make a meaningful comparison between DACs a
new Figure-of-Merit (FoM) must be defined including information about power
efficiency, dynamic linearity and absolute value of sampling frequency. On the
basis of these assumptions it can be defined as:

FoM = 2
SFDR|Nyq−1.76

6.02 · fS · NPE , (1.4)

which is measured in Hz.1 The first term of Eq. (1.4) is the linear dynamic
range limitation imposed by the SFDR at Nyquist, as obtained by applying
Eq. (1.1). In this way, assuming the SFDR inversely proportional to frequency,
the DAC FoM is by definition independent on the sampling frequency fS. A
much simpler expression can be obtained by calculating the FoM in dBHz:

FoM|dBHz = SFDR|Nyq +
[
fS · NPE

]
|dBHz , (1.5)

1The explanation of this FoM definition, along with its validity hypothesis and limitations,
will be provided in Chapter 2, after the analysis of non-linearity errors and power consumption
in current-steering DACs.
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Figure 1.5 FoM of state-of-the-art DACs of Tab. 1.1.

which clearly shows that, for a given constant FoM, the fS · NPE product (in
dBHz) linearly depends on SFDR|Nyq. In other words, as the SFDR increases
the fS · NPE term decreases and vice-versa.

On the basis of these considerations Fig. 1.5 shows
[
fS · NPE

]
|dBHz against

SFDR|Nyq, along with the lines corresponding to some constant FoM values.
The figure captures the main trends in state-of-the-art DACs. In general, given
a certain sampling frequency the high frequency linearity performances improve
only at the expanse of a lower power efficiency. This is the case of the two best
design reported in literature ([8] and [13]): even though they present extremely
different SFDR|Nyq and NPE values, they approximately achieve the same FoM
of about 231 dBHz revealing a substantial trade-off between dynamic linearity
and power efficiency.

1.3 Thesis aim

Aim of this thesis is the definition of new design methodologies and techniques
for the realization of high efficiency high performance Digital-to-Analog Con-
verters suitable for the integration in ultra-scaled CMOS technologies. The
essential objective is the development of new digital solutions allowing the
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advancement of state-of-the-art, by overcoming the fundamental trade-offs lim-
iting DACs performances.

In particular, the thesis core will be the introduction of a novel technique for
the linearization of the DAC static characteristic. Based on the extensive use
of digital adaptive filtering, this method cancels out static non-linearity errors
due to analog circuits impairments, allowing a design full-oriented at optimizing
dynamic performances. In this way the trade-off between low-frequency and
high frequency linearity can be overcome without sacrificing power efficiency.

Moreover, the fully digital implementation of the proposed linearization
technique especially fits into integration in nanometer CMOS processes, fur-
ther benefiting from technology scaling in terms of area and power consump-
tion. Transferring power from analog circuits to digital will be proven useful
in making compromise between efficiency and linearity less constraining.

Final target is the design and implementation of a 10-bit 2.5 GS/s DAC in
28 nm CMOS technology for application in the baseband section of a 60 GHz
transmitter.



Chapter 2

Non-Linearity Errors in
Current-Steering DACs

Contents
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Static non-linearity errors . . . . . . . . . . . . . . . 15

2.2.1 Random Mismatches . . . . . . . . . . . . . . . . . . 15
2.2.2 IR drop and gradients . . . . . . . . . . . . . . . . . 17
2.2.3 Output resistance . . . . . . . . . . . . . . . . . . . 18

2.3 Dynamic non-linearity errors . . . . . . . . . . . . . 21
2.3.1 Output impedance . . . . . . . . . . . . . . . . . . . 21
2.3.2 Switched capacitance . . . . . . . . . . . . . . . . . . 23
2.3.3 Switching transients and switch driver mismatch . . 25
2.3.4 Supply noise . . . . . . . . . . . . . . . . . . . . . . 27

2.4 FoM for Nyquist performance comparison . . . . . 29
2.4.1 SFDR at Nyquist frequency . . . . . . . . . . . . . . 29
2.4.2 Power efficiency . . . . . . . . . . . . . . . . . . . . . 32
2.4.3 Figure-of-Merit . . . . . . . . . . . . . . . . . . . . . 33

2.5 Overview of state-of-the-art DACs . . . . . . . . . . 33

2.1 Introduction

We have seen in the previous chapter that current-steering Digital-to-Analog
Converters are the most popular in high speed applications, where sampling
frequencies in the order of GS/s are required. Fundamentally, the current-
steering circuit fits into high speed operation because no high impedance nodes
are present. Furthermore, as a second advantage, it does not require any power
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Figure 2.1 Current-steering Digital-to-Analog Converter: (a) simplified model and
(b) circuit implementation.

hungry block, such as operational amplifiers or voltage buffers [4].

The conceptual model of an n-bit current-steering DAC converting an n-
bit digital input (bn−1bn−2 . . . b0) into an analog output signal (the differential
output voltage VOUT|diff = V +

OUT − V −
OUT) is shown in Fig. 2.1(a). It consists

of N = 2n − 1 ideally identical current cells, connected together to a low
impedance load (typically 50 Ω differential). Each current cell is realized by
means of a current source connected to a differential switch that directs the
unit current I, i.e. the Least-Significant Bit (LSB) current, either to positive
or negative output according to the control bit wi. The N control signals wi,
with i = 0, . . . , N − 1, are defined such that:

DIN =
n−1∑
i=0

bi · 2i =
N−1∑
i=0

wi , (2.1)

where DIN (0 ≤ DIN ≤ N − 1) is the equivalent integer value of the digital
input code. The way the n input bits bi map to the N control bits wi de-
fines the DAC coding configuration. As the segmentation level varies, a DAC
can be classified as binary-coded (no-segmented), thermometer-coded (fully-
segmented), or partially-segmented. As it will be clear in the following, the
choice of the segmentation level has a strong impact on DAC performances
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[14], [15].
A possible CMOS implementation of a current-steering DAC is shown in

Fig. 2.1(b), where the current source and the differential switch are realized by
an nMOS transistor biased at a constant gate voltage (VBIAS) and by an nMOS
differential pair, respectively. The operating point of all devices, when active,
must be guaranteed ins saturation region. The gates of switch transistors are
controlled by a latch driver which synchronizes the complementary control
signals d+

i and d−
i to the clock (CK). The overall differential output voltage

is given by:

VOUT|diff = V +
OUT − V −

OUT = IRL ·
N−1∑
i=0

(d+
i − d−

i ) . (2.2)

By defining the differential control signal di|diff = d+
i − d−

i as:

di|diff =

+1 if wi = 1
−1 if wi = 0

(2.3)

it follows that, in the ideal case, a linear relationship exists between the equiv-
alent differential integer input value DIN|diff (−(N − 1) ≤ DIN|diff ≤ N − 1)
and the output voltage:

VOUT|diff = IRL ·
N−1∑
i=0

di|diff = IRL · DIN|diff . (2.4)

More precisely, in the following discussion it will be useful to express VOUT|diff
as a function of the differential load resistance RL|diff = 2RL. The output
voltage becomes:

VOUT|diff = 1
2

· IRL|diff · DIN|diff . (2.5)

It is essential to highlight that Eq. (2.5) represents the DAC static characteristic
only, relating the stationary value of the output voltage (i.e. the DC value) to
the stationary value of the digital input code. In the ideal case this relationship
is perfectly linear. In practice, circuits errors and non-idealities (such as, for
instance, mismatches among current sources) will inevitably affect the static
transfer function, introducing non-linear distortion.

However, the static characteristic does not provide a complete description
of DAC operation. In fact, the overall DAC function is to convert a digital
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Figure 2.2 DAC operation: conversion from a digital discrete-time signal to an
analog continuous-time signal.

Static Errors

Dynamic Errors

Figure 2.3 Static and dynamic errors in DAC output waveform.

discrete-time input signal into an analog continuous-time output waveform [16].
In other words the DAC converts a samples sequence at the input into a series
of voltage (or current) pulses at the output. An example is depicted in Fig.
2.2 where the ideal Zero-Order Hold case is shown. Here the output pulse is a
rectangular shape with duration equal to the sampling period TS = 1/fS and
amplitude modulated by the input sample. It follows that, in practice, most of
the problems affecting DAC linearity are not related to the stationary output
values, but to the dynamic effects occurring at pulse to pulse transitions.

This becomes evident from Fig. 2.3, where static and dynamic errors are
highlighted for an hypothetical output waveform. While dynamic non-linearity
errors are related to signal transients, because they can be different for different
input transitions, static non-linearity errors become relevant at the end of each
sampling period, when the signal settles to its DC value. In particular, we will
demonstrate that dynamic non-linearity becomes more and more dominant
with respect to the static one as the signal frequency increases.

In the past a huge amount of literature has been published on DAC designs
focusing on analysis and optimization of static linearity [14]–[15], [17]–[22],
while only in recent years a growing interest in the minimization of dynamic
non-linearity errors for high performance high speed DACs has appeared [23]–
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[26], [8]–[13]. In this chapter we will analyze main sources of static and dynamic
non-linearity errors in current-steering DACs, revealing their dependencies on
frequency and circuit parameters. For the sake of simplicity, all considerations
will be referred to the example case of non-cascoded current cells. Anyway, all
the results we will provide, can be easily extended to cascoded configurations.
Finally a Figure-of-Merit will be introduced for the comparison of DAC high
frequency performances.

2.2 Static non-linearity errors

This section deals with non-linearity errors affecting the stationary value of the
output voltage (or current). Since they are frequency-independent, they will
dominate DAC linearity at low frequencies.

2.2.1 Random Mismatches

An upper limit to the DAC achievable linearity is set by current sources random
mismatches, due to the unavoidable statistical dispersion of process parameters
impacting on transistors sizes, threshold voltage, mobility, etc. As shown in
Fig. 2.4, each of the N generated currents of an n-bit DAC can be viewed as
the sum of the ideal LSB current (I) and a current error (∆Ii) that can be
modeled as a gaussian random variable with zero mean and process-dependent
standard deviation:

Ii = I + ∆Ii for i = 0, . . . , N − 1 . (2.6)

According to the Pelgrom model, the variance of the relative current variation
is given by [27]:

σ2
(∆I

I

)
= 1

WL
·
[
Aβ + 4

(VGS − VT)2 · AVT

]
, (2.7)
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Figure 2.5 Mismatch impact on static characteristic.

where WL represents the transistor area while Aβ and AVT are technology-
dependent parameters describing dispersion of the current factor β and the
threshold voltage VT, respectively. Eq. (2.7) indicates that, even in the case
of a proper choice of the overdrive voltage (VGS − VT), the current accuracy
improves only at the expanse of a larger transistor area.

The impact of mismatches on DAC linearity is depicted in Fig. 2.5, where
an example of real static characteristic is compared to the ideal one. Using the
real current values in place of I, Eq. (2.5) can be rewritten as:

VOUT|diff = 1
2

· IRL|diff · DIN|diff + 1
2

RL|diff ·
N−1∑
i=0

di|diff · ∆Ii . (2.8)

The second term of Eq. (2.8) represents the deviation of the real characteristic
from the ideal one and it is usually referred to as Integral Non-Linearity (INL).
It can be easily shown, after some calculations, that the standard deviation of
INL normalized to the voltage LSB (IRL|diff) is given by:

σINL =
√

2n − 1 · σ

(∆I

I

)
. (2.9)

This means that the deviation, and hence the maximum value, of the INL is in-
versely proportional to the square root of the area of current source transistors.
In particular, in order to meet the same INL requirement with a higher reso-
lution (n), a larger area must be used for current sources. Unfortunately, as it
will be demonstrated in section 2.3, the increased parasitic capacitance due to
larger transistors will have a worsening impact on high frequency linearity.

A second important static parameter is the Differential Non-Linearity (DNL),
which is defined as the deviation from an ideal one-LSB step between two sub-
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sequent output levels. The DNL normalized to the LSB is given by:

DNL =
1
2RL|diff · 2∆Ii

IRL|diff
= ∆Ii

I
(2.10)

and hence its standard deviation coincides to the unit current one:

σDNL = σ

(∆I

I

)
. (2.11)

The above derivation has implicitly assumed a thermometer-coded DAC. It
can be shown that using different segmentation levels would produce more
stringent requirements on current accuracy for a given DNL specification [15].
For example, in the binary-coded case σDNL equals the σINL expressed by Eq.
(2.9).

2.2.2 IR drop and gradients

Current accuracy is not only affected by random mismatches, but even by
systematic errors originating from process gradients (impacting on parameters
like, for instance, the oxide thickness), temperature gradients and supply volt-
age drops induced by routing network resistances. As an example, this last
issue is depicted in Fig. 2.6. Since the ground lines to the DAC cells carry cur-
rent, any asymmetry in the lines parasitic resistances will result in different IR
voltage drops, causing the individual gate-source voltages of different sources
to be unequal. As a consequence, deviations of the generated currents from
ideal values will degrade INL and DNL, similarly to what previously discussed
for random mismatches. To face the problem, wide power supply lines must be
used to lower the resistance. Furthermore, a binary tree configuration of the
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supply grid is essential, in order to guarantee the required symmetry.
For what concerns other gradients errors, a straightforward countermeasure

is to limit the overall DAC area, so as to reduce the distance between current
sources. Unfortunately, this is in contrast with the need to increase transistor
area to lower random mismatches. For this reason, techniques based on ap-
propriate switching schemes [18], calibration [22], [28] and randomization [26]
have been introduced in the past.

2.2.3 Output resistance

Even in a DAC made up of perfectly matched current sources, static non-
linearity can arise if the output resistance of current cells is finite, instead of
infinite as assumed in the ideal case. In fact, according to the digital input
code, more or less current sources are connected to the positive (V +

OUT) and to
the negative (V −

OUT) output nodes. Therefore, more or less finite current cell
output resistances are connected in parallel with the load resistor RL. This
means that the DAC total differential output resistance depends on the digital
input code. Furthermore, being the output voltage obtained by multiplication
of code-dependent current and output resistance, this produces distortion in
the output waveform [8], [29].

As a first step, to get a quantitative evaluation of the output resistance
non-linearity, let us represent every current cell by its Norton equivalent cir-
cuit. For the on-side (i.e. the side through which the current flows, being the
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Figure 2.8 Output resistance non-linearity: (a) ROUT|diff vs. input code and (b)
VOUT|diff vs. input code.

switch transistor on) the equivalent circuit is given by an ideal current source
I in parallel with a resistor Ron, while for the off-side it consists only of a re-
sistor Roff. Even though Roff could be reasonably neglected, this more general
representation will be proven useful in the following analysis of high-frequency
linearity. The resulting overall DAC circuit is drawn in Fig. 2.7, clearly showing
code-dependency of the resistances connected to positive and negative output
nodes.1

In order to calculate the differential output resistance ROUT|diff, it is ini-
tially convenient to use conductances instead of resistances:

G+
OUT = GL + N − DIN|diff

2
Gon + N + DIN|diff

2
Goff

G−
OUT = GL + N + DIN|diff

2
Gon + N − DIN|diff

2
Goff

(2.12)

where G+
OUT and G−

OUT stand for the overall conductance connected to V +
OUT

and V −
OUT, respectively. By defining Gsum = Gon + Goff and Gdiff = Gon − Goff,

we obtain:

ROUT|diff = 1
G+

OUT
+ 1

G−
OUT

= 8GL + 4NGsum
(2GL + NGsum)2 − D2

IN|diff · G2
diff

. (2.13)

Eq. (2.13) can be simplified under the hypothesis that Gsum ≪ 2GL/N , i.e.

1Hereinafter, for the sake of simplicity, we will approximate N − 1 with N , considering
−N ≤ DIN|diff ≤ N , instead of −(N − 1) ≤ DIN|diff ≤ (N − 1).
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Ron ≫ NRL/2 (neglecting Roff), which is easily verified. In this case it results:

ROUT|diff ≃ RL|diff ·
[
1 + R2

LD2
IN|diff

4∆R2

]
, (2.14)

in which ∆R is defined as the inverse of the difference between the on-side and
the off-side conductances:

∆R = 1
Gdiff

= 1
Gon − Goff

= 1
1

Ron
− 1

Roff

(2.15)

and it will be referred to as switching resistance [8]. Let us note that ∆R tends
to be equal to Ron, when Roff is sufficiently large to be neglected. Eq. (2.14)
indicates that the DAC output resistance depends quadratically on the digital
input code, as displayed in Fig. 2.8(a). In particular, the non-linearity term
of ROUT|diff is inversely proportional to the square of the switching resistance
∆R: as Ron tends to be large, in other words as Ron tends to be similar to
Roff, the output resistance tends to its ideal constant value RL|diff = 2RL, as
expected.

Substituting the expression of ROUT|diff in place of RL|diff in Eq. (2.5), we
get the overall output voltage:

VOUT|diff = 1
2

· NIRL|diff ·
[
x + N2R2

L
4∆R2 · x3

]
, (2.16)

where x = DIN|diff/N is the normalized digital input (−1 ≤ x ≤ 1). Eq.
(2.16) reveals that the output impedance non-linearity produces a third-order
harmonic distortion in the output differential voltage (see Fig. 2.8(b)) given
by:

HD3 =
[

NRL
4∆R

]2

. (2.17)

It follows that, for given resolution (N) and load resistance (RL), the only
way to reduce distortion is increasing the switching resistance. For instance,
in order to pull down HD3 below −80 dB for a 10-bit DAC with RL = 25 Ω
(RL|diff = 50 Ω), Ron > 640 kΩ is required. This can be quite easily achieved,
even for higher resolutions, by proper sizing of the transistors length or by
cascoding [8]. But, as it will be clear in the following, meeting the output
impedance specification at higher frequencies will become more difficult.



2.3 Dynamic non-linearity errors 21

VBIAS

d i
+

d i
-

Zoff

C0

CswCsw

Zon

Figure 2.9 Output impedance of the unit cell.

2.3 Dynamic non-linearity errors

This section deals with non-linearity errors arising from signal transients. Due
to their nature, they will dominate DAC linearity as the signal frequency in-
creases.

2.3.1 Output impedance

The non-linearity mechanism originating from the current cell finite output re-
sistance, that we introduced in section 2.2.3 for the stationary case, still holds
even for higher signal frequencies. More precisely, output impedance distor-
tion actually worsen as the signal frequency increases. In fact, as frequency
increases, the capacitive part of cell impedance starts to dominate over the
resistive one, further reducing the overall DAC differential output impedance.
On the basis of these considerations, the third-order distortion in the output
signal can be still described by Eq. (2.17), but with the module of the current
cell switching impedance ∆Z instead of the switching resistance [8]:

HD3 =
[

NRL
4|∆Z|

]2

. (2.18)

As a first step, to get the switching impedance ∆Z, the on-side and the off-
side output impedances of unit current cell must be calculated. To this purpose
let us refer to Fig. 2.9, in which circuit parasitic capacitances are included.
Csw stands for the gate drain overlap capacitance of switch transistors while
C0 accounts for both the drain capacitance of current source and the gate-
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Figure 2.10 (a) Equivalent circuit for calculation of the switching impedance and
(b) |∆Z| vs. frequency.

source capacitances of differential pair. Neglecting the drain resistance of the
off-switch, the output impedance of the off-side is simply given by:

Zoff = 1
sCsw

(2.19)

while, on the other side, Zon can be roughly viewed as the parallel of Csw and
the current source impedance amplified by the switch transistor voltage gain:

Zon = 1
sCsw

∥
[
gm,swrsw ·

(
r0 ∥ 1

sC0

)]
, (2.20)

in which gm,sw and rsw are the switch transconductance and drain resistance,
respectively, and r0 is the current source transistor output resistance.

Eq. (2.20), expressing Zon as the parallel of three terms, turns out to be
particularly useful to get the switching part of the output impedance. This
is shown in Fig. 2.10(a). Recalling the definition of ∆Z as the inverse of the
difference between on-side and off-side conductances (admittances in this case),
we can easily infer from Fig. 2.10(a) that the switching impedance consists of
the parallel of a switching resistance given by r0 amplified by the switch gain,
∆R = gm,swrswr0 (which we already considered in section 2.2.3), and a switch-
ing capacitance given by C0 reduced by the switch gain, ∆C = C0/gm,swrsw.
Therefore, the resulting expression of ∆Z is given by:

∆Z = gm,swrswr0
1 + sr0C0

(2.21)

and the corresponding Bode diagram is shown in Fig. 2.10(b).
As for frequencies f > f0 = 1/2πr0C0 the switching capacitance ∆C domi-
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nates over the resistive part, Eq. (2.18) becomes:

HD3 =
[

NRL · 2πf · ∆C

4

]2

, (2.22)

showing that third-order harmonic distortion degrades quadratically with sig-
nal frequency (for f > f0) and, even more important, with ∆C. Let us un-
derline once again that only the switching capacitance matters: any fixed ca-
pacitance (e.g. Csw in Fig. 2.9) does not contribute to distortion. Finally, Eq.
(2.22) reveals a substantial trade-off between low-frequency and high-frequency
linearity: in order to optimize dynamic performances ∆C must be minimized,
but, on the other hand, we have seen that the current source transistor area
must be enlarged, and hence ∆C must be increased, to improve static accu-
racy. As we will see in the following, output impedance is not the only source
of non-linearity contributing to this trade-off.

2.3.2 Switched capacitance

In addition to its effect on DAC output impedance at high-frequency, the unit
cell switching capacitance ∆C also degrades linearity by means of a second
mechanism, coming from the switching of current cells from one output node
to the other [9]. This phenomenon, which will be referred to as switched capaci-
tance non-linearity, is illustrated in Fig. 2.11(a). While the two off capacitances
remain fixed at respective output nodes, the switching part of the on capaci-
tance (i.e. ∆C) changes its voltage according to the digital input transitions.
Therefore a charge variation on the unit switching capacitance occurs. For in-
stance, when a cell switches from negative to positive output node, the charge
difference is given by:

∆Q = ∆C · V +
OUT − ∆C · V −

OUT = ∆C · VOUT|diff , (2.23)

and it can be provided only by a corresponding current ∆I, which is superim-
posed on the desired output current producing distortion.

From another point of view, the switched capacitance non-linearity can
be viewed as caused by variation in time of the total differential capacitance
connected to the output. We indeed know that current through a capacitor
can be produced by a variation in time of both the voltage and the capacitance
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Figure 2.11 (a) Switched capacitance effect and (b) equivalent circuit for calculation
of distortion.

values:

∆I = dQ

dt
= dCOUT|diff

dt
· VOUT|diff + COUT|diff · dVOUT|diff

dt
. (2.24)

The second term of Eq. (2.24) accounts for current through the capacitive
portion of the output impedance and its effect has been already evaluated in
section 2.3.1. On the other hand, the first term is the non-linear current due
to the switched capacitance effect.

For calculation of distortion, let us refer to the equivalent circuit of Fig.
2.11(b), where fixed capacitances, independent on input code, are neglected.
Under this assumption, the total differential capacitance is given by:

COUT|diff = N∆C

4
·
(
1 − x2

)
, (2.25)

in which, as above mentioned, x = DIN|diff/N is the normalized digital input.
Hence, the non-linear current is obtained by multiplying the time derivative of
Eq. (2.25) by the output voltage VOUT|diff = (1/2) · NIRL|diff · x:

∆I = −N2IRL|diff∆C

4
· x2 · dx

dt
. (2.26)

When a single-tone sine wave is applied, x = cos(2πft), a third-order distortion
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Figure 2.12 Third-order harmonic distortion as a function of frequency.

component appears leading to:

HD3 = NRL · 2πf · ∆C

4
. (2.27)

Interestingly, comparing Eq. (2.27) with Eq. (2.22), it can be noticed that
switched capacitance distortion is given by the same expression of output impe-
dance distortion, but without the square power. In this case distortion linearly
degrades, instead of quadratically, as signal frequency and switching capaci-
tance increase.

At this point two essential considerations can be made. First, because
of the dependency on ∆C, even the switched capacitance effect turns out to
contribute to the trade-off between static and dynamic linearity. Second, given
certain resolution and ∆C, a frequency value f∗ can be calculated, above
which the output impedance non-linearity starts to dominate over the switched
capacitance one:

f∗ = 4
2πNRL∆C

. (2.28)

This is shown in Fig. 2.12. For practical values of resolution and ∆C, f∗ is
often above the Nyquist frequency and then HD3 is limited by the switched
capacitance effect over the entire Nyquist bandwidth. For example, in a 10-bit
2.5 GS/s DAC this happens if ∆C < 19 fF, which can be easily achieved in
scaled CMOS technologies.

2.3.3 Switching transients and switch driver mismatch

We have presented so far two examples of dynamic non-linearity errors, the
output impedance distortion and the switched capacitance distortion, which
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Figure 2.13 (a) Switching transient error and (b) equivalent circuit for calculation
of distortion.

are intrinsically related to current-steering circuit topology. However, in ad-
dition to this kind of systematic non-linearity mechanisms, there is a class
of dynamic errors originating from mismatches among current cells and their
driving circuits. An example is given by the so-called switching transient error
represented in Fig. 2.13(a) [11], [30]. For every current cell that is switching,
the error comes from the different switching behavior of the transistor that
turns on with respect to the one turning off. In fact, this asymmetrical tran-
sient of the differential switch produces an unavoidable voltage fluctuation at
the common-source node and, hence, a charge variation on capacitance C0,i,
which is in general different for every i = 0, . . . , N . Once again, the charge
difference can be recovered only by a current spike superimposed to the output
current generating distortion. The total glitch in the output signal is the sum
of current spikes of all and only the switching cells.

On the basis of these considerations, the equivalent differential model for
the evaluation of switch transients effect is shown in Fig. 2.13(b), where ROUT|diff
and COUT|diff non-linearities are neglected for simplicity. For what concerns
the switching transient of each current cell, it is simply modeled by a delta-like
current source injecting charge into the load only at the switching instants
of the corresponding digital control signals di|diff[k]. It follows that the total



2.3 Dynamic non-linearity errors 27

glitch charge at the k-th sample transition is given by:

QOUT|diff =
N∑

i=0

1
4

·
[
di|diff[k] − di|diff[k − 1]

]
· ∆Qi , (2.29)

in which ∆Qi stands for the charge error of the i-cell and the factor 1/4 ac-
counts for both the term 1/2 due to differential mode representation and the
normalization factor of the difference di|diff[k] − di|diff[k − 1].

If we assume for a moment that all cells are identical, we obtain:

QOUT|diff = ∆Q

4
·
[
DIN|diff[k] − DIN|diff[k − 1]

]
≃ TS∆Q

4
· dDIN|diff

dt
. (2.30)

Eq. 2.30 reveals that in the ideal case the glitch area in the output current
is strictly proportional to the time derivative of digital input and, hence, to
the signal frequency. Furthermore, this means that if there were not mis-
matches then there would not be distortion [14]. Therefore, in practice, only
the presence of mismatches (random or systematic) makes the switch transients
produce a non-linear distortion that linearly degrades as frequency increases.

More in general, the validity of this analysis and modeling can be extended
to all mismatch-induced dynamic errors occurring at cell transitions, such as
switch charge-feedthrough, driver mismatch, etc. For instance, the effect of
relative deviations between different cells switching moments due to driver cir-
cuits impairments can be modeled in the same way as seen above for switching
transients. It is well known from literature that, in order to minimize distortion
due to driver mismatches, fast transition of driving signals and good matching
of driver devices are required [8]. Both of these countermeasures implicate an
increased power consumption, leading to an obvious trade-off between dynamic
linearity and power efficiency.

2.3.4 Supply noise

A fundamental phenomenon contributing to dynamic non-linearity in current
steering DACs is the supply noise due to parasitic inductive impedances of
both the internal supply distribution network and the IC package connections.
In general, this is a critical issue affecting all modern digital and analog mixed-
signal integrated circuits, in particular large SoCs which are made up for the
most part by switching CMOS digital circuits, characterized by extremely steep
currents absorption from power supply lines. The origin of supply noise is
indeed the L · di/dt voltage drop on supply, induced by dynamic variations
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Figure 2.14 Effetct of supply noise on switch driver delay and output voltage.

of currents absorbed by switching circuits. The generated voltage ripple can,
in turn, influence other sensitive analog circuits (such as PLLs, ADCs, DACs,
etc.) degrading their performances.

The impact of supply noise on current-steering DACs is shown in Fig. 2.14,
in which common supply voltage (VDD) and ground (VSS) for all circuits are
assumed.2 Aside from other possible digital circuits, not displayed in Fig. 2.14,
supply noise is mainly generated by CMOS latch drivers commutations. This
means that supply noise is correlated to the time derivative of DAC digital
input and, as a consequence, its magnitude increases with signal frequency.
Supply disturbances translate into distortion by two mechanisms. The first is
the code-dependent modulation of current cells switching instants, because in
turn the drivers delay depends on supply (VDD − VSS), while the second comes
from the finite Power Supply Rejection-Ratio (PSRR) of the output circuits.

Contrary to other sources of non-linearity we have previously shown, supply
noise can be in some way considered extrinsic to the DAC, since it is produced
by factors external to the DAC itself (e.g. supply parasitic impedances). At the
cost of a greater area and power consumption, supply-induced distortion can
be reduced by using proper decoupling capacitors [31], on-chip linear voltage
regulators [6] and flip-chip IC packages [8].

2In practical applications, the DAC load is usually external and hence the current cells
VDD is typically different from VDD of other circuits. Anyway, we can assume a unique power
supply without loss of generality.
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2.4 FoM for Nyquist performance comparison

In previous sections we went through a complete analysis of main sources of
static and dynamic distortion pointing out how much they differ from each
other in terms of dependency on factors like frequency, switching impedance,
device sizes, etc. This poses the problem of how we can get a fair comparison
between different DACs. We indeed can not compare various DACs only on the
basis of a single performance parameter, like for instance the SFDR, because
they can be extremely different regarding some other aspects (e.g. sampling
frequency, power efficiency, output swing, etc.). Therefore, the only way to
obtain a true comparison is defining a Figure-of-Merit (FoM) accounting for,
at the same time, all the main DAC performance metrics.

Unfortunately, none of DAC FoM definitions reported in literature can
completely capture DAC performances, in particular at high frequency, each
of them privileging one aspect over the others [9]. For this reason we propose
in this section a new DAC FoM definition, especially suited for comparison
of Nyquist performances of CMOS current-steering DACs with sampling fre-
quency in the GS/s range. To this purpose, as a first step, DAC performance
metrics (SFDR|Nyq and power efficiency in our case) must be mapped to phys-
ical parameters of circuit devices in order to bring out fundamental trade-offs.

2.4.1 SFDR at Nyquist frequency

Fig. 2.15 shows the generic DAC SFDR trend as a function of input signal
frequency, as it resulted from analysis of static and dynamic non-linearity er-
rors of section 2.2 and 2.3, respectively. Low-frequency linearity is typically
limited by static mismatches among current sources and SFDR is constant.
Then, as signal frequency increases, SFDR starts to drop with a −20 dB/dec
slope, because of those dynamic errors which linearly depends on frequency, i.e.
switched capacitance effect, switching transients, driver mismatch and supply
noise. Finally, for f > f∗ (let us refer to Eq. (2.28)) output impedance distor-
tion is dominant over other effects and SFDR goes with a −40 dB/dec roll-off.
Since we are interested in a FoM describing performances at Nyquist frequency
(fS/2), we have inevitably to make a choice on the basis of some arbitrary hy-
pothesis. For what seen in section 2.3.2, the most reasonable assumption is to
consider a Nyquist frequency well below f∗ and, hence, SFDR|Nyq limited by
the switched capacitance effect.3

3We are implicitly assuming that mismatch-induced dynamic errors are non-dominant.
This is in practice a reasonable hypothesis proved by circuit simulations.
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Figure 2.15 SFDR vs. frequency.

On the basis of these considerations HD3|Nyq is given by Eq. (2.27), where
the switched capacitance can be expressed as the sum of two terms, due to the
switch gate-source capacitance Cgs,sw and the current source drain capacitance
Cd,gen, respectively:

∆C = C0
gm,swrsw

= Cgs,sw
gm,swrsw

+ Cd,gen
gm,swrsw

. (2.31)

Although the simple transistor square-law model is not very accurate for ultra-
scaled technologies, it is still adequate to derive simple fundamental relations.
Therefore, remembering the expression of transistor gain (gmr0 = 2αL/Vov)
and current (I = (1/2)µnCox(W/L)V 2

ov), after some calculations, the first term
fo Eq. (2.31) can be rewritten as:

Cgs,sw
gm,swrsw

∝ Lsw
Vov,sw

· I , (2.32)

highlighting that the contribution of Cgs,sw to the switched capacitance, given
a fixed LSB current I, can be minimized by reducing the switch length and by
increasing its overdrive voltage Vov,sw. For what concerns the second term of
Eq. (2.31), Cd,gen is proportional to the transistor width Wgen, which in turn
depends on current and, indirectly, on Vov,sw and switch gate driving voltage
Vdriv, since transistor operation must be ensured in saturation region. Vdriv
corresponds to the driver supply voltage and it can be in general different from
the current cells supply voltage VDD. After a few steps we obtain:

Cd,gen
gm,swrsw

∝ LgenVov,sw
Lsw(Vdriv − VT − Vov,sw)2 · I . (2.33)
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Fig. 2.16 shows the two contributions of switching capacitance, for a given LSB
current I, as a function of the switch overdrive voltage, suggesting that once
having chosen Lgen and Lsw on the basis of matching and output resistance
considerations, an optimum value of Vov,sw exists, that minimizes ∆C and
hence distortion. Being both contributions directly proportional to current,
we can write:

∆Copt = ∆C∗
opt · I , (2.34)

In which ∆C∗
opt is the optimum switching capacitance per unit of current and

it is substantially determined only by process and DAC static linearity require-
ments.

At this point, remembering that according to the model of Eq. (2.5), the
peak-to-peak differential output voltage swing can be expressed as:

VOUT|pp
diff = NIRL|diff , (2.35)

we can calculate the SFDR at Nyquist frequency. Substituting Eq. (2.34) in
Eq. (2.27) and rearranging the expression by using Eq. (2.35), we obtain:

SFDR|Nyq = 8
π∆C∗

opt
· 1

VOUT|pp
diff

· 1
fS

. (2.36)

Interestingly, Eq. (2.36) indicates that in an optimally designed DAC limited
by the switched capacitance effect, the SFDR at Nyquist inversely depends on
both the maximum output swing and the sampling frequency.
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2.4.2 Power efficiency

The second most important DAC performance measure is the power efficiency
as defined by Eq. (1.3) in Chapter 1. To get the relationship between DAC total
power consumption and circuit parameters, we can distinguish two separate
contributions: the current cells power Pcell and the driver circuits power Pdriv.
The first term is independent on frequency, but related to the desired output
voltage:

Pcell = NIVDD = VOUT|pp
diff

RL|diff
· VDD , (2.37)

while the second, in the case of a CMOS implementation, is strictly propor-
tional to f . Under the practical assumption of a tapered design of driver
circuits, we can approximate Pdriv as mainly determined by the last driver
circuits, interfacing with current cells [9]:

Pdriv = N
(
Cg,swV 2

driv
)

· fS
2

= L2
swV 2

driv
µnV 2

ov,sw
· VOUT|pp

diff
RL|diff

· fS (2.38)

where Vdriv stands for the driver supply voltage and the maximum switching
frequency has been considered (fS/2).

Comparing Eq. (2.38) and (2.37), it is straightforward to notice that current
cells power consumption dominates over the drivers one if sampling frequency
is not too high (and, even more important, regardless of VOUT|pp

diff):

fS <
µnV 2

ov,sw
L2

swV 2
driv

· VDD . (2.39)

As an example, in a 28 nm CMOS DAC with Vdriv = VDD = 1 V (µn =
120 µA/V2), the use of Lsw = 30 nm and Vov,sw = 200 mV guarantees that
power consumption is dominated by current cells for sampling frequencies
fS < 5.3 GS/s, which is a very high limit for practical applications. It fol-
lows that in general we can roughly approximate PTOT with Pcell. Hence, the
Normalized Power Efficiency simplifies to the simple ratio between differential
output swing and current cells supply voltage:

NPE = Pload
0.25 · PTOT

= VOUT|pp
diff

VDD
. (2.40)
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2.4.3 Figure-of-Merit

After having analyzed the relationship between DAC parameters and perfor-
mance metrics we can easily define a proper Figure-of-Merit. In order to be
a meaningful number, FoM must be independent on fS and VOUT|pp

diff, so that,
given a certain DAC, it remains the same even for different operating condi-
tions.

Since we have seen that SFDR|Nyq inversely depends on both sampling
frequency and output swing, while NPE is directly proportional to VOUT|pp

diff,
we can define the FoM as the product between SFDR|Nyq and NPE multiplied
by the sampling frequency fS. Combining Eq. (2.36) with Eq. (2.40), it results:

FoM = SFDR|Nyq · fS · NPE = 8
π∆C∗

optVDD
, (2.41)

which is measured in Hz. Let us note that we used here the SFDR linear
expression of Eq. (2.36). Using SFDR|Nyq measured in dB, FoM definition
must be rewritten as:

FoM = 2
SFDR|Nyq−1.76

6.02 · fS · NPE . (2.42)

Looking at FoM expression given by Eq. (2.41), two essential considerations
can be made. First, under the hypothesis of linearity limited by switched
capacitance effect and power consumption dominated by current cells, FoM
effectively describes Nyquist performances depending only on process-related
parameters, ∆C∗

opt and VDD, as desired. Second, Eq. (2.41) clearly demon-
strates that in order to improve a DAC FoM, both the switching capacitance
per unit of current (∆C∗

opt) and supply voltage (VDD) must be minimized.
This last consideration constitutes the fundamental motivation of the DAC

design methodology we will present in Chapter 4, based on the use of a new
digital adaptive technique allowing, at the same time, the linearization of static
characteristic and the minimization of unit cell switching capacitance, even
with the low supply voltage needed in ultra-scaled CMOS technologies.

2.5 Overview of state-of-the-art DACs

We are able now to carry out a brief overview of state-of-the-art DACs, focusing
on main design solutions and techniques aimed at improving high-frequency
performances, which have been published in recent literature. We will limit
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our analysis to the newest CMOS DACs with sampling frequencies in the GS/s
range, whose performances have been already discussed in Chapter 1.

We can identify different classes of design styles and methodologies, all of
them oriented at dynamic performance optimization. A first one is the class of
DACs which make use of various types of cascoded current cells in the attempt
to reduce the switching capacitance seen at the output [8], [9]. The most
important example is given by the design presented in [8], whose current cell
circuit is shown in Fig. 2.17. By adding local cascodes on top of the switches,
with an always on biasing, the original switching capacitance is further divided
by an additional transistor gain. Notice that this would not still hold without
small currents preventing the cascodes switching off. The DAC achieves a high
output swing of 2.5 Vpp while requiring a 2.5 V current cells voltage supply
(because of the four stacked transistors), resulting in a FoM of about 232 dBHz.

Interestingly, the totally alternative approach presented in [10] demon-
strates the benefit of using a minimal non-cascoded current cell consisting of
near-minimum sized transistors in scaled low-voltage technologies. The DAC,
implemented in 65 nm CMOS, achieves a 50 dB SFDR at Nyquist with a 1.2 V
power supply, leading to a FoM ≃ 221 dBHz.

In [12] high-frequency performances are improved by implementing the so-
called quad-switch architecture, already proposed by [24], whose fundamental
concept is illustrated in Fig. 2.18. In this configuration the current cell makes
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use of two pairs of differential switches instead of one, which are alternatively
activated at each sampling period, so that to create a transient even when there
is no current switching (i.e. commutation of control bits). In this way some
of the mismatch-induced dynamic errors, like the switching transients, are no
longer code-dependent producing noise instead of distortion. However, output
impedance and switched capacitance errors still remain limiting high-frequency
linearity, as evident from the SFDR vs. frequency plot of Fig. 1.3 in Chapter
1. Although the good linearity, the DAC FoM is limited to 220 dBHz, mainly
because of the high power consumption (600 mW).

Finally, another emerging class is that of DACs which make use of Return-
to-Zero (RZ) pulses at the output in combination with a randomization tech-
nique of the current cells selection [11], [13]. All these designs are based on the
essential concepts presented in [26]: since the RZ pulses technique eliminates
the inter-symbol interference between successive DAC samples the dynamic
non-linearity errors are related to the digital input code, instead of its time
derivative. Furthermore, by using a randomization technique, like for instance
the well known Dynamic Element Matching (DEM), all the mismatch-induced
errors, both static and dynamic, can be scrambled. Main drawback of this
approach is its inherently low power efficiency in the first Nyquist bandwidth,
as evident from the conceptual comparison between NRZ and RZ pulses in
Fig. 2.19. As an example, the design reported in [13] don not reach the best
Figure-of-Merit (FoM = 231 dBHz), even though the excellent linearity, just
because the very low NPE.
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3.1 Introduction

The growing complexity of modern CMOS Systems-on-Chips for communica-
tions is posing critical limitations on design and simulation capabilities of such
systems. To overcome these issues, a design methodology based on the exten-
sive use of behavioral models of analog and mixed-signal circuits is becoming
more and more essential for both top-down and bottom-up design approaches.
In the former case, behavioral modeling allows the translation of high-level sys-
tem specifications into requirements for building blocks circuits, while in the
latter, by implementing extracted circuit parameters in behavioral models, a
fast verification of system performance can be done.

Obviously, this is true even for Digital-to-Analog Converters and some ex-
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amples of current-steering DAC models have been reported in literature [32],
[33]. In our case in particular, an extremely accurate and, at the same time,
simple DAC behavioral model accounting for all non-linearity mechanisms is
further needed in order to develop, simulate and implement the digital adaptive
linearization technique we will present in detail in Chapter 4.

After having analyzed in the previous chapter the main sources of static
and dynamic distortion, it is straightforward now to get a DAC behavioral
model which includes all non-linearity effects. To this purpose, looking at the
summary scheme of Fig. 3.1, we can make same simple considerations.1 First of
all, a clear distinction exists between systematic errors, depending only on cell
switching resistance ∆R and switching capacitance ∆C, and mismatch induced
errors (highlighted in gray in Fig. 3.1), which are intrinsically related to static
and dynamic mismatches among current cells. As a second observation, we
can notice that the combination of (static) output resistance and (dynamic)
output capacitance effects is what we have indicated so far as output impedance,

1For what seen in section 2.3.4, we can assume to be able to reduce supply noise to any
arbitrary level by means of proper countermeasures. For this reason, we will neglect supply
noise in the following discussion.
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Figure 3.3 Current and voltage waveforms in DAC behavioral model.

that can be modeled as a non-linear first-order transfer function operating the
conversion from output current to output voltage (see section 2.3.1). Therefore,
in other words, we can distinguish between errors impacting on the output
current generation (static and dynamic mismatch, switched capacitance) and
errors affecting current-to-voltage conversion (output impedance).

All these preliminary considerations lead to the conceptual DAC behav-
ioral model depicted in Fig. 3.2. The digital encoder performs the transfor-
mation from the digital input code, represented by its equivalent integer value
DIN|diff[k], to the N control signals di|diff[k] with i = 0, . . . , N − 1. Then, the
conversion from discrete-time control bits to continuous-time output current is
carried out by two paths in parallel: the static current model, which generates
a current given by the superposition of ideal value and static mismatches, and
the dynamic current model, accounting for dynamic mismatch-induced errors
(switching transients, driver mismatch, etc.) and switched capacitance effect.
Finally, the output impedance model operates the conversion from the resulting
current to the output voltage VOUT|diff(t).

The fundamental difference between static and dynamic current models
lies in the respective output current waveforms. For each sample, while the
static current is constant over the entire period TS, the dynamic component
can be modeled as a delta-like current injecting charge into the load only at the
occurrence of commutations of the current cells digital control signals, as al-
ready explained in section 2.3.3. This is highlighted in Fig. 3.3, where current
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Figure 3.4 Modeling of mismatch-induced static errors.

(ISTAT|diff(t), IDYN|diff(t)) and voltage (VSTAT|diff(t), VDYN|diff(t)) waveforms
are shown distinguishing static and dynamic components. The Dirac-delta
current approximation is justified because, in practice, actual glitches are ex-
tremely short if compared to the sampling period. Furthermore, it can be
demonstrated that impact on the output spectrum mainly depends on the area
of dynamic current, i.e. the charge injected, rather than on its shape [34], [35].

After discussing theoretical aspects, in this chapter we will introduce an
accurate discrete-time DAC behavioral model suitable for the implementation
in Matlab environment. The effectiveness of the proposed approach will be
proved by comparing behavioral simulation against circuit simulation results.

3.2 Static current model

As anticipated in the previous section, the static current model operates the
conversion from the discrete-time digital control signals di|diff[k] to the con-
tinuous-time static output current ISTAT|diff(t). For each sample, the static
current depends only on the present value of the digital input code and it can
be considered as given by the sum of the ideal current (i.e. the desired current
without any errors) and the static, both random and systematic, mismatches
among the cells. For this reason, contrary to the dynamic counterpart, the
static model generates a Zero-Order Hold current that is constant over each
sampling period TS.

3.2.1 Mismatch-induced static errors

The static current model is simply built by placing in parallel N − 1 single cur-
rent cell sub-models, replicating in this way the current-steering circuit topol-
ogy. As shown in Fig. 3.4, in each current cell the discrete-to-continuous time
conversion is performed by the Zero-Order Hold block (ZOH), which maintains
its input value (+1 or −1) for a sampling period time interval at the output.
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Figure 3.5 Simulation of static mismatch errors.

Then the generation of the output differential current of every i-th cell is ob-
tained by the cascade of two gains. The first, Gstat,i, stands for the normalized
static gain accounting for both ideal and mismatch values:

Gstat,i = Gideal,i ·
(
1 + εstat,i

)
, (3.1)

where Gideal,i is the ideal normalized gain (equal to 1 in a fully thermometric
configuration, but to a power of two in a more general case), while εstat,i is
the relative static error resulting from combination of systematic and random
effects. The successive multiplications by the LSB current I and the 1/2 factor
operate the conversion to current and to differential mode, respectively. Finally,
the overall static output current is obtained by summing all the currents coming
from the N cells:

ISTAT|diff(t) = 1
2

I
N−1∑
i=0

di|diff[k] · Gstat,i for kTS ≤ t < (k + 1)TS . (3.2)

In a top-down design approach, the relative mismatch values εstat,i can be
determined upon some preliminary assumptions on, for instance, technology
matching parameters, process variations, estimations of systematic error, etc.
On the other hand, in a bottom-up perspective, mismatches can be extracted
by circuit simulations. The setup for simulating a current cell static error is
shown in Fig. 3.5, along with the diagram of corresponding currents over an
interval TS. Referring to charge instead of current (for consistency with the
following discussion about the dynamic current model), the relative mismatch
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can be expressed as:

εstat,i = Qstat,i − Qideal,i
Qideal,i

. (3.3)

Repeating the same simulation over a great number of samples (i.e. running
a Monte-Carlo simulation), we can get an estimation of the mean value and
the standard deviation of εstat,i, which in turn have to be implemented in the
static current model, to get a fair DAC representation.

3.3 Dynamic current model

The delta-like currents of the dynamic model are generated only at the occur-
rences of switchings in the digital control signals. For this reason, contrary
to the stationary case, the dynamic component of each current cell can be
modeled as related to the differentiation between the present and the previous
values of the corresponding control signal:

∆di|diff[k] = di|diff[k] − di|diff[k − 1] . (3.4)

This correctly means that dynamic errors at DAC output would be null in
presence of a constant digital input. In practice, we have seen that distortion
is determined by the combination of dynamic mismatches and switched capac-
itance effect. This is depicted in Fig. 3.6, where the dynamic current model is
realized by the parallel of two paths (implementing mismatch-induced errors
and switched capacitance effect, respectively), fed by the N differentiation sig-
nals ∆di|diff[k].

3.3.1 Mismatch-induced dynamic errors

Modeling of dynamic mismatches is substantially analogous to that of static
current model, except for some simple differences. First of all, as shown in
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Figure 3.7 Modeling of mismatch-induced dynamic errors.

Fig. 3.7, the discrete-to-continuous time conversion in the i-th cell is achieved
by means of a Dirac-delta shaper, which receives as input the differentiation
signal ∆di|diff[k]. The impulse area, i.e. the charge injected into the output, is
obtained by multiplication by the normalized dynamic gain:

Gdyn,i = Gideal,i · εdyn,i , (3.5)

followed by the gain Q = ITS (i.e. the LSB charge injected by a current I

over a sampling period) and the scaling factor 1/4, which accounts for both
differential mode representation and normalization of ∆di|diff[k]. Summing all
the N dynamic currents, we obtain:

IDYN|diff(t) = 1
4

Qδ(t − kTS)
N−1∑
i=0

∆di|diff[k] · Gdyn,i , (3.6)

which is consistent with the analysis drawn in section 2.3.3 in Chapter 2.
The extraction of relative dynamic mismatches εdyn,i can be performed

by the simulation setup displayed in Fig. 3.8, in which all the error sources
(e.g. switching transients, driver mismatch, etc.) are included. A complete
switching transient is simulated over a sampling period TS in such a way that
the time integral of the ideal waveform is zero. Hence, the dynamic charge error
Qdyn,i can be directly obtained by integrating the difference between positive
and negative currents Idyn(t) = I+

out(t) − I−
out(t). Then, we can get the relative

dynamic error by normalizing to the ideal charge that would result from a
constant current (as defined in the static case):

εdyn,i = Qdyn,i

Qideal,i
. (3.7)

Once again, in order to estimate mean and standard deviation values of εdyn,i

to be implemented in the dynamic current model, a Monte-Carlo simulation is
needed.
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3.3.2 Switched capacitance

Modeling of switched capacitance effect can be achieved by remembering the
physical mechanism underlying distortion. We have seen in the previous chap-
ter that the switched capacitance non-linearity is caused by charge variations
due to switchings of unit current cells (and hence of their corresponding ∆C)
from one output node to the other. The fundamental observation to model
this effect is that the polarity of charge injected into the load does not depend
on the digital input, but only on the differential output voltage. To explain
this assertion, let us focus on the contribution of the single i-th unit cell. If the
differentiation signal is positive (∆di|diff = +1), ∆C switches from negative to
positive output node, resulting in a charge:

+∆C ·
(
V +

OUT − V −
OUT

)
= +∆C · VOUT|diff . (3.8)

On the contrary, the commutation in the opposite direction (∆di|diff = −1)
produces:

−∆C ·
(
V −

OUT − V +
OUT

)
= +∆C · VOUT|diff . (3.9)

Comparison between Eq. (3.8) and (3.9) effectively shows that the sign of
differentiation signals does not impact on distortion charge, which only depends
on VOUT|diff. This is the cause of the third-order non-linearity we calculated
in section 2.3.2.

On the basis of this consideration, the switched capacitance model must
incorporate two essential features. First, a block calculating the absolute value
of ∆di|diff[k] is needed, so that to eliminate dependency on its sign. Second,
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Figure 3.9 Modeling of switched capacitance effect.

a feedback path must be implemented, bringing back the DAC output sig-
nal VOUT|diff (sampled at the corresponding kTS time instant) to the input of
switched capacitance model. This is shown in Fig. 3.9. Once again, in every
current cell sub-model the continuous-time waveform is obtained by an impulse
shaper, while the amplitude is determined by the product between ∆C, which
can be extracted by circuit simulations, and VOUT|diff. Finally, 1/4 scaling
factor is needed for compliance with the differential mode representation.

3.4 Output impedance model

The conversion from the overall output current IOUT|diff(t) = ISTAT|diff(t) +
IDYN|diff(t) to the differential output voltage VOUT|diff(t) is operated by the
output impedance model, which has to account for both the non-linear part
(due to current cell switching resistance and capacitance, ∆R and ∆C) and
the fixed load components (RL and CL) contributing to limit the DAC output
bandwidth. The simplest way to model such output impedance is by means of
a non-linear first-order transfer function ZOUT|diff(s) defined as:

ZOUT|diff(s) = ROUT|diff[k]
1 + sROUT|diff[k]COUT|diff[k]

, (3.10)

in which the constituent parameters ROUT|diff[k] and COUT|diff[k] depend on
the digital input code DIN|diff[k] and, hence, they can vary from one sample k

to the other. This is depicted in the conceptual diagram of Fig. 3.10.
We can calculate ROUT|diff[k] and COUT|diff[k] simply on the basis of the

considerations on output impedance we carried out in Chapter 2. The differ-
ential output resistance is given by the sum of overall conductances connected
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Figure 3.10 Conceptual diagram of the output impedance model.

to positive and negative output nodes:

G+
OUT[k] = GL + N − DIN|diff[k]

2
· ∆G

G−
OUT[k] = GL + N + DIN|diff[k]

2
· ∆G

(3.11)

in which the current cell Roff has been neglected, leading to ∆R = Ron. On
the other hand, the differential output capacitance is obtained by the parallel
of positive and negative output contributions:

C+
OUT[k] = CL + N − DIN|diff[k]

2
· ∆C

C−
OUT[k] = CL + N + DIN|diff[k]

2
· ∆C

(3.12)

where CL includes both the external load capacitance and the sum of all the
cells parasitic off components (Coff). Notice that, in order to build this model,
we have to extract from circuit simulations only four parameters: ∆R, ∆C, RL
and CL.

3.5 Matlab implementation

We have introduced so far a DAC behavioral model describing the transforma-
tion from the discrete-time digital input code DIN|diff[k] to the continuous-time
output voltage VOUT|diff(t). However, in order to make this model suitable for
implementation in Matlab environment, an additional step is required. Indeed,
to be able to exploit speed and efficiency of Matlab simulations, a fixed-step
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Figure 3.11 Discrete-time oversampled DAC model.

discrete-time DAC model is needed.
The most straightforward way to get it simply consists in translating the

continuous-time model into an oversampled discrete-time one, as displayed
in Fig. 3.11. The interface between the (external) TS time-domain and the
DAC TS/Nover time-domain is operated by a Zero-Order Hold interpolation
filter (the Nover up-sampler in Fig. 3.11), which maintains its input values
di|diff[k] for Nover samples at the output. Although in a discrete-time way, this
architecture still allows a correct model of DAC dynamic output current and
voltage waveforms.

Two simple modifications have to be applied to static and dynamic current
models, so as to be consistent with the oversampled configuration. First, the
blocks operating the discrete-to-continuous time conversion (i.e. the Zero-Order
Hold in the static model and the delta shaper in the dynamic ones) must be
eliminated because of the presence of the Nover up-sampler in Fig. 3.11. Second,
the gain Nover/TS must be added to the dynamic path, for both mismatch-
induced errors and switched capacitance effect, as highlighted in Fig. 3.11.
This can be easily explained considering operation in the oversampled time-
domain: as the differentiation of di|diff[k] generates pulses with an equivalent
finite duration (TS/Nover), to keep unchanged the injected dynamic charge we
have to multiply pulses by the scaling factor Nover/TS (obtaining in this way
current pulses). Let us notice that this is not required on the static path, since
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Figure 3.12 Output spectra obtained by Matlab simulations: (a) low-frequency
input (fIN = 100 MHz) and (b) high-frequency input (fIN = 1.1 GHz).

it already calculates output current instead of charge.
Finally, the oversampled time-domain allows the output impedance model

to be implemented by means of a first-order low-pass IIR filter, whose param-
eters are dependent on the digital input, as previously described. Designed
using the bilinear transformation technique [36], the filter guarantees a faithful
representation under the hypothesis that the oversampled frequency NoverfS is
sufficiently higher than that of filter singularities, which is easily verified, in
this case, with a proper choice of Nover.

3.6 Simulation results

The proposed discrete-time DAC behavioral model has been implemented and
simulated in Matlab environment in order to demonstrate its effectiveness in
describing real DAC linearity performances over the entire Nyquist bandwidth.
To this purpose, we will refer to the behavioral model of the 10-bit 2.5 GS/s
28 nm CMOS DAC design we will present in Chapter 5. The DAC is realized
according to a segmented configuration, in which a coarse thermometer-coded
section with the 4 Most-Significant Bits (MSBs) is combined with a fine binary-
coded section with the 6 Least-Significant Bits (LSBs). Model parameters (in
terms of mean value and standard deviation of static and dynamic mismatches,
unit cell switching resistance ∆R and capacitance ∆C) have been extracted by
circuit simulations, while an oversampling factor Nover = 100 has been used.
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Figure 3.13 Output spectra obtained by Matlab simulations when only dynamic
errors are accounted for: (a) low-frequency input (fIN = 100 MHz) and (b) high-
frequency input (fIN = 1.1 GHz).

First of all, in order to get a measure of DAC linearity, the output spectrum
in the case of a one-tone test has been simulated in Matlab. As an example, Fig.
3.12(a) and (b) show the normalized Power Spectral Density (PSD) of DAC
output with a full-scale 100 MHz and 1.1 GHz sinusoid signal at the input,
respectively.2 The SFDR is approximately constant in both cases. It goes
from 52 dB for fIN = 100 MHz to 51 dB for fIN = 1.1 GHz, suggesting that
distortion is dominated in this design by static effects, which are independent
on frequency. When mismatch-induced static errors are disabled, the output
spectra become as depicted in Fig. 3.13(a) and (b). The limitation posed
by the only dynamic errors allows the SFDR to increase up to 78 dB and
66 dB at 100 MHz and 1.1 GHz, respectively, revealing that a technique able
to cancel out only static non-linearity would be effective even in improving
high-frequency performances. This is the fundamental motivation underlying
the digital linearization technique we will propose in the next chapter.

In order to verify the accuracy of the proposed DAC model, a comparison
with circuit simulations is needed. Fig. 3.14 shows the SFDR (as a function
of input frequency fIN) obtained by Matlab simulations (black plot), com-
pared with that one resulting from circuit simulations (gray plot). The error
of Matlab model remains below just 3 dB and it has to be attributed to the
unavoidable differences between extractions of random mismatches in the two

2As it will be discussed further in details in Chapter 5, the full-scale DAC output swing
is approximately 500 mV (Vlsb = 500 µV), with power supply VDD = 1 V.
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Figure 3.14 SFDR vs. input frequency: comparison between Matlab simulations
(black plot) and circuit simulations (gray plot).
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Figure 3.15 SFDR vs. input frequency when only dynamic errors are accounted for:
comparison between Matlab simulations (black plot) and circuit simulations (gray
plot).
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simulations, confirming the reliability of the proposed modeling approach. This
is further verified in Fig. 3.15, where the same comparison is shown in the case
of only dynamic non-linearity errors accounted for. The SFDR trend follows
the 1/f degradation we found out in Chapter 2 confirming, at the same time,
the Matlab model accuracy once again (except for very low frequencies, where
the error is about 5 dB).
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Digital Adaptive Cancellation
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4.1 Motivation

We have seen so far that high-speed current-steering DACs performances are
substantially limited by two fundamental trade-offs. While the first one be-
tween static (low-frequency) and dynamic (high-frequency) linearity is related
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Figure 4.1 SFDR vs. input frequency resulting from Matlab behavioral simulations.
Comparison between an high-accuracy DAC (red plot), a low-accuracy DAC (green
plot) and a low-accuracy DAC with static non-linearity errors disabled (blue plot).

to the switching capacitance ∆C of the unit current cell, the second one be-
tween high-frequency linearity and power efficiency requires the minimization
of the supply voltage VDD.

This is well described by the DAC behavioral model we introduced in Chap-
ter 3. As an example, Fig. 4.1 shows the DAC SFDR as a function of input
frequency resulting from Matlab simulations for three different alternatives.
All of them make use of a non-cascoded current cell so as to meet the low
supply voltage requirement for power efficiency.

First of all, a DAC designed for high static accuracy has been simulated
(red plot), which achieves an SFDR of about 70 dB at DC. Unfortunately, the
large current source area used for static matching (σ(∆I/I) = 1%) also im-
plicates a large switching capacitance producing a fast degradation of spectral
performances (SFDR below 45 dB for fIN > 900 MHz). On the contrary, a low-
accuracy DAC (green plot in Fig. 4.1) designed to achieve a poor matching
between current sources (σ(∆I/I) = 15%) can benefit from a smaller switch-
ing capacitance at high frequencies. The resulting SFDR ≃ 50 dB is almost
constant over the entire Nyquist bandwidth, suggesting that dynamic errors
are pulled down below the static ones. It follows that if we were able to cancel,
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in some way, the static non-linearity in a low-accuracy DAC, then we would
get much better high-frequency performances. This is confirmed by the blue
plot in Fig. 4.1, representing the SFDR obtained by the low-accuracy DAC
when model static non-linearity errors are disabled. If compared to the high-
accuracy DAC, this solution would achieve an improvement of the SFDR at
1.2 GHz greater than 20 dB.

This is the fundamental motivation at the basis of the digital adaptive
linearization technique we will introduce in this chapter. The proposed method
will be able to cancel DAC static non-linearity without sacrificing dynamic
performances, even with the low supply voltage of scaled CMOS processes.

4.2 Introduction to digitally-assisted DACs

The continuous scaling of CMOS technologies has made available high-perfor-
mance analog and digital functions integrated on the same chip at low cost.
One of the many consequences of this trend is the extensive use of digital
techniques to correct the effects of mismatches and other analog impairments,
even when these vary with time. These techniques applied both to analog and
to mixed analog-digital circuits often operate in the background of the system
normal operation. Examples may be found in Phase-Locked Loops (PLLs)
[37]–[40], Analog-to-Digital Converters (ADCs) [41]–[44] and Digital-to-Analog
Converters (DACs) [45]–[47]. In this context, digital adaptive filters based
on the least-mean-square (LMS) algorithm can estimate and cancel out the
effects of the non-idealities affecting circuit performance, directly in the digital
domain. Their intrinsic capability of tracking the environmental variations in
an adaptive fashion makes these systems very interesting for background error
correction. The use of adaptive filters in the area of digital communications
is well established since the sixties [48], [49]. However, only in recent years
they have been applied to improve the performance of mixed analog-digital
integrated circuits.

Many methods have been developed for the digital assistance of DACs with
the purpose of improving their linearity. For instance, an all-digital correlation
technique is proposed in [45], which mitigates the effect of component mis-
matches of a multi-bit DAC embedded in a pipelined ADC. In that scheme,
the errors of DAC elements are estimated in the digital domain by exploiting
the correlation of the digital input signal and the ADC output signal. A similar
method has been applied to the DAC embedded in a MASH ∆Σ ADC [46].

Similarly, methods based on adaptive filtering have been applied to general-
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purpose current-steering DACs [47], where an LMS calibration scheme compen-
sates the mismatch of each current source. The error signal fed back by the
LMS loop is the difference between the DAC input and output. Obviously,
to perform this operation entirely in the digital domain, the output of the
DAC must be converted back to the digital domain by a linear multi-bit ADC
converter.

The need for an ancillary ADC clearly represents a major obstacle for the
application of this approach to general-purpose DACs. In general, any calibra-
tion technique which corrects the DAC input on the basis of its analog output
needs an ADC, which samples and digitizes the analog output with the neces-
sary accuracy and linearity. Unless the DAC itself is embedded in an ADC, in
which case the digitized output is already available [45], [46], this represents
a serious obstacle that may drive the design process into a vicious circle. In
[47], this issue has been faced by feeding the DAC output to a slow-rate ADC,
which can achieve the required linearity with limited power consumption. A
similar approach was adopted for the digital predistortion of the DAC input in
[50].

Unfortunately, component mismatch is not the only source of static non-
linearity in DACs, even at low frequencies. In a DAC realized with ideally-
matched elements, distortion would arise from other sources usually degrading
the integral nonlinearity (INL) [4]. For instance, in a more general case than
the current-steering one we analyzed in previous chapters, when either a buffer
or an amplifier is cascaded to the DAC, this additional block adds compression
at high signal levels. For this reason, in the embedded DAC in [43], two differ-
ent correction techniques have been combined to counteract separately element
mismatches [45] and amplifier distortion [51].

In this chapter, an original LMS-based digital scheme is proposed which
linearizes the DAC static characteristic, independently on the source of non-
linearity. Fundamental concepts at the basis of this new approach have been
published at an IEEE conference [52]. As it will be clear in the following, the
proposed linearization technique consists in a multipath LMS adaptive filter
that allows overcoming the trade-off between low-frequency and high-frequency
linearity in high-speed DACs without sacrificing power efficiency. The scheme
is based on a simple analog comparator and an ancillary slow-rate, yet lin-
ear, DAC, while it requires no linear ADC. This feature reduces the overall
power dissipation, eliminates the linearity issues associated to the design of a
multi-bit ADC and enables the sign-error version of the LMS algorithm which
drastically simplifies digital design. Furthermore, in contrast to previously pro-
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Figure 4.2 LMS-based adaptive filter which estimates the gain f .

posed techniques for general-purpose DACs, this method corrects not only for
mismatch-induced nonlinearity but also for other sources of distortion of the
static characteristic (a.k.a. harmonic distortion [51]).

In this chapter, after briefly recalling basic concepts on LMS algorithm,
we will focus on the new multipath configuration for the estimation of DAC
static non-linearity. Then, the overall linearization technique is introduced
and practical aspects of its application to high-speed current-steering DACs
are discussed in detail. Finally, behavioral simulation results confirming the
effectiveness of the proposed approach are shown.

4.3 Automatic estimation of a linear gain

Before introducing the new multipath filter for the estimation of the DAC
characteristic, it is useful to recall the basic properties of adaptive filters and
their ability to estimate adaptively the gain of a generic block.

Adaptive filters have been introduced in digital signal processing in order
to cancel out an undesired disturbance u[k], superimposed to a desired signal
d[k] [48], [49]. As shown in the block diagram in Fig. 4.2, u[k] passing through
a block with unknown gain f is added to d[k]. Thus, the block output y[k]
is given by the sum of these two contributions: y[k] = f · u[k] + d[k]. If the
sequence u[k] is known in some way, it can be cancelled out at the output
by feeding it to a second stage with gain h, which perfectly replicates the
gain f . Unfortunately, the coefficient f is unknown and may be time-variant.
Therefore, to get accurate cancellation of u[k], h must be adaptively adjusted
at each time step k.

The most common updating algorithm for the h gain is based on the
Widrow-Hoff recursive equation, which is an implementation of the steepest-
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descent method using an estimated gradient [53]:

h[k] = h[k − 1] + γe[k − 1]u[k − 1] . (4.1)

This is the so-called Least Mean Square (LMS) algorithm and it is implemented
by the block C in Fig. 4.2. The estimation of f is performed by multiplication
of the undesired but known sequence u[k] by h[k]. Substituting the expression
of the error e[k] = d[k] + u[k] · (f − h[k]) into (4.1), we obtain that:

h[k] = h[k − 1] − γ(u[k − 1])2(h[k − 1] − f)+
+γd[k − 1]u[k − 1]

(4.2)

The LMS algorithm estimates properly the gain f , that is the mean of
h[k] in the sample space E{h[k]} tends to the desired coefficient f , under the
following three conditions:

1. E{h[k]} ≃ E{h[k − 1]} at the steady-state condition;

2. E{u[k − 1]2(h[k − 1] − f)} ≃ u2 · E{h[k − 1] − f}, where u2 is the mean
square value of u[k]. This is verified in the practical case of small γ, i.e.
in the case of slow transient of the filter coefficient h[k] with respect to
the undesired sequence u[k];

3. E{d[k − 1]u[k − 1]} ≃ 0, i.e. the desired and undesired signals are uncor-
related.

Calculating the expectation of both sides of (4.2) and imposing those three
hypotheses, we get E{h[k]} → f .

4.3.1 Stability range and convergence speed

To study the convergence behavior of the algorithm, it is useful to define the
error g[k] as the difference between the estimated and target values of the
coefficient at the k-th sample: g[k] = h[k] − f . Subtracting f from both sides
of (4.2), it results that:

g[k] = (1 − γu[k − 1]2)g[k − 1] + γd[k − 1]u[k − 1] . (4.3)

From the previous assumptions, the expected value of the error g[k] is given
by:

E{g[k]} =
(
1 − γ · u2) · E{g[k − 1]} (4.4)
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that converges to zero, i.e. the estimated gain converges to f , if
∣∣1 − γ · u2

∣∣ < 1.
It follows that the range of values of the update parameter that ensures the
algorithm stability is:

0 < γ <
2
u2

. (4.5)

If γ lies within this stability range, the solution of (4.4) is:

E{g[k]} = g0 ·
(
1 − γ · u2)k (4.6)

where the starting point g0 = g[0] is assumed to be a deterministic variable. It
is straightforward to note that if γ ·u2 ≪ 1, (4.4) can be described equivalently
in the continuous-time domain and the convergence time constant is given by:

τ ≃ TS

γ · u2
(4.7)

where TS is the sampling period. Thus, the higher the adaptation parameter
γ, the faster the algorithm convergence.

4.3.2 Accuracy of estimated gain

Unfortunately, increasing γ, even though advantageous for the convergence
speed, produces larger fluctuations of the error g[k] around zero, or equiva-
lently, larger fluctuations of the estimated gain h[k] around the target f . The
inaccuracy of the algorithm is induced by the presence of the second term in
the r.h.s. of (4.3), which prevents h[k] to reach exactly the desired value. Thus,
the higher are both γ and the mean square value of d[k], the higher will be the
mean square value of the error g[k].

An approximated expression of g2 can be achieved by calculating the mean
squared value of the two sides of (4.3). Assuming that γ · u2 ≪ 1 and that the
two terms of the r.h.s. of (4.3) are uncorrelated, after some simplification, we
obtain that:

g2 ≃ 1
2

γd2 . (4.8)

As expected, a larger γ causes a larger dispersion of the estimated gain around
f . In turn, the fluctuation of g[k] produces additional noise at the output. To
measure the adaptive-process performance, we can define the misadjustment
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[53] as the power ratio of this extra noise to the desired signal:

E[g[k]2u[k]2]
d2

≃ g2 · u2

d2
, (4.9)

where the simplification holds for small γ values, that is, when the transients
of the gain error g[k] are much slower than the variations of the unwanted
sequence u[k].

Substituting (4.8) into (4.9) and then exploiting (4.7), we obtain an insight-
ful expression of the misadjustment factor:

E[g[k]2u[k]2]
d2

≃
1
2γd2 · u2

d2
= 1

2
γu2 = Ts

2τ
, (4.10)

which evidences that the noise induced by the algorithm is inversely pro-
portional to the number of cycles required for convergence. This sort of
speed/accuracy trade-off is typical of LMS adaptive filters.

4.4 Adaptive estimation of DAC non-linear charac-
teristic

The idea of the automatic estimation of the gain of a linear block can be
extended to the case of a non-linear transfer characteristic of a DAC. To this
purpose, we will proceed by steps. First, we will limit our analysis to the case
of a DAC described only by its static characteristic, neglecting all the dynamic
effects. Then, dynamic non-linearity errors will be accounted for starting from
section 4.6.

On the basis of this assumption, a generic DAC static characteristic can
be depicted as in Fig. 4.3. In this representation, s[k] stands for the equiva-
lent digital input integer value and hence it has to be intended as an N -level
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Figure 4.4 Equivalent model of the DAC non-linear static characteristic.

quantized signal. Depending on the value of s[k], the output m[k] will assume
one of the N values in the set {r0, r1, ..., rN−1}. The output sequence m[k] is
therefore

m[k] = ri|i=s[k] = f(s) · s[k] (4.11)

where f(s) is a gain similarly to the f gain used in the linear case, but this
time it is dependent on s[k]. The latter expression highlights that a single gain
h cannot match the whole DAC characteristic as in the plain case, because of
its gain dependency on input. Instead, N different values, that is one for each
input level, need to be estimated.

To this purpose, the output sequence m[k] in Eq. (4.11) can be conveniently
rewritten as a scalar product between two vectors

m[k] = x[k] · rT . (4.12)

where r = [r0, r1, . . . , rN−1] is the vector of the output values and x[k] =[
x0[k], x1[k], . . . , xN−1[k]

]
is the selection vector whose elements xi[k] are de-

fined as

xi[k] =

1 if i = s[k]
0 if i ̸= s[k]

(4.13)

for i = 0, . . . , N − 1. By definition, for every k, x[k] is a vector of all elements
equal to zero except one whose position depends on the input s[k]. This defi-
nition of the selection vector x[k] is typically referred to as one-hot encoding.

On the basis of Eq. (4.12), we can model the DAC non-linear characteristic
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Figure 4.5 Implementation of the multipath LMS adaptive filter.

as the M -path filter in Fig. 4.4 fed by the selection vector x[k]. The one-hot
encoder performs the transformation from s[k] to x[k]. In this way, the DAC
non-linear characteristic has been expressed as the sum of N linear gains.

Let us assume that a known s[k] signal is fed to the system in Fig. 4.4 and
let us refer to the i-th branch of the N -path filter. The sequence xi[k] is also
known on the basis of s[k]. Thus, it can be canceled out at the DAC output
by means of the LMS estimation of the single linear gain ri, as we did in the
previous section for a gain block. More in general, this is valid for each of the N

branches of the filter in Fig. 4.4: since the whole selection vector x[k] is known
on the basis of s[k], the output sequence m[k] can be completely canceled out
by the estimation of the whole vector r.

This estimation is achieved by feeding x[k] to a second N -path filter with
the same topology of the one shown in Fig. 4.4, but with adaptive gains. The
resulting scheme is shown in Fig. 4.5. The cancellation of s[k] at the output of
the DAC is then obtained by subtracting the output of this multipath adaptive
filter from the DAC output. Instead, the signal n[k] representing a sequence
uncorrelated with the input s[k] (for instance, the DAC output noise) is not
cancelled. From this standpoint, the system in Fig. 4.5 is analogous to the
adaptive filter for the estimation of a linear gain in Fig. 4.2 (where the signals
u[k] and d[k] play the same role of s[k] and n[k] in Fig. 4.5). The expected
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value of the vector of the estimated gains h converges to r:

E{[h0, h1, . . . , hM−1]} → [r0, r1, . . . , rM−1] , (4.14)

under the same hypotheses formulated in the previous section (i.e., n[k] uncor-
related to the N sequences xi[k], and hi[k] slower than xi[k]).

The one-hot encoding of x[k] guarantees that just one of the N adaptive
filters in parallel is active at the k-th sample. Hence, only one output will be
effectively subtracted from y[k] at a time and the branches do not interfere each
other. On the basis of this consideration, we can apply the theory discussed
in the previous section for the estimation of a linear gain and the same funda-
mental results about convergence speed and accuracy of the estimated gains
hold even for the multipath configuration. Assuming for instance the DAC
input s[k] uniformly distributed between 0 and N − 1, each filter is exerted
on average one time out of N . Thus, every sequence xi[k] has a mean square
value x2 = 1/N and each of the N adaptive filters has a time constant given
by Eq. (4.7), where x2 replaces u2:

τ ≃ N · TS
γ

. (4.15)

This result is consistent with intuition: since N coefficients need to be esti-
mated and just one of the N filters is exerted at a time, the convergence time
increases linearly as N . Regarding the accuracy of the N estimated gains, the
expression of the mean square value of the error follows from (4.8)

(hi − ri)2 ≃ 1
2

γn2 . (4.16)

Finally, let us note that the digital hardware complexity required to imple-
ment the multipath adaptive filter is moderate and it increases linearly as N .
Since the N sequences xi[k] are one-bit signals, all the multipliers in Fig. 4.5
will be realized as simple digital multiplexers. Thus, just accumulators and
adders are required.

4.5 Adaptive linearization of DAC characteristic

The algorithm for the estimation of the DAC non-linear characteristic intro-
duced in the previous section can be slightly modified in order to cancel the
errors arising from nonlinearity and to get a linear conversion characteristic
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independently on the origin of the static errors.

4.5.1 Concept of adaptive DAC linearization

The system in Fig. 4.5 can be modified to estimate the only non-linearity
errors in place of the whole DAC characteristic. This result is obtained by
two steps: (i) introducing an ancillary DAC (denoted as DAC2), with high
linearity, driven by the same input sequence s[k] as the DAC to be linearized
(denoted hereinafter as DAC1); (ii) feeding the same multipath LMS adaptive
filter introduced in the previous section with an error signal e[k], given by the
difference between the corrected output of DAC1 and the output of DAC2, i.e.

e[k] = yC[k] − mref[k] (4.17)

The resulting system is drawn in Fig. 4.6. The adaptive filter (inside the
gray line) is drawn in a compact form, relying on the definition of x[k] and
the vector of the estimated coefficients h[k] =

[
h0[k], h1[k], . . . , hN−1[k]

]
. As

we demonstrated in the previous section, the adaptive filter tends to cancel on
average the error signal e[k]. Thus:

E{yC[k]} → mref[k] , (4.18)

which means that the whole system tends to make DAC1 as linear as DAC2,
as desired.
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The corrected output of the system in Fig. 4.6 can be written as yC[k] =
m[k] + n[k] − c[k], where c[k] is the correction sequence provided by the LMS
filter and n[k] an uncorrelated sequence representing for instance DAC1 random
noise. Hence the expected value of c[k] tends to:

E{c[k]} → m[k] − mref[k] , (4.19)

which is simply the difference between the outputs of DAC1 and DAC2. If we
now denote as l = [l0, l1, . . . , lN−1] the vector representing the characteristic of
DAC2 (similarly to what we did for DAC1), (4.19) allows us to conclude that

E{
[
h0[k], h1[k], . . . , hN−1[k]

]
} →[r0, r1, . . . , rN−1]+

− [l0, l1, . . . , lN−1] .
(4.20)

In practice, the vector of the correction coefficients tends on average to the
difference between the characteristics of DAC1 and DAC2. Thus, if DAC2 is
much more linear than DAC1, the vector h[k] of the LMS filter estimates the
departure of DAC1 characteristic from an ideally-linear one.

The block diagram in Figure 4.6 shows the concept of the proposed adaptive
linearization technique. To make this solution effective in improving DAC
nonlinearity and to implement the proposed LMS filter entirely in the digital
domain, three major issues must still be faced: (i) if c[k] is a digital signal, a
third DAC is necessary at the output of the adaptive filter itself to allow the
subtraction of c[k] from m[k] in the analog domain; (ii) an ADC is needed to
convert the analog error e[k] into the digital domain. Both the third DAC and
the ADC would complicate unacceptably the system. (iii) A practical method
to design DAC2 with much better linearity than DAC1 must be illustrated. In
the following, we will describe step by step how we can modify the proposed
system to remove all those practical impairments.

4.5.2 Implementation in digital domain

Instead of introducing a third DAC to convert c[k], we can rely on the assump-
tion that the nonlinearity of DAC1 is mainly determined by its most-significant
bits (MSBs), while its least-significant bits (LSBs) are less influential in terms
of both element mismatch and harmonic distortion [14]. Thus, the adaptive lin-
earization can be applied to the MSBs only of DAC1 and its LSBs can be used
to correct the MSBs. Obviously, the LSBs need to account for the additional
dynamic range to perform the correction.
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Figure 4.7 Implementation of the adaptive DAC linearization in the digital domain.

In practice, DAC1 can be implemented as a digitally-segmented DAC with
a coarse section and a fine section, where the latter has a dynamic range
larger than the LSB of the former. This solution not only avoids the use of
an additional DAC for the correction, but has also the additional advantage
of reducing the hardware required by the multipath adaptive filter. In fact,
the latter depends linearly on the number of DAC levels to be corrected, thus
exponentially on the DAC resolution.1

The resulting correction scheme with the digitally-segmented DAC is shown
in Fig. 4.7. The adaptive linearization of the MSB section of DAC1 is obtained
by feeding the MSB’s of the input code smsb[k] to the LMS multipath filter,
and subtracting the correction term c[k] directly from the quantization error
of the MSB quantizer, which is then fed to the LSB quantizer. The dynamic
range of the fine section of DAC1 must be extended to include the maximum
nonlinearity error of the coarse section.

From a different point of view, the architecture in Fig. 4.7 can be regarded
as a digital predistortion scheme that performs an adaptive compensation of the
non-linear transfer characteristic of the DAC. The same method without mod-
ifications can be applied to binary-coded, thermometer-coded or segmented

1The sub-radix-2 DAC architecture adopted in [54], in which each DAC element is nom-
inally less in value than the sum of the lower elements, may be used alternatively in DAC1
to accommodate the correction signal.
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DACs. In contrast to other linearization techniques [45]–[47], which aim at
correcting just the DAC element mismatches, the proposed technique linearize
the DAC, regardless of the source of non-linearity. This is achieved by exploit-
ing the correlation existing between the error e[k] and the selection vector x[k],
that picks out a specific level of the DAC characteristic at every k.

4.5.3 Elimination of multi-bit ADC

In the scheme in Fig. 4.7, a multibit ADC is added to convert the error signal
back to the digital domain. However, in a practical implementation, a linear
ADC would result critical for design and power consumption.

The simplest and most efficient solution consists in employing a simple com-
parator (or single-bit ADC) rather than a multibit ADC. The LMS algorithm
in the multipath adaptive filter would be in this case based on the sign of
the error signal. This algorithm which is commonly referred to as sign-error
LMS [49] has been successfully employed in the context of fractional-N PLLs to
cancel fractional spurs [55]. Although the sign-error LMS algorithm trades sim-
plicity and efficiency of hardware with convergence speed, this is not a limiting
factor in the case of our interest, as it will be clearer in section 4.7.

4.5.4 Realization of reference DAC

The last practical issue to be faced is the realization of the linear DAC2 for
the determination of the nonlinearity errors of DAC1. However, DAC2 can be
made much more linear than DAC1, only if DAC2 operates at much slower
rate than DAC1. A trade-off between linearity and speed always exists in
DAC design. Thus, the lower rate allows the improvement of DAC2 linearity. If
Ndown stands for the down-sampling factor, i.e. the ratio between the sampling
frequencies of DAC1 and DAC2, the error e[k] can be detected only one out
of Ndown samples. So, it follows that the update rate of the multipath LMS
adaptive filter described above will be operated at slower rate fS/Ndown, being
fS = 1/TS.

The final architecture of the digital linearization scheme is shown in Fig. 4.8,
in which the combination of a comparator and a slow accurate DAC (DAC2)
eliminates the problems of linearity and power consumption of a multibit ADC.
A digital subsampler reduces the data rate of DAC2 input. The DAC1 output
subsampling is performed by means of a sample-and-hold circuit operating at
fS/Ndown. This solution allows a low-speed comparator, but, on the other
hand, it may add a contribution to harmonic distortion which is not corrected
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by the proposed algorithm. Anyway, as we will see in the next chapter this
source of non-linearity can be sufficiently reduced by a proper design. Finally,
a digital upsampler is present inside the digital predistortion block to apply
the correction sequence c[k] at the full rate of DAC1.

4.6 Practical linearization of current-steering DACs

As a first step, we have introduced so far the new adaptive linearization tech-
nique taking into account, for simplicity, a DAC described only by its static
characteristic. In other words, referring to the DAC behavioral model in-
troduced in Chapter 3, we have focused our analysis on static non-linearity
only, neglecting the effects due to dynamic current and output impedance sub-
models.

However, in order to apply the proposed LMS multipath adaptive filter
to the practical case of current-steering DACs, dynamic non-linearity errors
must be inevitably considered. In particular, we will focus in the following on
two essential aspects. First, an equalization technique must be developed in
order to compensate the actual finite output bandwidth of DAC1. Second, the
effects of current dynamic errors on the linearization of static characteristic
must be verified, so as they do not prevent the correct convergence of the LMS
algorithm.
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4.6.1 Equalization of DAC finite output bandwidth

In the algorithm description carried out in section 4.5 we have implicitly as-
sumed that signal transients at the output of both DAC1 and DAC2 settle
within a sampling period TS. Only under this hypothesis, the comparator ef-
fectively detects the static non-linearity error of DAC1 with respect to DAC2.
However, in practice, the finite bandwidth of DAC1 can prevent the output
signal to reach its final value by the end of the sampling period TS. This
means that in the actual case the DAC output at the instant k will depend
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not only on the present digital input sample, but even on some of the previous
ones. Clearly, this memory effect due to the finite bandwidth of DAC1 output
impedance can lead to a malfunctioning of the linearization algorithm.

To solve the problem, an equalization technique must be developed so as to
compensate the output bandwidth impairment between DAC1 and DAC2. The
simplest way consists in inserting an equalization FIR filter on the reference
DAC2 path, so as to replicate the analog filter represented by DAC1 output
impedance, but in the digital domain. The resulting scheme is depicted in Fig.
4.9. Since DAC1 output bandwidth depends on many uncontrollable factors
(such as unit cells parasitic capacitances, variable external loads, etc.) the
FIR taps coefficients can be adjusted in an adaptive way, as shown in details
in the gray box of Fig. 4.9. The LMS algorithm exploits in this case the
correlation between the different delayed versions of the digital input code and
the quantized error signal eq[k]. Obviously, the number of taps must be chosen
according to the ratio between the sampling frequency fS and the estimated
bandwidth that has to be compensated.

Finally, let us underline once again that the aim of the proposed equaliza-
tion filter is not the output impedance non-linearity cancellation (which can
be easily achieved by proper sizing of transistors, as seen in Chapter 2), but
only the compensation of DAC1 output bandwidth.

4.6.2 Effect of dynamic errors

In order to guarantee a proper functioning of the linearization of DAC static
characteristic, we must ensure that dynamic non-linearity errors originating
from current cells switchings (let us refer to the dynamic current model in
Chapter 3) do not impact on convergence behavior of the LMS algorithm. To
analyze the problem, we can simply proceed by intuition. Once the memory
effect due to output impedance is compensated by the FIR equalization filter as
described above, then we can consider the dynamic DAC output components as
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uncorrelated with digital input code. In fact, dynamic non-linearity errors at a
given instant k are related to the N differentiation signals ∆di|diff[k] instead to
the digital input level s[k] (which in turn determines the selection vector b[k]).
This is well explained in Fig. 4.10, where the sum of dynamic components can
be seen as playing the same role of the uncorrelated noise n[k] in Fig. 4.6.
In other words, since dynamic errors are correlated to the time-derivative of
input signals instead of the digital input level s[k], the convergence of the LMS
multipath adaptive filter is guaranteed.

Although it is not straightforward to get analytical evidence of the LMS
convergence dynamics, simulation results confirm the validity of the proposed
approach, as it will be shown in the next section.

4.7 Simulation results

The proposed algorithm is first validated relying on Matlab simulations. The
digital linearization technique has been applied to the behavioral model of the
10-bit 2.5 GS/s 28 nm CMOS DAC whose design will be presented in Chapter 5.
Its segmented architecture nominally consists of a coarse thermometer-coded
section with the 4 MSBs (i.e. 15 x64 elements) and a fine binary-coded sec-
tion with the 6 LSBs (x32, x16,. . . ,x1 elements). However, in practice, the
implementation of the proposed technique requires some modifications of fine
section dynamic range as discussed in the following and shown in Fig. 4.11.

The estimation of the non-linearity characteristic of DAC1 coarse section
(comprising random mismatch, harmonic distortion and offset) is performed
by the multipath LMS adaptive filter as described above, with N = 16 paths.
Therefore, in order to accommodate the generated correction sequence c[k], the
dynamic range of the fine section must be increased and must overlap the one
of the coarse section. Instead of adding larger elements which would worsen
non-linearity, extra elements with the same weight can be inserted into the
DAC fine section. For instance, in the level corresponding to the x32 weight,
three elements, instead of the nominal one, are used (let us refer to Fig. 4.11).

In order to achieve an extremely accurate linearization of static character-
istic, the residual mismatch errors of the fine section are in turn corrected
as in [47], that is exploiting the correlation between the error and the in-
dividual selection of each element. For the additional correction sequences
cx32[k], cx16[k], . . . , cx2[k] (one for every level except the last one) the same con-
siderations already done for c[k] still hold. Since each level correction sequence
is added to the input of the successive (finer) level, the dynamic range of each
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level must be extended to include these errors. The designed DAC has an
overall over-range of about 19% of the nominal 10-bit dynamic range.

In the behavioral model we built, DAC2, used as reference DAC, has the
same resolution and Least-Significant Bit value (Vlsb = 500 µV) as DAC1, but
a sampling frequency Ndown = 100 times lower. Its characteristic is assumed
to be perfectly linear, in order to be able to focus only on performance limits
of the proposed linearization technique. In addition, the equalization of DAC
output bandwidths is performed by an adaptive 4-taps FIR filter, so as to
be able to compensate bandwidth limitations (in a first-order approximation)
down to 790 MHz.

Finally, we modeled the comparator offset (assuming a standard deviation
of 10·Vlsb) and the output thermal noise. As we will see in Chapter 5, employing
a sample-and-hold circuit with sampling capacitor CS = 10 fF, the resulting
noise standard deviation at the comparator input is σn ≃ 1.26 · Vlsb.
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Figure 4.12 Convergence of equalization FIR filter in the case of large (a) and
narrow (b) DAC output bandwidth.

4.7.1 Accuracy and convergence speed

First of all, we have seen that equalization of DAC1 and DAC2 output band-
widths is a necessary condition for a proper functioning of the adaptive lin-
earization technique. Fig. 4.12 shows the convergence transients of the 4-taps
FIR equalization filter coefficients. As expected, in the case of a large DAC1
output bandwidth [Fig. 4.12(a)], all signal transient settle by the end of a
sampling period TS and hence ctap1 converges to 1 while the other coefficients
remain at zero. On the other hand, in the case of a narrower DAC1 bandwidth
[Fig. 4.12(b)], taps coefficients correctly converge to different values because of
the dependency on previous samples.

For what concerns the LMS multipath adaptive filter coefficients, we have
already discussed the importance of the update parameter γ in setting their
convergence time and accuracy. However, referring to the scheme in Fig. 4.7,
in which we introduced additional blocks, we should note that the update
parameter of the adaptive filter must be replaced by

γ′ = γ · gadc · gdac , (4.21)

where γ is the gain coefficient in the integrators inside the block C, gadc the
ADC gain and gdac the gain of the fine section of DAC1 (denoted as LSBs in
Fig. 4.7). All three blocks are in the LMS feedback loop. In these simulations,
the update parameter γ′ is set to 2−11. This choice guarantees a fluctuation of
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Figure 4.13 Convergence of multipath LMS adaptive filter coefficients: (a) standard
LMS and (b) sign-error LMS.

the correction coefficients averaged over the 16 {hi} of about 0.31 · 10−3, that
corresponds to 0.02·Vlsb transferred at the output, and a negligible degradation
of DAC1 dynamic range. In fact the standard deviation of the error between
DAC1 and DAC2 is dominated by thermal noise σe = 1.3 · Vlsb ≃ σn.

As a first test, the scheme employing the multibit ADC is simulated and
the LMS algorithm relying on the multibit e[k] signal is used. In this case,
the 10-bit ADC gain is gadc = 1/(29 · Vlsb), assuming an ADC output range
between −1 and +1. The gain of the fine section of DAC1 (correcting for the
coarse section errors) is gdac = 26 · Vlsb. Thus, the gain γ of the integrators
to employ in the 16 paths of the adaptive filters is found inverting Eq. (4.21):
γ = 2−8. The transients of the 16 coefficients hi[k], with i = 0, . . . , 15, achieved
from simulations are shown in Fig. 4.13(a). Focusing on the initial transients
at start-up, the average time-constant is about 33 ·103 iteration cycles of DAC2
clock, which is very close to the result (32.768 · 103) given from Eq. (4.15) (in
which γ is replaced by γ′).

As a second test, we simulated the convergence in the case of the system
in Fig. 4.8 with the sign-error LMS algorithm and the single-bit ADC, which
is the practical implementation of the proposed method. Although the single-
bit ADC having the characteristic of sign(·) function is highly nonlinear, it is
possible to derive an equivalent linear gain under the presence of random noise
around e[k] = 0. Assuming e[k] a random Gaussian noise with variance σ2

e , it
is gadc ≃ 0.8/σe over a linear range of about 2σe [56]. As numerical simulations
show that σe ≃ 1.3 · Vlsb, it follows that gadc ≃ 0.6/Vlsb, which is much higher
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than in the case of the multibit ADC. In order to get the same γ′ = 2−11 and
the same accuracy of the estimated coefficients, as in the previous example, the
gain of the integrators in the LMS filter is set to γ = 2−16, in this case. The
transients of the coefficients shown in Fig. 4.13(b) exhibit a slew-rate regime at
start-up, because of the limited dynamic-range of the single-bit ADC. Settling
time in this case obviously depends on the final values of the coefficients hi[k].
In the simulation of Fig. 4.13 all the coefficients settle in about 3.5·105 iteration
cycles, corresponding to 14 ms.

Although the sign-error LMS has a speed/accuracy trade-off worse than
the standard LMS, this is not a limiting factor in our case. What counts is
the convergence speed in the presence of small perturbations occurring during
normal operation. In fact, both in the case of standard and sign-error LMS,
if perturbations are sufficiently small, convergence transients will be approx-
imately the same. The reason is that the average behavior of the single-bit
ADC is equivalent to that of a linear gain, in the presence of a sufficient level
of noise dithering the ADC input. In our case, since the tracking capability of
the sign-error algorithm is approximately the same as the one of the standard
LMS for perturbations less than 1.3 · Vlsb, in many cases, the former can be
preferred given its greater simplicity and efficiency.

4.7.2 Linearity

In order to get a measurement of the impact of the proposed LMS multipath
adaptive filter on DAC linearity, the output spectrum in the case of a one-tone
test has been simulated in Matlab, using for DAC1 the overall behavioral model
presented in Chapter 3. Fig. 4.14 compares the DAC output spectra with a
full-scale sinusoid input signal at frequency fIN = 100 MHz, before and after
the application of the proposed technique. Without any correction applied [Fig.
4.14(a)] the combination of static and dynamic non-linearity errors produces
an SFDR = 52 dB. When the LMS multipath adaptive filter is enabled [Fig.
4.14(b)], static non-linearity is canceled out, leading to an SFDR improvement
of about 23 dB (SFDR = 75 dB). The same comparison in the case of a higher
input signal frequency (fIN = 1.1 GHz) is shown in Fig. 4.15. Even in this
case, the proposed adaptive linearization technique cancels the effects of static
non-linearity errors, making the DAC limited only by the uncorrected dynamic
ones. The SFDR is increased from 50 dB [Fig. 4.15(a)] to 66 dB [Fig. 4.15(b)].

For the sake of completeness, Fig. 4.16 shows the DAC SFDR as a function



76 Digital Adaptive Cancellation of Static Non-linearity

0 200M 400M 600M 800M 1G 1.2G
-140

-120

-100

-80

-60

-40

-20

0
N

o
rm

a
liz

e
d

 P
S

D
 [
d

B
F

S
]

Frequency [Hz]

0 200M 400M 600M 800M 1G 1.2G
-140

-120

-100

-80

-60

-40

-20

0

Frequency [Hz]
(a) (b)

Figure 4.14 DAC output spectra in the case of a low-frequency input (fIN =
100 MHz): (a) without corrections and (b) with the proposed adaptive linearization
technique.
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Figure 4.15 DAC output spectra in the case of a high-frequency input (fIN =
1.1 GHz): (a) without corrections and (b) with the proposed adaptive linearization
technique.

of input frequency fIN before (gray plot) and after (black plot) the application
of the proposed technique. Once again, even though the linearization operates
on static non-linearity only, the significant SFDR improvement demonstrates
its effectiveness over the entire Nyquist bandwidth. Furthermore, the SFDR
trend confirms that the presence of uncorrected dynamic errors does not pre-
vent the exact convergence of the LMS algorithm, as anticipated in section
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Figure 4.16 SFDR vs. input frequency: comparison between DAC without correc-
tions (gray plot) and DAC with the proposed adaptive linearization technique.
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Figure 4.17 Comparison of DAC output spectra with a static third-order harmonic
distortion applied: (a) without corrections, (b) with mismatch correction as in [47],
(c) with the proposed multipath adaptive filter.
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4.6.2.
Finally, in order to highlight the difference of the proposed technique with

that one in [47], the DAC output spectrum has been simulated in the case of a
one-tone test (fIN = 200 MHz) with a third-order static non-linearity added at
the DAC model output. Modeling the hypothetical gain compression of a buffer
or amplifier cascaded to the DAC, it has been expressed as f(x) = α1x + α3x3

(α1 = 1, α3 = −0.1). The results are shown in Fig. 4.17. In the case of no
corrections applied [Fig. 4.17(a)] the SFDR is 59 dB. With the adoption of the
algorithm in [47] [Fig. 4.17(b)] static mismatches are canceled but third-order
harmonic survives in the output spectrum confirming that this method is un-
able to compensate harmonic distortion, because of the randomization required
for elements selection. On the contrary, Fig. 4.17(c) shows that our proposed
adaptive linearization technique completely eliminates static non-linearity er-
rors, including harmonic distortion, regardless of their source, leading to a
significant SFDR improvement.
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5.1 Introduction

The digital adaptive linearization technique we introduced in the previous chap-
ter has been implemented in a 28 nm CMOS chip prototype aimed at demon-
strating the practical effectiveness of the proposed approach. Being the target
application the baseband section of a 60 GHz transmitter, DAC specifications
in terms of resolution and sampling frequency have been set to 10-bit and
2.5 GS/s, respectively, with a required SFDR greater than 60 dB over the en-
tire Nyquist bandwidth. In particular, the DAC has been designed to achieve
a differential peak-to-peak output swing of about 500 mV (Vlsb = 500 µV) over
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Figure 5.1 Layout of the overall designed DAC in 28 nm CMOS.

an external 50 Ω load. A nominal supply voltage of 1 V has been used for both
analog and digital circuits.

The complete layout of the first chip prototype is shown in Fig. 5.1. The
overall die measures 1.4 mm x 1.4 mm. Most of the area is occupied by wire-
bonding pads and decoupling capacitors (about 1.8 nF and 2.9 nF for digital
and analog supply voltages, respectively), which are essential in order to sup-
press the effects of supply noise. This first prototype version is aimed at off-line
off-chip detection of the error signal (eq[k]) required for the estimation of the
LMS multipath filter coefficients. To this purpose, the chip incorporates all the
digital adaptive predistortion logic, the current steering DAC and the reference
DAC (i.e. DAC1 and DAC2, respectively, in Chapter 4). The next chip version
also includes the sample-and-hold circuit needed for the on-chip background
error signal detection.

In this chapter we will deal with circuit implementation aspects of each
block of the system. In addition to the current-steering DAC, circuit design of
a passive resistor-string DAC (used as the reference DAC2) and of a differential
sample-and-hold circuit will be presented. Then, the main issues associated
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Figure 5.2 Conceptual floorplan of current-steering DAC. SD and CC stand for
switch drivers and current cells, respectively.

with the synthesis of a 2.5 GHz digital logic will be briefly discussed. Finally,
a performance summary will be provided, highlighting pros and cons of the
proposed solution with respect to other state-of-the-art design. Since at the
time of writing this Ph.D. dissertation the chip prototype was not available
yet for experimental measurements, only simulation results will be considered.
Also, potential phenomena degrading measured performances will be sketched.

5.2 Current-steering DAC

As already anticipated in previous chapters, the 10-bit 2.5 GS/s current-steering
DAC has been implemented according to a segmented architecture in order
to conjugate intrinsic advantages of thermometer-coded DACs (glitch energy,
monotonicity) with those of binary-coded DACs (compactness, area) [14]. In
particular, the overall DAC consists of a coarse thermometer-coded section
with the 4 MSBs combined with a fine binary-coded section with the 6 LSBs.
To accommodate the non-linearity correction terms, the fine sub-DAC dynamic
range is further extended. As described in Chapter 4, a 16-paths LMS filter
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linearizes the coarse static characteristic while the residual mismatch errors of
the fine section are corrected as in [47].

Being the static characteristic linearized in digital domain, DAC circuit
design has been fully oriented at optimizing dynamic performances. This is
highlighted in Fig. 5.2, which shows a conceptual floorplan of the DAC. Instead
of a traditional matrix-style layout a single-line configuration has been used,
so as to improve compactness and minimize parasitic capacitances, which are
detrimental for high-frequency performances. Furthermore, to ensure equal
delays along the whole signal processing chain a binary tree configuration has
been used for both clock distribution to switch drivers and differential signal
paths from current cells to the outputs.

According to what seen in Chapter 2, circuit design of both unit current
cells and switch drivers has been focused on optimization of speed and dynamic
linearity.

5.2.1 Unit current cell

Without any requirement on static accuracy, the only objective of unit current
cell design is to obtain proper values of switching resistance ∆R and switching
capacitance ∆C, so as to pull down to a tolerable level output impedance and
switched capacitance distortions.

Due to the small supply voltage (VDD = 1 V), the non-cascoded topology
shown in Fig. 5.3 has been used. Given the LSB current Ilsb = 10 µA, a
current source length Lgen = 100 nm is needed to get a sufficiently high output
resistance (Ron ≃ 1.8 MΩ). The optimum value of switch overdrive voltage
(see Fig. 2.16 in Chapter 2) is achieved with Wgen = 200 nm and minimum-
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sized switches (80 nm/30 nm). In this way, the resulting switch capacitance
∆C < 20 aF ensures an SFDR > 60 dB up to 1.2 GHz.

Current cells of different weights are simply obtained by properly scaling
transistors widths.

5.2.2 Switch driver

The fundamental purpose of switch driver circuits is to accurately synchronize
the current cells digital control signals, eliminating any spurious feed-through
from digital logic to DAC output. In this design, the switch driver circuit
depicted in Fig. 5.4 has been employed. It consists of a simple master-salve
configuration in which two CMOS latches operate on opposite clock phases.

We have seen in Chapter 2 that, in order to lower distortion due to driver
mismatches, both fast transitions of driving signals and good matching of driver
transistors are needed. Unfortunately, this would lead to increased power con-
sumption and dimensions of driver circuits. Therefore, in order to save power



84 Circuit Design of a 10-bit 2.5-GS/s DAC in 28-nm CMOS

0 200M 400M 600M 800M 1G 1.2G
45

50

55

60

65

70

75

80

85

Input Frequency [Hz]

S
F

D
R

 [
d

B
]

Figure 5.5 SFDR vs. input frequency resulting from circuit simulations: all the
errors (black plot) and only dynamic errors (gray plot).

and area a progressively scaled CMOS buffer is inserted between master and
slave latches and an further driver stage (i.e. a simple inverter) is added just
before the switches. In this way, less sensitive blocks can be scaled down in
size, leading to tapered design [8].

Each of the two latches is realized by means of the simple transmission-
gate latch topology highlighted inside the gray box in Fig. 5.4. In fact, it is
well known from literature that latch signal transients have to be kept as short
as possible in order to minimize DAC sensitivity to driver mismatches, clock
jitter, device noise, etc. To this purpose, the implemented CMOS configuration
guarantees transitions steeper than any other CML latch.

Finally let us underline that local clock buffers are used inside every driver
circuit to cancel out effects of data-dependent clock-loading on dynamic per-
formances.

5.2.3 Simulation results

First of all, the overall power consumption of the designed current-sterring
DAC resulting from circuit simulations is about 34 mW (including clock buffer,
driving circuits and current cells) in the worst case of fS = 2.5 GS/s and
fIN = 1.2 GHz (i.e. maximum switching activity).
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Static and dynamic linearity performances have been simulated with a one-
tone test for different input signal frequencies. The results are shown in Fig.
5.5. The SFDR when all the errors are accounted for (black plot) is approx-
imately constant, as expected, going from 51 dB at DC to 48 dB at 1.2 GHz.
This confirms that by means of the proposed DAC design we have effectively
pulled down dynamic non-linearity errors below the static ones. This is further
verified by the gray plot, which represents the SFDR when static mismatches
are disabled by substituting current source transistors with their Norton equiv-
alent circuits. The SFDR improvement over the entire bandwidth goes from a
maximum of 27 dB at DC to a minimum of 17 dB at Nyquist.

5.3 Reference DAC

Having set Ndown = 100, the reference DAC has been designed to operate
at a down-sampled frequency fS,down = fS/Ndown = 25 MS/s. Because of its
inherently monotonicity and low power consumption, the differential resistor-
string DAC topology shown in Fig. 5.6 has been chosen [4]. Each of the two
strings consists of N = 210 unit resistors R, so as to create a 1024-taps voltage
divider between VDD = 1 V and the externally provided Vref,bias = 0.75 V. A
zero-hot encoder generates the digital control signals driving gates of simple
pMOS switches. This means that, for both sides of the converter, at every
sample all the switches are off except one which connects the selected tap of
voltage divider to the corresponding output.

The only limitation to conversion speed is given by the finite convergence
time constant due to DAC load capacitance. The most stringent situation
occurs at mid-scale transitions, when the equivalent differential DAC output
resistance is maximum (Req|diff = NR/2). In this design, on the basis of
considerations in terms of matching and power consumption, a unit poly-silicon
resistor with R = 25 Ω has been used. It follows that, in order to avoid any
output finite settling effect even in the worst case (i.e. τeq ≪ TS,down/10) a
differential output capacitance CL|diff ≪ 300 fF is required. As we will see in
the next section, this requirement can be easily met.

The overall reference DAC consumes only 20 µA and occupies a 150 µm x
380 µm area. Monte-Carlo simulations of the static characteristic have been
carried out in order to account for the effects of unit resistances random mis-
matches. An example is shown in Fig. 5.7. Maximum values of INL and DNL
remain well below 1-LSB confirming a proper functioning of the designed DAC
as reference for the linearization of the current-steering one.
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5.4 Sample-and-hold circuit

To complete the analog section of the overall system, the only remaining block is
a sample-and-hold circuit which must be able to accurately sample the current-
steering DAC output in a sampling period TS, once out of Ndown samples, and
then to compare it with the reference DAC output. Even though the remark-
able difference between TS = 400 ps (i.e. the duration of the sampling phase
of the current-steering DAC) and TS,down (which approximately corresponds
to the comparing phase), this operation can be accomplished by a simple two-
phases circuit, as clearly shown in the conceptual scheme of Fig. 5.8. Let us
note that circuit is drawn single-ended for simplicity, even though it is fully
differential in practice.

Circuit operation is based on the use of two non-overlapping clock phases:
ϕdac (with duration TS, once out of Ndown sampling periods) and ϕref (which
covers the remaining part of the down-sampled period TS,down), while ϕ∗

dac is
a replica of ϕdac turning off slightly before. This technique, known as bottom-
plate sampling [57], minimizes signal-dependent charge injection. When the
sampling phase ϕdac is active, the current-steering DAC output voltage Vdac is
acquired on sampling capacitor CS. Then, during the comparison phase ϕref,
the reference DAC is connected in series to CS, while all the other switches are
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Figure 5.9 Differential sample-and-hold circuit.

off. It results that the voltage at comparator input is given by:

Vcomp[k] = Vref[k] − Vdac[k] , (5.1)

and hence the value of quantized error eq[k] effectively depends on the sign of
the difference between DACs output voltages.

The design of such circuit in terms of speed and accuracy can be extremely
simplified if we remember basic concepts on LMS algorithm convergence. We
have indeed seen in Chapter 4 that any noise uncorrelated with DAC digital
input code has no effect on convergence of the linearization technique, except
for the accuracy of estimated coefficients, which however can be improved by
properly setting the update parameter γ. It follows that we can reduce the
sampling capacitor value, without totally caring of kT/C noise. This leads to
a great advantage in terms of both circuit sampling speed and disturbances
injected into current-steering DAC output nodes. The resulting differential
circuit is depicted in Fig. 5.9, where we used two sampling Metal-Oxide-Metal
(MOM) capacitors of value CS = 5 fF. Dummy transistors (always off) are
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drawn in gray, which are used to compensate feed-through effects.
In order to verify the impact of the proposed sample-and-hold circuit on

overall DAC performances, the spectra of both the current-steering DAC out-
put and the sampled voltage have been simulated in the case of a one-tone
test. Fig. 5.10 shows the results obtained with fIN = 1.1 GHz, fS = 2.5 GS/s
and Ndown = 4 instead of 100, so as to lower simulation time. Focusing on
DAC output spectrum [Fig. 5.10(a)], even though spurs at a frequency off-
set equal to fS/Ndown = 625 MHz appear, because of disturbances produced
by the sample-and-hold circuit, they still are below the third-order harmonic
due to the switched capacitance effect and, hence, the SFDR degradation is
negligible (SFDR = 66 dB). SFDR of the sampled voltage is further better,
since dynamic effects are mostly died at the end of the sampling phase, as
evident from Fig. 5.10(b). Finally, Fig. 5.11 shows the SFDR of DAC output
(with mismatches disabled) when connected to the sample-and-hold circuit, as
a function of the input frequency, compared with the results we have obtained
in section 5.2.3 for the current-steering DAC only. The figure clearly demon-
strates that sample-and-hold circuit operation does not degrades substantially
spectral performances of the overall system, except for the low-frequency range,
where the penalty still remains below 5 dB.

5.5 Digital logic

In addition to the 1.8 nF supply voltage decoupling capacitance, digital sec-
tion of the system mostly consists of the digital adaptive predistortion scheme
performing the DAC static characteristic linearization, as described in the pre-
vious chapter. Furthermore, in order to allow chip testing without the need
of driving high-speed digital signals from the outside, two Direct Digital Fre-
quency Synthesizers (DDFSs) have been included for one-tone and two-tone
linearity tests. Then, all the digital control signals and parameters are set by
means of a standard Serial-to-Parallel Interface.

The implementation of such complex digital logic has been carried out
by following the traditional automatic standard cells flow. Starting from the
VHDL description of the system, CAD tools have been used to synthesize,
place, route and verify all the digital logic. In particular, in order to meet
the extremely stringent speed requirement (fclk = 2.5 GHz), a digital pipeline
implementation has been required. This approach permits to reduce register-
to-register paths length (and hence their corresponding propagation delay) at
the cost of an increased latency of the overall system. As an example Fig. 5.12
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Figure 5.10 Spectra of (a) Current-steering DAC output and (b) down-sampled
signal in the case of a one-tone test with fIN = 1.1 GHz, fS = 2.5 GS/s and Ndown = 4.
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Figure 5.12 Pipeline implementation of the digital adaptive predistortion scheme.

shows the pipeline arrangement of the digital predistortion scheme. In this
architecture, each stage of the pipeline is realized by more than one register
stages and corresponds to a certain level of the current-steering DAC.

The pipeline depth of the overall digital section (including DDFSs, control
logic, predistortion scheme and encoders) is about 50 stages and the total gate
count is approximately 16000 (except for decoupling capacitors, which are not
accounted for).

5.6 Performance summary

Main data and characteristics of the overall design are summarized in Tab.
5.1, where simulation results of the proposed DAC are compared with mea-
sured performances of the most recently published CMOS Digital-to-Analog
Converters with sampling frequencies in the GS/s range, which have been al-
ready analyzed in Chapter 1 and 2. Although not totally fair, because relying
on simulations instead of measurement data, this kind of comparison can be
useful to evaluate the potential extent of advantages and/or drawbacks of the
proposed technique with respect to the ones reported in open literature.

As previously discussed, the proposed 10-bit 2.5 GS/s current-steering DAC
has been designed in a 28 nm CMOS process using a single supply voltage
VDD = 1 V. Providing a 10 mA full-scale current onto a 50 Ω differential load,
it achieves a peak-to-peak output voltage swing of about 500 mV. Even though
the lower supply voltage, the resulting power delivered to the load (Pload =
−2 dBm), is in line with the state-of-the-art, except for the high-voltage DACs
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This [8] [9] [10] [11] [12] [13]Work

Process [nm] 28 65 130 65 90 180 40

Supply [V] 1 1.1/2.5 1.2/1.8 1.2 1.2/2.5 1.8/3.3 1.2

I load [mA] 10 50 10 8 16 20 16

PTOT [mW] N/A 188 27 60 128 600 40

Pload [dBm] -2 12 -2 -1 -7 4 -4

Res. [bits] 10 12 10 9 12 14 12

f S [GS/s] 2.5 1.6/2.9 1.6 3 1.25 3/6 1.6

SFDR|DC [dB] 78 74 74 61 75 84 74

SFDR|Nyq [dB] 65 52 50 53 66 57.5 70

Table 5.1 Performance summary of the designed DAC, compared with the most
recently published state-of-the-art DACs, which have been already shown in Tab. 1.1
in Chapter 1.

[8], [12] and Return-to-Zero DACs [11], [13], which achieve much higher and
much lower output powers, respectively.

For what concerns spectral performances, compared to the other state-of-
the-art methods, the proposed digital adaptive linearization technique promises
better, or at least comparable, linearity. While the Spurious-Free Dynamic
Range at low frequency (SFDR|DC = 78 dB) is approximately at the same
level as other designs, the most substantial advantage can be found in the
high-frequency range, as expected. Linearity at Nyquist (SFDR|Nyq = 65 dB)
is indeed better than almost all the other state-of-the-art DACs, and only
comparable to RZ DAC designs [11], [13], which however are characterized by
a considerably lower output power level. Furthermore, remembering that the
proposed DAC has a lower nominal resolution than the others (except [10],
10-bits against 12/14-bits), linearity data suggest an interesting insight: high
resolution is not only useless in the high-frequency range, but even detrimental.
In other words, dynamic linearity benefits from circuit simplicity and minimum
dimensions.

Finally, to complete the comparison with literature, in particular with [11]
and [13] which provide slightly better linearity even though at a lower fS,
the overall power consumption must be accounted for. Unfortunately, during
the design process, only the estimation of the analog power (i.e. the power of
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current-steering and resistor-string DACs) has been achieved (36 mW at the
maximum input frequency). On the contrary, it has not been possible to get
a realistic estimation of the digital core power consumption, that has to be
expected a significant contribution in the overall term PTOT, because of the
high clock frequency. For this reason a fair comparison with state-of-the-art
will be possible only on the basis of experimental results in terms of power
consumption measurements.

Other phenomena potentially degrading DAC performances are supply noise,
inductive coupling at the interface with the external load and accuracy of on-
chip current and voltage references. Once again, evaluation of the effective
impact of all these factors will be allowed only by experimental measurements.
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Conclusions

This Ph.D. dissertation has focused on definition and development of new de-
sign methodologies and techniques for the implementation of high-speed high-
performance DACs suitable for the integration in ultra-scaled CMOS technolo-
gies, allowing to overcome the fundamental trade-offs between static linearity,
dynamic linearity and power efficiency. In particular, a novel digital technique
for the linearization of the DAC static characteristic has been introduced, which
proves suitable for Digital-to-Analog Converters with sampling frequencies in
the GS/s range and medium-to-high resolutions. To demonstrate its effective-
ness, the proposed method has been applied to the design and the implemen-
tation of a 10-bit 2.5 GS/s DAC in 28 nm CMOS.

The digital linearization algorithm is based on the use of a new multipath
LMS adaptive filter that continuously measures and cancels static non-linearity
errors in the background of normal operation. Since analog circuits impair-
ments are canceled out in the digital domain, a design full-oriented at opti-
mizing dynamic performances is allowed, overcoming in this way the typical
trade-off between low-frequency and high-frequency linearity. The proposed
scheme includes an additional voltage comparator and an ancillary slow rate,
yet linear, DAC, resulting in an extremely simple and low-power overall DAC
architecture. Behavioral simulations confirm the effectiveness of algorithm in
increasing the linearity across the full bandwidth, with an improvement rang-
ing from 26 dB at DC to 15 dB at the Nyquist frequency. Theoretical aspects
of this linearization technique have been published at an IEEE conference [52].

A 10-bit 2.5 GS/s current-steering DAC including the digital calibration
scheme has been designed and implemented in 28 nm CMOS. Using a single
supply voltage VDD = 1 V, it provides a 10 mA full-scale current onto a 50 Ω dif-
ferential load, resulting in a −2 dBm output power. While the current-steering
circuit consumes 36 mW power at the maximum operating frequency, the ancil-
lary 10-bit 25 MS/s resistor-string DAC draws only about 20 µA. Although at
the time of writing this Ph.D. dissertation the chip prototype was not available
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yet for experimental measurements, simulation results showed a DAC SFDR
greater than 65 dB across the entire Nyquist bandwidth (SFDR|DC = 78 dB
and SFDR|Nyq = 65 dB), revealing the potential effectiveness of the proposed
linearization technique to advance the state-of-the-art.

In conclusion, the present work has demonstrated that the extensive use
of digital adaptive calibration algorithms can make high-speed DACs suitable
for the application to modern multi-carrier multi-band transmitters to be in-
tegrated in low-cost ultra-scaled CMOS processes. With respect to the results
reported in this dissertation, further benefits in this field will come from fu-
ture research aimed at increasingly simplifying the required digital hardware
complexity for the implementation of such techniques, leading to a further
improvement in terms of both area and power efficiency.
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