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Abstract

Aim of the present thesis is the development of novel mathematical models to describe the fluid

and drug transport processes in malignant biological tissues, as well as their mechanical properties

and growth. The work falls within the framework of classical methods of mathematical physics,

in particular multiscale homogenization (Sanchez-Palencia, 1980, 1983; Holmes, 1995; Mei and

Vernescu, 2010), applied to the behavior of biological systems pointed out by recent experiments

(see e.g. Carmeliet and Jain (2000); Jain et al. (2007); Moeendarbary et al. (2013)).

The tumor microvasculature represents an ad hoc supply network, which is sprout out via the

so called angiogenesis process, in order for the malignant mass to obtain nutrients for growth,

(Carmeliet and Jain, 2000). The angiogenic blood vessels are characterized by functional and

structural abnormalities and heterogeneities and they are in general highly permeable, leaking and

tortuous, such that the blood circulation through these vessels can be impaired and hard to predict,

(Hashizume, 2000). In this scenario, several complex and coupled physical phenomena take place,

including blood and drug circulation in the angiogenic capillary network, fluid and drug trans-

port, as well as chemical reactions in the interstitial space and blood leakage through the vessels

membrane, which enables the coupling between the two compartments. A complete description

of the physics in the tumor system represents a challenging issue from a mathematical modelling

and computing viewpoint. We thus exploit the sharp length scale separation between the charac-

teristic tumor length (the macroscale) and the intercapillary distance (the microscale), such that,

via asymptotic homogenization, we are able to decouple spatial variations and obtain a robust ma-

croscale theoretical framework. The resulting model takes into account both the relevant physical
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phenomena occuring in the system and reduces mathematical complexity; a major aim for this

work is, in perspective, to achieve a practical tool which can help the setup of effective anti-cancer

therapies. The role of the microvascular geometrical complexity is encoded in the model coeffi-

cients, which are computed via numerical simulations of classical differential problem on a single

representative cell.

Tumor growth and its mechanical properties are important issues to tackle. The multiscale anal-

ysis of poroelastic growing materials (where, in this case, the micro and macro spatial scales are

identified with the pore radius and medium length, respectively) we carried out represents a theo-

retical starting point to improve our physical insight about the interplay between material growth

and elastic strains and it can be applied to the tumor mass, which has been shown to be behave as

a poroelastic material (Moeendarbary et al., 2013).

The thesis is organized in the following chapters:

• In Chapter 1, (Penta et al., 2013) a system of differential equations for coupled fluid and

drug transport in vascularized (malignant) tissues is derived by a multiscale expansion. We

start from mass and momentum balance equations, stated in the physical domain, geomet-

rically characterized by the intercapillary distance (the microscale). The Kedem-Katchalsky

equations are used to account for blood and drug exchange across the capillary walls. The

multiscale technique (homogenization) is used to formulate continuum equations describing

the coupling of fluid and drug transport on the tumor length scale (the macroscale), under

the assumption of local periodicity; macroscale variations of the microstructure account for

spatial heterogeneities of the angiogenic capillary network. A double porous medium model

for the fluid dynamics in the tumor is obtained, where the drug dynamics is represented by a

double advection-diffusion-reaction model. The homogenized equations are straightforward

to approximate, as the role of the vascular geometry is recovered at an average level by solving

standard cell differential problems. Fluid and drug fluxes now read as effective mass sources

in the macroscale model, which upscale the interplay between blood and drug dynamics on

the tissue scale. We aim to provide a theoretical setting to support the design of effective

anti-cancer therapies

• In Chapter 2, (Penta and Ambrosi, 2014) the role of the microvascular network geometry

on transport phenomena in solid tumors and its interplay with the leakage and pressure drop

across the vessels is qualitatively and quantitatively discussed. Our starting point is a multi-

scale homogenization, suggested by the sharp length scale separation that exists between the

IV



i
i

“thesis” — 2014/2/7 — 2:32 — page V — #9 i
i

i
i

i
i

characteristic vessels and tumor tissue spatial scales, referred to as the microscale and the

macroscale, respectively. The coupling between interstitial and capillary compartment is de-

scribed by a double Darcy model on the macroscale, whereas the geometric information on the

microvascular structure is encoded in the effective hydraulic conductivities, which are numer-

ically computed solving classical differential problems on the microscale representative cell.

Then, microscale information is injected into the macroscopic model, which is analytically

solved in a prototypical geometry and compared with previous experimentally validated, phe-

nomenological models. In this way, we are able to capture the role of the standard blood flow

determinants in the tumor, such as the tumor radius, tissue hydraulic conductivity and vessels

permeability, as well as the influence of the vascular tortuosity on fluid convection. The re-

sults quantitatively confirm that transport of blood (and, as a consequence, of any advected

anti-cancer drug) can be dramatically impaired by increasing the geometrical complexity of

the microvasculature. Hence, our quantitative analysis supports the argument that geometric

regularization of the capillary network improve blood transport and drug delivery in the tumor

mass.

• In Chapter 3, (Penta et al., 2014), a new mathematical model is developed for the macroscopic

behaviour of a porous, linear elastic solid, saturated with a slowly-flowing incompressible,

viscous fluid, with surface accretion of the solid phase. The derivation uses a formal two-

scale asymptotic expansion to exploit the well-separated length scales of the material: the

pores are small compared to the macroscale, with a spatially-periodic microstructure. Surface

accretion occurs at the interface between the solid and fluid phases, resulting in growth of the

solid phase through mass exchange from the fluid at a prescribed rate (and vice versa). The

averaging derives a new poroelastic model, which reduces to the classical result of Burridge

and Keller in the limit of no growth. The new model is of relevance to a large range of

applications including packed snow, tissue growth, biofilms and subsurface rocks or soils.
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CHAPTER1
Multiscale homogenization for fluid and drug transport in

vascularized malignant tissues

1.1 Introduction

During the early stage of tumor growth (the “avascular phase”), nutrients enter the malignant mass

and feed its development by simple diffusion. When the size of the tumor exceeds the diffusion

length scale, the angiogenetic process starts: new vessels sprout from the neoplastic mass and create

an ad hoc supply network (Carmeliet and Jain, 2000). The new microvasculature is characterized by

abnormal features, as regards both geometry and functionalities. Differently than healthy vessels,

the tumor ones are disorganized, tortuous and dilated, while the vessels walls are highly permeable

and exhibit openings and defects (Hashizume, 2000). The tumor cells environment is often charac-

terized by a high interstitial fluid pressure (Jain and Baxter, 1988; Boucher et al., 1990; Jain et al.,

2007), which is related to both the microvasculature geometrical abnormalities and a reduction of

the interstitial space (Heldin et al., 2004). As a result, the pressure gap across the capillary wall is

small, so that the effectiveness of anti-cancer therapies can be compromised because of disordered

blood flow in the vessels and a reduced distribution of drug molecules reaching the tumor cells

1
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Chapter 1. Fliud and drug transport

through advection. To improve anti-cancer strategies and make their effects easier to predict, un-

derstanding the relationship between the physical phenomena underlying the drug delivery process

and the tumor system properties is essential.

Several mathematical models have been proposed in the last ten years to investigate the micro-

scopic inhomogeneity of tumors, that are composed by proliferating, apoptotic, healthy cells end

extracellular matrix. The mixture theory has been exploited to address both the avascular and the

vascular stages of tumor growth, stating and solving numerically the equations of mass, momentum

and energy balance for several species Preziosi and Byrne (2003); Ambrosi and Preziosi (2002);

Schuff et al. (2013a,b). The theoretical basis of this approach is that the macroscale equations are

not obtained on the basis of upscaling arguments from microstructural balance, but they are a pri-

ori stated, or at most obtained on the basis of pure averaging. The governing equations and the

constitutive equations then mimick the behavior that single components have in bulk and the inter-

action forces between components are deduced on the basis of heuristic arguments. Mixture theory

models can be quite general, including any number of interacting species, nonlinear behavior and

no apparent retriction on the geometrical features of the microstructure.

In this chapter we address the tumor microcirculation by an approach that, as the mixture theory,

aims to account for the gross behavior of the system in terms of averaged equations. However, the

multiple scale (homogenization) method is able to upscale the parameters of the macro equations

on the basis of microstructural arguments. The multiple-scales method (Sanchez-Palencia, 1983;

Holmes, 1995) has been successfully applied to various physical systems, a most important field of

applications of this technique being porous media flow (see for istance Arbogast and Lehr, 2006).

The use of this technique in investigating living systems is more recent; a remarkable example of

multiscale analysis applied to the fluid and drug transport in the microvasculature can be found

in Shipley and Chapman (2010). There, the derivation is obtained by scaling the various physical

numbers (which arise from a proper non-dimensionalization of the microscale model) according to

their order of magnitude estimate, based on several examples which can be found in the biophysical

literature. Furthermore, the blood is assumed to behave as a Newtonian fluid in a locally periodic

and macroscopically uniform domain: macroscopic variations of the relevant fields are allowed,

but macroscale variations of the microstructure, which might be relevant in malignant vascular

networks, are not. Here, we follow a slightly different approach and derive a macroscale model

which generalizes that in Shipley and Chapman (2010); the latter can be recovered under a number

of simplifying assumptions.

2



i
i

“thesis” — 2014/2/7 — 2:32 — page 3 — #15 i
i

i
i

i
i

1.1. Introduction

More specifically, we develop a mathematical model which describes the fluid and drug transport

phenomena on the tissue length scale, accounting for both the crucial role of the tumor vasculature

geometry and the mutual influence of mass and fluid transcapillary exchange. In our work, we

are able to deal with general interface conditions at the boundary between vessels and tumor inter-

stitium. In particular, we adopt a non-equilibrium (possibly non-linear) thermodynamic approach

(Kedem and Katchalsky, 1958) to track the influence of the concentration of drug molecules on the

fluid flow (i.e the osmotic pressure) and to account for the convection of drug across the capillary

walls. We enforce the sharp length scale separation between the intercapillary distance and the tu-

mor size, then we state the differential model on the physical domain. Here, non-dimensionalization

and scaling are performed accounting for the physical behavior of the representative quantities with

respect to the asymptotic expansion parameter (the ratio between the intercapillary distance and the

characteristic tissue scale), rather than their order of magnitude, which might depend strongly on

the specific biophysical system at hand. This approach allows us to describe the greatest possible

number of physical phenomena at leading order, though an order of magnitude estimate of the rel-

evant non-dimensional numbers can be a posteriori performed to evaluate the relative importance

of the various parameters. Further, our results account for possible macroscopic variations of the

microstructure and for changes in the effective viscosity due to possible spatial heterogeneities.

The final macroscale model for the physical quantities of interest, such as velocity, concentra-

tion and pressure field, describe the blood dynamics through a double Darcy’s system of differential

equations, whereas the drug dynamics is represented by a double advection-diffusion-reaction sys-

tem. The interstitial and capillary models are coupled through effective mass sources which account

for the fluid and drug transport interplay. The present mathematical model is computationally fea-

sible, because the key role of the microvascular geometry is encoded in the effective parameters of

the macroscale model, which can be computed solving standard differential problems on a single

cell. Hence, in perspective, numerical results obtained from such a model might help to predict the

effectiveness of anti-cancer therapies.

The chapter is organized as follows:

• Section 1.2 is devoted to formulate the continuum mechanics balance equations and the cor-

responding boundary conditions on the physical domain characterized by the intercapillary

distance length scale, so that the distinction between the interstitial and capillary compart-

ment is pointed out.

• In section 1.3 the governing equations are rewritten in non-dimensional form.

3
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Chapter 1. Fliud and drug transport

• In section 1.4 we apply a two-scales asymptotic expansion to obtain the effective governing

equations describing the physical behaviour of the system on the tissue scale. The fluid dy-

namics is modeled via a double Darcy’s differential system, whereas the drug dynamics is

represented by a double advection-diffusion-reaction model. The model reported in Shipley

and Chapman (2010) is recovered as a particular case.

• In section 1.5 concluding remarks and future perspective are illustrated.

1.2 Balance equations

In this chapter we formulate a mathematical model for fluid and drug transport in a biological

tissue permeated by a capillary network on the basis of a two-scale asymptotic expansion. The

domain Ω ⊂ R3 is composed of two subdomains, Ωn and Ωt, the capillary network and the tissue

interstitium, respectively. Following the available biological literature, we assume the typical mean

intercapillary distance d to be small compared to the tissue characteristic length L, so that we define

a suitable spatial scale ratio as

ε =
d

L
� 1. (1.1)

According to the analysis reported in Less et al. (1991), the mean intercapillary distance is about

50µm (d ≈ 10−5 m), whereas, for a tumor, the characteristic length can vary between 1 cm and

12 cm (Stevens et al., 2001); hence L ≈ 10−2 − 10−1 m and

ε ≈ 10−4 − 10−3. (1.2)

At this stage, every unknown field of interest, such as the pressure p, the concentration of drug c

and the blood velocity u, is in principle a function of space x and time t. These quantities obey

to balance laws that take specific form depending on the portion of the domain of interest and, in

general, they are not continuous across subdomains interface. In particular, their restrictions to

the interstitial and capillary compartment are denoted by subscripts t and n, respectively. We first

consider the fluid and drug transport in each portion of Ω, then we will detail the proper interface

conditions in order to close the resulting coupled differential problem.

4
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1.2. Balance equations

1.2.1 Interstitial Fluid flow

The tumor interstitium Ωt is here considered to be a non deformable, isotropic porous medium,

where the intracellular space represents the pores and Darcy’s law applies:

ut = −κ∇pt in Ωt (1.3)

∇ · ut = 0 in Ωt, (1.4)

where κ denotes the tissue hydraulic conductivity, which, in tumors, may vary dramatically de-

pending on the tissue type and its chemical composition (Swabb et al., 1974).

We assumed the medium isotropy for the sake of simplicity only. This assumption could be

easily relaxed when replacing κ with a second order positive definite symmetric tensor to account

for anisotropy, with some more complicated notations, but no increased insight from a physical

viewpoint.

1.2.2 Capillary fluid flow

Blood is a non-Newtonian fluid, composed by the plasma (which can be regarded as a Newtonian

solution made of water and proteins) and red blood cells, at a concentration (haematocrit) of 40 −

45%. A detailed analysis of blood rheology, regarding in particular its shear thinning behavior (i.e

the apparent viscosity decreases with increasing shear rate), can be found for example in Formaggia

et al. (2009). In particular, in vessels much larger than red blood cells (i.e≈ 4µm (Jayaweera et al.,

1994)), at constant temperature and haematocrit, blood can be assumed to behave (approximately)

as a Newonian fluid, with viscosity greater than plasma.

In small capillaries, a more complex blood rheology should be taken into account, since non-

Newtonian effects, such as the Fahareus and the Fahareus-Lindqvist effects (Fahareus and Lindqvist,

1931) occur. The typical diameter of the capillaries is comparable with the size of red blood cells,

both in healthy (from 5 to 8µm, Simonescu et al. (1974)) and malignant tissues (values ranging

from 10 to 30µm are reported, for example, in Jain (1988)).

Without entering delicate theoretical questions about possible constitutive relations for blood flow

at such scales, we restrict to consider it as a viscous fluid where the effective viscosity explicitly

depends on the radius of the vessel r. In other words, we tacitly enforce a complex rheology of the

blood, adopting an effective viscosity that depends on the radius, where such a spatial dependence

is the result of an immaterial non-Newtonian constitutive law applied to a specific geometry.

For example, according to Pries et al. (1992) and Pozrikidis (2009), when haematocrit and tem-

5
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Chapter 1. Fliud and drug transport

perature are fixed to 45% and 37◦C, respectively, the flow in a straight vessel can be recovered by

adopting an effective viscosity µe given by:

µe = µ
(
220 exp(−2.6r) + 3.2− 2.44 exp(−0.06(2r)0.645)

)
, (1.5)

where µ ≈ 1.16 − 1.33 · 10−3 Pa s (Cooke and Stuart, 1988) denotes plasma viscosity. Whenever

the capillary network is regular enough that an average representative radius can be identified, the

viscosity can be considered constant, such that its value can be computed by means of (1.5). For

example, for r = 10µm, we obtain µe = 1.59µ, whereas the the blood viscosity in large vessels

(Rand et al., 1964) is ≈ 4 · 10−3 Pa s, is reached only when r is approaching 200µm, such that

µe ≈ 3.2µ ≈ 4 · 10−3 Pa s.

Since the angiogenic capillary network embedded in a tumor mass typically exhibits strong spatial

eterogeneities, we account for possible spatial variations in the (effective) capillary diameter. This

can be performed, for example, replacing r in (1.5), with a suitable function r = r(x), yielding

µe = µe(x); (1.6)

r is in principle a function of x depending on the geometric characteristics of the capillary network

at hand (this can also be induced by medical images inspection). It is worth noting that a more

accurate modelling of the blood rheology in small capillaries should also account for variations in

haematocrit (which is here fixed for the sake of simplicity). In particular, in small capillaries, the

so called phase-separation may occur, i.e. the red blood cell concentration can exhibit significant

spatial inhomogeneities at diverging bifurcations. Since the effective viscosity exponentially in-

crease with increasing haematocrit, a highly heterogeneous blood flow resistance may be observed

in bad-organized and tortuous vascular networks Pries and Secomb (2003).

Finally, inertial and body forces can be ignored and the blood capillary flow is governed by the

following Stokes’ problem:

µe∇2un = ∇pn in Ωn (1.7)

∇ · un = 0 in Ωn. (1.8)

1.2.3 Drug transport, reaction and diffusion

The combined action of transport and diffusion determines the concentration of drug in the blood

vessels, whereas, in a tumor, cellular uptake (“the reaction") plays a major role. We thus as-

sume a standard advection-diffusion equation for the concentration in the capillaries cn, whereas

6
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1.2. Balance equations

an advection-diffusion-reaction equation holds for the concentration ct in the tissue interstitium:

∂cn
∂t

+∇ · (cnun −Dn∇cn) = 0 in Ωn (1.9)

∂ct
∂t

+∇ · (ctut −Dt∇ct) = −h(ct) in Ωt, (1.10)

Here Dc and Dt are the species diffusivity in their own subdomains and h(ct) is a positive, possibly

non-linear function of the interstitial concentration, which accounts for the reaction mechanisms

occurring in the system. When linear uptake only is relevant, we can prescribe:

h(ct) = γct, (1.11)

where γ is the reaction uptake rate.

1.2.4 Interface fluxes

The fluxes across the capillary wall can be obtained on the basis of non-equilibrium thermodynamic

arguments, originally developed by Kedem and Katchalsky (1958) and then generalized to other

bio-physical systems (Dreher et al., 2006; Waniewsky, 2006). When assuming that the Kedem-

Katchalsky formulation applies for both blood and drug fluxes, we obtain

φb = Lp [(pn − pt)− σRT (cn − ct)] (1.12)

φd = φb(1− σ)cm + P (cn − ct). (1.13)

where φb and φd denote the blood and drug fluxes per unit of total exchange surface area, respec-

tively, whereas Lp is the hydraulic conductivity of the vessel wall, which accounts for the fluid

leakage from the capillaries. In tumors, it can be up to two orders of magnitude higher than in

healthy tissue, because of the openings and defects that characterize the tumor blood vascular net-

works (Jain et al., 2007). Here, R is the universal gas constant, T is the absolute temperature, P is

the diffusive permeability of the vessel wall. The osmotic reflection coefficient 0 < σ < 1 quan-

tifies the departure of a membrane behavior from semipermeability. For an ideal semipermeable

membrane (no solute flux due to convection) σ = 1, so that the osmotic flow is maximized, whereas

for an unselective membrane there is no osmosis and hence σ = 0. The value of σ depends on the

relative geometry and size of the specific molecule and of the membrane pores (Bhalla and Deen,

2007).

According to (1.12), the blood flux across the interface is due both to the hydrostatic pressure

drop and the osmotic pressure difference, the latter being proportional to the concentration jump

for dilute solutions. The drug flux in (1.13) is the sum of a convective term, proportional to the

7
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Chapter 1. Fliud and drug transport

fluid flux, and a diffusive one, proportional to the difference in concentration. The term cm has

the dimension of a concentration and a thorough analysis (Waniewsky, 2006) suggests that it is a

non-linear function of the fluid flux φb of the type:

cm = (1− f)cn + fct; f : =
1

λ̃φb
− 1

exp(λ̃φb)− 1
λ̃: =

1− σ
P

. (1.14)

The quantity λ̃φb (at fixed blood flux φb) is often called the transvascular Péclet number (Pev), as

it expresses the relative importance of convection to diffusion across the capillary walls. It is worth

recalling the linearized analogues of relationship (1.13) when limiting case of Pev are taken into

account, namely:

φd = φb(1− σ)cn + P (cn − ct) for Pev � 1 (1.15)

and

φd = φb(1− σ)c̄+ P (cn − ct) ; c̄ =
cn + ct

2
for Pev � 1. (1.16)

The relationship (1.13) is widely accepted in the bio-physical literature (see for example Jain and

Baxter (1988); Tang et al. (2012)), whereas the approximation (1.16) has been previously adopted,

for example, in Dreher et al. (2006). A rough approximation for the drug flux, which rigorously

apply only when the blood flux φb is negligible (Jain, 1987a), yields a membrane law of the type:

φd = P (cn − ct), (1.17)

which has been enforced by Modok et al. (2006, 2007).

Remark 1.1. According to the most widely accepted bio-physical literature (see for example Jain

and Baxter, 1988), equation (1.12) should read:

φb = Lp [(pn − pt)− σ(πn − πt)] , (1.18)

where (πn − πt) denotes the osmotic pressure difference due to different concentrations of plasma

proteins across the vessel walls. However, the present work is mostly related to malignant tissue, so

that, according to the analysis reported in Jain et al. (2007), the typical capillary pore dimensions

(≈ µm) are much larger than the hydrodynamic radius of plasma proteins (for example, the typical

radius of albumin is ≈ 3.5 nm). As a result, the osmotic pressure contribution due to plasma

proteins is negligible in tumors. It is worth remarking that this could not be the case, in general, for

drug macromolecules, whose radius can reach dramatically higher values with respect to plasma

proteins (for example, particles characterized by a radius of ≈ 100 − 150 nm, have been recently

developed (Scomparin et al., 2011)). We then argue that, in tumors, even though the blood flux

8
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1.2. Balance equations

is mostly driven by the pressure drop, the most general flux prescription is of the type (1.12),

whereas, in healthy tissues, an accurate blood flux prescription should account for the osmotic

pressure contribution, as in (1.18).

1.2.5 Interface conditions

Continuity of the drug and blood fluxes at the interface boundary Γ = ∂Ωn ∩ ∂Ωt leads to the

following interface conditions:

un · n = ut · n = φb (1.19)

(cnun −Dn∇cn) · n = (ctut −Dt∇ct) · n = φd, (1.20)

where n is the outward unit vector normal to the capillary surface, whereas the (possibly non-

linear) fluxes are denoted by φb(pn, pt, cn, ct) and φd(pn, pt, cn, ct) and dictate the fluid and drug

transfer rate per unit area across the capillary walls.

Remark 1.2. According to the biophysical literature (see, e.g. Jain and Baxter (1988); Jain et al.

(2007)), the actually measured physical quantities are the average macroscopic blood and drug

fluxes. For example the blood flux, which is often referred to as Jv, reads:

Jv = Sφb, (1.21)

where S is the total exchange surface of the capillary vessels and φb is given by (1.12) or (1.18)

depending on the actual physical system at hand. Even though it is more convenient to prescribe the

fluxes per unit area in the current formulation, we still have to account for the correct asymptotic

behavior of the various physical quantities involved in the extravasation process. In fact, it is

reasonable to assume that the actual measured flux (i.e of the type (1.21)) for a fixed portion of

the tissue is finite, even when the number of capillaries (and correspondingly their total surface)

increases within the volume, so that the average distance between them decreases, that is:

S ∝ N ∝ L

d
=

1

ε
→ φb ∝

1

N
∝ d

L
= ε, (1.22)

where N is the (estimated) average capillary number in the network. We formalize the heuristic

argument (1.22) highlighting the correct asymptotic behavior of both the blood and drug fluxes per

unit area, φb and φd, via the following definitions:

φb = εΦb, φd = εΦd, (1.23)

9
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Chapter 1. Fliud and drug transport

and for the sake of simplicity, from now on, we still refer to the quantities Φb and Φd as the blood

and drug flux, respectively. The interface conditions (1.19-1.20) then rewrite:

un · n = ut · n = εΦb (1.24)

(cnun −Dn∇cn) · n = (ctut −Dt∇ct) · n = εΦd. (1.25)

The ε coefficient appearing on the right hand sides of (1.24-1.25) then reflects the application of

average experimental measures to a local balance law. In fact, this is the proper scaling to ensure

that local fluxes contributions, which are expected to translate into volumetric contribution on the

global scale, are finite in the limit for ε→ 0.

To close the problem, we need one more boundary condition for the tangent components of the

fluid velocity in the capillaries. Since the solid compartment is a porous medium, following Jones

(1973), we assume that the following generalized slip conditions (Beavers and Joseph, 1967) hold

un · τ = −
√
k

αs
[(n · ∇)un] · τ on Γ, (1.26)

where αs is a non-dimensional parameter, which depends on the properties of the porous surface, τ

is any unit vector tangent to the capillary surface and k is the tissue permeability, which is related

to the hydraulic conductivity k by

κ =
k

µe
. (1.27)

1.3 Non-dimensional form of the equations

Equations (1.3), (1.4), (1.7), (1.8), (1.9), (1.10), equipped with boundary conditions (1.24), (1.25),

(1.26) and proper effective viscosity and fluxes prescriptions (for example of the type (1.5,1.6)

and (1.12,1.13), respectively), represent a coupled system of partial differential equations in the

variables un, ut, pn, pt, cn, ct on the whole domain Ω, which includes both the tumor interstitium

Ωt and the capillary network Ωn. We now rewrite the system in non-dimensional variables:

x = Lx′ u =
Cd2

µ
u′ p = CLp′ c = Crc

′ t =
Lµ

Cd2
t′, (1.28)

where Cr, C are the reference concentration and pressure gradient, respectively. The corresponding

system of partial differential equations in non-dimensional form then reads (the primes have been

dropped for the sake of simplicity)
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µ̄ε2∇2un = ∇pn in Ωn (1.29)

∇ · un = 0 in Ωn (1.30)

ut = −κ̄∇pt in Ωt (1.31)

∇ · ut = 0 in Ωt (1.32)

∂cn
∂t

+∇ · (cnun − An∇cn) = 0 in Ωn (1.33)

∂ct
∂t

+∇ · (ctut − At∇ct) = −h̄(ct) in Ωt (1.34)

supplemented by the interface conditions

un · n = εΦ̄b on Γ (1.35)

un · τ = −εφ [(n · ∇)un] · τ on Γ (1.36)

ut · n = εΦ̄b on Γ (1.37)

(cnun − An∇cn) · n = εΦ̄d on Γ (1.38)

(ctut − At∇ct) · n = εΦ̄d on Γ, (1.39)

where Φ̄b, Φ̄d, h̄ are the corresponding non-dimensional blood and drug fluxes and reaction func-

tion, respectively. The non-dimensional numbers (functions) introduced above are defined as fol-

lows:

µ̄(x) =
µe(x)

µ
; κ̄ =

κµ

d2
; An =

Dnµ

LCd2
; At =

Dtµ

Cd2
; φ =

√
κ̄µ̄(x)

αs
. (1.40)

Here, µ̄ represents the relative fluid viscosity, whereas κ̄, φ are the non-dimensional hydraulic

conductivity and slip coefficient, respectively. The non-dimensional numbers An and At express

the relative importance of diffusion vs convection, so that they can be written as

An =
1

Pen
; At =

1

Pet
, (1.41)

where the capillary and interstitial Péclet numbers Pen and Pet are defined as

Pen: =
LCd2

Dnµ
; Pet: =

LCd2

µDt

. (1.42)

Further remarks about the choice (1.28) of non-dimensional variables and the meaning of the cor-

responding equations are in order.

The Stokes’ type characteristic velocity

U =
Cd2

µ
(1.43)

11
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Chapter 1. Fliud and drug transport

adopted in (1.28) preserves the asymptotic behavior of the interstitial fluid velocity, as well as in

the capillaries (see continuity condition (1.24)) as ε→ 0. Problem (1.29) is the typical asymptotic

problem which characterizes the flow in porous media in the multiple scales analysis context, as,

for example, in Burridge and Keller (1981); Holmes (1995); Arbogast and Lehr (2006). The trans-

port parameters, including the tissue hydraulic conductivity and any other transvascular parameter

encoded in the fluxes Φ̄b, Φ̄d (for example, the membrane conductivity Lp and the diffusive per-

meability P ), are given by experimental measurements, that implicitly comprise a dependence on

both the geometry and on the tissue and capillary walls material and chemical composition. Here,

we claim that the observed Darcy’s interstitial flow, together with the Kedem-Katchalsky leakage

of blood and macromolecules from the vessels, should be consistent with the Stokes’s type charac-

teristic velocity profile assumed in (1.28). As a consequence, the non-dimensional tissue hydraulic

conductivity given by (1.40) and the non-dimensional fluxes are to be considered fixed in the limit

ε→ 0. Finally, we assume a formal balance between diffusion, reaction and convection within the

domain, so that the Péclet numbers (1.42) and the non-dimensional reaction h̄ are fixed in the limit

ε→ 0. This is done for the sake of generality, as this approach allows us to retain the greatest pos-

sible number of physical phenomena in the asymptotic analysis. However, the relative importance

of the various phenomena can be a posteriori evaluated via an order of magnitude estimate of the

resulting non-dimensional numbers, to account for specific physical regimes (such as, for example,

the advection dominated regime), depending on the actual physical system at hand.

1.4 Multiscale formulation

In this section we employ the two-scales technique (Sanchez-Palencia, 1983; Holmes, 1995) to

derive a continuum macroscale model for the system of equations (1.29-1.39). Since ε � 1, we

enforce the sharp length scale separation between the intercapillary distance d, the microscale, and

the tissue characteristic dimension L, the macroscale, (see figure 1.1) defining:

y: =
x

ε
. (1.44)

Following the usual approach in multiscale analysis, from now on x and y denote independent

variables, representing the macro and micro spatial scale, respectively. We then assume that any

unknown field ψ defined throughout this work (i.e. un, ut, pn, pt, cn, ct) is a function of these

independent spatial variables:

ψ = ψ(x,y, t)

12
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so that the differential operators transform accordingly,

∇ → ∇x +
1

ε
∇y; ∇2 → 1

ε2
∇y +

2

ε
∇y · ∇x +∇2

x. (1.45)

For every field ψ we formally perform the following multiple scales expansion in power series of ε:

ψ = ψε(x,y, t) =
∞∑
l=0

ψ(l)(x,y, t)εl. (1.46)

The components ψ(l) are defined for every x belonging to the macroscale domain, whereas y spans

only the specific portion of the microscale where ψ is defined. We assume periodicity in the micro-

scale variable, so that every ψ(l) is y-periodic.

Remark 1.3. Only local periodicity is assumed, while macroscale variation in any field ψ is allowed.

Furthermore, the interstitial and capillary compartments can also macroscopically vary, that is Ωn =

Ωn(x,y), Ωt = Ωt(x,y), so that possible macroscale changes of geometry are accounted for.

This represents a difference with respect to previous works (Arbogast and Lehr, 2006; Shipley

and Chapman, 2010), where the medium is assumed macroscopically uniform, i.e. the interface

between subdomains is assumed to be x-constant, so that the geometric structure of the medium

is globally periodic, even though macroscopic variations of the fields are obviously still allowed.

Note that the latter assumption is much stronger than local periodicity only, especially for tumor

vascular networks, which exhibit sharp spatial heterogeneities. However, when accounting for

tumor microvasculature, the local periodicity assumption still represents a restricitive assumption

which does not universally hold, although, as we shall see in the following, the analysis of a suitable

(possibly macroscopically varying) periodic unit can be viewed as a robust starting point to gain

crucial microstructure information within the context of a tissue scale homogenized model.

We perform power series expansions of the form (1.46) for the relevant fields in (1.29-1.39); by

collecting coefficients of εl for l = 0, 1, ..., and exploiting suitable microscale averages, we derive

a closed macroscale model for the leading order fields p(0)
n , p(0)

t , c(0)
n , c(0)

t , u(0)
n , u(0)

t .

Whenever a component of the asymptotic expansion retains a dependence on the microscale y, we

can take its integral average, defined as follows:

〈ψ〉s =
1

|Ω|

∫
Ωs

ψ(x,y, t) dy, s = t, n (1.47)

where |Ω| stands for the volume of the domain and integration is performed over the local scale

y. Because of the y-periodicity, the integral average (1.47) does not change if performed over a

single representative cell only (that is, when |Ω| is replaced by the single cell volume and Ωs by its

13
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Chapter 1. Fliud and drug transport

Figure 1.1: A 2D cartoon representing the micro and macro scales. On the right hand side, the homogenized domain, where the microstructure

is smoothed out, is shown. On the left hand side, the microscale is shown and the difference between the interstitial and capillary compartment

is pointed out. Two possible examples of periodic units (drawn as blue circles) are depicted, related to two different macroscale points denoted

by xA and xB , to emphasize that the medium is not, in general, macroscopically uniform. In fact, the interface position vector r related to the

same (homologous by y-periodicity) local point is varying with respect to x, that is r(xA,y) 6= r(xB ,y). Whenever the medium exhibits

such variations, one cell problem for every x of the homogenized domain needs to be solved.

representative cell portion), so that, from now on, (1.47) will be regarded as a cell average. Finally,

we also permit macroscale variations of the capillary radius r, such that from now on we assume:

µ̄ = µ̄(x), (1.48)

that is, µ̄ is y-constant.

1.4.1 Capillary problem

Assuming that all the fields depend on the independent variables (x, y), derivatives transform

according to (1.45), so that the capillary problem in Ωn (1.29-1.30), (1.33), (1.35-1.36), (1.38),

rewrites:

µ̄ε∇2
yun + 2µ̄ε2∇y · ∇xun + µ̄ε3∇2

xun = ∇ypn + ε∇xpn (1.49)

∇y · un + ε∇x · un = 0 (1.50)

ε2
∂cn
∂t

+∇x ·
(
ε2cnun − εAn∇ycn − ε2An∇xcn

)
+∇y · (εcnun − An∇ycn − εAn∇xcn) =0

(1.51)
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equipped with interface conditions on Γ of the form:

(εcnun − An∇ycn − εAn∇xcn) · n = ε2Φd on Γ (1.52)

un · n = εΦ̄b (1.53)

−φ [(n · ∇y)un] · τ − εφ [(n · ∇x)un] · τ = un · τ on Γ. (1.54)

Our aim is to determine a closed problem for the zero-th order fields p(0)
n ,
〈
u(0)
n

〉
n
, c(0)

n . We start

considering the fluid flow in the capillaries; collecting terms of order ε0 in (1.49) we get

∇yp
(0)
n = 0→ p(0)

n = p(0)
n (x, t) (1.55)

Therefore, the leading order pressure field in the capillaries is y-constant. Equating coefficients of

ε1 in (1.49) and ε0 in (1.50), (1.53), (1.54), we obtain the following Stokes-type boundary value

problem for (u
(0)
n , p

(1)
n ):

∇yp
(1)
n − µ̄∇2

yu
(0)
n = −∇xp

(0)
n in Ωn (1.56)

∇y · u(0)
n = 0 in Ωn (1.57)

u(0)
n · n = 0 on Γ (1.58)

−φ
[
(n · ∇y)u(0)

n

]
· τ = u(0)

n · τ on Γ (1.59)

Now we exploit linearity of equations (1.56-1.59) together with (1.55) to formulate the following

ansatz for the solution:

u(0)
n (x,y, t) = −W(x,y)∇xp

(0)
n (x, t) (1.60)

p(1)
n (x,y) = −P n(x,y) · ∇xp

(0)
n (x, t) + p̃(x, t), (1.61)

where the cell fields (W,P n) satisy the following Stokes’ type problem:

∇yPn = µ̄∇2
yW

T + I in Ωn (1.62)

∇y ·WT = 0 in Ωn (1.63)

WTn = 0 on Γ (1.64)

−φ[(∇yW
T)n]τ = WTτ on Γ (1.65)

The above system of partial differential equations is supplemented by periodicity conditions in y

together with suitable conditions that guarantee uniqueness for the auxiliary vector P n, for exam-

ple:

〈P n〉n = 0. (1.66)
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Chapter 1. Fliud and drug transport

We are now able to provide a macroscale equation for the average capillary velocity
〈
u

(0)
n

〉
n
.

Integrating (1.60) over Ωn we obtain: 〈
u(0)
n

〉
n

= −K∇xp
(0)
n (1.67)

where K is the second order permeability tensor for the capillary flow defined by:

K = 〈W 〉n , (1.68)

or, componentwise,

Kij =
1

|Ωn|

∫
Ωn

Wij dy i, j ∈ (1, 2, 3).

The average velocity profile in the capillaries thus obeys an anisotropic Darcy’s law at the macro-

scale: the flow is driven by the leading order pressure in the capillaries p(0)
n , whereas the microstru-

cture is encoded in the permeability tensor K.

To obtain a macroscale equation for p(0)
n , we collect the coefficients of order ε in (1.50):

∇x · u(0)
n = −∇y · u(1)

n . (1.69)

Integral average of condition (1.69) gives:〈
∇x · u(0)

n

〉
n

= −
〈
∇y · u(1)

n

〉
n

= − 1

|Ωn|

∫
Γ

u(1)
n · n dSy, (1.70)

where we used the divergence theorem in y and exploited y-periodicity. Further, the ε1 contribution

in the interface condition (1.53) yields:

u(1)
n · n = Φ̄

(0)
b on Γ, (1.71)

where Φ̄
(0)
b : = Φ̄b(p

(0)
n , p

(0)
t , c

(0)
n , c

(0)
t ), such that〈
∇x · u(0)

n

〉
n

= − 1

|Ωn|

∫
Γ

Φ̄
(0)
b dSy. (1.72)

In order to obtain a scalar equation for the leading order pressure p(0)
n , it is convenient to exploit

the previously derived linear relationship between the leading order capillary velocity and pressure

(1.67). We first make use of the generalized Reynold’s transport theorem (Holmes, 1995) with

respect to x to relate the cell average of the macroscale divergence of the leading order velocity

field u(0)
n to the divergence of its average (which are in principle different because Ωn = Ωn(x,y)),

that is:

∇x ·
〈
u(0)
n

〉
n

=
〈
∇x · u(0)

n

〉
n

+
1

|Ωn|

∫
Ωn

∇y ·
(
(∇xy)u(0)

n

)
dy. (1.73)
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Application of the divergence theorem in y in the right hand side of (1.73) yields:

∇x ·
〈
u(0)
n

〉
n

=
〈
∇x · u(0)

n

〉
n

+
1

|Ωn|

∫
Γ

u(0)
n · q dSy, (1.74)

where, according to preexisting literature in multiscale analysis (see, e.g. Burridge and Keller

(1981); Holmes (1995); Penta et al. (2014)), we exploited the following notation:

q: = (∇xr(x,y))Tn, (1.75)

where r(x,y) = y(x)|Γ denotes the interface position vector (see figure 1.1). Substituting equa-

tions (1.67) and (1.72) into (1.74) we finally obtain:

−∇x ·
〈
u(0)
n

〉
n

= ∇x ·
(
K∇xp

(0)
n

)
=

1

|Ωn|

∫
Γ

(Φ̄
(0)
b − u

(0)
n · q) dSy. (1.76)

The fluid flow in the capillaries compartment is not incompressible at the macroscale. The effective

source term appearing on the right hand side of (1.76) is firstly due to the leading order blood flux

Φ̄
(0)
b . Hence, the microscale exchange between the interstitial and capillary compartment across the

interface Γ translates into a volumetric contribution on the global length scale. The second term

at the right hand side of (1.76) is the apparent flux due to possible variations of the microscale

geometry with respect to the macroscale x.

A macroscale equation for the leading order concentration in the capillaries is obtained collecting

coefficients of ε0 in (1.51), (1.52):

∇2
yc

(0)
n = 0 in Ωn (1.77)

∇yc
(0)
n · n = 0 on Γ. (1.78)

This is a Laplace boundary value problem, with periodicity condition in y and homogeneous Neu-

mann condition on Γ, whose solution

c(0)
n = c(0)

n (x, t) (1.79)

is constant with respect to y. Collecting terms of order ε1 in (1.51), (1.52) we obtain the following

differential problem for c(1)
n :

∇2
yc

(1)
n = 0 in Ωn (1.80)

∇yc
(1)
n · n = −∇xc

(0)
n · n on Γ, (1.81)

where we accounted for the zero-th order incompressibility costraint (1.57) and for (1.79) to obtain

equation (1.80), whereas (1.58) was exploited to get the interface condition (1.81). The solution
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Chapter 1. Fliud and drug transport

of (1.80-1.81) is unique up to an arbitrary y-constant function; as the leading order concentration

c
(0)
n is locally constant (1.79) and the problem is linear, we can state the following ansatz for the

solution:

c(1)
n = −a · ∇xc

(0)
n + c̄(x, t), (1.82)

where the auxiliary vector a(x,y) solves the cell problem:

∇2
ya = 0 in Ωn (1.83)

(∇ya)n = n on Γ (1.84)

As previously, a further condition for a is required to ensure uniqueness, for example

〈a〉n = 0. (1.85)

Now we seek for a macroscale equation for the leading order concentration in the capillaries c(0)
n .

We start by equating ε2 coefficients in (1.51),(1.52) to get:

∂c
(0)
n

∂t
+∇x ·

(
c(0)
n u

(0)
n

)
− An∇x ·

(
∇yc

(1)
n

)
− An∇2

xc
(0)
n +∇y ·

(
c(0)
n u

(1)
n

)
+∇y ·

(
c(1)
n u

(0)
n

)
− An∇2

yc
(2)
n − An∇y ·

(
∇xc

(1)
n

)
= 0 in Ωn,

(1.86)

(
c(0)
n u

(1)
n + c(1)

n u
(0) − An∇yc

(2)
n − An∇xc

(1)
n

)
· n = Φ̄

(0)
d on Γ. (1.87)

Integral average of (1.86) over Ωn, when the divergence theorem together with y-periodicity are

enforced, yields:

∂c
(0)
n

∂t
+
〈
∇x ·

(
c(0)
n u

(0)
n

)〉
n
− An∇2

xc
(0)
n

+
1

|Ωn|

∫
Γ

Φ̄
(0)
d dSy − An

〈
∇x ·

(
∇yc

(1)
n

)〉
n

= 0.

(1.88)

The interface contributions have been evaluated by means of (1.87) and condition (1.79) has been

explicitly exploited. The resulting macroscale equation (1.88) can be rewritten exploiting the

Reynolds’ transport theorem in x and using the solution for c(1)
n (1.82), so that, rearranging terms,

we finally obtain:

∂c
(0)
n

∂t
+∇x ·

(
c(0)
n

〈
u(0)
n

〉
n
− Dn∇xc

(0)
n

)
− ũn · ∇xc

(0)
n =

= rnc
(0)
n −

1

|Ωn|

∫
Γ

Φ̄
(0)
d dSy,

(1.89)

rn: =
1

|Ωn|

∫
Γ

u(0)
n · q dSy; ũn: =

An
|Ωn|

∫
Γ

(∇ya)q dSy, (1.90)
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1.4. Multiscale formulation

Dn: = An

(
I− 1

|Ωn|

∫
Ωn

(∇ya)T dy
)
, (1.91)

or, componentwise

Dij
n = An

(
δij −

1

|Ωn|

∫
Ωn

∂aj
∂yi

dy
)

= An

(
δij −

1

|Ωn|

∫
Γ

ajni dSy

)
, i, j ∈ (1, 2, 3).

Here, the contributions due to the scalar rn and the vector ũn can be viewed as effective reaction

factor and correction transport velocity, respectively, due to slow modulation of the interface Γ. The

second order tensor Dn represents the effective diffusivity tensor for the capillary compartment.

The differential problem given by (1.67,1.76,1.89) (even when (1.60) is used to express u(0)
n as a

function of p(0)
n ) for the capillaries variables

〈
u

(0)
n

〉
n
, c

(0)
n , p

(0)
n , is not a closed system, because the

blood and drug fluxes Φ
(0)
b and Φ

(0)
d depend on the interstitial variables too. Hence, we proceed to

derive the macroscale differential system for the interstitial compartment, to write down a closed

coupled problem for both interstitial and capillary variables.

1.4.2 Interstitial problem

The equations (1.31,1.32,1.34) for fluid and drug transport in Ωt, after the two-scales reformula-

tions, read:

εut = −κ̄∇ypt − εκ̄∇xpt in Ωt (1.92)

∇y · ut + ε∇x · ut = 0 in Ωt (1.93)

ε2
∂ct
∂t

+∇x ·
(
ε2ctun − εAn∇yct − ε2At∇xct

)
+∇y · (εctun − At∇yct − εAt∇xct) = −ε2h̄(ct)

(1.94)

with interface conditions

(εctut − At∇yct − εAt∇xct) · nt = −ε2Φ̄d on Γ (1.95)

ut · nt = −εΦ̄b on Γ. (1.96)

Our aim is to determine effective differential equations for the leading order interstitial fields p(0)
t ,

c
(0)
t ,
〈
u

(0)
t

〉
t
. We start equating coefficients of ε0 in (1.92) to obtain:

∇yp
(0)
t = 0→ p

(0)
t = p

(0)
t (x, t), (1.97)

so that the leading order interstitial pressure is locally constant.
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Chapter 1. Fliud and drug transport

Equating coefficients of ε1 in (1.92) and of ε0 in (1.93) and (1.96) we get:

u
(0)
t = −κ̄∇yp

(1)
t − κ̄∇xp

(0)
t in Ωt (1.98)

∇y · u(0)
t = 0 in Ωt (1.99)

u
(0)
t · nt = 0 on Γ. (1.100)

Now we can substitute relationship (1.98) into (1.99-1.100), such that, since (1.97) applies, we can

write the following Laplace problem for p(1)
t

∇2
yp

(1)
t = 0 in Ωt (1.101)

∇yp
(1)
t · nt = −∇xp

(0)
t · nt on Γ (1.102)

The corresponding solvability condition∫
Γ

∇xp
(0)
t · nt dSy = 0 (1.103)

is satisfied because∫
Γ

∇xp
(0)
t · nt dSy =

∫
∂Ωt

∇xp
(0)
t · nt dSy =

∫
Ωt

∇y · ∇xp
(0)
t dy = 0, (1.104)

where we have used y-periodicity and the divergence theorem, as well as the fact that p(0)
t is locally

constant (1.97).

Now we exploit the linearity of the problem (1.101)-(1.102) to propose a solution of the form:

p
(1)
t = −P t(x,y) · ∇xp

(0)
t + p̃t(x), (1.105)

where the auxiliary vector P t solves the following cell problems:

∇2
yP t = 0 in Ωt (1.106)

(∇yP t)nt = nt on Γ. (1.107)

The above system of equations is supplemented by periodicity conditions in y together with suitable

uniqueness conditions for P t. For example we can impose:

〈P t〉t = 0. (1.108)

An integral averaging of (1.98) over Ωt provides the macroscale equation for the velocity in the

tumor interstitium, 〈
u

(0)
t

〉
t

= −κ̄E∇xp
(0)
t , (1.109)
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1.4. Multiscale formulation

where the second order tensor E is defined by:

E: = I− 1

|Ωt|

∫
Ωt

(∇yP t)
T dy, (1.110)

or, in component notation:

Eij = δij −
1

|Ωt|

∫
Ωt

∂P j
t

∂yi
dy = δij +

1

|Ωt|

∫
Γ

P j
t ni dSy. (1.111)

Also in the interstitial compartment, the average velocity profile is therefore given by an anisotropic

Darcy’s law. Then, the whole system can be viewed as a double porous medium on the macroscale.

As before, the role of the microstructure is encoded in the permeability tensor, which is given by E

in the tissue interstitium.

To close the entire macroscale model, we need a macroscale equation for the leading order inter-

stitial pressure p(0)
t and the drug concentration c(0)

t . We recognize that the interstitial relationships

(1.93-1.96) are formally analogous to equations (1.50-1.53), provided that the following identifica-

tions are made:

un → ut; cn → ct; Φ̄b → −Φ̄b; Φ̄d → −Φ̄d;
∂cn
∂t
→ ∂ct

∂t
+ h̄(ct); An → At;

|Ωn| → |Ωt| (1.112)

and

n→ nt = −n. (1.113)

By applying in the interstitial compartment the same asymptotic analysis previously carried out

for the capillary compartment in equations (1.50-1.53) to (1.93-1.96), we obtain the macroscale

equations (of the form (1.76), (1.89)):

−∇x ·
〈
u

(0)
t

〉
t

= ∇x ·
(
κ̄E∇xp

(0)
t

)
= − 1

|Ωt|

∫
Γ

(Φ̄
(0)
b − u

(0)
n · q) dSy. (1.114)

and

∂c
(0)
t

∂t
+∇x ·

(
c

(0)
t

〈
u

(0)
t

〉
t
− Dt∇xc

(0)
t

)
− ũt · ∇xc

(0)
t =

= rtc
(0)
t +

1

|Ωt|

∫
Γ

Φ̄
(0)
d dSy − h̄(c

(0)
t ),

(1.115)

where

rt: = − 1

|Ωt|

∫
Γ

u
(0)
t · q dSy; ũt: = − At

|Ωt|

∫
Γ

(∇yb)q dSy (1.116)

Dt: = At

(
I− 1

|Ωt|

∫
Ωt

(∇yb)
T dy

)
, (1.117)
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Chapter 1. Fliud and drug transport

or, componentwise

Dij
t = At

(
δij −

1

|Ωt|

∫
Ωt

∂bj
∂yi

dy
)

= At

(
δij +

1

|Ωt|

∫
Γ

bjni dSy

)
, i, j ∈ (1, 2, 3).

The auxiliary vector b(x,y) solves the cell problem (1.83-1.84) in the interstitial domain, namely:

∇2
yb = 0 in Ωt (1.118)

(∇yb)nt = nt on Γ, (1.119)

where, again, a further condition for b is required to ensure uniqueness, for example

〈b〉t = 0. (1.120)

1.4.3 Discussion of results

The system of equations (1.76,1.67,1.89,1.114,1.109,1.115) represents the macroscale differential

model for the leading order fields p(0)
n ,
〈
u(0)
n

〉
n
, c(0)
n , p(0)

t ,
〈
u

(0)
t

〉
t
c

(0)
t , which describe the behavior

of the fluid and drug dynamics in vascularized tissues. Summarizing, the resulting equations in

non-conservative form are

∂c
(0)
n

∂t
+
(〈
u(0)
n

〉
n
− ũn

)
· ∇xc

(0)
n −∇x ·

(
Dn∇xc

(0)
n

)
= −Rn[c(0)

n ] (1.121)

∂c
(0)
t

∂t
+
(〈
u

(0)
t

〉
t
− ũt

)
· ∇xc

(0)
t −∇x ·

(
Dt∇xc

(0)
t

)
= −Rt[c

(0)
t ] (1.122)

∇x ·
(
K∇xp

(0)
n

)
=

S

|Ωn|
Φ̄

(0)
b −

1

|Ωn|

∫
Γ

u(0)
n · q dSy (1.123)

∇x ·
(
κ̄E∇xp

(0)
t

)
= − S

|Ωt|
Φ̄

(0)
b +

1

|Ωt|

∫
Γ

u
(0)
t · q dSy (1.124)〈

u(0)
n

〉
n

= −K∇xp
(0)
n (1.125)〈

u
(0)
t

〉
t

= −κ̄E∇xp
(0)
t , (1.126)

where the reaction operatorsRn andRt are defined as follows:

Rn[c(0)
n ]: =

S

|Ωn|
Φ̄

(0)
d + c(0)

n ∇x ·
〈
u(0)
n

〉
n
− rnc(0)

n (1.127)

Rt[c
(0)
t ]: = − S

|Ωt|
Φ̄

(0)
d + c

(0)
t ∇x ·

〈
u

(0)
t

〉
t
− rtc(0)

t + h̄(c
(0)
t ). (1.128)

Since the fluxes Φ̄
(0)
b , Φ̄

(0)
d and the reaction function h̄ depend on p(0)

n , p(0)
t , c(0)

n , c(0)
t only, then they

are also y-constant and

S(x) =

∫
Γ

dSy (1.129)
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is the unit cell capillary walls surface. The system (1.121-1.126) provides a closed homogenized

model for the leading order macroscale variables, as the fields u(0)
n and u(0)

t can be expressed as

functions of p(0)
n and p(0)

t only as follows:

u(0)
n = −W∇xp

(0)
n (1.130)

u
(0)
t = −κ̄

(
I− (∇yP t)

T
)
∇xp

(0)
t , (1.131)

where we exploited (1.60) and (1.98,1.105), respectively.

The fluid dynamics is described by the double porous medium model (1.125,1.126), with mass

exchange between compartments, due to both the blood leakage and by the effective mass flux

driven by spatial heterogeneities, at the right hand sides of (1.123-1.124).

The drug dynamics is described by the advection-diffusion-reaction model (1.121-1.122). Both the

interstitial and the capillary advection are due to the corresponding fluid flow, up to a correction

factor that accounts for possible lack of macroscopic uniformity in the system. The reaction oper-

ators (1.127-1.128) encode the drug exchange between the two compartments, the influence of the

blood leakage on the drug dynamics and the effective reaction related to macroscopic changes of

the microstructure. Chemical reactions occuring in the interstitium are also taken into account.

The whole model holds over the macroscale, where the difference between interstitial and capillary

compartment is immaterial. Nevertheless, the role of the microstructure can be understood in the

model, as the cell volumes fractions |Ωn|(x), |Ωt|(x) and interface area S(x) appear explicitly. Fur-

thermore, the macroscale hydraulic conductivity and diffusion tensors E(x), K(x), Dt(x), Dn(x)

defined by (1.110,1.68,1.91, 1.117), can be obtained after solving the cell problems (1.106-1.107),

(1.62-1.65), (1.118-1.119), (1.83-1.84), respectively.

The unit cell geometry is needed to compute contributions that account for macroscopic changes

of the microstructure (i.e. any term including the vector q, defined in (1.75)). We summarize the

steps needed to compute the solution of the differential problem (1.121-1.126) as follows:

1. Given a macroscale domain ΩH ⊂ R3 and a time interval (0, T ), T ∈ R+, fix suitable initial

conditions in ΩH and provide boundary conditions on ∂ΩH .

2. Define the cell geometry as a function of x, such that, in particular, |Ωn|(x), |Ωt|(x), S(x)

and r(x,y) are prescribed.

3. Fix the interstitial hydraulic conductivity κ̄ and the effective viscosity µ̄(x). A suitable pre-

scription for the fluid and drug fluxes Φ̄b, Φ̄d and interstitial reaction function h̄ is also needed.
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Chapter 1. Fliud and drug transport

4. For every x ∈ ΩH , solve the cell problems (1.106-1.107), (1.62-1.65), (1.118-1.119), (1.83-

1.84) to compute the auxiliary cell variables P t, W, b, a.

5. Compute the correction velocities ũn, ũt and the macroscale coefficients encoded in the ef-

fective tensors E, K, Dt, Dn, using definitions (1.90),(1.116), (1.110,1.68,1.91, 1.117), respec-

tively.

6. For every x ∈ ΩH and for every t ∈ (0, T ), solve the differential problem (1.121-1.126),

equipped with the macroscale boundary and interface conditions prescribed in step 1, to obtain

p
(0)
n ,
〈
u(0)
n

〉
n
, c(0)

n , p
(0)
t ,
〈
u

(0)
t

〉
t
, c

(0)
t .

Remark 1.4. Note that the mathematical model we obtained can be discretized on a coarse "macro"

computational grid, while the relevant physical phenomena are now captured on the tissue scale.

A numerical solution of the original problem (1.29-1.39) would require an extremely fine grid to

capture the detail of the microstructure, which is characterized by the intercapillary distance d.

Instead, as the effective governing equations (1.121-1.126) need to be solved on the macroscale,

a much coarser grid can be used. The role of the microstructure is now encoded in standard dif-

ferential cell problems, to be solved for every macroscale computational node (see figure 1.1).

Finally, whenever macroscopic uniformity applies, the representative cell does not depend on the

macroscale any longer, and an average representative radius for the capillaries can be fixed. In this

particular case, the system dramatically simplifies, as every correction factor due to macroscopic

changes of the microstructure (i.e including the vector q) vanishes, the cell problems depend on the

microscale y only and they are to be solved once for every x ∈ ΩH , to give the constant macroscale

coefficients E,K,Dn,Dt.

Comparison with the model proposed by Shipley & Chapman Shipley and Chapman (2010)

The fluid and drug transport model reported in Shipley and Chapman (2010) can be obtained as a

particular case of (1.121-1.126), under the following simplifying assumptions:

1. Macroscopic uniformity, i.e. the microstructure is unique; hence q = 0, and rn, rt, ũn, ũt

vanish. |Ωn|, |Ωt|, S are simply constant numbers.

2. Fluid flow in the capillaries is assumed as Newtonian, i.e. µ̄ is constant.

3. Diffusion is negligible compared to advection, i.e. An , At → 0, hence the macroscale diffu-

sivity contribution is neglected.
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4. The Starling’s law for the blood flux neglects the osmotic pressure drop due to the drug con-

centration and a relationship of the type φb = Lp(pn − pt) is chosen. As a result, we obtain:

Φ̄
(0)
b = L̄p

(
p(0)
n − p

(0)
t

)
, (1.132)

where

L̄p =
LpL

2µ

d3
(1.133)

is the non-dimensional vessel conductivity. In this case, the fluid and drug dynamics are de-

coupled, as the solution for the fluid variables does not depend on the interstitial and capillary

concentrations any longer.

5. The membrane law for the drug flux ignores the advection of macromolecules across the

interface and a relationship of the type φd = P (cn − ct) is chosen, leading to:

Φ̄
(0)
d = Ῡ

(
c(0)
n − c

(0)
t

)
, (1.134)

where

Ῡ =
PµL

Cd3
(1.135)

is the non-dimensional diffusive permeability of the capillary walls.

6. Linear uptake in the interstitium, that is h(ct) = γct and

h̄(c
(0)
t ) = Dac(0)

t , (1.136)

where Da is the Damkohler number given by:

Da =
γLµ

Cd2
. (1.137)

Whenever the above simplifying assumptions hold, the system (1.121-1.126), in conservative form,

reduces to:
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

∂c
(0)
n

∂t
+∇x ·

(
c(0)
n

〈
u(0)
n

〉
n

)
= − SῩ

|Ωn|
(c(0)
n − c

(0)
t ) (1.138)

∂c
(0)
t

∂t
+∇x ·

(
c

(0)
t

〈
u

(0)
t

〉
t

)
=
SῩ

|Ωt|
(c(0)
n − c

(0)
t )− Dac(0)

t (1.139)

∇x ·
(
K∇xp

(0)
n

)
=

S

|Ωn|
L̄p(p

(0)
n − p

(0)
t ) (1.140)

∇x ·
(
κ̄E∇xp

(0)
t

)
= − S

|Ωt|
L̄p(p

(0)
n − p

(0)
t ) (1.141)〈

u(0)
n

〉
n

= −K∇xp
(0)
n (1.142)〈

u
(0)
t

〉
t

= −κ̄E∇xp
(0)
t . (1.143)

Equations of the form (1.138-1.143) have been derived by Shipley and Chapman (2010) for the

fluid and drug transport in vascularized tissues (up to notation issues). The cell problems related

to the solutions for the effective hydraulic conductivity tensors K and E, given by (1.62-1.65) and

(1.106-1.107), respectively, are exactly the same introduced above and the same is true for the

various arising non-dimensional numbers, even though in Shipley and Chapman (2010) a different

scaling approach is performed. In fact, accounting for relationships (1.27), (1.43) and (1.40), the

non-dimensional numbers appearing in (1.138-1.143) can be equivalently rewritten as

Ῡ =
PL

Ud
, Da =

γL

U
, L̄p =

LpL
2µ

d3
, κ̄ =

k

d2
, (1.144)

such that, in our notation, they are defined exactly the same way as their corresponding counterparts

in Shipley and Chapman (2010)1.

Remark 1.5. Equations (1.140-1.143) exactly match the double porous medium model in Shipley

and Chapman (2010), whereas (1.138-1.139) agree with one of the drug dynamics model derived

by the authors 2, where the interstitial and capillary concentrations can be tracked independently.

It is worth remarking that their derivation adopts a different viewpoint, as every non-dimensional

number in their formulation is scaled with respect to ε on the basis of an a priori order of magnitude

estimate. It is worth noting that assumption 3 is not exploited by the authors; diffusion plays a role

in the derivation of the model, but does not appear at leading order. Furthermore, they discuss

different types of interface conditions, including the membrane law, continuity, and jump between

the interstitial and capillary concentrations across the capillary walls. As a result, they do not

obtain a unique formulation for the drug dynamics, rather, several different options are presented.
1Up to notation issues. In Shipley and Chapman (2010), the diffusive permeability of the membrane P , the reaction uptake rate γ and the

non-dimensional vessels conductivity L̄p are denoted by r, λ and R̄ respectively.
2Page 1484, paragraph 3.2.4, Shipley and Chapman (2010)
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Nevertheless, the resulting models can be viewed as either particular or limiting cases of equations

of the type (1.138-1.139), as reported in Shipley (2008).

1.5 Conclusions

In this work we have started from the balance laws (1.29-1.34), a system of partial differential

equations (in non-dimensional form) for the fluid and drug transport in the tumor interstitium and

its embedded microvasculature. The flow coupling across the capillary walls has been enforced

by the interface conditions (1.35-1.39), which account for blood and drug transcapillary exchange

across the vessels walls. We exploited the strong spatial scale separation between the tumor char-

acteristic length and the mean intercapillary distance, to obtain a closed differential problem for the

leading order quantities p(0)
n , p(0)

t , c(0)
n , c(0)

t ,
〈
u(0)
n

〉
n
,
〈
u

(0)
t

〉
t

on the tissue scale, by means of the

homogenization technique, under the assumption of local periodicity only; macroscopic variations

of the microstructure are therefore allowed.

According to the resulting system of equations, the fluid flow obeys a double porous medium

model, where the effective hydraulic conductivity tensors can be computed solving standard differ-

ential cell problems. Mass sources contributions account for both the effective transport between

the capillary and interstitial compartments and macroscopic changes of the microvasculature.

The effective governing equations for drug transport comprise a double generalized advection-

diffusion-reaction model, where the reaction operators account for the transvascular exchange of

drug across the capillary walls, as well as the influence of the blood transfer and slow modulation of

the microvasculature geometry. Chemical reactions which might occur in the tumor interstitium are

also taken into account. The role of the microstructure is also encoded in the effective diffusivity

tensors, which can be computed solving classical differential cell problems on a single unit cell.

Our main result is to provide a mathematical model that retains the most physical phenomena

of the biophysical system on the tissue scale: the role of the microvasculature is recovered via the

effective macroscale coefficients of the model, which can be calculated solving standard differential

problems on a single cell for every macroscale point x. Further, an interesting feature of our model

resides in its computational convenience.

The mathematical model reported in Shipley and Chapman (2010) can be recovered from our

model under a number of simplifying assumptions. Remarkable differences are that diffusion plays

here a role at the tissue scale, and the interplay between fluid and drug transport is accounted for,

via a general Kedem-Katchalsky model for the interface fluxes. The osmotic pressure due to the
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Chapter 1. Fliud and drug transport

difference in drug concentrations is retained, such that the blood and drug dynamics are coupled.

Furthermore, we also permit macroscopic variations of the microstructure and compute the arising

effective velocities, reactions and fluxes. In general, the main effort of the current work is in ad-

dressing more generality in the physics of the biological system, in terms of a fully non-equilibrium,

non-linear formulation for the blood and drug interplay, together with possibly non-linear reac-

tions that might occur in the tissue. The effective governing equations do not depend explicitly on

specific physical regimes: however, simplified cases can be obtained performing an a posteriori

estimate of the non-dimensional numbers, depending on the actual system at hand. Finally, local

periodicity only is assumed, and the present model still apply when spatial heterogeneities, which

often occur in tumor vasculatures, appear.

Nevertheless, some simplifying assumptions still apply. In particular, we did not account for

a fully non-Newtonian rheology of the blood, even though (slow) variations of the relative vis-

cosity with respect to the effective capillary radius are allowed. The microstructure can vary over

the macroscale, but is fixed in time, such that we do not account for adaptation or re-modelling

issues (see for example Pries et al. (1998); Owen et al. (2008)). The elastic deformability of the

porous structure is neglected, even though for a certain class of tissues, the elastic (or visco-elastic)

properties of the porous solid mass cannot be ignored. In this scenario, it has been shown that

the hydraulic conductivity of the tissue depends also on the tissue strains (Netti et al., 2000), and

poroelastic modeling approaches with anisotropic dependence of the hydraulic conductivity upon

tissue deformation has been recently explored (Bottaro and Ansaldi, 2012)

This work aims to be theoretical starting point, to test both the impact of the vascular geometry

and the influence of drug parameters on the tumor fluid dynamics. This mathematical framework

can be exploited to simulate numerically the fluid and drug transport coupling on real tumor geome-

tries extracted from medical images. Numerical results can be compared to clinical data to achieve

validation whereas, in the long term, predictions from this model could help to improve anti-cancer

strategies.
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CHAPTER2
The role of the microvascular tortuosity in tumor

transport phenomena

2.1 Introduction

The bio-physical mechanisms that drive solute and blood transport through a malignant mass have

inspired a large literature in the last decades, both from an experimental and from a mathematical

modelling viewpoint. The ability of an injected anti-cancer or tracker molecule to reach the target

cancer cells depends on several key mechanisms which can be regarded as transport barriers: ad-

vection in the blood vessels, leakage from the microvascular walls, transport in the interstitial space

and interactions with the tumor cells membrane (Jain, 1987b). Experimental measurements, as well

as validated mathematical models which highlight the determinants of tumor blood convection, can

therefore play a role in the improvement of anti-cancer therapies.

The tumor system is characterized by several abnormal features, including a leaking and tortuous

microvascular network (Hashizume, 2000), the lack of a functional lymphatic drenage, elevated and

heterogeneous interstitial pressure through the tumor volume. Jain and Baxter (1988) developed

a phenomenological mathematical model to describe the blood transport in the tumor mass. The
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Chapter 2. Microvascular tortuosity impact

authors considered an isotropic spherical solid tumor, where the blood leakage through the vessels

is modeled as an effective source for the interstitial Darcian fluid. As a result, they can track

significant spatial variations in the interstitial pressure profile, which rapidly increases from the

tumor boundary to the center, so that the pressure difference between blood vessels and tumor

interstitium decreases accordingly. The blood convection is improved (i.e. the interstitial pressure

is damped) by decreasing the tumor radius, the vascular hydraulic conductivity and the exchange

surface-to-volume ratio and by increasing the tumor hydraulic conductivity. The model by Jain

and Baxter (1988) has been experimentally validated in Boucher et al. (1990), while the role of the

revelant measured blood flow determinants, as well as a discussion regarding recently developed

normalization therapies, is highlighted in Jain et al. (2007).

In this work, we start from the multiscale double Darcy model developed by Shipley and Chap-

man (2010) for interstitial and capillary fluid transport, which is derived exploiting the sharp length

scale separation between the intercapillary distance and the tumor characteristic dimensions. The

model accounts for both the interstitial and blood vessels flow and the effective hydraulic conduc-

tivities are computed numerically solving the classical Laplace and Stokes’ problem in a reference

prototypical cell. We solved the isotropic tissue scale model for several cell geometries in order to

capture the tortuosity impact on blood convection in the tumor mass. The model solution formally

takes the same functional form as in Jain and Baxter (1988), but spatial variations of the microvas-

cular pressure are allowed and new parameters which describe the capillary network hydraulic

properties arise. For increasing vascular tortuosity, we predict a dramatic capillary hydraulic con-

ductivity damp which highly compromises fluid flow within the tumor. The novel contribution of

this work is the qualitative and quantitative evaluation of the vascular geometric complexity on the

blood transport process. On the basis of our analysis, we suggest that anti-cancer therapies related

to a blood flow improvement should focus on geometric vessels regularization.

The work is organized as follows:

• In Section 2.2 we introduce the multiscale homogenized model by Shipley and Chapman

(2010), which is starting point of the present analysis.

• In section 2.3 we present and discuss the 3D numerical solution of the capillary and interstitial

microscale cell problems for the macroscale isotropic setting.

• In section 2.4 we present and discuss the macroscopic model solution and the impact of the

microvascular tortuosity on tumor blood convection is pointed out.
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2.2. Mathematical Model

Figure 2.1: A schematic representation of the micro and macro scales. On the left hand side, the microscale cell Ω is shown and the difference

between the interstitial and capillary compartment Ωt and Ωc is pointed out. On the right hand side, the homogenized domain ΩH , where the

microstructure is smoothed out, is shown.

• In section 2.5 we compare our results with those obtained by Jain and Baxter (1988) and

discuss the role of the key blood flow determinants.

• In secton 2.6 concluding remarks are presented.

2.2 Mathematical Model

In a recent paper Shipley and Chapman (2010) derive a mathematical model to describe the fluid

dynamics in a vascularized tumor at the tissue scale, on the basis of the multiscale homogeniza-

tion technique (Sanchez-Palencia, 1983; Holmes, 1995). They define the interstitial and capillary

phases as two individual compartments on the microscale, where Darcy and Stokes regimes apply,

respectively. The coupling between the two compartments is provided by continuity of the blood

flux, which is prescribed by means of the Starling’s law, i.e. proportional to the fluid pressure drop

across the vessels walls. Then, the multiple scales technique is exploited, under assumption of local

periodicity, to derive a double Darcy model. The final set of equations comprises effective mass

sources, accounting for the blood leakage on the macroscale, and the macroscopic fluid dynamics

of both the tumor interstitium and the capillary network. The crucial assumption underneath the

homogenization technique is the sharp length scale separation between the local scale, where dis-

tinct microscopic features of the physical system can be identified, and the macroscale, where only

global variations of the relevant field of interest can be captured, as shown in Figure 2.1.

According to Shipley and Chapman (2010), we relate the characteristic local scale d to the
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Chapter 2. Microvascular tortuosity impact

Parameter Description Value Physiological range (Reference) Value in S.I. units

Lp [cm/(mm Hg · s)] Normalized Vessel hydraulic permeability 2.38 · 10−7 3.6 · 10−8 − 1.8 · 10−6 (Jain et al., 2007) 1.79 · 10−11 [m/(Pa · s)]

κ [cm2/(mm Hg · s)] Tumor hydraulic conductivity 2.8 · 10−7 1.7− 3.2 · 10−7 (Boucher et al., 1998) 2.10 · 10−13 [m2/(Pa · s)]

µ [Pa · s] Blood viscosity 4.0 · 10−3 4.0 · 10−3 (Rand et al., 1964) 4 · 10−3 [Pa · s]

Ξ [Dimensionless] Slip coefficient 1 1 (Shipley and Chapman, 2010)

rc [Dimensionless] Capillary radius 0.07

l [Dimensionless] One-side branch length 0.8

h [Dimensionless] Cylindrical link height 0.24

lc [Dimensionless] Total branch length (2l + h) 1.84

|Ω| [Dimensionless] Cell volume ((2l + h)3) 6.23

R [Dimensionless] Tumor radius 0.5

d [µm] Reference micro-scale 40 4 · 10−5[m]

L [cm] Reference macro-scale 1 10−2[m]

i.c.d. [µm] Intercapillary distance ((2l + h) · d) 73.6 61.9− 93.7 (Yoshii and Sugiyama, 1988) 7.36 · 10−5[m]

S/V [cm−1] Surface-to-volume ratio (S/|Ω| · d−1) 92.3− 130.4 50− 250 (Jain et al., 2007) 9.23− 13.04 · 103[m−1]

D [µm] Capillary diameter (2rc · d) 5.6 4.4− 15 (Asaishi et al., 1981) 5.6 · 10−6[m]

R [cm] Tumor radius (RL) 0.5 0.5− 2.2 (Hahnfeldt et al., 1999) 5 · 10−3[m]

αJ [Dimensionless] R

√
LpS
κV

3.5− 17 (Jain et al., 2007)

Table 2.1: Parameters values exploited for analytical analysis and numerical computing. We set non-dimensional microscale and macroscale

parameters such that, once the representative lengths are chosen, their dimensional counterparts values belong to the physiological range

reported in the literature.

intercapillary distance among vessels, whereas we identify the macroscale with a representative

average tumor length L. Their ratio is

ε =
d

L
� 1 (2.1)

so that we can define two independent spatial variables x and y,

y: =
x

ε
, (2.2)

spanning the macro and micro scale, respectively. On the microscale, because of y-periodicity, the

domain Ω is a single cell, which is composed by the interstitial compartment Ωt, the capillary com-

partment Ωc and the interface Γ = ∂Ωt ∩ ∂Ωc. The geometric information on the microvasculature

turns out to be encoded in the hydraulic conductivity tensors, which are computed solving classical

microscale differential problems on the representative cell.

This analysis focuses on the impact of the geometric properties of the capillary network on blood

convection in tumors. We assume that the ansatzs underlying the model by Shipley and Chapman

(2010) hold: the blood flow phase is Newtonian, the osmotic pressure due to possible differences in

drug concentration is neglected and macroscopic variations of the microstructure are ignored (see

Penta et al. (2013), where these assumptions are relaxed).Thus, denoting the homogenized domain

by ΩH ⊂ R3 , the non-dimensional governing macroscale system of partial differential equations
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2.2. Mathematical Model

which describes the fluid-dynamics of a vascularized tumor for every x ∈ ΩH reads (Shipley and

Chapman, 2010): 

∇x · (K∇xpc) =
S

|Ωc|
L̄p(pc − pt) in ΩH (2.3)

∇x · (κ̄E∇xpt) = − S

|Ωt|
L̄p(pc − pt) in ΩH (2.4)

uc = −K∇xpc (2.5)

ut = −κ̄E∇xpt, (2.6)

where pc, pt are the macroscopic capillary and interstitial pressure fields, respectively, and uc, ut

are the corresponding tissue scale Darcy velocities. The non-dimensional numbers L̄p and κ̄ are

defined by:

L̄p =
LpµL

2

d3
; κ̄ =

κµ

d2
, (2.7)

where Lp and κ are the physiological vascular hydraulic permeability and tumor hydraulic conduc-

tivity, respectively (see Table 2.1). The cell exchange surface S and subvolumes size |Ωt| and |Ωc|

are

|Ωm| =
∫

Ωm

dy m = t, c, S =

∫
Γ

dSy. (2.8)

The tensors K and κ̄E play the role of effective capillary and interstitial hydraulic conductivity and

they are defined by:

K = 〈W 〉c , E: = I−
〈

(∇yP
t)

T
〉
t
, (2.9)

where the brackets 〈 r〉m denote the cell integral average operator

〈 r 〉m =
1

|Ωm|

∫
Ωm

r dy m = t, c. (2.10)

The auxiliary velocity tensor W(y) and the auxiliary pressure vector P t(y) satisfy the following

cell problems:



∇2
yW

T −∇yP
c + I = 0 in Ωc (2.11)

∇y ·WT = 0 in Ωc (2.12)

WTn = 0 on Γ (2.13)

WTτ = −φ[(∇yW
T)n]τ on Γ, (2.14)

{
∇2

yP
t = 0 in Ωt (2.15)

(∇yP
t)n = n on Γ, (2.16)
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Chapter 2. Microvascular tortuosity impact

where suitable uniqueness conditions for the auxiliary pressures P t and P c are to be enforced. For

example we can impose

〈P c〉c = 0 in Ωc and
〈
P t
〉
t

= 0 in Ωt.

Exploiting the y-periodicity, the problems for W(y) and P t(y) are then closed by periodic condi-

tions on the cell boundaries ∂Ωc \ Γ and ∂Ωt \ Γ, respectively. Here, n represent the outward unit

vector normal to the interface and τ is any vector tangent to Γ. The differential problem (2.15-2.16)

is an inhomogeneous Laplace problem for each component of the vector P t, whereas (2.11-2.14)

is a Stokes’ type boundary value problem, which is equipped by the slippery (Beavers and Joseph,

1967; Jones, 1973) interface conditions (2.14) via the non-dimensional number

φ =

√
κ̄

Ξ
, (2.17)

which accounts for the slip over a porous surface, where Ξ is a non dimensional parameter. Ac-

cording to the physiological data reported in Table 2.1

φ� 1 (2.18)

so that the cell problems given by (2.11-2.14) and (2.15-2.16), rewrite, componentwise:

∂2Wji

∂yk∂yk
+
∂P c

i

∂yj
+ δij = 0 in Ωc (2.19)

∂Wji

∂yj
= 0 in Ωc (2.20)

Wij = 0 on Γ, (2.21)


∂2P t

i

∂yk∂yk
= 0 in Ωt (2.22)

∂P t
i

∂yj
nj = ni on Γ, (2.23)

where i, j, k = 1...3 and summation over repeated indices is understood.

2.3 The microscale cell problems

2.3.1 The macroscopic isotropic setting

The macroscopic double-Darcy problem (2.3-2.6) is isotropic when the microscale geometry veri-

fies the following identities:

K = KcI, Kc: = 〈W11〉c = 〈W22〉c = 〈W33〉c (2.24)
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2.3. The microscale cell problems

Figure 2.2: An example of the microscale representative capillary cell portion Ωc and its geometric features are depicted. On the left hand side,

the tortuous geometry is shown, whereas rc and l correspond to the capillary radius and the one-sided branch length, respectively. The difference

between the capillary (dirichlet) walls Γ and the (periodic) outer faces ∂Ωc \ Γ is pointed out. On the right hand side, the corresponding 3D

computational mesh is shown and the analytic parametrization of the geometry is highlighted.

E = EtI, Et: = 〈E11〉t = 〈E22〉t = 〈E33〉t . (2.25)

This spherical characterization of the microvascular conductivity has not a physiological meaning

"‘per se"’: it enables to account for a range of significant variations in the microstructure geometry

and highlights the physical contribution of the homogenized model via a reduced number of param-

eters. This way, it provides quantitative results which can be compared to previous, experimentally

validated isotropic models (Jain and Baxter, 1988; Boucher et al., 1990). In order to verify iden-

tities (2.24-2.25), we choose a prototypical rotation invariant microstructure, composed by three

orthogonal branches, as shown in figure 2.2 and 2.3. The differential problems for W (2.19-2.21)

andP t (2.22-2.23), are three standard Stokes’ and Laplace problems for i = 1, 2, 3 respectively and

we can enforce rotation invariance to compute the solution for W and P t by solving one Stokes’

and Laplace problem only. In fact we can fix, for example, i = 3 in (2.19-2.21) and (2.22-2.23)

without loss of generality, obtaining:


∇2

yw −∇yP
c + e3 = 0 in Ωc (2.26)

∇y ·w = 0 in Ωc (2.27)

w = 0 on Γ, (2.28)
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Chapter 2. Microvascular tortuosity impact

Figure 2.3: An example of the microscale representative interstitial cell portion Ωt = Ω \ Ωc. On the left hand side, the tortuous geometry is

shown and the difference between the (Neumann) inner walls Γ and the (periodic) outer faces ∂Ωt \ Γ is pointed out. On the right hand side,

the corresponding 3D computational mesh is shown.

{
∇2

yP
t = 0 in Ωt (2.29)

∇yP
t · n = n3 on Γ, (2.30)

where we explicitly set, by components:

w1 = W13, w2 = W23, w3 = W33, P
c = P c

3 , P
t = P t

3. (2.31)

Then, enforcing rotation invariance of the geometry with respect to the three orthogonal axes, we

get

w1 = W13 = W21 = W32

w2 = W23 = W31 = W12

w3 = W33 = W11 = W22, (2.32)

∂P t

∂y1

=
∂P t

3

∂y1

=
∂P t

1

∂y2

=
∂P t

2

∂y3
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∂P t

∂y2

=
∂P t

3

∂y2

=
∂P t

1

∂y3

=
∂P t

2

∂y1

∂P t

∂y3

=
∂P t

3

∂y3

=
∂P t

1

∂y1

=
∂P t

2

∂y2

(2.33)

and the full solution for K and E can be recovered once definitions (2.9) are exploited.

In order to test the impact of the microvasculature tortuosity on the blood flow, we perform our

analysis varying the geometrical configuration of Ωc (and Ωt accordingly). In particular, we design

the center line of every branch by an analytical parametrization of the type:

f(s) = A sin (2πωs/l), (2.34)

where A represents the amplitude, ω the spatial frequency, l the one-sided branch length and s the

local parametrization of the spatial coordinate, such that

0 ≤ s ≤ l,

as depicted in Figure 2.2. We identify the geometrical tortuosity by the two parameters ω and A.

Next we numerically solve the capillary and interstitial cell problems (2.19-2.21) and (2.22-

2.23); then, exploiting the macroscopic isotropy (2.24-2.25), the analytical solution of the macro-

scale model (2.3-2.6) is provided for an isolated spherical tumor.

2.3.2 The capillary cell problem

We are interested in varying the geometrical tortuosity parameters ω and A of the reference cell

and numerically compute the corresponding values of K (in particular Kc), S, |Ωc|. The results are

reported in Table 2.2.

The numerical solution of the Stokes’ problem (2.26-2.28) yields the usual parabolic profile for

the straight cylindrical shaped reference configuration (see Figure 2.4). In this case, the solution,

which is non-zero in the branch directed along e3 only (that is, the direction of the volume force),

is almost equal to the one that would be experienced by a low-Reynolds number Newtonian fluid at

unit viscosity, flowing in a cylindrical tube of radius rc and subject to a uniform unit volume force

along its axis, with periodic boundary conditions, i.e:

w3 =
r2
c − r2

l

4
, w1 = w2 = 0, 0 ≤ rl ≤ rc, (2.35)
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Chapter 2. Microvascular tortuosity impact

Figure 2.4: Examples of numerical results for w in terms of its magnitude, where four representative geometries at increasing tortuosity are

chosen. The solution retains a pseudo-parabolic profile for small pertubation of the reference configuration, whereas a sharp non-linear

decrease with respect to geometrical tortuosity is observed at higher frequency.
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2.3. The microscale cell problems

ω A |Ωc| |Ωt|(|Ω| − |Ωc|) S Kc (〈w3〉c) 〈w1〉c 〈w2〉c Kozeny constant

0 0 8.1 · 10−2 6.149 2.30 2.20 · 10−4 2.83 · 10−9 2.89 · 10−10 5.6

1 0.25rc 8.0 · 10−2 6.15 2.30 2.17 · 10−4 3.81 · 10−8 3.53 · 10−8 5.6

1 0.5rc) 7.9 · 10−2 6.151 2.30 2.06 · 10−4 6.57 · 10−8 6.22 · 10−8 5.7

1 0.75rc) 7.8 · 10−2 6.152 2.31 1.90 · 10−4 8.17 · 10−8 7.86 · 10−8 6.0

1 rc 7.6 · 10−2 6.154 2.32 1.69 · 10−4 8.42 · 10−8 8.22 · 10−8 6.3

2 0.25rc 7.9 · 10−2 6.151 2.30 2.05 · 10−4 6.26 · 10−8 5.85 · 10−8 5.7

2 0.5rc 7.6 · 10−2 6.154 2.33 1.63 · 10−4 8.52 · 10−8 8.02 · 10−8 6.5

2 0.75rc 7.2 · 10−2 6.158 2.42 1.08 · 10−4 4.64 · 10−8 4.85 · 10−8 8.2

2 rc 6.9 · 10−2 6.161 2.57 6.24 · 10−5 2.17 · 10−8 2.30 · 10−8 11.5

3 0.25rc 7.8 · 10−2 6.152 2.32 1.84 · 10−4 7.54 · 10−8 7.39 · 10−8 6.1

3 0.5rc 7.2 · 10−2 6.158 2.53 7.71 · 10−5 3.66 · 10−8 4.51 · 10−8 10.5

3 0.75rc 6.8 · 10−2 6.162 2.82 2.02 · 10−5 −2.64 · 10−9 3.60 · 10−9 29.0

3 rc 6.5 · 10−2 6.165 3.25 4.89 · 10−6 −2.63 · 10−8 6.82 · 10−9 80.0

Table 2.2: Computational results for the non-dimensional capillary hydraulic conductivityKc, cell exchange surface S and capillary cell volume

portion |Ωc| for thirteen cells of increasing tortuosity. Non-diagonal values of K are negligible with respect to Kc.

where rl denote the local radial coordinate. As a consequence, the maximum value for |w| = w3 ,

which is reached in the center of the tube, is:

|w|rl=0 =
r2
c

4
≈ 1.22 · 10−3, (2.36)

and its average reads:

Kr = Kc|ω=0 = 〈w3〉c |ω=0 =
1

|Ωc|

∫ lc

0

dz
∫ 2π

0

dθ
∫ rc

0

r2
c − r2

l

4
rl drl =

πlcr
4
c

8|Ωc|
= 2.13 · 10−4,

(2.37)

where the values reported in Tables 2.1 and 2.2 have been used. In the non-tortuous case, the

solution then agrees with the analytical solution (2.35), up to a small deviation in the central region

of Ωc, where branches cross each other. 1

The solution for the tortuous geometric configurations deviates from a merely parabolic profile,

as far as the frequency ω increases. Nevertheless, the cell average of the (non-zero) transversal

components remain negligible with respect to Kc (see Table 2.2), so that the condition (2.24) for

1In this region, the solution in the branch directed along z is not subject to homogeneous Dirichlet boundary conditions, rather, it smoothly

approaches zero to match that in the orthogonal branches and, as a result, we obtain a slightly higher value for the maximum |w|rl=0 ≈ 1.26 ·10−3

and Kr = 2.2 · 10−4. Furthermore, the components w1 and w2 reduce to zero up to numerical errors, namely |w1/w3| � 1 and |w2/w3| � 1

everywhere in Ωc.

39



i
i

“thesis” — 2014/2/7 — 2:32 — page 40 — #52 i
i

i
i

i
i

Chapter 2. Microvascular tortuosity impact

Figure 2.5: Relative hydraulic conductivity profile as a function of relative amplitude. The black dots represent the results of the numerical

simulations, whereas dashed lines emphasize the difference in the non-linear drop of the hydraulic conductivity at increasing frequency.

macroscopic isotropy is satisfied, as

Kij � Kc, ∀ i 6= j, i, j = 1, 2, 3. (2.38)

The normalized Kc versus A/rc exhibits a non-linear monotonic decrease which is more marked at

higher frequency ω (see Figure 2.5). The hydraulic conductivity Kc dramatically reduced at large

tortuosity and an up to 45-fold Kc drop is observed.

Comparison with the perturbation theory

The observed non-linearity of the hydraulic conductivity versus tortuosity reflects that of Stokes’

flow in wavy channels, where the solution can significantly deviate from the parabolic one. Nev-

ertheless, under a number of simplifying assumptions, analytical solutions can be found by per-

turbative methods. Kitanidis and Dykaar (1997); Di Federico et al. (2002) developed an analytic

method to determine the solution of the Stokes’ problem for a 2D, axis symmmetric, periodic, wav-

ing channel, in terms of a power series expansion, under the assumption that the width is much

smaller than the wavelength. They report a non-linear decrease of the flow discharge with respect

to the channel amplitude at leading order whereas, to track variations with respect to the frequency,

higher order terms in their asymptotic expansion are to be taken into account. A 3D generaliza-

tion of their theory can be found in Malevich et al. (2006), where perturbation analysis is used to

compute the waving channels permeability via power series in terms of a small asymptotic param-

eter, which measures the deviation of the channel with respect to a straight reference configuration.

Also in this work, the authors exploit axial symmetry of the channel (which is not assumed here)

and their procedure is only valid up to a critical value for their asymptotic parameter. Their results
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2.3. The microscale cell problems

show a non-linear decrease of the channel permeability as far as its perturbation with respect to the

symmetry axis increases.

The most widely exploited assumption to derive the flow field in slowly vaving channels rely

on the so called lubrication approximation (see e.g. Batchelor (2000); Malevich et al. (2006)).

In such a framework, the flow is supposed to be parabolic as long as the characteristic length

of the channel (which is its wavelength for periodic wavy ones) is much larger than the channel

height (radius) and relative variations with respect a straight reference configuration are small. For

example, in Shipley (2008), curvilinear coordinates are exploited to compute the permeability of

the capillary compartment; when specialized to the isotropic and non-slippery case the capillary

hydraulic conductivity reads:

Kc =
πr4

c l
2
c

8|Ωc|γ
, (2.39)

where γ denotes the branch center line length (see Figure 2.2). In our case, the total branch center

line length is γ = 2|f | + h, where |f | denotes the one-sided branch center line length and h the

linking cylinder height. Therefore, in our reference configuration, γ = lc and (2.39) matches the

analytic profile provided in (2.37). Notice that, for a tortuous geometrical setting, γ > lc and hence

(2.39) predicts a permeability drop of the type:

Kc ∝
1

γ
. (2.40)

In the high frequency regime, the lubrication approximation does not apply and the solution exhibits

large deviations from the parabolic profile (see Figure 2.4). However, when ω = 1, the perturbation

of the geometry with respect to the reference configuration is small enough that the numerical

results agree with (2.40) (see Figure 2.6).

Even the capillary network formed by the cell portions Ωc can be viewed as a porous medium

(with unit porosity), with hydraulic conductivity given by the Kozeny-Carman formula, see Kozeny

(1927); Carman (1937). Some manipulations are needed to exploit this analysis, for example Heijs

and Lowe (1995) stipulate that

Kc =
1

c0S2
c

; Sc =
S

|Ωc|
, (2.41)

where c0 is the Kozeny constant, which increases with the geometrical tortuosity. Matyka et al.

(2008) show that the Kozeny constant exhibits a quadratic dependence on the representative path

length, which is in turn related to the geometrical tortuosity. We have numerically computed the

Kozeny constant for several prototype geometries (see Table 2.2). Whenever deviations from the

reference configurations are small (i.e ω = 1), a relationship of the type (2.41) is sufficient to
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Chapter 2. Microvascular tortuosity impact

Figure 2.6: Numerical results showing the linear relationship between the hydraulic conductivity and the reciprocal branch center line length,

in qualitative agreement with Shipley (2008).

describe the dependence of the capillary hydraulic conductivity on the geometrical properties of

the network. Nevertheless, as the tortuosity increases, a quadratic decrease of Kc with respect to

the surface-to-volume ratio S/|Ωc| is not anymore observed, as a dramatic increase of c0, which is

not constant any longer, is observed.

2.3.3 The interstitial cell problem

We performed numerical simulations to compute P t and hence capture variations of the interstitial

conductivity E (in particular Et) with respect to tortuosity, in the complementary geometry given

by Ωt = Ω \Ωc (see Figure 2.3). The numerical solution of the problem (2.29-2.30) is now weakly

affected by tortuosity. According to Table 2.3, accounting for definition (2.9) and identifications

(2.33), we deduce:

Eij � Et ∀ i 6= j, i, j = 1, 2, 3, (2.42)

that is, macroscopic isotropy condition (2.25) is satisfied. We further notice that, even though

integral average variations of P t along e3 are more relevant than those in the orthogonal directions,

they are however much smaller than 1, such that, in the explored regimes, E slightly deviates from

the identity tensor. This can be explained observing that spatial variations of P t (relevant in the

direction e3 of the Neumann datum only) are significant only in a narrow layer around the vessels

(see Figure 2.7). Since

Et = 1−
〈
∂P t

∂y3

〉
t

(2.43)

and average is performed over Ωt, with |Ω| ≈ |Ωt| (see Table 2.1 and 2.2), we get〈
∂P t

∂y3

〉
t

=
1

|Ωt|

∫
Ωt

∂P t
3

∂y3

dy � 1→ Et ≈ 1. (2.44)
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2.3. The microscale cell problems

Figure 2.7: Examples of numerical results for P t, where four representative geometries (complementary to those shown in Figure 2.4) are

chosen. The solution gradients only weakly contributes to the effective hydraulic conductivity E and no significant changes are observed by

varying the geometrical tortuosity, see Table 2.3.
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Chapter 2. Microvascular tortuosity impact

ω A Et

(
1−

〈
∂P t

∂y3

〉
t

) 〈
∂P t

∂y1

〉
t

〈
∂P t

∂y2

〉
t

0 0 0.991 1.23 · 10−8 −6.55 · 10−8

1 0.25rc 0.991 −2.25 · 10−5 −7.35 · 10−5

1 0.5rc 0.991 −1.40 · 10−5 −1.49 · 10−5

1 0.75rc 0.991 −1.98 · 10−5 −2.02 · 10−5

1 rc 0.991 −2.76 · 10−5 −2.71 · 10−5

2 0.25rc 0.991 −6.36 · 10−6 −5.83 · 10−6

2 0.5rc 0.991 −1.63 · 10−5 −1.50 · 10−5

2 0.75rc 0.992 −3.30 · 10−5 −3.09 · 10−5

2 rc 0.992 −5.46 · 10−5 −5.23 · 10−5

3 0.25rc 0.991 −1.00 · 10−5 −6.89 · 10−6

3 0.5rc 0.992 −5.09 · 10−5 −5.24 · 10−6

3 0.75rc 0.992 −5.48 · 10−5 −3.47 · 10−5

3 rc 0.992 1.00 · 10−5 1.00 · 10−5

Table 2.3: Computational results for the non-dimensional conductivity tensor E. Et ≈ 0.99 for every tortuosity regime explored. Non diagonal

values of E are negligible with respect to Et.

Figure 2.8: Color map of P t for two non-tortuous geometries, with different |Ωt|
|Ω| . On the left hand side, the reference geometry (which

corresponds to the reference capillary compartment radius rc) is characterized by small and localized spatial variation of the solution ∂P t

∂y3
. On

the right hand side, the solution for |Ωt|
|Ω| ≈ 0.64 (which corresponds to a 6rc capillary compartment radius) is shown. In the latter case, the

interstitial volume fraction decreases and the spatial gradient of P t increases, thus leading to a corresponding decrease in Et (see definition

(2.9) and Figure 2.9).
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2.4. The macroscopic model

Figure 2.9: A linear relationship between Et and the interstitial volume fraction |Ωt|
|Ω| . Black dots represent the numerical results which

correspond to the various interstitial configurations obtained by varying the radius of each complementary capillary compartment branch from

rc to 6rc.

The geometric role of Et can be pointed out by decreasing the interstitial volume |Ωt|. We per-

formed numerical tests for sample interstitial geometries Ωt, complementary to increased volume

and non tortuous capillary compartments Ωc (see example Figure 2.8). We obtain an almost linear

relationship for Et versus interstitial volume fraction (see Figure 2.9). In particular, according to

(2.6) and (2.25) the non-dimensional interstitial velocity is given by:

ut = −κ̄Et∇xpt, (2.45)

i.e. the Darcy’s law applies with conductivity given by κ̄Et. The non-dimensional conductivity κ̄

is directly related to the physiological value κ, which is obtained via experimental measurements

over the whole tumor mass (i.e no distinction between the interstitial and capillary compartment

is taken into account). On the basis of the numerical tests (see Figure 2.9), Et can be viewed as a

correction factor (0 < Et < 1), which, according to the actual interstitial volume portion perfused

by the fluid, reduces the average measured conductivity value.

In the following section, we present and discuss the analytical solution of the isotropic fluid

transport problem (2.3-2.6). Since we focus mostly on the consequences of increased geometrical

tortuosity, we exploit the numerical values reported in Table 2.1, 2.2 and 2.3 in the analysis that

follows.

2.4 The macroscopic model

The macroscale differential problem (2.3-2.6), under isotropic conditions (2.24-2.25), reads:
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

∇2
xpc = Mc(pc − pt) in ΩH (2.46)

∇2
xpt = −Mt(pc − pt) in ΩH (2.47)

uc = −Kc∇xpc (2.48)

ut = −Kt∇xpt, (2.49)

where

Kt = Etκ̄, Mc =
L̄pS

Kc|Ωc|
, Mt =

L̄pS

Kt|Ωt|
. (2.50)

We consider a spherical macroscale domain ΩH with radiusR representing the tumor. In particular,

we enforce radial symmetry: all the fields depend on the radial coordinate r only and the problem

(2.46-2.47) rewrites 

1

r

d2

dr2
(rpc) = Mc(pc − pt) 0 < r < R (2.51)

1

r

d2

dr2
(rpt) = −Mt(pc − pt) 0 < r < R (2.52)

dpc
dr
|r=0 =

dpt
dr
|r=0 = 0 (2.53)

pc|r=R = p̄ > 0, pt|r=R = 0. (2.54)
The tumor is supposed to be isolated (Jain and Baxter, 1988; Jain et al., 2007). Hence, we prescribe

the pressures on the tumor boundary (2.54), while symmetry in r = 0 implies null flux in the

tumor center, corresponding to homogeneous Neumann boundary conditions (2.53). The choice

(2.54) accounts for experimental observations (Boucher et al., 1990): the interstial fluid pressure

is constant and smaller than the microvasculature pressure on the tumor surface. The flow driving

force is the pressure difference pc − pt and pt can be set to zero on the tumor surface without

loss of generality (Jain and Baxter, 1988; Jain et al., 2007). The radial components of the Darcy’s

velocities uc(r) and ut(r) are

uc(r) = −Kc
dpc
dr
, ut(r) = −Kt

dpt
dr
. (2.55)

The solution of the problem (2.51-2.54) can be obtained via direct integration (see A):

p̂c =
1

Mc +Mt

(
Mt +

Mc sinh (αr̂)

r̂ sinh (α)

)
, (2.56)

p̂t =
Mt

Mc +Mt

(
1− sinh (αr̂)

r̂ sinh (α)

)
, (2.57)

where p̂c = pc/p̄, p̂t = pt/p̄ are the relative capillary and interstitial pressure, respectively and

r̂ = r/R is the relative radial position, while

α = R
√

(Mc +Mt). (2.58)
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2.4. The macroscopic model

Figure 2.10: The macroscale pressure difference versus relative radial position for 1 < α < 20 is shown. Key particular cases at increased

tortuosity are displayed. The solution exhibits a sharp non-linear decreasing profile at increased tortuosity (the latter implying an increase in

α), such that, for high geometrical complexity, no pressure difference and hence no convection of blood is observable in the tumor inner regions.

The capillary and interstitial velocities can be written in terms of ûc =
ucR

Krp̄
and ût =

utR

Ktp̄
by

direct derivation:

ûc = − KcMc

Kr(Mc +Mt)

(
αr̂ cosh (αr̂)− sinh (αr̂)

sinh (α)r̂2

)
, (2.59)

ût =
Mt

Mc +Mt

(
αr̂ cosh (αr̂)− sinh (αr̂)

sinh (α)r̂2

)
. (2.60)

Finally, we define the relative pressure difference between the capillary and interstitial pressure as

ψ̂ = p̂c − p̂t =
sinh (αr̂)

r̂ sinh (α)
. (2.61)

2.4.1 The impact of tortuosity on tumor blood convection

The relative pressure difference is plotted versus the relative radial position (see Figure 2.10). The

relative pressure jump ψ̂ is the driving force of the blood flow (see Figure 2.11 and 2.12) and

exponentially decays in 1/α, where

α = R

√
L̄pS

|Ωc|Kc

+
L̄pS

|Ωt|Kt

. (2.62)

As far as the tortuosity of the microvasculature grows, the surface to capillary volume ratio S/|Ωc|

increases, while the hydraulic conductivity Kc decreases (see Table 2.2), both contributing to an

increase in α. In fact, for low tortuosity (i.e in the α < 5 regime, see Figure 2.10), a non-zero

pressure difference is observed even in the tumor center whereas, for higher values of α blood and
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Chapter 2. Microvascular tortuosity impact

Figure 2.11: The relative capillary velocity, which is inward directed, for the reference and most tortuous configuration. The blood flow, which

is driven by the pressure difference ψ̂, is impaired by tortuosity and rapidly approaches zero.(In the displayed case, the capillary flow reduces

approximately to zero at r̂ ' 0.7).

possible injected anti-cancer drugs cannot permeate the whole tumor mass. For example, in the

most tortuous regime that we explore, no blood flow can permeate the tumor mass for r̂ ' 0.7.

The main feature of our multiscale formulation is to account for the hydraulic and geometric

properties of the tissue interstitium and capillary compartment separately, such that, under fixed

physiological conditions (see Table 2.1), we can quantitatively evaluate the role of the geometrical

tortuosity in tumor blood convection. Even though we performe the present analysis accounting

for a specific microscale configuration, we argue that our results are robust with respect to different

geometric settings, provided that conditions (2.24-2.25) are met. Given the physiological setting

encoded in α (the tumor radiusR, vascular hydraulic permeability Lp and tumor tissue conductivity

κ), we thus predict a strong dependence of the tumor blood convection with respect to tortuosity,

such that geometrical regularization of the microvasculature network can improve blood flow within

the tumor. Next, we compare the results of our model with the relevant literature and perform an

analysis of the blood flow determinants which are captured by these different formulations.

2.5 Comparison with Jain and Baxter (1988)

The model for the fluid flow in a spherical solid tumor developed by Jain and Baxter (1988) and ex-

perimentally validated by Boucher et al. (1990) is based on a single compartment for the interstitial

flow, which exchange fluid through the blood vessels walls. In particular, the interstitial velocity

uI is given by the isotropic Darcy’s law:

uI = −κ∇pI , (2.63)
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Figure 2.12: The relative interstitial velocity, which is outward directed, for the reference and most tortuous configuration. The blood flow, which

is driven by the pressure difference ψ̂, is impaired by tortuosity and rapidly approaches zero.(In the displayed case, the interstitial flow reduces

approximately to zero at r̂ ' 0.7).

where pI is the interstitial pressure. The fluid leakage from the blood vessels is an effective source

for the interstitial flow:

∇ · uI =
JV
V
, (2.64)

where V is the tumor volume and JV is the vessels blood flux:

JV = LpS (pV − pI) , (2.65)

pV being the constant microvascular pressure and S the exchange surface. The relationship (2.65)

rules out the contribution due to the osmotic pressure driven by the plasma proteins difference in

concentration, which is negligible in tumors (Jain et al., 2007). Thus, substituting (2.63) and (2.65)

into (2.64), they obtain, in dimensional form:

∇2pI = −LpS
κV

(pV − pI) . (2.66)

When assuming spherical symmetry with null interstitial pressure on the tumor boundary, the ana-

lytical solution of the model (2.66) for the relative interstitial pressure pI/pV in terms of the radial

coordinate r̂ is:

pI
pV

= 1− sinh(αJ r̂)

r̂ sinh(αJ)
, (2.67)

where

αJ = R

√
LpS
κV

. (2.68)
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Jain and Baxter (1988) do not address the fluid dynamics in the vessels. Nevertheless, a comparison

with the model proposed in this paper in terms of relative pressure difference is possible, in fact:

pV − pI
pV

=
sinh(αJ r̂)

r̂ sinh(αJ)
. (2.69)

The pressure drop in (2.61) and (2.69) have the same functional form; however, the non dimen-

sional coefficients α and αJ are different, as in this work we explicitly account for variations in the

capillary pressure and for the role of the specific geometric and hydraulic vessels properties, such

as their volume and hydraulic conductivity. In particular, the model by Jain and Baxter (1988) can

be recovered when assuming that the capillary pressure is constant and

|Ωc|Kc � |Ωt|Kt, |Ωt| ≈ |Ω| → Et ≈ 1, (2.70)

i.e. when accounting for a geometrically regular, low density, vascular network. For example,

according to Tables 2.1, 2.2 and 2.3, we obtain |Ωc|Kc ≈ 5|Ωt|Kt and |Ωt| ≈ |Ω| with Et ≈ 1 for

our reference configuration. Whenever the conditions (2.70) apply, we obtain

α ≈ R

√
L̄pS

κ̄|Ω|
= R

√
LpSL2

κd|Ω|
, (2.71)

where definitions (2.7) are exploited. The dimensional exchange surface to volume ratio and tumor

radius read:
S
V

=
S

d|Ω|
, R = RL, (2.72)

respectively, where R is the non-dimensional macroscale tumor radius, while the non-dimensional

surface-to-volume ratio S/|Ω| is calculated over the microscale periodic cell. Thus, substituting

(2.72) into (2.71) yields

α ≈ R

√
LpS
κV

= αJ , (2.73)

in agreement with relationship (2.68). The mathematical model by Jain and Baxter (1988) thus

coincides with the homogenized model by Shipley and Chapman (2010) under the specific as-

sumptions (2.70).

The main difference between the two models is represented by the additional information we

are able to capture about the geometric and hydraulic properties of the microvascular network, as

well as the spatial dependence of the capillary flow in the vessels. As the same functional form

for the problem solution is obtained (see equations (2.61) and (2.69)) in both approaches, then an

experimental datum fit by a relationship of the type (2.69) necessarily involves a dependence on the

vascular microstructure, although not explicitly encoded in their non-dimensional number αJ .
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We conclude the section discussing the role of the tumor blood convection determinants captured

by the two models.

• The Tumor growth stage, identified by the tumor radius R, can significantly affect fluid con-

vection in tumors. Normalization therapies able to reduce the tumor radius can therefore

strongly improve transport of blood, and, as a consequence, anti-cancer drugs within the tu-

mor mass, thus possibly increasing medical therapies effectiveness. The tumor radius has

exactly the same impact on the tumor fluid dynamics in both models.

• The Tumor hydraulic conductivity κ regulates the amount of fluid that can actually perme-

ate the tissue, hence, as expected, an increase in the tumor conductivity yields a decrease

in α, which in turn drives a convection improvement. It plays a similar quantitative role in

both models, as we did not observe a significant dependence on tortuosity (see Table 2.3).

Nevertheless, we remark that the hydraulic conductivity values are obtained by experimental

measurements (see e.g. Boucher et al. (1998)) and they intrinsically refer to the whole tumor

tissue. Our Kt (see definitions (2.50)) corresponds, instead, to the interstitial conductivity

only and it is in general a fraction of the average tumor conductivity value that can be experi-

mentally measured. According to Jain et al. (2007), it is an open issue whether normalization

therapies can play a role in increasing the tumor hydraulic conductivity; recently developed

techniques do not highlight a significant increase of the tumor hydraulic conductivity, which is

instead proved to strongly depend on the interstitial matrix constituents and hydration (Swabb

et al., 1974; Jain, 1987b).

• The vascular hydraulic permeability Lp is the key determinant of the blood leakage from the

capillary vessels to the tissue. It provides an averaged information on the fenestrations of the

membrane, which, especially in tumors, exhibits openings and defects among the endothelial

cells (Hashizume, 2000). Our model leads to the same, apparently counterintuitive, conclusion

that is found in Jain et al. (2007), i.e. an increase in the vascular permeability does not improve

blood convection within the tumor, because a more permeable membrane rapidly damps the

pressure gradient across the vessels walls, which is the driving force of the blood convection

process. The vascular hydraulic permeability is found to be up to two orders of magnitude

greater in tumors than in healthy vascularized tissue and, according to Jain et al. (2007),

vascular normalization therapies should significantly lower it.

• The exchange surface-to-volume ratios, here denoted by S/|Ωt| and S/|Ωc|, play an impor-
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ω A α

0 0 4.86

1 0.25rc 4.87

1 0.5rc 4.9

1 0.75rc 4.96

1 rc 5.02

2 0.25rc 4.90

2 0.5rc 5.05

2 0.75rc 5.45

2 rc 6.25

3 0.25rc 4.97

3 0.5rc 5.89

3 0.75rc 9.05

3 rc 17.72

Table 2.4: Computed values of α for thirteen sample microvasculature geometries. At increasing tortuosity, a typical tumor pressure difference

profile is obtained, even accounting for a normalized value of the vascular hydraulic permability Lp.

tant role in driving the fluid transport process. In the double compartment model we started

from, we are able to track both the interstitial and the capillary surface-to-volume ratios. As

expected, for fixed interstitial and capillary volume, a greater vessels exchange surface leads

to an increase in leakage, thus producing the same net effect of an increase in the vascular hy-

draulic permeability Lp. In Jain and Baxter (1988), the global surface-to-volume ratio plays a

similar role, even though it refers to the volume of the whole tumor, instead of the interstitial

portion only. According to Jain et al. (2007), vascular normalization therapies should decrease

the global surface-to-volume ratio.

• The capillary hydraulic conductivity, here denoted by Kc, accounts for the hydraulic prop-

erties of the capillary network. It is a main feature captured by the homogenized model by

Shipley and Chapman (2010) and neglected in the previous literature. The capillary hydraulic

conductivity is strongly affected by the geometrical complexity of the network (see Figure

2.5). A decrease in Kc corresponds to an increase in α (see Table 2.4), resulting in a compro-

mised blood flow within the tissue. Thus, geometric regularization of the vascular network can

improve both directly (through the exchange surface-to-volume ratios) and indirectly (through

Kc, see Table 2.2) the fluid transport process in the malignant mass.
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2.6. Concluding remarks

Figure 2.13: A comparison between the models by Jain and Baxter (1988) (displayed for a tipical tumor value for Lp) and Shipley and Chapman

(2010) (displayed for a typical normalized value for Lp, at increasing tortuosity). The characteristic tumor pressure difference, which is fit

approximately in the range 7 < α < 17 (Jain et al., 2007), can be the result of both increased vascular hydraulic permeability Lp and of

increased microvascular tortuosity

2.6 Concluding remarks

In this work we perform a qualitative and quantitative analysis of the microvascular tortuosity im-

pact on blood convection in solid isolated tumors. We start from the double Darcy homogenized

model by Shipley and Chapman (2010), to describe the tissue scale fluid dynamics of both the in-

terstitial and capillary compartments. Although this model neglects important features of the blood

flow in the capillaries, such as non-Newtonian effects (see e.g. Fahareus and Lindqvist (1931),

Pries et al. (1990)), structural adaptation, remodeling of the network (see for example Pries et al.

(1998); Owen et al. (2008)) and macroscopic changes of the microstructure (Penta et al., 2013), it

represents a robust starting point to account for the net effect of the tortuosity on blood transport

phenomena, as it allows to track the interstitial and capillary compartment separately, as well as

their hydraulic properties and their dependence on the microstructure. In this work, the geometric

information encoded in the hydraulic conductivities of the model is obtained via 3D numerical sim-

ulations on a single representative microscale cell. Then, the computed values are injected in the

tissue scale homogenized model, which we solve analytically in the case of macroscopic isotropy.

As a result, we predict a dramatically impaired blood convection for increasing tortuosity, which

can be properly quantified as a function of the specific microvasculature geometry (see Table 2.4).

According to Jain et al. (2007), vascular normalization therapies regularize the exchange surface

of the vascular network. However, our analysis suggests that modifications in the microvascular

geometry strongly affect the blood flow in the capillaries and hence the hydraulic properties of the

vessels compartment. In Figure 2.13 we show a comparison between the Jain and Baxter (1988) and
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Chapter 2. Microvascular tortuosity impact

Shipley and Chapman (2010) relative pressure difference profile, obtained using different values for

the vascular hydraulic permeability. Curves are plotted using a Lp value associated to tumor vessels

(Jain et al., 2007) for Jain and Baxter (1988), whereas we use a lower Lp value (corresponding to

the range for normalized microvasculature, see Table 2.1) for Shipley and Chapman (2010), using

the more tortuous configuration displayed in Figure 2.4d). As Lp is experimentally evaluated as

the ratio between the average blood flux and pressure difference (both assumed constant, see e.g.

Sevick and Jain (1991)), we argue that its decrease observed after normalization therapies by means

of the single compartment model of Jain and Baxter (1988) actually encloses an increase in the

capillary hydraulic conductivity. In other words, the same profile for the convection of blood in the

tumor is obtained either accounting for a higher value of Lp, neglecting an explicit contribution of

the microvascular properties, or accounting for a normalized Lp, accounting for a highly tortuous

microvasculature.

Our analysis suggests that recent normalization techniques (Jain et al., 2007) affect both these

crucial blood flow determinants. The observed decrease of the surface-to-volume ratio does affect

the fluid-dynamics in the blood capillaries, whereas a reduction of the vessel wall openings and

defects lowers Lp. We suggest that novel normalization therapies that rely on blood convection

improvement via vascular network regularization, should focus both on structural (i.e affecting Lp)

and geometrical (i.e affecting Kc, S/|Ωc|, S/|Ωt|) vessel properties.

Finally, although the aim of this work is to elucidate the connection between blood convection

and vascular struscture, the next crucial step is to identify a realistic representative microscale

network starting from medical images. Then, model predictions would enable clinical validation

and highlight additional structure-specific blood flow features, related to possible microvascular

anisotropy and heterogeneities.
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CHAPTER3
Effective governing equations for poroelastic growing

media

3.1 Introduction

The theory of poroelasticity concerns the mechanics of porous elastic solids with fluid-filled pores.

The applications and motivations for this theory are far-reaching, and include the seepage of liquid

waste disposed of underground, oil and gas recovery, soil consolidation and glaciers dynamics,

as well as transport, mass exchange and solid stress in biological tissues. Whereas poroelasticity

concerns fluid-solid interactions in two-phase materials, it lies within the broader field of mixture

theory, which includes fluid and chemical transport in multiphase systems.

The literature in poroelasticity develops according to two main approaches; volume-averaging

and homogenisation (the two are discussed in detail and compared in the review paper Davit et al.

(2013)). Most authors state ab initio the mass, momentum and energy balance equations for the

individual phases on the basis of their “in bulk" mechanical behavior and utilize dissipation inequal-

ities to restrict the possible constitutive equations for the components in the mixture (see Bowen

(1980) and Bowen (1982)). While this approach allows for generality in the number of components
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Chapter 3. Effective governing equations for poroelastic growing media

and their mechanical nature, including finite elastic strains, any information on the microstructure

of the material is suppressed by an implicit averaging procedure; as a consequence, effective coef-

ficients that appear in the equations (for example, the fluid permeability) are at most characterized

by their sign and are to be fitted by macroscopic experiments only.

The alternative homogenisation method exploits information on the geometry at the microscale

by a multiscale expansion of the fields. This approach yields macroscopic equations with pa-

rameters that depend explicitly on the microscale geometry and physics; these parameters are ob-

tained by averaging suitable microscale cell problems (as for example in Sanchez-Palencia (1980),

Sanchez-Palencia (1983), Holmes (1995) and Mei and Vernescu (2010)). The homogenisation tech-

nique is therefore powerful in retaining microscopic information; the drawback is that periodicity

of the microstructure and linearity in the constitutive equations must be assumed. Moreover, the

algebraic complexity of the method has reduced de facto its application to physical systems.

From the point of view of continuum mechanics, a challenging peculiarity of soft biological tis-

sues is their ability to grow and remodel, a special characteristic of living matter that poses a number

of intriguing mathematical questions: how to account for the resulting residual stress, which are the

driving forces of growth, which are the corresponding regulatory mechanisms and the inner energy

balance, see, e.g. Rodriguez et al. (1994),Taber (1995) and Ambrosi and Guana (2007). This kind

of questions has inspired a substantial body of literature in mathematical methods that, starting

from one–component continuum mechanics, move towards the inclusion of multicomponent and

microscale information in the model Ambrosi et al. (2010).

On the basis of the considerations above, it is not surprising that the specific issue of poroelastic

materials that exchange mass has been mainly addressed in terms of mixtures, both for inert (see for

example Whitaker (1973), Gray (1975) and Hutter (1983)) and living matter (as in Cowin (2004)

and Ateshian (2007)). In the current study we seek to extend the existing poroelastic literature

by considering mass exchange between elastic and fluid phases using a multiscale approach1. Al-

though poroelasticity exhibits a wide range of applicability and growth is a crucial issue to address

in a number of fields, the chief motivation for this work is biological. The growth and remodelling

of living tissues is driven by chemical stimuli as well as the mechanical environment (alongside

genetic cues) and the development of mathematical models that couple fluid and chemical trans-

port with mechanical properties is of fundamental interest (as for example in Cowin (2004) and

Ateshian (2007)). A candidate system is a vascularised tissue, where the elastic phase (comprised

1In this work we refer to interfacial mass exchange between the solid and the fluid phase as “growth", notwithstanding the sign of the mass flow

that can actually indicate “resorption".
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of cells, fluid and protein matrix) undergoes small strains and the fluid phase (the blood supply)

flows slowly. In this scenario, nutrients are delivered to the cell population by diffusion across the

blood vessel walls, and may induce cellular proliferation and hence growth. In the context of drugs

delivered through the blood supply, cellular death and tissue regression may result (for example,

tumour treatment by chemotherapeutics); indeed, poroelastic frameworks have been used to model

solid tumours (see Bottaro and Ansaldi (2012), Roose et al. (2007)) and the discussions within) and

to extract tissue-specific poroelastic parameters from biological experiments Roose et al. (2003).

In a recent study Moeendarbary et al. (2013), a combination of experiments and theory has also

been used to develop a poroelastic model for the cytoplasm of living cells. Alternative scenarios of

interest include tissue engineering applications, where tissue growth must be tightly controlled by

providing a biomechanical and biochemical environment that mimics the physiological scenario. In

many such situations surface growth of a cellular phase is a key feature, for example, in tissue ex-

pansion in hollow fibre bioreactors Bettahalli et al. (2011) (among many others). In Humphrey and

Rajagopal (2003), Lemon et al. (2006) and O’Dea et al. (2008) mixture theory has been developed

for such biological applications, and the interplay between fluid and chemical transport and tissue

growth are explored; however, such models present challenges if the evolution of solid stresses are

included (see Baek et al. (2006) and Ambrosi et al. (2010) for examples and discussions). Also, a

remarkable example of surface growth modelling can be found in Ciarletta et al. (2013), where a

rigorous thermomechanical theory to account for the coupling between growth and mass transport

phenomena across material interfaces is developed and biological examples are provided.

Inevitably any modelling approach faces challenges for integration with specific biological sce-

narios. Poroelastic materials (and, in general, multiphase frameworks) require the prescription of

constitutive relationships to describe the fluid and solid stresses within the material of interest. In

the case of linear elasticity, combined mathematical and experimental approaches (for example

Roose et al. (2003), Moeendarbary et al. (2013)) have been used to extract solid parameters and

make predictions around solid stress generation within living tissues. However, many biological

soft tissues and cell aggregates behave as complex nonlinear-elastic (and possibly visco-plastic)

materials, as in Pioletti and Rakotomanana (2000) and Preziosi et al. (2010), so that the increased

complexity of such models has limited the extraction of relevant parameters from biological exper-

iments. Indeed, model parameterisation is a much broader issue given that mechanical, chemical

and kinetic properties are both tissue and species-specific, and this motivates collaboration between

biologists and mathematicians to close the data gap.
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Chapter 3. Effective governing equations for poroelastic growing media

In the current study we derive a new poroelastic model that includes mass exchange between the

solid and the fluid phase. The focus is on the accretion (or appositional growth) that occurs at the

interface between solid and fluid in the pores. The mass exchange at the microscale interface mod-

ifies the mechanical properties of the elastic phase (which may be anisotropic) and the hydraulic

characterization of the flow in the microstructure. While the small strains assumption applies to

ensure linearity in the equations, finite growth (finite advancement of the fluid-solid interphase) is

retained. This regime of infinitesimal displacement of the solid phase with respect to a finite evo-

lution of the geometry rules out applicability of the model to questions of emergence of residual

stress, an issue that should be addressed in the framework of nonlinear elasticity Rodriguez et al.

(1994).

The model is derived using a two-scale asymptotic expansion, which exploits the separation

between the length scale of the pores and the macroscale of the material. Such an approach has

already been developed in the literature. In Burridge and Keller (1981) Burridge and Keller present

a rigorous derivation of Biot’s equations of poroelasticity (see Biot (1941) and Biot (1962)) via

the multiple scales method, whereas in Mikelic and Wheeler (2012) the interface law between a

deformable porous medium containing a viscous fluid and an elastic body is derived using rigorous

homogenisation and the two-scale convergence approach. In Shipley and Chapman (2010), Shipley

and Chapman derive a dual porous medium model for vascular and interstitial fluid transport, and

chemical transport, in a vascularised tissue. Here the averaging procedure is applied to a pore-

scale description of coupled fluid transport and linear elasticity, with solid accretion at the interface

between the two phases.

The chapter is organized as follows. In section 3.2, we formulate the mechanical model descrip-

tion in both the fluid and solid phases of the material. The solid phase is described using a linear

elastic model, and is coupled to Stokes’ flow for the fluid phase via the normal component of stress

on the interface between the two. Continuity of the mass flux is also imposed on the fluid-solid

moving interface Ateshian (2007), alongside a growth law to describe its temporal evolution. In

section 3.3 non-dimensionalisation of the equations is performed. Section 3.4 is devoted to the

multiple scales analysis and, in particular, the assumptions of length scale separation and local

periodicity are highlighted. Under these assumptions, a formal two-scale asymptotic expansion is

used to decouple micro and macro spatial variations, and thus derive the effective equations for a

poroelastic growing material in section 3.5. The results are discussed in section 3.6, while in sec-

tion 3.7 key limiting cases are highlighted; in particular the poroelastic equations of Burridge and
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Keller (1981) are recovered in the limit of no growth, as well as the specific form of the model in

the isotropic case. Finally, conclusions are presented in section 3.8.

3.2 The governing equations for a poroelastic growing medium

We consider a set Ω ∈ R3, such that Ω = Ωs ∪Ωf , where Ωs and Ωf represent the porous solid and

fluid compartment, respectively. At this stage, every field of interest is a function of space x and

time t. We assume the typical length scale r of the pores to be small compared to the characteristic

size d of the domain (see Figure 3.1), so that their ratio

r

d
= ε� 1. (3.1)

We consider an incompressible Newtonian fluid, so that, assuming that body forces and inertial

effects can be neglected, the Stokes’ problem holds in the fluid domain Ωf :

∇ · σ = 0 (3.2)

∇ · v = 0,

where σ denotes the fluid stress tensor defined by

σ = −pI + µ
(
∇v + (∇v)T

)
(3.3)

and v, p, µ are the fluid velocity, pressure and viscosity respectively.

The solid phase is modelled as a linear, elastic solid, with inertia and body forces neglected, through

∇ · τ = 0 (3.4)

in Ωs, where the solid stress tensor τ is given by

τ = C∇u. (3.5)

Here, u is the displacement vector for the solid compartment and C is the fourth rank elasticity

tensor (with components denoted Cijkl for i, j, k, l = 1, 2, 3), completely defined by its action on

the symmetric part of∇u (see, e.g. Gurtin et al. (2010)), through:

C∇u = Ce, (3.6)

e: =
∇u+ (∇u)T

2
.

In other words, the skew component of∇u is in the kernel of C. Note that if C∇u = Ce = 0 then

u is a rigid body motion.
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Chapter 3. Effective governing equations for poroelastic growing media

Interface conditions for the fluid-structure interaction apply between the fluid and the solid phase.

Following Ateshian (2007), the boundary Γ: = ∂Ωs ∩ ∂Ωf is represented as a moving interface

with velocity vΓ. Enforcing global mass conservation in Ω we define:

ρf (v − vΓ) · n = ρs(u̇− vΓ) · n = g̃ on Γ, (3.7)

where u̇, ρf and ρs are the solid phase velocity and the fluid and solid densities, respectively. Here

n is the unit vector normal to the interface pointing into the solid region, and g̃ is the mass transfer

rate per unit of surface area, which is assumed to be prescribed and strictly positive in the case of

solid phase growth. Equation (3.7) accounts for mass exchange between the solid and fluid phase,

and is equivalent to the following two scalar conditions:

ρs(u̇− vΓ) · n = g̃ on Γ, (3.8)

ρf (v − vΓ) · n = g̃ on Γ. (3.9)

Equations (3.8, 3.9) relate the interface velocity to the mass transfer rate g̃ and to the solid and fluid

velocities and densities, respectively. From (3.8) we obtain:

vΓ · n = u̇ · n− g̃

ρs
on Γ. (3.10)

Substituting (3.10) into equation (3.9) gives:

ρfv · n− ρf u̇ · n+ ρf
g̃

ρs
= g̃ on Γ. (3.11)

Finally, dividing by ρf and rearranging terms, equation (3.11) yields the following jump condition

for the fluid and solid velocities at the interface:

(v − u̇) · n = g̃

(
1

ρf
− 1

ρs

)
on Γ. (3.12)

In order to simplify notation, we denote by g the right hand side of (3.12), so that

g := g̃

(
1

ρf
− 1

ρs

)
. (3.13)

The tangential components of the velocity and all components of the stress on Γ are continuous

across the interface, such that

τn = σn on Γ (3.14)

u̇ · t = v · t on Γ, (3.15)

where t is any unit vector tangent to the interface.
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3.2.1 Kinematics of the moving interface

The interface velocity (which is directed along n), satisfies

vΓ · n = v · n− g̃

ρf
= u̇ · n− g̃

ρs
, (3.16)

where equations (3.8, 3.9) have been used for the simplification. The function g̃ accounts for

surface growth and should be constitutively specified according to the physical system at hand.

We further note that, as the interface is moving, the fluid and solid subdomains Ωs(t) and Ωf (t)

change in time 2. The assumptions underlying the material descriptions of the solid and fluid phases

(small deformation of the solid elastic phase, negligible inertia) do not affect surface growth. The

present framework allows for finite growth at a pore scale; the position of the fluid-solid interface

evolves in time according to the interface velocity condition (3.16), and global mass conservation

in Ω is ensured by the jump condition (3.12). Assuming that the moving interface is described by

F (x, t) = 0, its kinematics are described by:

∂F

∂t
+∇F · vΓ = 0. (3.17)

Equations (3.2-3.5) describing the mechanics of the fluid and solid phases, together with the inter-

face conditions (3.12, 3.14, 3.15) and the kinematic relationships for the evolution of the interface

(3.16–3.17), represent the system of partial differential equations to be solved for every x ∈ Ω

and for every t ∈ (0, T ), T ∈ R+, (subject to appropriate initial and boundary conditions). When

g̃ = 0, there is no growth and the normal components of the fluid and solid velocities are equal

and are the velocity of the interface itself. In this particular case the problem reduces to a standard

linearized fluid-structure interaction problem as in Burridge and Keller (1981).

3.3 Non-dimensionalisation

Next we formulate the model in non-dimensional form in order to clarify the mutual weight of the

relevant physical mechanisms. The model derived in this chapter does not aim to be application-

specific; as such, we do not motivate the non-dimensionalisation via specific parameter values (see,

e.g. Shipley and Chapman (2010) and Roose and Swartz (2012) for biological tissues), but instead

we perform a formal non-dimensionalisation to highlight the proper asymptotic behaviour of the

relevant fields. We rescale

x = dx′, v =
Cr2

µc
v′, vΓ =

Cr2

µc
v′Γ p = Cdp′, u = du′, t =

dµc
Cr2

t′,

2We avoid denoting this time dependence explicitly in the following sections for simplicity of notation
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Chapter 3. Effective governing equations for poroelastic growing media

g̃ = ρc
Cr2

µc
g̃′, µ = µcµ

′, ρs = ρcρ
′
s, ρf = ρcρ

′
f , C = CdC′,

g =
Cr2

µc
g′, g′ = g̃′

(
1

ρ′f
− 1

ρ′s

)
, τ = Cdτ ′, σ = Cdσ′, (3.18)

where C, ρc, µc denote the characteristic pressure gradient, density and viscosity, respectively.

Here, we scale the spatial coordinate and the elastic displacement by the characteristic length scale

of the domain d, whereas the non–dimensional form of the velocity is suggested by the parabolic

profile of a viscous fluid flowing in a straight channel of radius r

V =
Cr2

µc
. (3.19)

Further, we scale pressure and stresses by adopting the same reference pressure gradient exploited

in (3.19), (multiplied by the reference length scale d) and time assuming d/V as a reference time

scale for slow flow of the fluid phase (which is analogous to that for deformation of the elastic

material).

Thus, exploiting (3.18) and dropping the prime notation for the sake of simplicity, equations (3.2-

3.5), (3.12, 3.14, 3.15) become:

∇ · σ = 0 in Ωf (3.20)

−pI + ε2µ
(
∇v + (∇v)T

)
= σ in Ωf (3.21)

∇ · v = 0 in Ωf (3.22)

τn = σn on Γ (3.23)

(v − u̇) · n = g on Γ (3.24)

u̇ · t = v · t on Γ (3.25)

∇ · τ = 0 in Ωs (3.26)

C∇u = τ in Ωs. (3.27)

The ε2 coefficient that appears in (3.21) follows when assuming a reference velocity of the type

(3.19) and is the standard scaling for Stokes’ flow in porous media (see for example Sanchez-

Palencia (1980), Holmes (1995), Burridge and Keller (1981), and Arbogast and Lehr (2006)), which

reflects the asymptotic behaviour of the characteristic fluid velocity in the pores, that scales with ε2

as ε→ 0, as noted in Sanchez-Palencia (1983).

The kinematic condition is rewritten in non–dimensional form using the pore spatial scale r, so that
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the relevant time scale is

Tg =
r

V
= ε

dµc
Cr2

. (3.28)

The interface kinematic equations (3.16, 3.17) with the time scale (3.28) yields, in non–dimensional

form

1

ε

∂F

∂t
+∇F · vΓ = 0, (3.29)

vΓ · n = v · n− g̃

ρf
= u̇ · n− g̃

ρs
, (3.30)

where the prime notation has again been neglected, and the ε−1 term appearing at the left hand side

of (3.29) accounts for the time scale separation between finite growth and linearized motion of the

material.

3.4 Multiple scales formulation

In this section we employ a formal two-scales asymptotic expansion widely exploited in the lit-

erature (for example Sanchez-Palencia (1980), Sanchez-Palencia (1983), Holmes (1995), Mei and

Vernescu (2010) and Hornung (1997)) to derive a continuum macroscale model for the system of

equations (3.20-3.27, 3.29-3.30). Since ε� 1, we enforce a sharp length scale separation between

r (the microscale) and d (the macroscale), defining:

y: =
x

ε
. (3.31)

Following the usual approach in multiscale analysis, from now on x and y denote independent vari-

ables, representing the macro and micro spatial scale, respectively. In the analysis that follows, all

the fields (denoted collectively by ψ) and the elasticity tensor C are functions of these independent

spatial variables:

ψ = ψ(x,y, t), C = C(x,y),

and the differential operators transform accordingly,

∇ → ∇x +
1

ε
∇y. (3.32)

Now we formally perform the following multiple scales expansion in power series of ε for every

field ψ:

ψε(x,y, t) =
∞∑
l=0

ψ(l)(x,y, t)εl. (3.33)

The components ψ(l) are defined for every x belonging to the macroscale domain, whereas y spans

only the specific portion of the microscale where ψ is defined. We further assume regularity of the
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Chapter 3. Effective governing equations for poroelastic growing media

microstructure, so that every ψ(l) and C are y-periodic. This means that local periodicity only is

assumed, such that any (regular enough) macroscale variation in any field ψ is in principle allowed.

Furthermore, since the surface description F can macroscopically vary, macroscale variations in

the interface Γ are also permitted. A schematic of the setup is shown in Figure 3.1.

Figure 3.1: A 2D cartoon of the pore scale (left), depicting the porous structure of the medium on the microscale and the corre-

sponding homogenised one on the macroscale (right), where the geometry of the microstructure is smoothed out.

Under the transformation (3.32), equations (3.20-3.27, 3.29-3.30) become:

∇y · σε + ε∇x · σε = 0 in Ωf (3.34)

pεI− εµ
(
∇yvε + (∇yvε)

T
)
− ε2µ

(
∇xvε + (∇xvε)

T
)

= σε in Ωf (3.35)

∇y · vε + ε∇x · vε = 0 in Ωf (3.36)

τεn = σεn on Γ (3.37)

u̇ε · t = vε · t on Γ (3.38)

vε · n− u̇ε · n = gε on Γ (3.39)

∇y · τε + ε∇x · τε = 0 in Ωs (3.40)
1

ε
C∇yuε + C∇xuε = τε in Ωs (3.41)

∂Fε
∂t

+∇yFε · vΓε + ε∇xFε · vΓε = 0 (3.42)

vΓε · n = vε · n−
g̃ε
ρf

= u̇ε · n−
g̃ε
ρs

on Γ, (3.43)
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where pε, vε, uε, σε, τε, vΓε, g̃ε, gε, Fε are the representation in the power series form (3.33) of

the corresponding fields. Next we substitute power series expansions of the form (3.33) into the

relevant fields in (3.34-3.43); by equating coefficients of εl for l = 0, 1, ..., we derive the macroscale

model for the poroelastic growing medium in terms of the leading (zero-th) order relevant fields.

3.5 The macroscopic model

In this section we derive a closed system of partial differential equations for the macroscopic be-

haviour of the leading order fields p(0), v(0), u(0), by averaging over the zero-th and first order

systems corresponding to (3.34–3.43) .

Whenever a component of the asymptotic expansion retains a dependence on the microscale y, we

can take its integral average, defined as follows:

〈ψ〉k =
1

|Ω|

∫
Ωk

ψ(x,y, t) dy k = f, s, (3.44)

where |Ω| represents the volume of the domain and integration is performed over the microscale y.

Because of y-periodicity, the integral average can be performed over one representative cell only

(see Figure 1): from now on, (3.44) should be understood as a cell average, where |Ω| is replaced

by the cell volume and Ωk by the corresponding k-phase subvolume.

Equating coefficients of ε0 in the system (3.34-3.43) yields:

∇y · σ(0) = 0 in Ωf (3.45)

σ(0) = −p(0)I in Ωf (3.46)

∇y · v(0) = 0 in Ωf (3.47)

τ (0)n = σ(0)n on Γ (3.48)

u̇(0) · t = v(0) · t on Γ (3.49)

v(0) · n− u̇(0) · n = g(0) on Γ (3.50)

∇y · τ (0) = 0 in Ωs (3.51)

C∇yu
(0) = 0 in Ωs (3.52)

∂F (0)

∂t
+∇yF

(0) · v(0)
Γ = 0 (3.53)

v
(0)
Γ · n = v(0) · n− g̃(0)

ρf
= u̇(0) · n− g̃(0)

ρs
on Γ, (3.54)
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whereas equating coefficients of ε1 in equations (3.34-3.41) yields

∇y · σ(1) +∇x · σ(0) = 0 in Ωf (3.55)

−p(1)I + µ
(
∇yv

(0) + (∇yv
(0))

T
)

= σ(1) in Ωf (3.56)

∇y · v(1) +∇x · v(0) = 0 in Ωf (3.57)

τ (1)n = σ(1)n on Γ (3.58)

u̇(1) · t = v(1) · t on Γ (3.59)

v(1) · n− u̇(1) · n = g(1) on Γ (3.60)

∇y · τ (1) +∇x · τ (0) = 0 in Ωs (3.61)

C
(
∇yu

(1) +∇xu
(0)
)

= τ (0) in Ωs. (3.62)

Equations (3.45-3.46) infer that p(0) does not depend on the microscale y, hence

p(0) = p(0)(x, t). (3.63)

Equation (3.52) implies, together with the elasticity tensor property (3.6), that u(0) must correspond

to a rigid body motion. Since the only y-periodic solution of this type is y-constant, we see that:

u(0) = u(0)(x, t). (3.64)

Hence the leading order solid displacement field is also locally constant.

3.5.1 Macroscale fluid flow

In order to obtain information on the leading order velocity of the fluid v(0), we note that, enforcing

(3.46), equations (3.49-3.50,3.55-3.56) form a Stokes-type boundary value problem for (v(0), p(1))

which can be rewritten in terms of the relative fluid-solid displacement w defined by:

ẇ(x,y, t): = v(0)(x,y, t)− u̇(0)(x, t), (3.65)

as follows:

µ∇2
yẇ −∇yp

(1) −∇xp
(0) = 0 in Ωf (3.66)

∇y · ẇ = 0 in Ωf (3.67)

ẇ · t = 0 on Γ (3.68)

ẇ · n = g(0) on Γ, (3.69)

where the knowledge that u(0) is locally constant has been explicitly used. Now we exploit linearity

together with (3.63) and propose the following ansatz for the solution (ẇ, p(1)):
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ẇ = −W̃∇xp
(0) + h, (3.70)

p(1) = −P · ∇xp
(0) + ph, (3.71)

where p(1) is defined up to an arbitrary y-constant function and the quantities (W̃, P ), (h, ph)

satisfy the following differential cell problems, to be solved on the single representative cell

µ∇2
yW̃

T −∇yP + I = 0 in Ωf (3.72)

∇y · W̃T = 0 in Ωf (3.73)

W̃ = 0 on Γ, (3.74)

µ∇2
yh−∇yph = 0 in Ωf (3.75)

∇y · h = 0 in Ωf (3.76)

h · t = 0 on Γ (3.77)

h · n = g(0) on Γ. (3.78)

The above system of equations (3.72–3.74) and (3.75–3.78) are supplemented by periodicity con-

ditions on the unit cell in y, together with suitable uniqueness conditions for P , ph. Example

conditions are

〈P 〉f = 0, 〈ph〉f = 0. (3.79)

Exploiting definition (3.65) and equation (3.70), we notice that v(0), and hence its cell average, can

be recovered in terms of p(0) and u(0) as follows:

〈ẇ〉f =
〈
v(0)
〉
f
− φu̇(0) = −

〈
W̃
〉
f
∇xp

(0) + 〈h〉f , (3.80)

where

φ(x, t): =
|Ωf |
|Ω|

(3.81)

is the porosity of the material.

Remark 3.1. Exploiting the local incompressibility constraint (3.76) together with interface condi-

tion (3.78) and y-periodicity, we note that:

0 =

∫
Ωf

∇y · h dy =

∫
∂Ωf

h · n dSy =

∫
Γ

h · n dSy =

∫
Γ

g(0) dSy. (3.82)
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Hence, the cell problem (3.75-3.78) has a solution if and only if the compatibility condition∫
Γ

g(0) dSy = 0 (3.83)

is satisfied. Given that

g(0) = g̃(0)

(
1

ρf
− 1

ρs

)
, (3.84)

and g̃(0) 6= 0 when surface growth is occurring, condition (3.83) is automatically satisfied whenever

the density difference between the fluid and solid compartment is negligible,

ρf = ρs. (3.85)

In this case, every g(l) for l = 0, 1, ... and in particular g(0) reduces to zero and the unique solution

of the cell problem (3.75-3.78) is h = 0. This is not surprising, as the interface condition (3.78)

is directly related to the jump condition (3.69), that arises from mass conservation for a moving

interface. Indeed, if ρf = ρs, then mass conservation is automatic, the fluid and solid velocities on

the interface are equal, and as a consequence h · n = 0 on Γ. It is worth remarking that, g(0) = 0

does not imply g̃(0) = 0: the interface moves in absence of a density difference, with leading-order

velocity driven by g̃(0) and provided by equation (3.54). The assumption (3.85) applies in most

applications of interest, for example interstitial fluid versus cells in biological tissues, or water

versus ice in glaciers.

Whenever (3.85) does not apply and there is a density jump between the solid and fluid phases,

possible choices for the growth law g̃(0) are restricted by the compatibility condition (3.83). For

example, any functional form of g̃(0) that takes the form

g̃(0) = v∗ · n (3.86)

satisfies the compatibility condition (3.83) provided that v∗ is a locally divergence-free vector field,

∇y · v∗ = 0 in Ωf . (3.87)

Clearly, a prescription of the type (3.86) is in general time-dependent because n evolves in time

while the interface is moving. In practice in this scenario, given a suitable initial condition on

the interface position, it suffices to prescribe the velocity field v∗ (satisfying (3.87)); from here

the updated interface normal vector n may be calculated using the leading-order kinematics of the

interface (3.53) for every t ∈ (0, T ).
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3.5.2 Effective poroelasticity

Finally, we require a set of macroscale equations to close the system for the solid displacement u(0)

and the fluid pressure p(0). Taking the integral average of the sum of (3.55) and (3.61) and using

the divergence theorem yields

1

|Ω|

∫
Γ

(
σ(1)n− τ (1)n

)
dSy =

〈
∇x · τ (0)

〉
s
− φ∇xp

(0), (3.88)

where the contributions from the periodic boundaries cancel and the knowledge that p(0) is locally

constant has been exploited. Given the normal stress condition on internal boundaries (3.58), (3.88)

reduces to:

〈
∇x · τ (0)

〉
s
− φ∇xp

(0) = 0. (3.89)

Equation (3.89) can be rewritten in terms of
〈
τ (0)
〉
s

by means of the Reynolds transport theorem

(see for example Holmes (1995)) and using y-periodicity, namely:∫
Ωs

∇x · τ (0) dy = ∇x ·
∫

Ωs

τ (0) dy +

∫
Γ

τ (0)q dSy, (3.90)

where the vector q, which accounts for macroscale variations in the interface Γ, is defined by

q: = (∇xr(x,y, t))Tn. (3.91)

Here the fact that the unit outward normal vector to ∂Ωs is −n has been used in the simplification.

The vector r (see Figure 3.2), which spans the interface Γ, should be recovered by integration of

the interface descriptor (3.53). When each Ωk is independent of the macroscale, q = 0 and we say

that the medium is macroscopically uniform. Using (3.89) together with (3.90) we obtain:

∇x ·
〈
τ (0)
〉
s
− φ∇xp

(0) + sτ = 0, (3.92)

where

sτ : =
1

|Ω|

∫
Γ

τ (0)q dSy (3.93)

is the momentum production due to macroscopic changes in the solid-fluid interface.

Now we notice that (3.48, 3.51, 3.62) form a linear Neumann-type differential problem for u(1)

which can be written, enforcing (3.63, 3.64), as follows:

∇y ·
(
C∇yu

(1)
)

= 0 in Ωs (3.94)(
C∇yu

(1) + C∇xu
(0)
)
n = −p(0)n on Γ, (3.95)
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Chapter 3. Effective governing equations for poroelastic growing media

Figure 3.2: 2D schematic of a non-macroscopically uniform medium. In this case, the model supports macroscale variations

of the microstructure so that, for every fixed t ∈ (0, T ), the interface position vector r related to the same (homologous by

y-periodicity) local point is varying with respect to x, that is r(xa,y, t) 6= r(xb,y, t). Whenever the medium exhibits such

variations, one cell problem for every x of the homogenised domain needs to be solved.

equipped with y-periodicity in Ωs. Since u(1) is guaranteed to be a bounded vector function of y

by local periodicity, then the solution is found to be unique up to an arbitrary y-constant vector

field and can be expressed, exploiting linearity of the problem, as:

u(1) = A∇xu
(0) + ap(0), (3.96)

where A is a rank three tensor, with components denoted Aijk for i, j, k = 1, 2, 3.

The cell problem for the vector a is given by:

∇y · (C∇ya) = 0 in Ωs (3.97)

(C∇ya)n = −n on Γ, (3.98)
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whereas A satisfies, in component notation:

∂

∂yj

(
Cijkl

∂Akνγ
∂yl

)
= 0 in Ωs (3.99)

Cijkl
∂Akνγ
∂yl

nj + Cijνγnj = 0 on Γ, (3.100)

where i, j, k, l, ν, γ = 1...3 and summation over repeated notation indices is used.

As previously, a further condition for a and each Aijk is required to ensure uniqueness; example

conditions are:

〈a〉s = 0, 〈Aijk〉s = 0 ∀ i, j, k = 1...3. (3.101)

Note that, since u(1) is directly related to the leading order solid stress tensor via (3.62), the form of

u(1) given by (3.96) indicates that τ (0) (and also its cell average) is a function of both the gradient

of the leading order solid displacement and the macroscopic fluid pressure p(0), as expected for

a poroelastic material. In fact, enforcing equation (3.96), we can exploit equation (3.62), which

relates the leading order solid stress tensor to∇xu
(0) and∇yu

(1), to provide an explicit relationship

for τ (0) as a function of∇xu
(0) and p(0), namely:

τ (0) = (CM + C)∇xu
(0) + CQp(0), (3.102)

where the fourth rank tensor M and the second rank tensor Q are defined as follows:

M: = ∇yA, Q: = ∇ya. (3.103)

Now, (3.92-3.93) can be regarded as the effective macroscale stress equilibrium equations for the

poroelastic medium.

A final scalar equation is required to close the macroscale model for the zeroth order variables u(0),〈
v(0)
〉
f
, p(0) and this is provided by averaging the incompressibility condition (3.57) to give:

〈
∇y · v(1)

〉
f

+
〈
∇x · v(0)

〉
f

= 0. (3.104)

Applying the divergence theorem in the y variable, y-periodicity together with equation (3.60), and

the Reynolds theorem in x gives:

1

|Ω|

∫
Γ

u̇(1) · n dSy +∇x ·
〈
v(0)
〉
f
− sv = 0 (3.105)

where

sv: =
1

|Ω|

∫
Γ

(v(0) · q − g(1)) dSy (3.106)
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is an effective mass source which is related to both the lack of macroscopic uniformity and to

surface accretion (through g(1)). Since∫
Γ

u̇(1) · n dSy = −
∫

Ωs

∇y · u̇(1) dy = −
∫

Ωs

Tr (∇yu̇
(1)) dy, (3.107)

equation (3.105) can be rewritten by means of (3.96) and (3.103), accounting for (3.63, 3.64), as

follows:

∇x ·
〈
v(0)
〉

=
〈

Tr Ṁ
〉
s

: ∇xu
(0) + 〈TrM〉s : ∇xu̇

(0) +
〈

Tr Q̇
〉
s
p(0) + 〈TrQ〉s ṗ

(0) + sv (3.108)

Having derived the new effective model on the macroscale, in the next sections we discuss the phys-

ical relevance of the various terms before comparing it against traditional poroelastic frameworks

in the literature.

3.6 Discussion of the results

We have derived the homogenised macroscale model for the mechanical behaviour of a poroelastic

medium, incorporating surface growth of the solid phase (provided that a suitable growth law is

imposed constitutively). Equations (3.80, 3.92, 3.108) form the effective macroscale differential

system to be solved for a growing poroelastic medium, provided that the time evolution of the mi-

crostructure is updated by (3.53-3.54). It is a closed system for the leading order fields
〈
v(0)
〉
f
,

u(0), p(0), which are functions of x and t only; substituting (3.70) and (3.102) into (3.92), (3.108)

yields a self-consistent system of partial differential equations for the leading order displacement

and pressure fields u(0) and p(0), so that the average fluid velocity
〈
v(0)
〉
f

can be finally recovered

by means of (3.80).

The macroscale behavior of the fluid flow is given by an effective Darcy-type law for the rela-

tive average velocity 〈ẇ〉f =
〈
v(0)
〉
f
− φu̇(0) given by (3.80). The effective permeability tensor〈

W̃
〉
f

(x, t) provides the link between macroscale fluid transport and the pore-scale geometry and

dynamics. The correction velocity 〈h〉f on the left hand side of (3.80) comes from global mass

conservation (the solid and fluid phases exchange mass without any surface source), and vanishes

whenever there is no density difference between the two compartments.

The effective stress equilibrium equations (3.92) can be written in the form:

∇x · τE = −sτ , (3.109)
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where

τE: =
〈
τ (0)
〉
s
− φp(0)I = 〈CM + C〉s∇xu

(0) + (〈CQ〉s − φI) p
(0). (3.110)

Equations (3.109) and (3.110) can be formally viewed as the average force balance equations for

the poroelastic medium.

The scalar equation (3.108), which in standard poroelasticity directly relates the pressure to the

fluid and solid phases motion, here encodes instead both the surface growth and the movement of

the material. The two terms on the right hand side, including time derivatives of the fields p(0)

and u(0), are related to the small displacement of the structure. The two terms including the time

derivatives of the coefficients (Tr Ṁ, Tr Q̇) account for the interplay between the elastic movement

of the structure and surface growth. In fact, they reduce to zero both in the no growth limit (the

coefficients are no longer varying in time) and in the rigid limit (every u(l) for l = 0, 1, . . . reduces

to zero, implying that, through (3.96) and (3.103), Q = 0).

Remark 3.2. Since the interface Γ is moving, it should be understood that every cell problem must

be solved in the evolving geometry, described by the leading-order equation for transport of the

interface (3.53). As a result, the cell variables W̃, P , h, ph, A, a are microscale variables, and

depend on t as well as x. Hence, although the effect of growth is purely geometrical at the mi-

croscale, it impacts on the macroscale model through the dependence of such variables on the

microscale geometry. This represents a crucial difference compared to previous works, where the

cell problems and the related macroscale coefficients do not involve any time dependence (see for

example Shipley and Chapman (2010) and Arbogast and Lehr (2006)).

Remark 3.3. When the elasticity tensor C is y-constant, the unique (up to a y-constant vector field)

solution of (3.94-3.95) can be written in the form:

u(1) = A∇xu
(0) + ap(0) = ÃC∇xu

(0) + ap(0), (3.111)

where the three-rank tensor Ã solves, componentwise:

∂

∂yj

(
Cijkl

∂Ãkνγ
∂yl

)
= 0 in Ωs (3.112)

Cijkl
∂Ãkνγ
∂yl

nj + δiνδjγnj = 0 on Γ. (3.113)

Hence, defining the tensor:

L: = ∇yÃ (3.114)
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yields

∇yu
(1) = M∇xu

(0) + Qp(0) = LC∇xu
(0) + Qp(0), (3.115)

so that M = LC. Furthermore, comparing (3.112-3.113) with the cell problem for a given by

(3.97-3.98), we deduce that

Tr Ã = a, (3.116)

or, in component notation,

Ãikk = ai, i = 1...3, (3.117)

up to an y-constant vector.

In summary, in the simplified scenario of a locally constant elasticity tensor, once Ã is calculated

solving the cell problem (3.112-3.113), it suffices to exploit (3.117) to obtain the vector a and

hence the tensors Q and L via (3.103) and (3.114).

3.6.1 Macroscopic uniformity

The momentum source sτ and the mass source sv are both related to variations of the interface

position vector r with respect to x; these contributions arise when a poroelastic growing medium

is not macroscopically uniform, so that Ωk = Ωk(x,y) and in particular q 6= 0. The vector q

reduces to zero whenever r = r(y, t) only and this implies, in turn, that both the initial value for

the interface position and the interface velocity are x-constant, so that:

F
(0)
0 = F

(0)
0 (y), (3.118)

v
(0)
Γ = v

(0)
Γ (y, t), ∀t ∈ (0, T ), (3.119)

where F (0)
0 = F (0)|t=0. However, the interface velocity is directly related to the growth law g̃ (see

equation 3.16), so that, since we have assumed that movement of the interface is dominated by

surface accretion, condition (3.119) is equivalent to:

g̃(0) = g̃(0)(y, t) ∀t ∈ (0, T ). (3.120)

Whenever the medium is macroscopically uniform sτ and sv simplify to:

sτ = 0, (3.121)

sv = − 1

|Ω|

∫
Γ

g(1)(y, t) dSy, (3.122)

and the macroscale model to be solved becomes
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

〈
v(0)
〉
f
− φu̇(0) = −

〈
W̃
〉
f
∇xp

(0) + 〈h〉f , (3.123)

∇x · τE = 0,

∇x ·
〈
v(0)
〉
f

=
〈

Tr Ṁ
〉
s

: ∇xu
(0) + 〈TrM〉s : ∇xu̇

(0) +
〈

Tr Q̇
〉
s
p(0) + 〈TrQ〉s ṗ

(0) + sv,

where (3.110) represents the effective constitutive relationship for the poroelastic growing medium.

Whenever macroscopic uniformity applies, the following solution scheme for the macroscale model

applies:

1. Fix material properties of the medium ρs, ρf , µ, and elastic moduli C.

2. Fix a microscale structure, including a unit cell definition together with an initial value for the

interface position F (0)
0 (y).

3. Prescribe constitutively a growth law g̃, so that every g̃(l) for l = 0, 1... is defined. In particular,

g(0) must satisfy the compatibility condition (3.83). Whenever the densities of the solid and

fluid phases are equal (ρs = ρf ), every g(l) = 0 for l = 0, 1, . . . so the compatibility condition

(3.83) is automatic and h = 0.

4. Fix a macroscale geometry and corresponding boundary conditions.

5. Solve the cell problems (3.72-3.73), (3.75-3.76), (3.97-3.98), (3.99-3.100) and calculate the

corresponding macroscale model coefficients exploiting (3.44) and (3.103).

6. Solve the macroscale model (3.123), using (3.110) as the effective constitutive relationship

for the material.

7. Update the interface position by means of equation (3.53), where the leading-order interface

velocity is recovered by relationship (3.54).

8. Repeat the calculations explained in (5,6,7) for every t ∈ (0, T ).

It is worth remarking that, whenever the medium is not macroscopically uniform, additional mo-

mentum and mass sources of the form (3.93, 3.106) must be taken into account. Further, the inter-

face position would depend on the macroscale variable x, so that, in principle, every cell problem

should be solved for each x belonging to the macroscale domain (see Figure 2). Hence, in this

scenario, computational feasibility may be compromised.
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3.7 Particular cases

In this section we focus on specific physical regimes, namely the no-growth limit and the macro-

scopic isotropy of the poroelastic material. These particular cases are chosen as they coincide

with traditional literature results, namely the standard poroelasticity models of Burridge and Keller

Burridge and Keller (1981), and also a physically-relevant special case.

In order to avoid unessential technicalities and to better highlight the results, in the following we

assume that C is y-constant, so that the considerations in Remark 3.3 apply.

3.7.1 No growth limit and comparison with standard poroelasticity

In the limiting case of no growth, we compare our model to the classical poroelasticity results. In

particular, we refer to Burridge and Keller (1981), where the authors derive a set of equations for a

poroelastic medium by means of a multiscale approach, that matches the classical Biot’s system of

equations, reported in Biot (1941) and Biot (1962), in the case of macroscopic uniformity.

Thus, setting g̃ = 0 and q = 0 our results, written for the average relative fluid-solid velocity 〈ẇ〉f ,

the leading order elastic displacement u(0) and the leading order pressure p(0), reduce to:

〈ẇ〉f = −
〈
W̃
〉
f
∇xp

(0) (3.124)

∇x ·
〈
τ (0)
〉
s
− φ∇xp

(0) = 0 (3.125)

ṗ(0) =
1

〈TrQ〉s

[
Tr
(
φ∇xu̇

(0) −
〈
LC∇xu̇

(0)
〉
s

)
+∇x · 〈ẇ〉f

]
(3.126)〈

τ (0)
〉
s

= 〈CLC + C〉s∇xu
(0) + 〈CQ〉s p

(0), (3.127)

where in (3.126) terms have been rearranged and the interface is assumed fixed, so that the coeffi-

cients are no longer varying in time. Since we are in a linearized motion context and the subdomains

Ωf and Ωs are no longer time dependent, following Burridge and Keller (1981), we focus on lin-

earized dynamics. We consider time harmonic motion with angular frequency ω, such that for every

field ψ we have:

ψ̇ = iωψ. (3.128)

Then (3.124-3.126) become
〈w〉f = −〈W〉f ∇xp

(0) (3.129)

∇x ·
〈
τ (0)
〉
s
− φ∇xp

(0) = 0 (3.130)

p(0) =
1

〈TrQ〉s

[
φ∇x · u(0) − Tr 〈LC〉s : ∇xu

(0) +∇x · 〈w〉f
]
, (3.131)
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3.7. Particular cases

where W =
1

iω
W̃ solves

iωµ∇2
yW

T −∇yP + I = 0 in Ωf (3.132)

∇y ·WT = 0 in Ωf (3.133)

W = 0 on Γ. (3.134)

This system recovers the results of Burridge and Keller (1981) 3, when they are simplified to the

quasistatic scenario. Furthermore, the scalar coefficient multiplying the square brackets in (3.131),

which is, in the present framework, directly related to the geometric and mechanical properties of

the elastic phase only, should be compared to the one in Burridge and Keller (1981)4 given, in our

notation, by

− κ

φ− κ 〈TrQ〉s
, (3.135)

where κ denotes the bulk modulus. Since incompressibility of the fluid phase is assumed here,

lim
κ→∞

(
− κ

φ− κ 〈TrQ〉s

)
=

1

〈TrQ〉s
, (3.136)

and hence standard poroelasticity is recovered. Note that, as in Burridge and Keller (1981), if the

solid matrix is rigid, u(l) = 0 for every l, ẇ = v(0) and Q = 0. Thus rearranging terms, equations

(3.129,3.131) are sufficient to close the system for (v(0), p(0)), which reduces to:


〈
v(0)
〉
f

= −
〈
W̃
〉
f
∇xp

(0) (3.137)

∇x ·
〈
v(0)
〉
f

= 0, (3.138)

so that we recover the simple incompressible Darcy’s flow when a rigid, non-growing solid phase

is assumed.

Remark 3.4. In this work we assume quasistatic dynamical conditions and incompressibility of the

fluid phase, a restriction with respect to the regime addressed in Burridge and Keller (1981). These

assumptions can be easily relaxed but add no increased physical insight. Moreover, we assume

local periodicity, whereas in Burridge and Keller (1981) every field is simply a bounded function

of y. Our formulation can nevertheless be generalized to local boundness, when assuming that

Γ = ∂Ωs = ∂Ωf . In this case, the results would be formally equivalent, but substantially different,

because the resulting microscale differential problems would not be cell-decoupled problems and
3Equations (3.127,3.129-3.131) are equivalent to (36a, 39a, 39b, 36b), page 1443, Burridge and Keller (1981), where average quantities are

represented by the superscript¯instead of brackets 〈 〉 and the porosity is denoted by Vf instead of φ.
4We refer to equations (36b,37), page 1443, Burridge and Keller (1981)
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Chapter 3. Effective governing equations for poroelastic growing media

they would have to be solved on the whole microscale domain. It is worth remarking that the

present formulation allows us to account for arbitrary macroscale boundary conditions, the latter

prescribed, for example, by another mechanical system interacting with the poroelastic growing

medium.

3.7.2 Macroscopically isotropic medium

When the poroelastic medium is macroscopically isotropic, we obtain〈
W̃
〉
f

=
k
µ
I (3.139)

〈TrLC〉s = α̃I (3.140)

〈Q〉s = βI→ 〈TrQ〉s = 3β (3.141)

〈CLC + C〉s∇xu
(0) = λ∇x · u(0)I + 2µ̂e(0), (3.142)

where

e(0): =
1

2

[
∇xu

(0) + (∇xu
(0))

T
]
,

and k, λ, µ̂ formally play the role of an effective permeability and Lamé constants respectively,

whereas α̃ and β are poroelastic parameters. Note that α̃, λ, β and µ̂ depend both on the evolving

microstructure and on the microscale elastic properties of the medium, whereas k is purely geomet-

ric and, in general, all of them are functions of x and t. Following Remark 3.3, we adapt results

(3.80,3.92,3.108) accordingly and exploit (3.139-3.142), so that, for a macroscopically isotropic

poroelastic growing medium, the system of equations to be solved reads:


〈
v(0)
〉
f
− φu̇(0) = −k

µ
∇xp

(0) + 〈h〉f (3.143)

∇x · τE = −sτ (3.144)

∇x ·
〈
v(0)
〉
f

= ˙̃α∇x · u(0) + α̃∇x · u̇(0) + 3β̇p(0) + 3βṗ(0) + sv, (3.145)

while the effective isotropic constitutive relationship is:

τE: =
[
λ∇x · u(0) + (α̃− φ)p(0)

]
I + 2µ̂e(0). (3.146)
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3.8. Conclusions

3.8 Conclusions

We have developed a theoretical model which describes the macroscopic behaviour of a poroelastic

medium, when surface mass exchange occurs in the pores. The starting point is a coupled descrip-

tion of linear elasticity and Stokes’ flow of the solid and fluid phases at the pore-scale. The solid and

fluid mechanics are coupled through continuity of stress and mass flow on the displacing solid-fluid

interface. Next, homogenisation via multiple scales yields the effective model on the macroscale.

The result is a new system of equations for a poroelastic medium where time-dependent growth

is encoded in the coefficients of the model; these coefficients can be computed by solving cell

problems on the evolving microstructure.

The fluid flow is described through a Darcy-type law (3.80) for the relative average velocity of

the fluid and solid phase, with an associated permeability tensor that captures the dependence on

the pore-scale structure. A correction velocity 〈h〉f appears as a consequence of the global transfer

of mass between the solid and fluid phases. The mechanical properties of the poroelastic growing

medium are directly encoded in a new effective constitutive relationship (3.102) which accounts

for the fluid pressure in the pore, small elastic displacement of the structure and surface accretion

of the solid phase. The interplay between the strain of the structure and appositional growth resides

in the effective mass source contributions.

When macroscopic uniformity applies, the model simplifies and a solution strategy is provided.

Limiting cases of the model are explored: in absence of growth, the model reduces to the clas-

sical result of Burridge and Keller Burridge and Keller (1981), while the assumption of isotropic

growth leads to a much simpler set of equations. In the latter scenario, hydraulic and mechanical

parameters are recovered, which formally play the role of effective permeability and Lamé moduli,

respectively. A distinction can be made between parameters which depend purely on the evolv-

ing microstructure and pore scale elastic properties of the medium, and those which are purely

geometric.

The homogenised set of equations has been obtained under assumption of periodic microstru-

cture, infinitesimal strain and slow flow. While a slow modulation of the periodicity could be

introduced without affecting the main results, the physical assumptions underlying the use of linear

elasticity and Stokes’ equations cannot be relaxed.

There are numerous opportunities for extension and application of the model presented here to

specific mechanical systems. A natural development is to compare predictions of our new model

to the classical description of Biot in the context of specific pore-scale structures. (In O’Dea et al.
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(2013) the authors account for surface growth of a rigid solid porous medium, and numerical so-

lutions of the resulting model are explored). In general, a critical next step in the application of

the models derived here is to introduce constitutive equations for the mass exchange rate g̃, moti-

vated by the specific application under consideration. This will enable simulations to be performed,

model testing and prediction.
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Final remarks

In this thesis we have investigated fluid and drug transport phenomena in tumor biology, as well as

the poro-mechanics of growing materials, by multiscale homogenization (Sanchez-Palencia, 1980,

1983; Holmes, 1995; Mei and Vernescu, 2010). The original results we achieved can be summa-

rized as follows:

• In chapter 1, we derived a new tissue scale mathematical framework for the fluid and drug

dynamics in vascularized malignant tissues. The results is a double Darcy model for the blood

flow and a double advection-reaction-diffusion differential system, coupled through effective

mass sources and suitable reaction operators. The model generalizes that in Shipley and Chap-

man (2010) and account for several key physical phenomena in the tumor; blood transport in

both the tumor interstitium and capillary network are taken into account, as well as advection

and diffusion of drug and possibly non-linear uptake mechanisms. The provided framework

is computationally feasible, as it holds on the tissue scale only and comprises the geometric

information of the microvasculature in the model coefficients, which can be computed solving

classical differential problem on the microscale representative unit cell. Macroscopic vari-

ations of the microstructure is encoded in the derived cell problems, as well as in effective

correction factors, which appear in the effective mass sources, advective velocities and reac-

tion operators. The fluid and drug transport models are coupled, as our formulation is robust

with respect to choices for the fluid and drug fluxes, which are, in turn, the driving forces for

the key mechanisms underneath the tumor system physics. The drug flux can exhibit large

non-linearities in the fluid flux, while the fluid flux is influenced by the osmotic pressure con-
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tribution due to the drug concentration difference across the vessels walls.

• In chapter 2 we focus on the fluid transport only, in order to point out the role of the microvas-

cular tortuosity on blood convection in tumors. The model by Shipley and Chapman (2010)

is solved for a prototypical geometry and the capillary and interstitial hydraulic conductivities

are computed by 3D numerical simulations. The numerical results show that the hydraulic

conductivity of the vessels damps as far as the tortuosity increases. As a result, the most strik-

ing prection of the model is that the blood convection in tumors is dramatically impaired for

tortuous microvasculatures, so that normalization therapies should focus on regularization of

the capillary network.

• In chapter 3 we derive a novel multiscale model for the behavior of poroelastic growing ma-

terials. The result is an effective tissue scale poroelastic-type model, with time dependent

coefficients which account for the interplay between appositional growth and elastic strains.

The role of the time-evolving pore-structure is encoded in the model coefficients, which can

be computed solving time dependent cell problems on the pore scale. Our formulation is ro-

bust with respect to macroscopic variations of the pore geometry, which are taken into account

in effective mass and momentum sources. Global mass conservation is guaranteed by a cor-

rection velocity, which modifies the usual Darcy profile. The model can be applied to surface

tumor growth whenever the linear elastic regime holds, provided that a suitable growth law,

which drives the pore geometry evolution, is prescribed. Standard poroelasticity Burridge and

Keller (1981) is recovered in the no-growth limit.
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APPENDIXA

Analytical solution of the macroscale model

The problem to be solved is the following coupled system of second order differential equations of

the form:



1

r

d2

dr2
(rpc) = Mc(pc − pt) 0 < r < R (A.1)

1

r

d2

dr2
(rpt) = −Mt(pc − pt) 0 < r < R (A.2)

dpc
dr
|r=0 =

dpt
dr
|r=0 = 0 (A.3)

pc|r=R = p̄ > 0, pt|r=R = 0, (A.4)

where

Mc =
L̄pS

Kc|Ωc|
, Mt =

L̄pS

Kt|Ωt|
. (A.5)

We rewrite the problem (A.1-A.4) in terms of relative pressures and radial coordinate

p̂c = pc/p̄; p̂t = pt/p̄; r̂ = r/R, (A.6)
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Appendix A. Analytical solution of the macroscale model

thus we obtain: 

1

r̂

d2

dr̂2
(r̂p̂c) = R2Mc(p̂c − p̂t) 0 < r̂ < 1 (A.7)

1

r̂

d2

dr̂2
(r̂p̂t) = −R2Mt(p̂c − p̂t) 0 < r̂ < 1 (A.8)

dp̂c
dr̂
|r̂=0 =

dp̂t
dr̂
|r̂=0 = 0 (A.9)

p̂c|r̂=1 = 1, p̂t|r̂=1 = 0. (A.10)

We first derive the solution for the relative pressure difference

ψ̂ := p̂c − p̂t, (A.11)

so that, subtracting equation (A.8) from equation (A.7) and rearranging boundary conditions, yields

the following differential problem for ψ̂:


1

r̂

d2

dr̂2
(r̂ψ̂) = α2ψ̂ 0 < r̂ < 1 (A.12)

dψ̂

dr̂
|r̂=0 = 0 (A.13)

ψ̂|r̂=1 = 1, (A.14)

where we set

α = R
√
Mc +Mt. (A.15)

We set

ψ̂ =
ψ̃

r̂
, (A.16)

so that, substitution of (A.16) into (A.12) yields:

d2ψ̃

dr̂2
− α2ψ̃ = 0. (A.17)

The general solution of the linear second order homogeneous differential equation (A.17) reads:

ψ̃ = Ã exp (αr̂) + B̃ exp (−αr̂), (A.18)

and, enforcing (A.16)

ψ̂ =
Ã exp (αr̂) + B̃ exp (−αr̂)

r̂
, (A.19)

where Ã and B̃ are integration constants to be determined exploiting boundary conditions (A.13-

A.14). In order to exploit (A.13) we first compute:

dψ̂

dr̂
=
αr̂Ã exp (αr̂)− αr̂B̃ exp (−αr̂)− Ã exp (αr̂)− B̃ exp (−αr̂)

r̂2
, (A.20)
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then we observe that

exp (αr̂) = 1 + αr̂ +
α2r̂2

2
+O(α3r̂3), (A.21)

exp (−αr̂) = 1− αr̂ +
α2r̂2

2
+O(α3r̂3), (A.22)

by means of Taylor expansions around αr̂ = 0, where, for simplicity of notation, we use the same

symbol O(α3r̂3) to denote any sum of power series terms which approach 0 faster or equal to r̂3 as

r̂ → 0. Substituting expansions (A.21-A.22) into (A.20) and rearranging terms yields:

dψ̂

dr̂
=

(
Ã+ B̃

)(
α2r̂2

2
− 1
)

+O(α3r̂3)

r̂2
(A.23)

Imposing boundary condition (A.13) yields:

dψ̂

dr̂
|r̂=0 = lim

r̂→0

dψ̂

dr̂
= 0⇒ lim

r̂→0

(
Ã+ B̃

)(
α2r̂2

2
− 1
)

+O(α3r̂3)

r̂2
= 0, (A.24)

which holds if and only if

B̃ = −Ã. (A.25)

Starting from (A.19), we can find the solution for ψ̂ via (A.25) and exploiting Dirichlet boundary

condition (A.14), namely:

ψ̂|r̂=1 = 1⇒ 2Ã sinh (αr̂)

r̂
|r̂=1 = 1⇒ Ã =

1

2 sinh (α)
, (A.26)

hence the soultion for the relative pressure difference ψ̂ reads:

ψ̂ =
sinh (αr̂)

r̂ sinh (α)
. (A.27)

We point out that the function ψ̂ must be finite in the limit r̂ → 0, in fact:

lim
r̂→0

sinh (αr̂)

r̂ sinh (α)
=

α

sinh (α)
< +∞. (A.28)

In order to compute the complete solution for p̂c and p̂t, we can rewrite (A.7) and (A.8) as follows:


1

r̂

d2

dr̂2
(r̂p̂c) = R2Mcψ̂ 0 < r̂ < 1 (A.29)

dp̂c
dr̂
|r̂=0 = 0 (A.30)

p̂c|r̂=1 = 1, (A.31)
1

r̂

d2

dr̂2
(r̂p̂t) = −R2Mtψ̂ 0 < r̂ < 1 (A.32)

dp̂t
dr̂
|r̂=0 = 0 (A.33)

p̂t|r̂=1 = 0, (A.34)
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where ψ̂ is understood to be the known function given by (A.27), so that the problems (A.29-A.31),

(A.32-A.34) are formally decoupled. Setting

p̂c =
p̃c
r̂

; p̂t =
p̃t
r̂
, (A.35)

equations (A.29) and (A.32) reduce to

d2p̃c
dr̂2

= R2Mcψ̃, (A.36)

d2p̃t
dr̂2

= −R2Mtψ̃, (A.37)

and the general solutions read

p̃c =
R2Mc

α2
ψ̃ + C̃r̂ + D̃, (A.38)

p̃t = −R
2Mt

α2
ψ̃ + Ẽr̂ + F̃ , (A.39)

and, exploiting (A.16), (A.35)

p̂c =
R2Mc

α2
ψ̂ + C̃ +

D̃

r̂
, (A.40)

p̂t = −R
2Mt

α2
ψ̂ + Ẽ +

F̃

r̂
, (A.41)

where C̃, D̃, Ẽ, F̃ are integration constants to be determined exploiting the proper boundary con-

ditions for p̂c and p̂t. We impose that p̂c and p̂t are finite in the limit r̂ → 0 i.e, since (A.28) holds

for ψ̂:

D̃ = F̃ = 0. (A.42)

Furthermore, when accounting for (A.42) and (A.24) in (A.40-A.41), p̂c and p̂t automatically sat-

isfy the Neumann boundary conditions (A.30) and (A.33), respcetively. Exploiting the Dirichlet

boundary conditions (A.31-A.34) we can find C̃ and Ẽ, namely:

p̂c|r̂=1 = 1⇒ C̃ = 1− R2Mc

α2
; p̂t|r̂=1 = 0⇒ Ẽ =

R2Mt

α2
. (A.43)

Enforcing definition (A.15) in (A.43) we deduce:

C̃ = Ẽ, (A.44)

so that the solutions for p̂c and p̂t rewrite:

p̂c =
R2Mc

α2
ψ̂ +

R2Mt

α2
, (A.45)
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p̂t = −R
2Mt

α2
ψ̂ +

R2Mt

α2
, (A.46)

respectively. We check that the solutions given by (A.45-A.46) satisfy (A.11), namely

p̂c − p̂t =
R2Mc

α2
ψ̂ +

R2Mt

α2
+
R2Mt

α2
ψ̂ − R2Mt

α2
= ψ̂, (A.47)

where we enforced definition (A.15).

We finally explicitly state the solution of the coupled problem (A.7-A.10) by means of (A.27)

and rearranging terms:

p̂c =
1

Mc +Mt

(
Mt +

Mc sinh (αr̂)

r̂ sinh (α)

)
, (A.48)

p̂t =
Mt

Mc +Mt

(
1− sinh (αr̂)

r̂ sinh (α)

)
. (A.49)
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