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Abstract

The Lead-cooled Fast Reactor (LFR) is one of tinewative systems envisaged by the Generation
IV International Forum in order to provide sustdilea safe and proliferation resistant nuclear
energy production. This reactor concept offersemgpotential for plant simplifications and higher
operating efficiencies, introducing at the sameetsafety concerns and technological constraints,
due to the use of lead as coolant. The subjectisf thesis work is the development of an
“integrated” methodological approach for the stumfydynamics and the definition of suitable
control strategies for LFRs, adopting ALFRED (Adeed Lead Fast Reactor European
Demonstrator) as a reference reactor.

First of all, the system stability features haverbeharacterized. The root locus method has been
adopted so as to demonstrate that no problemsiarant operation even at reduced load factors.
The system stability has been assessed througbatbelation of the system eigenvalues and the
corresponding trajectories in the Gauss plane. rtieroto properly characterize the ALFRED
governing dynamics, an accurate simulator reprgggttie overall power plant, and integrable with
the control system model, has been developed bgtiadothe object-oriented Modelica language,
specifically meant to the validation of the propbsentrol strategies. The preliminary outcomes of
the dynamics simulations have been supported bR@®A (Relative Gain Array) approach, which
allows selecting the most efficient control actfoneach output variable. Once having finalized the
control strategy, the control scheme based on deedfd-feedback regulators has been
implemented. The control system architecture has iimalized by designing a procedure for the
reactor start-up by means of the Petri net approBghrepresenting the system desired evolution
through this logic-mathematical formalism, it haseb possible to derive hints for the development
of the control scheme, and hence to develop thersigory control system that rules the operation
of the modulating controllers and ensures achietiegpower build-up. Finally, the possibility of
connecting the ALFRED reactor to the electricatlggo as to perform load-frequency control has
been studied. In the proposed strategy, the operati the balance of plant has been decoupled
from the primary circuit so as to meet the grid deds according to the time constants of the
conventional part of the plant. As a major outcashehis work, the “integrated” methodological
approach, developed for ALFRED in the thesis, ris/gabe of more general interest for the Liquid

Metal Fast Reactors.
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1. Introduction

1.1Background and introduction to the thesis work

The Lead-cooled Fast Reactor (LFR) is one of tlkeirsiovative systems envisaged by the
Generation IV International Forum (GIF, 2002) inder to provide sustainable, safe and
proliferation resistant nuclear energy productiorhe LFR system has excellent materials
management capabilities since it operates in teerfautron spectrum, and employs a closed fuel
cycle for efficient conversion of fertile uraniut.can also be used as an incinerator to consume
actinides from spent Light Water Reactors (LWR®I for as an "adiabatic reactor” (able to burn
the self-generated actinide waste, see Artiolile¢t2810). Moreover, this reactor concept offers a
great potential for plant simplifications and higloperating efficiencies, introducing at the same
time specific features, safety concerns, desigtieriges, and technological constraints brought by
the use of lead as coolant, different from bothemraboled reactors and other fast systems (e.qg.,
Sodium Fast Reactors, SFRs). In particular, thestor is characterized by a large thermal inertia
and a very corrosive coolant environment that detes strict constraints on the temperature field
in the power channels. Such different plant condgiand plant configurations increase the need for
enhanced Instrumentation and Control (I1&C) capaédi At the present time, dedicated analyses
regarding the control strategies to be appliechis teactor concept are not available in litergture
and the procedures currently employed in LWRs cateodirectly adopted. Therefore, in this
thesis work, the system governing dynamics of LRRSs been studied and the issues related to the
definition of dedicated control strategies haverbieeestigated.

This research activity has been carried out inftamework of an R&D collaboration with the
LEADER Project (Alemberti et al., 2010) of the Eworm 7" Framework Program (FP7). The
Project efforts have been mainly focused on theluéisn of the key issues emerged in the frame of
the previous Euratom ELSY Project to reach a ndareace reactor configuration, which has been
used to design a fully representative scaled-doretopype, i.e., the Advanced Lead Fast Reactor
European Demonstrator (ALFRED). The demonstratidodFRED unit will be built at ICN
(Institute de Cercetari Nucleare) facility near eBit in southern Romania, where a fuel
manufacturing plant is in operation for the courtimp operating CANDU reactors. Construction
should begin in 2017 and the unit should start apey in 2025, supplying 120 MWe to Romania
electrical grid. In this perspective, the studytled LFR dynamics and a systematic analysis of its
control strategy are thought to be fundamental thew midterm development of this reactor
technology. The analyses and the investigationscribesl in this thesis work and the
implementation of the developed control schemes Hasen performed adopting ALFRED as a

reference reactor configuration.
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As far as the control strategy definition is comest, besides the technological constraints, it is
fundamental to account for the differences reggrdime operation of the studied Lead-cooled
Nuclear Power Plant (NPP). Indeed, ALFRED reactoa iSmall sized Modular Reactors (SMR),
whose economic competitiveness relies on plantigicgiion and reduced operational costs, given
the disadvantage compared to traditional unitseims of economy of scale. Plant economics is
significantly driven in part by plant availabilityyhich can be enhanced by means of innovative
strategies that act to avert plant or unit tripsparticular, while the traditional concept of coug
base load demand was sound for large units, ibisuitable for the SMRs which are envisaged to
operate cooperatively also with Renewable Energy&s (RES), whose unsteady nature can lead
to fluctuations in voltage and frequency on thalgitherefore, without appropriate and highly
reliable automated controls, such fluctuations mesult in reactor trips and consequently in a

worsening of the plant availability (Holcomb, 2013)

1 - STABILITY ANALYSIS

-

2 — FREE DYNAMICS SIMULATION

-

3 —1/0 PAIRINGS SELECTION

-

4 — CONTROL STRATEGY OPTION ANALYSIS

-

5 —CONTROL STRATEGY FINALIZATION

-

7 — ACTUATORS DESIGN

-

8 — DEFINITION OF OPERATIONAL MODES

-

9 — PRELIMINARY DEFINITION OF THE
CONTROL SYSTEM ARCHITECTURE

Figure 1.1. Control strategy definition road map.

As shown in the Figure 1.1, the definition of tlwmtrol strategy for a nuclear reactor is a multi-
phase and multi-disciplinary process whose finaulteis the implementation of dedicated
controllers. Indeed, given that for the considesgdgtem neither prior experience nor operational
data are available, before starting to build up ¢betrol system and to implement devices, it is
fundamental to have an exhaustive knowledge ofstyts¢em to be governed. Therefore, a model-
based approach has been conceived. In this perspdtie characterization of reactor dynamics is

of primary importance for the study of plant glolmdrformance and for transient design-basis
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analysis since it accounts for the interactions ragnmput and output variables, while providing
useful guidelines for the conception of an appercontrol system.

First of all, it is necessary to prove the systdabitity and robustness not only at nominal
power level but also at reduced load factors. lddéeis fundamental that no problems arise in
operated transients, e.g., during the attainmenheffull power condition or following any load
variation according to the grid demands. Therefareanalytical zero-dimensional model of the
ALFRED reactor allowing for all the main systemdbacks has been developed. In order to adopt
the linear analysis tools, the resulting non-line@del has been linearized and then implemented in
MATLAB ® (The Mathworks Inc., 2005). In this way, the reacttability has been verified through
the calculation of the system eigenvalues and treesponding trajectories in the Gauss plane,
assessing the robustness of the dynamic systeis entire power range.

Secondly, a sufficiently accurate description ad teactor and of the connected components,
such as the turbines, the pumps, and the Steanr&erse(SGs), turns out to be necessary. A very
flexible, straightforward and fast-running dynamsisiulator has been developed by employing the
reliable and well-documented Modelica language t£6on, 2004). This approach has been
specifically addressed to transient analyses, sitg€emore realistic and detailed geometry
description ensures more accurate simulations. Sutbol has been specifically conceived for
predicting the reactor response to typical trartgi@hators, and characterizing the system dynamic
behaviour. In this way, it is possible to obtaipraliminary evaluation of the inputs effectiveness
on the output variables to be controlled.

Starting from the preliminary outcomes both frora #tability and free dynamics analyses, the
control system issue has been finally dealt with f#& as the regulator configuration is concermed,
decentralized control scheme has been considereidture of its simplicity in the implementation,
which favours Operation and Maintenance (O&M) oftrollers. Given that for the considered
system it is not possible to employ the procedureently adopted in LWRs, dedicated quantitative
techniques, which allows developing the most edfiti control strategy starting from the
constitutive equations that describe the physigatesn taken into account, have been employed.
Therefore, coupling between the control and thearotiad variables has been carried out by means
of the RGA (Relative Gain Array) method. As far timeplemented controllers are concerned,
classical feedback regulators have been employeel régulator parameters have been tuned so as
to ensure a sufficient robustness to the contioés®. In this way, the controllers can operate in a
wide power range, even very far from nominal candg. The designed linear control scheme has

been tested by simulating controlled operatioremidrents on the Modelica-based simulator, which
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has been used both for the realization of the ocbstystem and the assessment of the proposed
control system.

After having developed a control strategy for tbk power mode of the ALFRED reactor, the
problem of the reactor start-up has been studagdhd the basis for the preliminary version of the
control system architecture. The definition of @able start-up procedure for a Generation-IV
reactor, for which no operational experience isilalsgde, may turn out to be quite difficult. In
particular, this applies to a LFR demonstrator, cwhiequires dedicated technological solutions
with respect to the better-known systems cooledsdium or water. A synchronization of the
different control actions to be taken on the ougyint is then required. For this reason, it hasrb
decided to adopt a formalism widely used in indakautomation as the Petri nets. Generally, the
start-up procedure of a NPP is characterized lindishe sequence of operations to be performed.
Such a description does not facilitate the cootneof different activities in parallel and doestn
allow focusing on the key events that rule the gvgs among the involved controllers. On the other
hand, the application of the logical-mathematigglraach of Petri nets to describe the reactor-start
up procedure has allowed defining the differenpst® be taken, and to point out the necessary
system conditions so that the scheduled contraracttan be performed.

Since the ALFRED reactor constitutes a demonstifatdcFR feasibility, the issue of the load-
frequency control (i.e., the operational procedtenks to which the NPP manage to meet the load
demands by modulating the active power productibay been investigated. Therefore, the
possibility of connecting the ALFRED reactor to tbkectrical grid so as to perform automatic
generation control in reaction to frequency dewviadi has been studied. Such aspects are
particularly important in view of the increasingBlevant fraction of power plants based on RES. In
the perspective of achieving the plant operatidleaibility, it has been tried to adapt the procesiu
employed in PWRs, namely theactor follows However, because of the time constants ruling the
primary circuit dynamics, it has been necessaetmuple the operation of the primary circuit and
the Balance of Plant. In this way, it has been ibptesso meet the grid demands according to the
time constants of the conventional part of the fptanas to fulfil the requirements of the primary
frequency regulation.

The different steps describing the analysis peréatrim the definition of an effective control
strategy for a LFR constitute an integrated modaleld methodological approach. As a major
outcome of the work, the developed procedure hasatlvantage of not being tailored to the
ALFRED reactor but it can be extended to other LieRctor designs or other advanced SMR
concepts as well. Indeed, the modelling tools aetbpt the thesis work have been employed to the

study of the fast-runback operational transientad@odium-cooled SMR. Therefore, even though
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the features of the studied reactor concept aedlyalifferent from the ALFRED reactor ones, the
proposed investigation procedure has turned obeteery effective, demonstrating its validity and
versatility.

1.2. ALFRED reactor configuration

In this section, the reactor configuration and plaeameters employed in this work have been
summarized. ALFRED is a small-size (300 MY\pool-type LFR. Its primary system configuration
IS depicted in Figure 1.2. All the primary compotse(e.g., the core, the pumps in the primary
circuit and the SGs) are contained within the nmaactor vessel, being located in a large lead pool
inside the reactor tank. The coolant flow comingnirthe cold pool enters the core and, once
passed through the latter, is collected in a vol@no¢ collector) to be distributed to eight paralle
pipes and delivered to as many SGs. After leavieg3Gs, the coolant enters the cold pool through
the cold leg and returns to the core.

Il
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Figure 1.2. ALFRED primary system (Alemberti et al, 2013).
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Figure 1.3. ALFRED core layout (Alemberti et al., §13; Grasso et al., 2013).
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The ALFRED core (Figure 1.3) is composed by wrapperagonal Fuel Assemblies (FAS)
with pins arranged on a triangular lattice (Alenmbet al., 2013). The 171 FAs are subdivided into
two radial zones with different plutonium enrichmh@uaranteeing an effective power flattening,
andsurrounded by two rows of dummy elements (geonalyicdentical to the fuel assemblies but
not producing thermal power) serving as reflecibwo different and independent control rod
systems have been foreseen, namely the Control Ra&s) and the Safety Rods (SRs). Power
regulation and reactivity swing compensation dutimg cycle are performed by the former, while
the simultaneous use of both is foreseen for sgarposes, assuring the required reliability for a
safe shutdown (Grasso et al., 2013). In Table th&, major preliminary nominal parameters
employed are presented.

31.73 mm
254 mm
.. 19.05 mm

952mm

025m

Water _'51 - TI1

Steam 2, % sl

_ _ Insulator (Slave
Helium I: (Slave)

. T I:I Helium
Argon L
- Helium + High Conductivity
Lead Particles

Figure 1.4. ALFRED SG bayonet tube configuration (Aemberti et al., 2013; Damiani et al., 2013).

Each of the eight SGs incorporated in ALFRED (Fegdr4) consists in bundles of bayonet
vertical tubes with external safety tube and irdénnsulating layer (delimited by a slave tube),
which is aimed at ensuring the production of supatbd dry steam, since, without a proper
insulation, the high temperature difference betwienrising steam and the descending feedwater
promotes steam condensation in the upper parteoS@ (Alemberti et al., 2013). The gap between
the outermost and the outer bayonet tube providsshanical decoupling between the components,
and is filled with pressurized helium and high thal conductivity particles to enhance the heat
exchange capability (Damiani et al., 2013). Theltester from dedicated headers flows in the slave

tube and, after reversing the motion at the botteses along the annulus between inner and outer
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tubes. On the primary side, lead flows downwardallgxalong the outermost tube. In Table 1.2,
the main SG parameters and specifications arelfiste

Table 1.1. ALFRED preliminary core parameters (Alenberti et al., 2013; Grasso et al., 2013).

Parameter Value Units
Core

Thermal power 300 MW,
Coolant mass flow rate 25,984 K§s
Total number of FAs 171 -
Pins per FA 127 -
Coolant inlet temperature 400 °C
Coolant outlet temperature 480 °C
Fuel pin

Fuel type MOX -
Average enrichment as Pu/(Pu+U) 25.77 wit%
Cladding material Ti 15-15 -

Fill gas He -

Pin pitch 13.86-1C m
Cladding outer radius 5.25-10 m
Cladding inner radius 4.65-10 m
Pellet outer radius 4.50-10 m
Pellet inner radius 1.00-F0 m
Active height 0.6 m
Reactivity and kinetics coefficients BoC EoC

Doppler constant -555 -566 pcm
Lead expansion coefficient -0.271 -0.268 pcrh K
Axial clad expansion 0.037 0.039 perit K
Axial wrapper tube expansion 0.022 0.023 pch K
Radial clad expansion 0.008 0.011 pcih K
Radial wrapper tube expansion 0.002 0.003 pch K
Axial fuel expansion (linked case) -0.232 -0.242 mp¢t
Diagrid expansion -0.147 -0.152 pent K
Pad expansion -0.415 -0.430 pem K
Mean Neutron Generation time 6.116'10  6.296-10 s
Delayed neutron fraction 336 335 pcm

! The SGs constitute the interface of the primarguii to the conventional part of the ALFRED reagice., the
Balance of Plant (BoP) designed to implement a Rengower cycle. As far as its layout is concerribd,design has
not been finalized yet. Therefore, in this thes@kythe geometrical and operational data concgrttie components
downstream the SGs have been taken from a refemd@uration, which is expected to be close t® A&LFRED
layout (Empresarios Agrupados, 2012).
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Table 1.2. ALFRED SG major nominal parameter (Alemterti et al., 2013; Damiani et al., 2013).

Parameter Value Units
Single SG parameter
Power 37.5 MW
Feedwater inlet temperature 335 °C
Steam outlet temperature 450 °C
Steam pressure 180 bar
Length of heat exchange 6 m
Number of tubes 510 -
Outer diameter Thickness
Slave tube 9.52:10 1.07-10 m
Inner tube 19.05-10 1.88-10° m
Outer tube 25.40-10 1.88-10 m
Outermost tube 31.75.70 21110 m




2. Governing dynamics and stability analysis

Outline

In the development of an innovative reactor conctiyg characterization of the governing dynamicsfis
primary importance for the study of plant globalfpemance, and for transient design-basis analgaice

it accounts for the interactions among input andpoti variables. As first step, it is necessary tovp the
system stability and robustness not only at nonyeaber level but also at reduced load factors. Effiene,

an analytical zero-dimensional model of the ALFRERctor has been developed. The model incorpoiates
neutronics description based on point-wise kinetmspled with a single-channel, average-temperahaat
transfer treatment for thermal-hydraulics. It alswludes a simplified approach for the simulatiohtloe
reactor primary circuit with characteristic time ldgs and power exchange at the SG. The resultimg no
linear model has been linearized so as to verigy ractor stability through the calculation of thgstem
eigenvalues and the corresponding trajectoriehign®auss plane.

In addition, the impact of a fundamental paramegseich as the coolant density feedback reactivity
coefficient on the system stability has been evetldy considering both the stand-alone core arel th
primary circuit configuration. In particular, a déchted sensitivity analysis has been carried duanks to
which the fundamental roots of the system have pasmeterized as function of the values assumebeby
considered reactivity feedback coefficient. In thigsy, it has been possible to assess how the sgsiditity
features change according to the variations of f@sameter. In common practice, the reactor control
system is developed once the reactor design has firedized. Otherwise, it would be beneficial thiat¢
dynamic response features could be allowed fonéngreliminary design procedure. For this purpdséas
been demonstrated that it is possible to obtaintlier system key-parameters the admissible randenwit
which they may vary. In this way, it is possiblgtovide indications to the designers on the oplisyatem
configuration from a control-oriented perspective.

The main results have been published in:

* Bortot, S., Cammi, A., Lorenzi, S., Ponciroli, Rella Bona, A., Juarez, N.B., 2013. Dynamics and a
stability analyses of the European LFR DemonstrdtorNuclear Engineering and Desig?65, 1238-
1245.
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Introduction

In the development of an innovative reactor condiyet characterization of reactor dynamics is
of primary importance for the study of plant glolpErformance, and for transient design-basis
analyses since it accounts for the interactionsrgmioput and output variables. As first step, it is
necessary to prove system stability and robustnessonly at nominal power level but also at
reduced load factors. Indeed, it is important ti@tproblem arise in currently operated transients
(e.g., during the attainment of the full power citind or following any change of load according to
the grid demands). In this sense, an analyticatrivent of the problem has been opted for by
adopting a lumped-parameter simulator based on séersy of ODEs (Ordinary Differential
Equations). Such a tool has been specifically cdeedefor evaluating the stability and the
robustness of the dynamic system itself on itsrempower range thanks to the possibility of
linearizing the constitutive equations around défe operating conditions. Indeed, the root locus
tool has been adopted, so as to express the viathe system eigenvalues as function of the power
level. Besides studying the system stability over operational range, the impact of a neutronics
parameter (i.e., the reactivity feedback bond ® l#ad density) on the system dynamic response
has been investigated by considering both a stkmskacore and a closed primary circuit

configuration.

2.1. Model development

The analytical model is composed of different ssbmys describing the core dynamics (i.e.,
neutronics, thermal-hydraulics and reactivity), atetlicated blocks representing the SG and the
delays related to the hot collectors and the caldl.pin the following, each model with the

respective equations employed has been brieflyridbest

2.1.1. Neutronics

Pointwise kinetics model with one neutron energyugrand eight delayed neutron precursor
groups has been employed for the core neutroniaeim which the total power is considered as
generated only by fission events while the contrdyuof decay heat being neglected (Hetrick,
1971)

8
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The system equation (2.1) represents nine ODEs, aree nonlinear equation for neutron
density and eight linear ones for precursor desssitin the present model, a further simplified
version has been adopted, in which all the precugsmups have been collapsed into a unique one

by means of an abundance-weighted average decatacoiDuderstadt, 1976).

8
1 1CAR
I_EE_ (2.2)

2.1.2. Thermal-hydraulics

A zero-dimensional approach has been adopted trideshe system thermal-hydraulics as
well. Some simplifying hypotheses have been assusnelda single-node heat transfer model has
been implemented by accounting of three distinatperature regions— corresponding to fuel,
coolant and cladding — enabling the reactivity ek to include all the major contributions as
well as the margin against technological limitdoeomonitored. A separate, multi-zone pin model
accounting of the temperature distribution from thel centerline to the coolant bulk has been
employed to evaluate global heat transfer coefiisieby assuming physical properties and thermal
resistances of fuel, gap and cladding to be cohstah temperature and time, and neglecting
thermal diffusion in the axial direction within ttieel pin. As far as the dynamic variation of the
fuel internal and external temperatures is conakrtiee heat transfer process has been achieved by

taking an energy balance over two fuel zones:

de int (t)

Mf,inthT = Qine (©) — ke (TF™E(8) — T2 (2)) (2.3)
T ext )
My exeCy CT“) = Gexe (8) + Ky (T ™ (6) = T () — kye (T (£) = Te (1)) (2.4)

where the fission power generated within the feetalculated according to Eq. (2.5) in which the
subscriptO refers to steady-state values, and is treatechaspat for the heat transfer dynamic

model:

n(t)/no =qt)/qo (2.5)

As far as the gradient of the cladding surface &natpire is concerned, the following energy
balance has been applied:

dTc(t)

M.C, —ar

= kfc(TfeXt(t) - Tc(t)) - hcl(Tc(t) - Tout(t)) (26)
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Finally, for the energy balance equation within to®lant, the respective temperature at the
end of the channel has been assumed as a stadblegaibince the coolant inlet temperature has

been regarded as a fixed input, the energy balaasdeen written as:

= hcl (TC (t) - Tout (t)) - FCZ (Tout(t) - Tin (t)) (27)

Calculations of material properties have been peréa in correspondence with the average
nominal steady-state temperatures and the paranebtained have been kept constant for the

stability analysis.

2.1.3. Reactivity
Consistently with the lumped-parameter model emgdipythe reactivity feedbacks have been
expressed as functions of the average values ofafug coolant temperature fields. Moreover,
externally induced reactivity has been simulateduph a dedicated coefficient associated with the
insertion length of a representative control roticlh has been treated as a simple input parameter.
Reactivity effects by coolant density variationgiah and radial expansions, and control rod
motion have been accounted by adopting a lineaatequwith constant coefficients. In particular,
axial expansion has been related to the fuel thlecoraitions, whereas radial expansion has been
considered as governed by the average lead terapeies well as the coolant density feedback.
As far as the Doppler coefficient determinatiorcascerned, an effective average fuel temperature
that accounts for resonances broadening, has kaeulated at each power level (ranging from
30% to 100%) as indicated by Kozlowski and Dowrz&0({7).

T, = 0.3 T, + 0.7 - T, (2.8)

WhereTf""t and T;*** indicate the internal and external surface fueigeratures respectively. The
magnitude of the reactivity variation from a gendtiel temperature distributial}, (with effective
averageTy; *’) to a fuel temperature distributicfy, (with effective averagd;,®”) around the

steady-state value (Waltar et al., 2011) has bealuated by

7}29ff
A,D [Tfl - sz] ~1.1- KD <lnm> (29)
f1

Therefore, the Doppler coefficient has been defimegiach power level as

Ap|Ty1 = Tpa|
szeff _ Tfleff

ap[pem K71 =

(2.10)
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In this work, a linear relation for core expansio@ial and radial) and coolant density
reactivity effects has been adopted, leading tofttlewing expression incorporating constant

coefficients:

P = Po + ap - (Tfeff - Tf‘oeff) + az - (Tf - Tf())

2.11)
+0(L ' (Tl - Tl,O) + [24: 3 (Tl - Tl,O) + ay - (H - Ho)

where stationary average temperatures have beeunlateld in correspondence with each power
level considered. The terms in Eq. (2.1dglicates the reactivity margin stored in the cadhey

feedbacks induced by fuel temperature changes, [Deppler effect and axial expansion,
respectively), the effect due to the coolant tempee variations (i.e., lead density and radial

expansion, respectively), and the externally-indugactivity, respectively.

2.1.4. Primary circuit modelling

In order to evaluate the system stability featuben considering the entire primary circuit
configuration, a simplified treatment has been &elbpo describe the coolant flowing toward the
SG after being heated in the core, being cooledewdassing through the SG and coming back to
the core through the cold pool. In particular, imley to account for the time constants of the
system, suitable time delays have been introdu@be. power exchange at the SG has been

modelled by incorporating an equivalent exchangeand taking an energy balance as follows:

dTl inSG 1 1
’ — T : + —T; 212
dt ThL L,in SG ThL l ( )
AT outs¢  T'Cr—Keq r Keq
4 = T . — _T + - T .
dt Meq Ceq l,ln SG Meq l,Out SG Meq Ceq sat (2 13)

More specifically, the SG has been modelled so thatominal conditions the difference
between core outlet and inlet coolant temperasiegjual to the nominal value (80 °C), whereas in
ideal heat exchange conditions the cold leg tenpexas kept constant and equal to the saturation
temperature of the secondary loop, which dependis @an SG pressure, regardless of the power
produced in the core. In such a system, the coalardg inlet temperature is no longer an input

variable, but a state variable determined by tla transfer conditions at the SG interface:

= - T_ T, + a Tl,out SG (214)
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On the other hand, when “ideal heat transfer camtt are considered, the SG is assumed to
be able to remove any power produced in the cbus, keeping the lead temperature in the cold leg

always close to the nominal value (i.e., 400 °C).

Table 2.1. Primary circuit characteristic time delays.

Parameter Value Units
Coolant flowing time (hot leg) 10 s
Coolant flowing time (SG) 10 s
Coolant flowing time (cold leg and pool) 60 S

2.2. Stability analysis

The analytical zero-dimensional model has been Iffiegp and linearized so as to enable the
use of the linear stability theory to study thectea behaviour over the entire power range at
different conditions through calculation of the teys eigenvalues (Lyapunov, 1966). The stability
analysis has been carried out both for the stamdealcore and the overall primary circuit
configuration. Moreover, the impact of the coolaensity reactivity coefficient on stability has
been evaluated. Such a study has been meant tad@rthe reactor designer with quantitative
feedbacks concerning this key parameter from atysaféented perspective. Indeed, being the
coefficient tightly dependent on the core arrangamm terms of both geometrical and material
buckling, it is expected that significant differeiscmay occur between the demonstrator and the
industrial scale LFR, with consequent impact onglaat dynamics. Therefore, the system stability
has been investigated against the lead densitytividaccoefficient value in order to assess a
theoretical threshold making the reactor unstabtethat the core designer can adopt suitable
provisions to ensure the reactor operates undblestanditions in any frame. Finally, in order to
evaluate the dynamic characteristics of the sysiema function of the core lifetime, calculations
have been carried out at BoC (Beginning of Cycle) BoC (End of Cycle), so as to evaluate the

effects of the fuel burn-up.

2.2.1. Method

According to the linear analysis theory, the dymaitmhaviour of a linear system depends on
the eigenvalues of the state matrix. This principlstill applicable to the linearization of a non-
linear system around a certain steady-state comndligiven that the imposed are either small or
slow compared with the local dynamics. Thus, suimkarization has been performed on the set of
equations reported in Section 2.1 and it has bemsilple to express the model in terms of the

following matrix system:
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x = Ax + Bu
{ _ (2.15)

y = Cx+Du

wherex is the vector of the state variablesthe input vectory the output vectorA the state
matrix, B andC the corresponding matrices, aDds an empty matrix since there is no feedthrough
between input and output. This allows focusing lo@ $tate matriXA and its eigenvalues which
represent the carriers of the dynamic responsénefsystem; the latter, alternatively defined as
poles or roots of the system, have been calcuthredigh proper MATLAE scripts. The position
of the poles and their trajectories across the &plae describe the reactor dynamic behaviour. In
order for the system to be stable, it is necestdai/ all poles remain in the left hand side of the
plane in any operating condition and following aogrturbation of the nominal parameters as

discussed in the following case studies.

2.2.2. Lead density reactivity feedback coefficient

The reactivity feedback associated to the coolansiy variations is a particularly challenging
design parameter for Fast Reactor concepts, edge8iRs. Indeed, reduction of coolant density
may lead to relevant positive reactivity insertiarhich constitute a serious safety concern. In this
perspective, innovative approaches to the coreggddsave mainly focused on limiting the sodium
void effect (Sciora et al., 2013). As far as LFIR eoncerned, in virtue of the higher boiling pmht
the coolant, such a problem does not constitutessmg issue. However, having a positive global
variation of the reactivity due to the coolant exgian is a problem for safe reactor operation.
Therefore, the system stability has been investdjaévaluating the trajectories of the roots at
different values of this parameter. The reactifétgdback of coolant density can be evaluated as the

reactivity change following a coolant temperatuaeiation:

dp

=3 (2.16)

ay,

The coolant temperature increase involves a deerefgs density, and so a decrease of the
interactions between neutrons and coolant nucleusvolves a spectral effect (positive), an effect

due to the leakages (negative) and an effect btwutite captures (positive).

Spectral effect
The main physical phenomenon following a coolamsity decrease is a spectral hardening
due to the decrease of the coolant interactionsnpies effects mostly on fuel, for which the

dominant one is the increase of fission probabjljty
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__ TP _ ¢ (2.17)
tot fuel fuel mat
20+ F 2+ 5 p+ XYY+ F

Pr

fuel

whereX; and=/“¢! are the capture and fission cross sections ooguin the fuel £ is the

absorption cross section in the structural materahd F is the neutron leakage term. The
predominant contributions are due to even isotopemng which?*®U plays a major role (even-
even isotope), because of their fission cross@ettigh sensitivity to spectral hardening (thredhol
reactions), despite their modest absolute contdhub the total fissions. Since fission and cag@tur
rates depend on neutron flux, the major contrilutippears in the inner core zone, decreasing
toward the border of the active core, to becomeoatmull in the external zone (Lorenzi, 2011).

Therefore, as a consequence of the faster spedinemeactivity increases.

Effect bound to the leakages

As there are less interactions with the coolargrelare more available neutrons, and they are
more energetic. Although the interaction and alsmmpprobability function of the incoming
neutrons energy depends on each isotope, it ggnetatreases with energy. Therefore, a
significant relative increase in leakage probapilt observed after a reduction of coolant density.

In diffusion theory, leakage can be written as:

1
F =DV2¢ = ——V?¢ =

2
= oV (2.18)

In particular the system is more transparent adtetensity reduction, so that neutrons can
escape more efficiently because of a macroscogorpbon cross section global diminution. This
is determined by a decrease of both material de(lsitk of coolant) and microscopic absorption
cross section: neutrons interact with less atonthencore and less efficiently as well, in absolute
terms. It is interesting to note from Eq. (2.18ttkhe leakage term is strongly dependent on the
spatial coordinate through the flux gradient, iethe inner zone of the reactor, the gradiembus
and the contribution to leakage is minimum, otheeain peripheral zones the derivative is high and

leakages are relevant.

Capture effect

The decrease of the coolant interactions involvedeaease of the capture by the coolant
isotope and so an increase of the available neutrdhis positive effect is however weak. The
variation of the core reactivity depends on the petition between these three effects. In case of
Fast Reactors, the global variation of the reagtidue to the coolant expansion is generally

positive. In ALFRED reactor, the dominant contribat is represented by the leakage term,
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whereasthe positive ones are less important due to thdl stimaensions of the reactor. For the
calculation of the coolant density coefficient, thietire system has been considered (active core
with axial reflector (Sciora, 2011)). The reactwitoefficient remains negative even when
considering only the active zone. In larger reagteuch as ELSY, the coefficient is positive when
considering a density reduction only in active zoaed slightly negative if the calculations are

made on the entire core.

2.2.3. Results

Six different conditions have been considered towdthe roots of the system. First of all, the
stand-alone core configuration has been studiethisncase the inlet temperature is considered as a
fixed input. In this condition, three major casesé been analysed:

a) power level ranging between zero power and full matpower at BoC;

b) power level ranging between zero power and full mafpower at EoC;

c) parametric variation of the lead density reactivbefficient on the entire power range at

BoC.

Secondly, the simplified primary system configwatihas allowed for, and the effects of
closing the loop on stability have been assesgetlafly to the stand-alone core study, three cases
have been considered:

a) power level ranging between zero power and full manpower at BoC with SG at

nominal conditions;

b) power level ranging between zero power and full maipower at BoC with SG at ideal

heat exchange conditions;

c) parametric variation of the lead density reactivbefficient on the entire power range at

BoC with SG at nominal conditions.
Reactor configuration, input data and parametexptad for the core and SG modelling are
resumed in Table 1.1 and Table 1.2.

Stand-alone core analysis

A stand-alone core analysis has been carried m#dat assessing the core system stability at
different power levels at BoC conditions. In pautar, the neutronics block has been treated as the
open loop, whereas the thermal-hydraulics couphit its reactivity coefficients constitutes the
feedback loop (Figure 2.1).
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Figure 2.1. Conceptual scheme employed to descriiee stand-alone core behaviour.

A 13" order system has been obtained by implementingtms described in Sections 2.1.1,
2.1.2 and 2.1.3. A four roots system has been e@riafter simplification and linearization,
collapsing the neutron precursors groups into glsiane whose decay constant is provided by Eq.
(2.2), whereas the cladding dynamics has not aliciae

Observing the roots trajectories as function ofdperating power level, it can be seen that all
the system roots lay on the left hand side of the<s plane, confirming that the core is stable on
the entire power rangeln particular, the neutronics-related pole isaled in the origin when the
reactor is at zero power conditions and, becauskeoincreasing effect of the temperature-induced
reactivity feedbacks, moves to the left as the paiges, granting a higher margin of stability e t
system. At a certain power level, the dominant pddecome complex conjugated (Figure 2.2)
indicating that power fluctuations begin occurririg.particular, the imaginary part of the poles
increases along with the rising power level meatirag the frequency of the oscillations increases
too. Despite the increase of the imaginary pathefpoles, the magnitude of the real negative part
grants the damping of such oscillations. This trengues from the fact that in the linearized model
the gain of the thermal feedback is proportionath® power level. Thus, for equal variations of
reactivity, the oscillation frequency grows as plosver increases.

An analogous behaviour is found at EoC, whose lamts is shown on the right side of Figure
2.2. In this case, the core exhibits the sameldtabinaracteristics at BoC, coherently with thewe
slight differences between the respective reagticivefficients and kinetic parameters. As a
consequence of such minor discrepancies, it casobeluded that the influence of the fuel burn-up

is definitely negligible as far as the system gigtis concerned.

2 poles at -4700 rad'sand -2.5 rad Sare not shown and discussed in this analysis sheedo not change their
position significantly with varying power and leadefficient, resulting in an almost constant cdnttion to the system
behaviour.
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Figure 2.2. Root locus detailed view for the coresaa function of power level (a) at BoC and (b) at &C.
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Furthermore, the core system stability has beeesitnyated when the coolant density reactivity
coefficient (indicated ag;) parametrically varies from its nominal value @aoge positive figures so
as to determine a critical threshold causing tistesy to be unstable. As shown in Figure 2.3 and
Figure 2.4, the blue track represents the polg¢sctiary as a function of power level (from 0 to 300
MW;y) with «; kept constant at its nominal value. The red lireggesent the poles trajectories
evaluated at discrete power levels (from 30% toinahpower, with 10% steps) as a functiorogf
continuously varying from 0 to 12 pcm“KIn this latter case, for increasing values of e
density coefficient, the roots move to the riglggcdming first real and then also positive at aatert
critical value around 12 pcmK Such a trend is not always the same since thieatrivalue
depends on the considered power level. Indeedsytsiem at nominal power becomes unstable for
the lowest lead density coefficient (as describedrigure 2.3 and Figure 2.4, black track). This
trend is mainly due to the amplified feedback dfeat higher power. Indeed, if the action of a
feedback is destabilizing (i.e., the correspondeartivity coefficient is positive), its impactfisst
noticed at high power, where its magnitude is larigecause more amplified. In addition, the
Doppler effect is more strongly perceived at lowvpo levels, and decreases along with the power
level increase. Therefore, at low power levelsdhisra more relevant counteraction by the Doppler
effect, which counterbalances the lead densityfmoefit positive action. In other words, the core
behaviour is more sensitive to this design parameteation at nominal power, and thus it may be
concluded that, at low power levels, the systemase robust to uncertainties affecting its value. |
any case, it has been seen that the system becmsi@ble only for extremely high valuesagf, in
a clearly unrealistic condition. Therefore, it d@nstated that the system is inherently stabldy &bt

low power levels and in the case of positive cobtlemsity reactivity coefficients.
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Figure 2.4. Zoom of Figure 2.3.

Primary circuit analysis

A stability analysis has been carried out allowiagthe overall primary circuit configuration
so as to consider a more realistic configurationwvinich the SG feedback action on the core
dynamics is accounted for (Figure 2.5). In additiorthe previous set of equations, Eqgs. (2.12)-
(2.13) have been added to take into account tteeimée of the SG and the closure of the primary
circuit, obtaining a total of 16 equations. Alsotins case, model simplification and linearization
have allowed reducing the dimension of the equatiget. Finally, a seven roots system has been
derived.
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Figure 2.5. Conceptual feedback scheme employedgoint out the primary circuit dynamics.

As shown in Figure 2.6, the system is stable at @aever level, but compared to the previous
case, additional complex conjugate poles appe#narplots. A new dynamics has been found on
the right of the trajectories representative ofdtand-alone core. These new tracks are closéeto t
origin and complex conjugate for low power levedsggesting that the dynamics they describe is
slower and with damped oscillations. In this casdy one pole remains close to the origin even at
high power levels, whereas in the stand-alone eoddysis both the roots move to the left. As
mentioned previously, when coupling the core with $G, the coolant core inlet temperature is no
longer a fixed input, becoming instead a stateaidei depending on the power exchange conditions
at the interface with the secondary circuit. Tmduces a feedback on the core behaviour whose
neutronics is influenced by the reactivity effeekated to the temperature variations.

When the SG is operated at nominal conditions, r@agtor power variation causes the core
inlet temperature to change affecting the systeamtigty (mainly through the coolant temperature
variation with a consequent additional lead denaitgl radial expansion feedback), differently than
in the stand-alone core case, in which the inletpterature is a fixed input. Such phenomena
explain the system new oscillatory behaviour at pmwer shown in Figure 2.6a.

In particular, the situation of ideal heat excharggmditions on the SG side have been
considered (Figure 2.6b). Indeed, it is supposatittite SG manages to dispose any thermal power
produced in the reactor core, ensuring that théaobdemperature at the core inlet remains close to
its nominal value. Therefore, for increasing exdenapabilities, the circle moves to the left and
reduces its dimensions meaning that oscillationgnassively damp as the stand-alone core case is

asymptotically approached (i.e., the inlet coregerature independent of the SG heat exchange
capabilities).
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Figure 2.6. Root locus for the primary circuit as afunction of power level, BoC conditions, consideng (a)

nominal SG conditions and (b) ideal exchange condins.

In both the above mentioned situations, the primairguit pole trajectories have been

examined again as a function of the lead densisfficeent variation (Figure 2.7). As in the

previous plots, the blue track constitutes thegd@jectories when the power varies ands equal

to its nominal value, whereas red tracks represkat poles motion induced by continuous

variations ofa; from 0 to 7 pcm-K* at each power level (the trajectory referred ® miominal

power level is depicted with black track).

By comparing Figure 2.7 with Figure 2.3, it canibferred that the primary circuit behaves

qualitatively as the stand-alone core one, butrtb&bility threshold is reached earlier in thenfer

case. For increasing values of the lead densitfficiat, the poles move to the right and become

real positive whem, is between 6 and 7 pcm*Kfocusing the “destabilizing” effect due to the .SG

In confirmation of this, the system stability haseh analysed by connecting a progressively more

performing SG to the core, and it appears veryrigiéhat the closer the heat exchange conditions

are to the ideal ones, the higher is the margstatfility of the reactor system, since the coless

and less influenced by the secondary side dynarnmdsed, when considering an ideal SG (Figure

2.9), the poles never reach a positive real partife considered range af, implying that greater

values of the reactivity coefficient are needed tfer system to become unstable. Anyway, even

when considering the closed system configuratidh wominal SG conditions, the reactor becomes

unstable only for very high values @f, which are still non-realistic. Therefore, it da@ definitely

concluded that the overall system is indeed inlretable, and consequently safe.
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2.3. Concluding remarks

In this Chapter, the stability analysis of the ALHR reactor has been performed in order to
study the governing dynamics of the system as agethe stability features, with the main purpose
of providing the system designers with fundamefaatibacks useful to improve or even finalize
the system layout. In this perspective, a simutatimol has been developed expressly meant for
such an early phase of the reactor design. Botiaradsalone core case and a simplified primary
system configuration have been considered for ttayais. In the former scenario, the core inlet
temperature has been considered as a fixed infile the power varies between zero and the full
nominal figure at both BoC and EoC, in order toleate the stability of the system as a function of
power level and stage of the fuel cycle. Analogstglies have been carried out on the entire
primary circuit, considering a more realistic sttaa in which the SG feedback action on the core
dynamics is allowed for. In both configurationggaametric variation of the lead density reactivity
coefficient (from its actual negative value to kngpsitive figures making the reactor unstable) has
been investigated. The system has turned out iioheeently stable at all design-basis power levels,
independently of the value of the coolant densdagficient, which should reach unrealistic high
values (nearly 6 pcm K) to make the reactor unstable even when introduthie destabilizing
action of the SG on the core.

As a major outcome, the performed investigationdssessed the possibility of adopting such a
tool to provide useful hints for the plant desigmdeed, in common practice, the analyses oriented
to the control system design are carried out oheegdactor design has been finalized. Otherwise, it
would be beneficial that the outcomes of the systigmamic response characterization could be
allowed for in the preliminary design procedurethis perspective, it has been demonstrated that it
is possible to obtain for the system key-paramef{stsch as the feedback coefficients) the
admissible range within which they may vary. Irstivay, it is possible to provide indications to the

designers on the optimal system configuration feooontrol-oriented perspective as well.
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3. Object-oriented modelling of the ALFRED reactor

Outline

In order to properly characterize the ALFRED govaghdynamics, it has been necessary to develop an
accurate simulation tool. In this perspective, tmedel must be conceived to be modular (in order to
enhance the reusability of pre-existing and vakdatomponents), open, since the equations implechent
have to be clearly readable, efficient (meaningt tttee simulation code should be fast running), and
integrable with the control system model. Recentiades in object-oriented modelling, and in paracu
the development of the Modelica language, repreaeritible path to achieve the above-mentioned goals
Therefore, an a-causal object-oriented one-dimearaimodel has been developed, specifically meant fo

« Evaluation of the system governing dynamics;
» Definition of full power control mode with simulati of ALFRED controlled operational transients;
« Validation of the proposed control strategy.

The overall plant model has been built and impleednn Dymola environment by assembling both
component models already available in a speciferrtial-hydraulic library, named Thermopower, and
specific nuclear component models taken from thEdwp library, suitably modified according to the
ALFRED specification to provide the required capiéibs for the analysis.

The primary circuit model has been built by conmertthe above-mentioned components, taking into
account suitable time delays, and incorporating todd pool, which has revealed to be fundamental to
allow for the system characteristic time constarise plant simulator has been finalized by conmecti
standard turbine, condenser and other componentshefBalance of Plant. This approach has been
specifically addressed to transient analyses, siteceore detailed geometry characterization ensurere
accurate simulation outcomes. Different design$asiansient scenarios have been simulated to
characterize the system free dynamics. In this e ,physical bonds among input and output varisble
have been highlighted, providing useful guidelifghe control strategy definition.

The main results have been published in:

« Ponciroli, R., Bigoni, A., Cammi, A., Lorenzi, $.uzzi, L, 2014. Object-oriented modelling and
simulation for the ALFRED dynamics. In: Progresdinclear Energy71, 15-29.
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Introduction

In order to study and characterize the ALFRED pliyrtamics, a control-oriented modelling
and simulation tool for has been developed to peridesign-basis transient analyses with the main
purpose of laying the foundations of the contradtetgy, besides providing useful feedbacks for the

system design finalization. In particular, the siabor is devoted to

» predicting the reactor response to typical trartSi@tiators and thus obtaining more detailed
information about its dynamic behaviour;
» favouring the control system design for both italimation (linear model) and its validation

(non-linear model).

A flexible, straightforward and fast-running (i.&ithout significant computational burden and
implementation-related efforts) dynamics simulatas been sought for this early phase of the
reactor conceptual design, in which all the sysspacifications are still considered open design
parameters and thus may be subject to frequentficetghns. In a control-oriented perspective, the
most important features (Cammi and Luzzi, 20@8juired to the modelling tool are the following:
() modularity, in order to enhance the reusability of pre-ergstand validated components; (ii)
opennesssince the equations implemented have to be gleaaldable; (iiiefficiency meaning that
the simulation code should be fast running; angigitegrability with the control system model.

A viable path to achieve the above-mentioned gsat®nstituted by the adoption of the Modelica
language (Fritzson, 2004; Modelica, 2011). Intraaum 1997, Modelica is a modelling language
which allows an object-oriented approach specifyodésigned for the study of engineering system
dynamics. In this perspective, Modelica facilitatke system description in terms of physical and
engineering principles, i.e., mass, energy and nmbune balance equations. Modelica is employed
for the modelling of general physical phenomenacdiesd by sets of Differential Algebraic
Equations (DAESs), supporting a declarative languddedelica is open-source and it has already
been successfully adopted in different fields, sashautomotive, robotics, thermo-hydraulic and
mechatronic systems, but also in nuclear simuldtedd (Cammi et al., 2005; Souyri et al., 2006).
As a consequence of the above mentioned consiolesata dynamic simulator of the ALFRED
reactor has been realized by adopting the Modallgact-oriented language. The primary and
secondary systems have been modelled and implethentdodelica by assembling conventional
component models already available in a specigental-hydraulic library, name@ihermopower
(Casella et al., 2006), and specifically developratlear component models, taken from the
NuKomplibrary (Cammi et al., 2005), modified in ordergoovide the required capabilities for the
analysis. The resulting overall plant simulatocarporating also the BoP, consists of the following

essential parts: core, steam generator, primarysandndary pumps, cold and hot legs, cold pool,
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turbine, and condenser. The realization of a piakny "engineering simulator" may allow to
predict the reactor responses to typical trangi@tiaitors, involving not only the primary circuit,

but also considering the BoP and eventually thetedal grid interaction.

e G turbine Component Description
po.. D Core Reactor core
s i E Tsteam  o1d pool  Pool collecting the lead
y D coming from the SG
SlnrrEs outlet
o D Cold_leg Collector between the
Bypass Tobine SG outlet and the core
inlet
Pressure  Hot_pool Pool collecting the lead
D coming from the core
outlet
= Hot_leg Collector between the
’ core outlet and the SG
h CcR T_hot_leg .
3| inlet
. D sens Temperature and
“‘S'R Reactivity pressure sensor
L Pump_Pb  Lead pump
. . SG Steam Generator
> -j_h'_%i»- Th_power Header Volume collecting the
T_feed i ':“ L r>—|_1> produced steam
* Core Pump_W  Water pump
&_water T_cod leg Turbine Steam turbine unit
’—|> Sink Condenser
= Cold_leg Att Attemperator
Input variable  Definition Output variable  Definition
G_att Attemperator mass flow rate G_turbine Turbine admitted mass flow rate
kv Turbine admission valve coefficient ~ T_steam Turbine inlet steam temperature
Bypass Bypass valve coefficient G_bypass Bypass discharged mass flow rate
G_Pb Primary circuit mass flow rate Pressure SG pressure
h_CR Control rod height T_hot_leg Core outlet temperature
h SR Safety rod height Reactivity System reactivity
S Neutron source Th_power Thermal power
T_feed Feedwater inlet temperature T _cold_leg Core inlet temperature
G_water Feedwater mass flow rate

Figure 3.1. Representation of the ALFRED object-oented model. In the legend, the input and output wéables
are reported in order to allow the comprehension ofhe graphical interface.

3.1. Object-oriented simulator development

A nonlinear one-dimensional model of the ALFRED lipnehary configuration has been
developed by adopting an object-oriented approaded on the Modelica language. The overall
system model has been built by connecting the réfitecomponentsopjectg through rigorously
defined interfacescpnnector¥ corresponding to specific physical interactiomswring with the
relative external environment. One of the main ativges of employing the Modelica language is

the possibility of performingcausal modellingi.e., the direct use of equations without impgsin
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the classic input/output declaration, granting aremfbexible and efficient data flow (Fritzson,

2011). The system behaviour is described in terfnsonservation laws that, combined with

components constitutive equations, determine tlegadivsystem of equations to be solved. Thanks
to the a-causal formulation of the problem, theadigums describing each component model are
written independently of the actual boundary candg and it is not necessary to establish a priori
which variables will work as inputs and which astpmuts. Model causality of the model is

determined automatically by the Modelica model ripteter or compiler at the aggregate level
when a system model is assembled out of elementay. In this way, models are much easier to
write and reuse, while the burden of determining dlotual sequence of computations required for
the simulation is entirely left to the compiler. the common practice, most of the present

simulators are based on causal modelling, whose features are reported in Table 3.1.

Table 3.1. A-causal vs. causal approach.

Causal approach A-causal approach
System input and output variables have to bdtis not necessary to establiatpriori input and
established at the beginning output variables

Equations have to be rewritten for each specificCausality remains unspecified as long as
application in state space representation equations have to be solved

Low flexibility in changing the model More realistic description of components and
configuration modularity

Low reusability of previous work. Problem Possibility of easily reusing previously
formulation in a series of operations has to bedeveloped models. Components models are
performed by the user, according to thedefined independently of the context they are
particular applicative context used

Block diagram representation (physics-oriented)  nPlapresentation (component-oriented)

Integration algorithm for ordinary differential Integration algorithm for differential algebraic
equations (lower computational cost) equations (higher computational cost)

Low order modelling, easy to linearize Potentidigh number of equations involved

In addition, the multiphysics approach of the Mackelanguage provides modelling primitives such
as generic algebraic, differential and differengaagions, and it is not tied to any specific phakic

or engineering domain such as mechanics, electeiegineering, or thermodynamics. Thus, it is
quite straightforward to model multi-disciplinarystems as the reactor core, where several physics
(i.e., neutronics, heat exchange, and fluid dyngjriiteract with each other. Furthermore, a more
realistic plant representation is made possibleéhieycomponent-based description. As simulation
environmentDymola (Dynamic Modelling Laboratory) (DYNASIM, 2006) h&een adopted as it
allows the hierarchical composition of models afférs wide libraries of pre-defined components.

Dymola compilers incorporate sophisticated symbatianipulation algorithms, which allow to
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obtain index-1 systems of differential-algebraici@tpns from higher-index ones, to symbolically
solve both linear and nonlinear model equationgz$on, 2004). The resulting code is then linked
to state-of-the-art numerical integration codeshsas DASSL (Brenan et al., 1989). As shown in
Figure 3.1, the ALFRED object-oriented model hasrbluilt by connecting the plant components.
In the following sub-sections, the components dmpathy modelled in this work (i.e., core, SG,
turbine) will be described in detail, whereas floe most conventional ones the reader can refer to
Casella and Leva, 2006.

3.1.1. Core

As far as the core is concerned, point reactortkie@nd one-dimensional heat transfer models
have been implemented coherently with the ALFRE@cHations by incorporating suitable
geometry, material properties and correlations, troeaic feedback coefficients and Kkinetic

parameters.

|Reactivity

Figure 3.2. Object-oriented model of the ALFRED coe.

The component-based core model (Figure 3.2) is oseyp by four sub-systems. The
componentKinetics employs a point reactor kinetics model, with omeitron energy group and
eight delayed precursor groups, which has beenepted in Section 2.1.1. In particular, two
different relationships were also adopted to descthe effective fuel temperaturg” expresses
the average temperature taking into account thademing of resonances, wherﬁ;ﬁ’f represents
the temperature range that allows to evaluate gatwnely the deformation of the pellet due to the

field of thermal. As far as the Doppler coefficiemtconcerned, the approach previously used in the
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stability analysis has been adopted, implementigg(E.8) for the effective Doppler temperature
and Eg. (2.9) for the magnitude of the actual re#ygt variation following a generic fuel
temperature change. Conversely, in Eq. (3.1), vigitlave been used in order to reproduce the
parabolic trend of the temperature field within fbel pellets, to provide an estimate of the volume

weighted average behaviour.

T = (1/2) - T, + (1/2) - T;™ (3.1)

Reactivity effects due to the coolant density aies, as well as to the axial and radial exparssion
have been taken into account by adopting lineaatapus with constant coefficients. In particular,
axial and radial cladding expansions have beenectl® the average cladding thermal conditions,
while axial and radial wrapper expansions have lwessidered governed by the lead temperature.
On the other hand, the grid expansion effect corscéine increase of the core radius due to the
incoming coolant temperature enhancement. Therefloeecoolant volume inside core increases as
well as the core volume and, in turn, the leakagéese combined effects determine an overall
negative contribution. The pad effect (also callddwering”) is determined by the differential
radial expansion between the bottom of the subdssesmat the incoming coolant temperature and
their top at the outlet coolant temperature. Howgetras reactivity contribution is not particularly
relevant (Sciora, 2011).

As far as the CRs are concerned, a reactivity rdiffeéal curve has been adopted based on the
reactivity worth of the 12 rods at different insent lengths (Figure 3.3). On the other hand, SRs
worth characterization does not require such amiracy, because this kind of rods are extracted
during start-up phase and then they remain outbielecore while the reactor is operating at rated
power conditions. Consequently, a linear dependeaicthe handled reactivity as function of
position is sufficient to describe the SRs reattigontribution. Consequently, the overall system
reactivity is given by the sum of the various cinites, as follows:

p(t) = po + Lead density + Doppler ef fect + Axial cladding expansion +
Axial wrapper expansion + Radial cladding expansion + (3.2)

Radial wrapper expansion + Axial fuel expansion +

Diagrid expansion + Pad expansion + CRs + SRs

where
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Reactivity margin = p,

Lead density = ay, - (T; — Ty)
Doppler effect = 1.1+ Ky, - log(T;” /Tr ,")
Axial cladding expansion = acz - (T¢ — Tcp)
Axial wrapper expansion = ayz* (T; — T )
Radial cladding expansion = acg - (T¢ — T¢ ) (3.3)
Radial wrapper expansion = ayg * (T; — T )
Axial fuel expansion = apz* (T¢c — T¢ )
Diagrid expansion = apig * (Tyim — T1in)
Pad expansion = apaq * (Tyout = Tiout)
Control Rods = Acg - sen(Bcg * heg + Ccr) + Dcr
Safety Rods = Agg * (hsg — xsr)/Lsr
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Figure 3.3. Calibration curve of Control Rods.

The componenFuelRodsdescribes the thermal behaviour of the fuel pinsabgpting five
radial regions within the element (i.e., claddiggseous gap and three concentric zones within the
pellet). The time-dependent Fourier equation isliagpconsidering only the radial heat transfer,
thus disregarding both the axial and the circunmigaéthermal diffusion. Fourier equation has been

radially discretized in five zones and longitudigah a user-defined numbeN) of nodes.

aT, 10 aT,
r_-- - z
a( ot

45



T, 10 ( aﬂ)
et ~ror\ <o

(3.6)

The componenteadTubanodels the coolant flowing through the core chérepresented ad
cylindrical conduits. It simulates a one-dimensiasiagle-phase fluid flow with heat transfer from
the fuel boundary and with temperature-dependewpsipal properties (OECD-NEA, 2007). This
approach is based on distributed-parameter massiemtam, and energy conservation equations

discretized by employing a finite-volume method.

aod ow

4+ " =0 g
at + dx, (3.7)

d dp 0z w
—+A—+dgA— =0 3.8
ot TAax, T 4945t aqaz V! (3.8)

oh oh dp
dAE-}‘dAu—axS —Aa— wep (39)

In Egs. (3.7) - (3.8) the fast pressure and mamss fate waves dynamics are modelled, while
Eqg. (3.9) describes the slower dynamics of heaspart and the fluid velocity.
The componentHeatTransfer allows evaluating the heat flux exchanged betwégo one-
dimensional interacting objects (e.g., the flui@wil and metal wall) as a function of the
corresponding surface temperatures. Since thepmsl are arranged on a triangular lattice, the
Ibragimove-Subbotine-Ushakov correlation (Cheng @al, 2006) has been implemented in Eq.
(3.10) to properly estimate the convective heatder coefficient. Moreover, among the possible

correlations, it is the most conservative one sgiges the lowest value of the Nusselt number.

Nu = 4.5 + 0.014 - P08 (3.10)

In the ALFRED primary circuit, it has been envisdgdlee presence oftaypass mass flow rate
i.e., a part of the coolant passes through thedigghents and removes heat from the fuel elements,
while a reduced fraction passes through the intesstetween the wrappers, through the dummy
element, the cases of the CRs and the SRs. Intle=thermal power is deposited not only in the
fuel, but in the other materials, mainly due to yfemission, as well. For these reasons, the lead
mass flow rate devoted to the bypass has been fkdbe 3% of the one that circulates in the
primary circuit. In a preliminary description, imder to represent the evolution of the temperature
fields of the main components of the core, the gmwes of the bypass mass flow rate can be
neglected. This approach can be suitable if theesyds studied only in nominal operating
conditions. Nevertheless, in accidental scenarias operating conditions in which the lead mass

flow rate is not kept constant at the nominal vdkig., during the reactor start-up), a more a¢eura
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characterization of the pressure field is essentralparticular, in the core thermal-hydraulics
description, two types of channels, which represbatfuel elements and the dummy elements,
have been allowed for. Therefore, in order to eefime description of the thermal-hydraulics of the
primary circuit, it has been decided to consider pinesence of the bypass, providing it with two

types of channels, which represent the fuel elesnand the dummy elements.

(refueling)

Mixing zone
,,,,,,,,,, C

Pin Support Grid

2770
7900

Figure 3.4. Fuel assembly geometry.

Component Description
Sup D Upper region of dummy elements

Region of dummy elements corresponding
to the active zone of fuel assemblies

Active_Dummy

_ Inf D Lower region of dummy elements
E Empty D Empty region of dummy elements
_g' 5 S Form pressure drop which allow to achieve
E: 3 Orifice the real pressure field
- Sup FA Upper region of fuel assemblies

LeadTube Active region of fuel assemblies

Inf FA Lower region of fuel assemblies

Empty Empty region of fuel assemblies

Figure 3.5. Representation of the coolant channeils the ALFRED core model.

In the modelling of the channels, in order to reluwe the layout of the assemblies (Figure
3.4), different types of components (Figure 3.5yehleen employed. In particular, a component
which allows setting additional pressure losseshieas added to the dummy elements model. Since

the channels are subjected to the same pressyretgmraulic resistance at the entrance of dummy
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elements has been suitably tuned so as to achiewdesired pressure field. As far as the distribute
losses within the coolant channels are conceriney, have been preliminarily estimated adopting

the Mc-Adams correlation (Todreas and Kazimi, 2Gb2}the Fanning friction factor.

franning = 0.046 - Re ™02 (3.11)

On the other hand, the modelling of the form loskas turned out to be difficult since the
dimensional specifications concerning the spacax® mot been assessed yet. At this point, since
the total pressure losses are specified in the demgn and the distributed ones have been
evaluated, it has been easy to obtain the coniibutf the form losses, representing the influence
of the spacers in the core thermal-hydraulics bpgushe dedicated componer®r{fice), which
allows implementing a suitable hydraulic resistance

All the several core subsystems have been eventt@tinected. In particular, the mutual influences
between neutronics and thermal-hydraulics have b&esn into account by means of the above
mentioned feedback reactivity coefficients représenn the Modelica language through dedicated
connectors. As shown iRigure 3.2, blue, grey and rednnectors allow carrying the information
about lead, cladding and fuel thermal behaviouroider to allow for their influence on the

neutronics.

3.1.2. Hot and cold pool

The coolant hot and cold pool models (narkied _poolandCold_poo) have been implemented by
employing suitable components describing free-sertaylindrical lead tank (responsible for most

of the large thermal inertia characterizing therailesystem), on which mass and energy balances
have been taken, assuming that no heat transfarrgycexcept through the inlet and outlet
boundaries.

3.1.3. Hot and cold legs

In order to represent the hot and cold connectimsple one-phaskeadTubecomponents have
been employed (namedliot leg and Cold_leg. One-dimensional flow models have been
implemented, neglecting thermal dispersion, to priypconsider the time delays due to transport

phenomena between the core and the SG, and bethee&& and the cold pool.

3.1.4. Pumps
As far as the primary and secondary pumps are coedgeideal flow rate regulators have been

employed.
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3.1.5. Steam generator

Due to its non-conventional bayonet-tube desigreféort has been spent to develop a specific
component representing the ALFRED SGs (Figure 2&implified treatment has been opted for,
based on a rigorous one-dimensional descriptidhefctual geometry, which has been reproduced
by adopting different tube models connected togethe such a way, the relevant feature of
reusability in the Modelica language has been etquo Indeed, a-causal modeling and
encapsulation are a strong incentive towards thesldpment of libraries of general-purpose
reusable models. For this reason, the same tulsedban a certain set of equations, can be
employed in several contexts and extended thranigéritanceby adding further equations. After
entering the SG, water flows down in the slave t(figure 1.4) and there is no heat exchange
neither thermal dispersion, thanks to the effecimgilation provided. Thus, water conditions at the
SG inlet and at the bottom of the tube are the s&wmiethis reason, the transport phenomena in the
first part have been neglected and the feedwatgeibbhan simulated to flow directly in a counter-
current configuration, exchanging thermal powervwitie external lead. The component geometry
has been substituted with concentric tube bundl@sdounter-current flow configuration where the
pressure drops are concentrated at the bottom eofb#tyonet tube (i.e., where the fluid flow
reverses). A turbulent, lumped pressure drop mbhdelbeen assumed, proportional to the kinetic
pressure. As far as the water side is concernéuhe allowing to describe a two-phase fluid has
been selected, adopting averaged densities indlghlourhood of phase changes so as to avoid
non-physical simulation artefacts due to phase ghahscontinuities at the model nodes. A two-
phase homogeneous model (i.e., with the same welfaei the liquid and vapour phases) has been
adopted. Waterside convective heat transfer coefiis have been evaluated by implementing the
Dittus-Boelter correlation for one-phase regionsd dhe Kandlikar correlation for the boiling
region (Todreas and Kazimi, 2012). According to ldtéer correlation, the two-phase heat transfer
coefficient, hrp , is equal to the larger df;p ypp and hrpcpp, i.€., the two-phase heat transfer
coefficients in the nucleate boiling dominant andwective boiling dominant regions, respectively.

These coefficients are given by the following equre:

hTP,NBD = 0.6683 - CO_O'Z(]. - xv)o'sf(FTLo)hLo + 105803007(1 - x,,)O'BFFthO (312)

hrpcpp = 1.136 - Co™%%(1 — x,) 8 f (Frpo)hyo + 667.2B0%7 (1 — x,) %8 Fg by (3.13)

where Co = (d;/dy)%°[(1 — x,,)/x,]°® and Bo = q"/w-i,; are the convection and boiling
numbers, respectivelyy,; is the fluid surface parameter that incorporahesdffect of surface and
fluid properties, and allows to take into accouiffiedences in nucleating characteristiag, is the

single-phase heat transfer coefficient with alwflas liquid. The functiorf (Fr,o) is a Froude
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number with all flow as liquid. This parameter agklres the stratified flow region. On the lead side,
the component describing the behaviour of a sipykese fluid, previously used for the core model,
has been adopted. Convective heat transfer cagffcinave been evaluated by implementing the

Ibragimov-Subbotin-Ushakov correlation as well.

Component Description

Water_side Tube model describing the water flowing

Conv_water Component that describes the convective
heat transfer on water side

Gap_He, Components allowing for the conduction

Outer_tube, phenomena  within the different

] E £ @ flgt g Outermost_tube interfaces
_‘§ E = 1,(% = ,; | = - § § &5 E Swap Component that allows to reproduce the
- - - o - counter-current configuration.
Conv_lead Component that describes the convective
heat transfer on lead side
Lead_side Tube model that describes the lead
6 flowing

Figure 3.6. ALFRED SG object-oriented model.

The multiple wall interfaces have been modelled dnopting different conductive-exchange
elements, in which thermal resistance is computedrding to the formulation of Fourier equation
in cylindrical coordinates, while the heat capacgylumped in the middle of the tube thickness.
Dedicated components have been implemented tosemreach interface constitutive layer (i.e.,
insulating layer, outer tube, helium gap, outernmobe). Besides, thideatTransfecomponent has
been used to evaluate the convective heat exchangboth water and lead sides, a Swap
component has been adopted to allow for the couwmtegent configuration. In this way,
temperature and flux vectors on one side are svwehpi respect to the ones on the other side.
Furthermore, only one SG with a suitably rescalaahlmer of tubes guaranteeing a thermal power of
300 MW, (instead of the actual eight 37.5 MVBGs) has been considered.

3.1.6 Outlet header
The steam coming out from the SG is suitably ctdiédn a header, i.e., a well-mixed chamber

having no pressure drop and no energy exchangetlgtenvironment which allows to dampen any

pressure transient limiting their impact on thedibans of the steam that flows into the turbine.

3.1.7 Attemperator
An attemperator has been foreseen between thd be@eer and turbine, i.e., a reduced water

mass flow rate at saturation conditions which ideatito the steam flow. In this way, it is possible
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to promptly limit the steam temperature at the inghnlet keeping this variable of interest as elos
as possible to its nominal value (450 °C).

>

Bypass

=

T_feed

G water

Figure 3.7. ALFRED reactor secondary side.

3.1.8 Turbine

Particular attention has been paid to this comppmemich is fundamental to properly account for
the actual electrical power provided to the grigl,itaconstitutes a crucial parameter in a control
perspective. The component selected for the turbioeel describes a simplified steam turbine
unit, in which a fraction of the available enthalirpp is disposed by the High Pressure (HP) stage,
whereas the remaining part by the Low Pressure @) with different time constants. A valve
governs the overheated steam mass flow rate padsimggh the turbine. By adopting a simplified
approach, choke flow conditions have been impodedhe ratio of upstream pressure to
downstream pressure is higher than the criticabrét. = 0.5), in the section of maximum
damping of the fluid vein a sonic shock wave isdoimed (Dolezal and Varcop, 1970). In this way,

the inlet steam mass flow rate does not depent@ddwnstream pressure:

Pup — P
—ip “cown > down X = w, =A4, ’duppup (3.14)
up

Given that for the superheated steam is possitdedpt the approximation,

ds, (P)p = Kp? (3.15)
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It is obtained

w, = k,p (3.16)

Accordingly, the steam mass flow rate is regardegpqrtional to the inlet pressure and
governed by operating the turbine valve admisssystém input), not by throttling (i.e., no loss of
thermodynamic efficiency occurs).

3.1.9 Bypass

After having passed through the SG, downstreanh@ftémperature sensor, the steam mass flow
rate can be subdivided into two ways (Figure 3The former is a pipe that leads to the turbine,
whereas the latter constitutes a bypass that biresads to the condenser. This “alternative way”
performs a very important function in particulareagtive conditions of the secondary side, when
the reactor is operating at very low power levels;h as during the start-up phase. Indeed, when
the thermal power from the primary circuit is noffiient to ensure the steam nominal conditions,
the flow is directly disposed to the condenser \oid jeopardizing the integrity of the turbine,
which cannot process an incoming fluid in such adons. On the other hand, when the power
level allows to obtain overheated steam, it is fmbs<go let it flow to the turbine, while the bysas

way is progressively closed.

3.2. Simulations and results

The reactor response to typical transient initetbas been investigated. In particular, three
scenarios have been simulated, i.e., feedwater flmgssrate reduction, turbine admission valve
coefficient variation, and Unprotected TransienOsferPower (UTOP), starting from nominal full
power steady-state operating conditions. The tewkbbped in the present work allows simulating a
transient of 2500 s requiring a computational twhéss than 30 s (2.20 GHz with 8 GB memory),

hence turning out to be suitable for control-orgehpurposes.

3.2.1. Feedwater mass flow rate reduction

The dynamic response of the system to a 20% stepctien of the feedwater mass flow rate has
been investigated. This transient is particulaghgvant in a control perspective since the feedwate
mass flow rate may be considered as one of the pmnostising control variables for the regulation
of the lead temperature in the cold pool. In patég this variable of interest has to be keptlasec

as possible to its nominal value. The main outcoaidhis simulation scenario are the assessment

of: (i) the dynamics of the transients, (ii) théluence of the feedwater mass flow rate on the lead
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temperature in the cold pool; (iii) the compliance the other variables of interest with the

operational or safety limits; (iv) the coupling Wween the primary and the secondary circuit. Indeed,

the feedwater mass flow variation affects the sdaon circuit, the steam generation and the

electrical power production as well. Moreover, e tommon practice for nuclear reactor control,

after an enhancement of the power request by #wariglal grid, the feedwater mass flow rate is

usually enhanced to fulfill the load demand. Fasthreasons, it is relevant to investigate thetplan

dynamic behaviour, following a feedwater mass fltate variation.

185

- -
| [+=]
(%2 (=]

SG Pressure [bar]
3

- -
4] o
(=] (%3]
T

-

™~

(2]
T

—
S
oo

S
[=7]

[2a]

F-y

[=r]

(=)
T

-

[44]

(2]
T

F-y

on

o
T

ES
.

Average Lead Temperature [°C]
o

448 500 1000 1500 2000 2500
Time [s]
(c)

305

00—y b

Thermal Power [MWV]
2
(=]

500

1000 1500 2000

Time [s]

(e)

2500

430

SG Outlet Temperature [°C)
Y - - = =
[=] = - %) [
(%3] [=] (%3] (=] (%3]

B
(=]
[=]

398

1000 1500

Time [s]

(b)

500

Net Reactivity [pcm]

1120,

1000 1500

Time [s]

(d)

500

Average Fuel Temperature [C]

1110F

1100f

1090F

1080p

1070p

1068

1000 1500 2000

Time [s]

()

500

2500

2500

53



500 v v v v 500

+

[<=]

[=]
T

-y
w
[<a]
T

F-y

[==]

o

T

Steam Temperature [°C]
F3 -
=] =
(=] (=]

Core Outlet Temperature [°C]
£ ey
==} [4=]
(%3] [=]

-
wn
(=}

< H N N 44 i i i i
5 500 000 1500 2000 2500 g 500 0001500 2000 2500
Time [s] Time [s]

(9 (h)
Figure 3.8. Output variables evolution after a feediater mass flow rate reduction: (a) SG pressure véation; (b)
lead SG outlet temperature variation; (c) averagedad temperature variation; (d) net reactivity variation; (e)
core thermal power variation; (f) average fuel temgrature variation; (g) core outlet temperature variation; (h)
steam temperature variation.

For the first 70 s, the only component affectedh®syperturbation is the SG itself, while in the
second part of the transient SG and core are dyramyipled in virtue of reciprocal feedbacks.
Since the other operating conditions are not medifthe turbine admission valve is not operated),
the first consequences are a nearly step-wise yrmeessduction in the SG (Figure 3.8a), a global
worsening of the heat exchange conditions becalue @wombined effects of a reduced mass flow
rate and a narrower temperature difference betwpeemary and secondary fluids. Therefore, an
increase of the lead temperature at the SG outletirs (Figure 3.8b). When the hotter coolant
begins to flow into the core, the average leadpemature increases (Figure 3.8c), inducing a
negative reactivity insertion (Figure 3.8d) thaads to a reduction of both core power and fuel
temperature (Figure 3.8e -Figure 3.8f). Nevertieléise coolant core outlet temperature (Figure
3.8g) undergoes an increase, even if smaller thannilet perturbation, and consequently hotter
lead flows towards the SG inlet. The feedback ® BoP is evident when examining the steam
outlet temperature evolution (Figure 3.8h). Inded@dfises almost instantaneously after the
perturbation and, when the core power starts dsitrgait continues increasing but exhibiting a
smaller and smaller gradient, consistently withpghegressive thermal power reduction, to the final
steady-state condition. As far as the system dyoaesiponse is concerned, it is possible to assess
the time constants characterizing this plant, wtaoh key parameters for the development of the
reactor control. In addition, relevant outcomesaemning the control action necessary to satisfy the
operational constraints are highlighted. In paféicua strong control action has to be carriediout
order to keep the SG pressure as close as podsiblts nominal value (180 bar) avoiding
depressurization. The same attention has to betpdite steam temperature since hotter (or colder)

vapour condition can jeopardize the turbine stages.
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3.2.2. Turbine admission valve coefficient variatio

In order to study the system behaviour after a ghasf the grid request, the system response
after a 10% reduction of the turbine admission edlew coefficient has been simulated. This is
another fundamental transient for the control desimce it allows evaluating the possibility of
performing load-frequency regulation according e tgrid demands by adopting this kind of
reactor. In particular, in case of power decredise,power regulation is achieved by closing the
turbine admission valve. In this way, a lower steaass flow rate circulates in the turbine and a
lower mechanical power is available to the altevnaAs far as the SGs are concerned, the pressure
increase following the valve closing is compensdigda simultaneous control action performed
both on feedwater mass flow rate and control rodsrder to balance the power produced. This
transient is relevant in the control strategy dabn and characterization because of ALFRED is
meant to be employed as a NPP connected to thieiedégrid.

The first consequence of the performed perturbai@n instantaneous pressure rise within the
SG (Figure 3.9a) since in the simulated transiecb@dinated control strategy is not carried out.
Because of the secondary fluid sudden comprestientemperature difference between primary
and secondary fluids decreases and a lower powasfar occurs, inducing a lead temperature
enhancement at the SG outlet (Figure 3.9b). Thaiegsegative reactivity insertion (Figure 3.9¢)
determines a core power reduction (Figure 3.9d)toAhe coolant core outlet temperature (Figure
3.9e), an increase is observed even though sligiderthe one at the core inlet.

It is worthwhile discussing the behaviour of theash temperature (Figure 3.9f). In the first
part of the transient, its evolution is charactdiby the typical dynamics of a stand-alone SG. The
initial sudden rise is due to the fact that thébitue admission variation causes a mass flow rate
reduction and, at constant thermal power excharthedsteam gets hotter and hotter. Nevertheless,
the overall tube is immediately affected by thesptee change and by the consequent saturation
temperature increase, and therefore the overheaggoh within the tube gets shorter and the steam
temperature decreases. After 70 s, the SG begirteipieg the effects ensuing from the core
evolution and then, according to the core outlatlleemperature, the steam temperature increases
until the system settles at a higher new steadg-si@ue. The main outcome of this simulation is
that, in virtue of the values assumed by the retgtieedback coefficients, the ALFRED reactor
response following the turbine admission valve atésh can be considered similar to that of PWRs
(“reactor follows turbine”), though the charactédstime constants are definitely longer. It is
worthwhile to remind that, even this similarity withe classic and well-known PWR concept, the

control scheme developed for the PWRs cannot biedgias it is” to the LFRs due to the different
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constraints to be fulfilled (e.g., the lead tempam@ in the cold pool has to be kept as close as
possible to 400 °C).
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Figure 3.9. Output variables evolution after a varation of the turbine admission valve coefficient: §) SG
pressure variation; (b) lead SG outlet temperaturevariation; (c) net reactivity variation; (d) core thermal power
variation; (e) core outlet temperature; (f) steam émperature variation.
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3.2.3. UTOP

A control rods extraction corresponding to a 20 mtep reactivity variation (Figure 3.10a) has
been simulated. This is an interesting operatidraisient to be evaluated since it involves the
dynamics associated to the handling of the comtrdd, and how this kind of perturbation has effect
on the rest of the plant. This core-driven simolatdetermines an immediate feedback to the SG
due to the coolant core outlet temperature enhaecenihanks to the presence of the pool, the
action of the SG on the core, consisting in andase of the coolant core inlet temperature, is
delayed and softened.

As far as the first part of transient is concerrtbd, behaviour of the system is the same as if a
stand-alone core simulation were performed. Indegdr the step-wise insertion of reactivity given
by control rods the power suddenly increases etihipthe typical prompt jump behaviour and,
after a small decrease, reaches the steady sigte€F3.10b). The reactivity insertion in the core
affects the SG as a temperature enhancement tdadiecoming from the core (Figure 3.10c). As a
direct consequence of the improved heat exchangditcans due to the hotter primary fluid, the
steam temperature increases (Figure 3.10d). Thgtbhange of the steam density determines a
perturbation in the SG pressure (Figure 3.10e)ckwvikends when the primary circuit reaches a new
equilibrium condition. The higher thermal power deypromotes an enhancement of the lead SG
outlet temperature (Figure 3.10f). As far as theedwehaviour is concerned, the MOX-based fuel
elements, because of the low thermal conductiviyse a stepwise increase of fuel temperature
and, consequently, of the coolant average tempemt(Figure 3.10g-h), after the reactivity
insertion. This response produces an immediatebBedon the system due to the Doppler effect
and to lead density contribution, which cause amgtbinversion of the reactivity evolution that

quickly gets back to zero.
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Figure 3.10. Output variables evolution after a ste reactivity variation, (a) net reactivity variation; (b) core
thermal power variation; (c) core outlet temperature variation; (d) steam temperature variation; (e) & pressure
variation; (f) lead SG outlet temperature variation; (g) average fuel temperature variation; (h) averge lead
temperature variation.

3.3. Concluding remarks

In this Chapter, the development of the overalhptiynamics simulator oriented to the design
of the ALFRED reactor has been presented. Theresiof the object-oriented modelling language
Modelica have been exploited in order to obtaireey\flexible, straightforward, and fast-running
simulator aimed at performing dynamics analysestasting in prospect of the control strategies
proposed for ALFRED. The simulator has been bujitagsembling different components from
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available libraries, and some of them have beeaifspaly set up to describe the ALFRED reactor
configuration. Particular attention has been paithe assessment of the reactivity feedback and to
the bypass way with the purpose to use the simuldsm for reproducing the system behaviour
during other operational modes (e.g., the readimt-ap). The transport delays and the thermal
inertia typical of LFRs have been allowed for trgbuhe adoption of dedicated components. In
addition, the innovative SG bayonet tube and thE Bp to the turbines have been modelled. After
having described the main system components anelimgdassumptions, the reactor response to
typical transient initiators has been investigatssia major outcome of the dynamics analyses, the
coolant cold pool and the time delays have turngidt@ play an essential role in determining the
system characteristic time constants due to itsldorental delaying and smoothing action on the
lead core inlet temperature. Results confirm thengt coupling between core and SG, pointing out
the characteristic time constants of the variousanent responses. The simulator has allowed
obtaining accurate information on both transierttaw®our and new equilibrium values following
any perturbation concerning the main control vdeisb The outcomes of the free dynamics
simulations will turn out to be useful to develdarmi control strategies. In this prospect, thamks t
the possibility of linearizing the constitutive edions of the model ensured by the Dymola
simulation environment, it is possible to get tloeresponding transfer functions necessary for the
tuning of controllers (i.e., a classic proporticirdegral-derivative). Secondly, this reliable toall

be employed to assess the validity and the fedgibil the proposed model-based control strategies

through the simulation of controlled operationahsients (see Chapter 4 and Chapter 5).
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4. Full power mode control scheme definition

Outline

The preliminary investigations on plant dynamiceistdute a reliable basis for the definition of tsinle
control strategies. As far as the regulator confegion is concerned, a decentralized control schdras
been considered in virtue of its simplicity of iempkentation, and of its robustness towards singlerob
loop malfunctions. In order to select the mostatiife pairings (given that for the considered systeeither
prior experience nor operational data are availakled it was not possible to adopt the LWR procegure
well-proven investigation tools have been employedarticular, preliminary indications concernindpe
interactions between system variables have beeposiga by the outcomes of the Relative Gain Array
(RGA). Diffusely employed in industrial applicatiprthis approach has been applied to verify thetmos
efficient control action for each process variableinterest, dealing with an issue that for LFRS mever
been studied yet. The performed analysis has sliosvimportance of adopting the lead mass flow nate
the primary circuit to regulate the lead temperatun the cold leg, allowing to decouple the sabetgcerns

of the primary circuit from the BoP demands. Howefgr the ALFRED reactor, it has been decided dvéh
the lead mass flow rate fixed to its nominal valadeed, operating the reactor with nominal massvftate
also at reduced power levels ensures benefitséstituctural materials, since they would operatdoster
temperatures with consequent positive effect orosmn concerns.

As a last step, the ALFRED control system configomahas been finalized. The regulator design hesnb
developed based on a feedforward-feedback scheeigfaur closed feedback loops with implemented
Proportional-Integral (PI) controllers and a feedfeard action involving the feedwater mass flow rate
which allows a more effective lead temperature @nih the cold leg, supporting the control action
performed by the dedicated PI.

The main results have been published in:

« Ponciroli, R., A.,, Cammi, A., Lorenzi, S., Luzzi, 2014. A preliminary approach to the ALFRED
reactor control strategyln: Progress in Nuclear Energy, http://dx.doi/t€g1016/j.pnucene.2014.01.016
(In press).

« Ponciroli, R., A., Cammi, A., Della Bona, A., Lo@nS., Luzzi, L, 2014Development of the ALFRED
reactor full power mode control systeimn: Progress in Nuclear Energy (submitted).
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Introduction

The design of a NPP control system is a multi-spepcess whose final result is the
implementation and the assessment of the dedicateiollers. In this perspective, as a first step,
the asymptotic system stability of the ALFRED readtas been proven and the system robustness
at different operational conditions has been asse@Shapter 2). Secondly, the reactor dynamics
has been deeply investigated since these aspecfaratamental for the study of the overall plant
performance. A one-dimensional, object-orientedutator has been developed by adopting the
reliable, tested, and well-documented Modelica lmgg (Chapter 3). Different design-basis
transient scenarios have been simulated to chamctéhe system dynamic response and to
evaluate the most effective inputs and their iniltee on the output variables to be controlled,
obtaining useful guidelines for the control systeefinition. These preliminary investigations
constitute a reliable basis to develop suitabldrobstrategies.

As far as LFRs are concerned, the control appradoipted in acknowledged reactor concepts,
such as LWRs and SFRs, cannot be immediately apglie to the different features related to the
use of lead as coolant, and resulting in sevenrastcaints on control and controlled variables. Give
that for the considered system neither prior exgoee nor operational data are available, it has bee
considered necessary to adopt a quantitative wellgm tool. Therefore, the indications provided
by the simulation of the system governing dynantiese been supported by a quantitative
technique such as the Relative Gain Array (RGA)hoet(Bristol, 1966). This tool allows deriving
the most efficient control strategy starting frohe tconstitutive equations of the physical system.
Through the RGA approach, it has been possibledahiate the impact and the effectiveness of two
different control strategies, based on differenmitad variables, and to compare the performance of

the proposed control solutions.

4.1. Pairing selection among control and controlledgariables

Generally, most of the physical systems may be flextias Multiple Inputs Multiple Outputs
(MIMO) systems. Since each input performs an infee on the output variables, systems are
usually regarded as coupled. These physical banddyslimit the direct application of the control
techniques developed for Single Input Single Ou{fISO) systems (Skogestad and Postlethwaite,
2005). There are two main approaches for contilitultivariable systems. A possible solution is
represented by theentralized schemshown in Figure 4.1a. A dedicated block (indicavath
A(s)) allows treating the MIMO system as if it wetenstituted by several uncoupled SISO
systems, balancing the undesired cross influeneeselen inputs and outputs. Nevertheless, such

an option cannot be adopted if the system presemtsninimum phase behaviour and/or pure time
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delays as in the case of ALFRED reactor (Chapterlr2many cases, these severe limitations
suggest to employ a different approach, knowrdesentralized contro{Figure 4.1b), hence the
undesired couplings between input and output cateotompensated. In such a scheme, the
selection of the most effective input (u) to cohtaospecific output variable (y) are performed
according to the level of interactiopgirings selectiop Even if the performance of a decentralized
scheme is poorer than the one of a centralizedsehthis configuration allows overcoming many
limitations. In particular, the operation and meamdance of controllers are favoured by the
simplicity of their implementation, and the resudfisystem is robust with respect to malfunctioning

of the single control loops.
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Figure 4.1. Representation of a centralized contradcheme (a), and of a decentralized control scheri®. In
particular, the physical process to be controlled®(s)), the several implemented controllers@(s)), the system
output variables (y;), the corresponding set-pointsy;), and the system input variablesy) are shown.

4.1.1. Relative Gain Array matrix pairing technique

In a decentralized control scheme, the first steganstituted by the selection of the most
effective pairings between control and controlleatiables. Accordingly, the input showing the
most relevant interaction with a certain output] ah the same time not significantly affecting the
behaviour of other variables of interest, constguhe ideal candidate to achieve a feedback dontro
loop. Interactions among variables constitute acttiral feature of the system, and the best hints
for the coupling can be derived by analysing thee fdynamics response of the plant. These
indications can be supported by dedicated techsiggiech as the RGA (Bristol, 1966), which has
been widely used in several industrial fields idahg chemical processes and power production
(Papadourakis et al., 1987), and recently adoptetuclear applications as well (Guerrieri et al.,
2013). It is a heuristic approach which allows dweiaing the most efficient input to control each
process variable of interest. In addition, it po®s useful suggestions about how the decentralized
control system has to be structured. The RGA metbonhitially considered as a quantitative
measure interaction at zero frequency for asynqaliyi stable processes, represented through a
square transfer matrix (e.g., the number of inpstsequal to the number of outputs). The
information provided by this measure may be adomteduclear plant control system since the
characteristic bandwidth is usually composed of Vew frequencies.
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The effectiveness of a feedback control loop camésmessed by characterizing the MIMO
system behaviour both iopen loopandclosed loopconditions. As far as the open loop gain is
concerned, considering the system at equilibriumdamn for fixed constant values of control
variables, a step variation of amplitughke; on a certain input; is carried out, causing a variation of
the quantitydy;,,, of each output variablg; (Figure 4.2a). The open loop gain is defined as

5}’j0L

9ji = G;i(0) = —< (4.1)

whereGj; (0) is regarded as the gain of the transfer functetvberu; andy;. Instead, for the
closed loop gain, it is assumed that, against dngesvariation obu;, an action is performed on all
the other input variables in order to keep all thieer outputs fixed, except fgf, thanks to the
action carried out by the other inputs (Figure .26 the variation ofy; in closed loop

configuration is indicated withy;c,, , the closed loop gain betweepandy; can be defined as

b = 53’jCL

L

If the static gain for the open loopg{) and for the closed loop() are evaluated for all the
input-output pairs, the matrix of relative gaiasthe RGA matrix, can be derived. This matrix can
be regarded as a quantitative measure of the myput interaction at zero frequency for

asymptotically stable processes. In particular, éleenentsi;; of this matrix, namely the relative

gain of the pair;, y;), are defined as:

Aji = o (4.3)

In a control system design perspective, when theevaf al;; element approaches unity, there
is a fair interaction that can be exploited, wheréadhe value of a;; element approaches zero the
involved variables can be considered uncouplethefmatrix element;; is negative, it means that

the control action may produce opposite effectsht desired ones on the controlled variable,
depending on whether feedback control loops involyer output variables or not (Skogestad and
Postlethwaite, 2005). It is possible to demonsttiét the calculation ok can be made adopting

the relation

A(G(0)) = G(0) ® (G(0)™))T (4.4)
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where® represents the Schur product ghstands for the operation of matrix transpositione of
the main practical advantages of the RGA matrithét it produces acceptable results even if it is
evaluated from the static transfer matrix of thetem. Despite the RGA is derived fraip(0), its
outcomes provide satisfying results for system dyinaresponse as well, characterizing its non-

zero frequency behaviour.
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Figure 4.2. Representation of an open loop responge), and of a closed loop response (b). In partitar, the
physical process to be controlledG(s)), the system output variablesy{), the corresponding variation @), the
system input variables (i), and the corresponding variation @u;) are shown.

4.1.2. Non-square Relative Gain matrix pairing teiciue

In common applications, the RGA matrix cannot alsvag applied since the physical system
must have the same number of inputs and outpudeed most of the systems present a number of
outputs which is higher than the number of inpatsj thus it is necessary to redefine a formal
procedure so as to perform the pairing selectiaichS method allows obtaining a relative gain
matrix for non-square systems (i.dgn-square Relative Gain arral)NRG) (Chang and Yu, 1990),

which is indicated witm\T, and can be evaluated through the following retati

A(G(j®)) = 6(i®) ® (GGa)T)" (4.5)

whereG(jw)T is the Moore-Penrose pseudo-inverse&z@its). In this case, the pairing process is

performed in two phases:

» squaring down of the original system (i.e., disrdgay the less relevant outputs in order to
obtain a square input-output matrix)

» choice of the input-output pairs.

The squaring down is performed by computing the sdirthe elements on each row of the
NRG matrix which produces the Row Sum (RS) vecldre outputs associated to the largest
figures of the RS vector are the most influencedsohby the inputs variation and thus the most
relevant in a control perspective. At this poitie tthoice of the pairs can be made either through

the RGA matrix of the reduced system or throughNR&G matrix after having removed the rows
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related to the outputs considered useless forahta adopting the same selection criterion used |

the RGA approach.

4 power

- -
Pump_Pb

T feed

o .]L-vji. > Th_power

RN

" Core

G_water

Cold_Pool

T cold_leg

—>

Cold_leg

Pump_W

Figure 4.3. ALFRED reactor model configuration. Inparticular, the primary circuit lead mass flow rate is
either considered as a control variable or as a sign parameter.

4.2. ALFRED control strategy definition

In a NPP, the most important variable to be col#dois the thermal power produced within the
core. As far as the conventional part of the piamibncerned, the other controlled variables age th
SG pressure and the steam temperature at the @unbliet, which should be kept as close as
possible to their respective nominal values. Thennaavantages of running the SG at constant
pressure (i.e., the current procedure in the Rankytle-based power plants) is the possibility of
quickly varying the power produced so as to be tthfp the load demands, and the possibility to
avoid thermo-mechanical stresses in the SG atJasdtions.

As far as the ALFRED primary loop is concerned, tbatrolled variable which is subject to
the most severe constraints is the lead temperatréhe SG outlet, called alsocold leg
temperatureIndeed, the control of this variable of interssparticularly concerning, since it has to
be set in a narrow range. Low temperatures maytteaddegradation of structural steels due to the
embrittlement enhanced by fast neutron irradia(B80 °C, lower limit). On the other hand, if the
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lead temperature rises too much, the reactor vesagl overcome the design limits concerning
thermal creep (420 °C, upper limit).

As common in the NPP experience, the system hasduout to baunderactuatedi.e., the
manageable inputs are fewer than the variableset@dmtrolled. Among the possible control
variables, the coolant mass flow rate in the primlaop constitutes a key-issue in the definition of
the control strategy for the ALFRED reactor. Ondhed major efforts in the development of LFR
concept is the design of pumps which operate ihljigggressive lead environment. In the reactor
layout, the coolant is currently envisaged to beedr by axial pumps requiring a constant number
of revolutions per minute. Moreover, working at noat mass flow rate also at lower power levels
than the nominal one brings benefits as far actsiral materials are concerned, since they would
operate at reduced temperatures with consequertivpogffects on corrosion. Despite these
considerations, it may be worthwhile considering plossibility of adopting the lead mass flow rate
in the primary loop as a control variable to ensuraore flexible reactor operation. Therefore, two
control schemes have been studied in order to atalihe consequences on the control system
definition of considering it either as a systemunpor as a parameter which remains fixed at
different operating conditions.

In order to develop a control system for the ALFRERctor, the object-oriented model of the
entire plant has been linearized around nominabtitom, and then the NRG method has been
applied. Based on both the outcomes of the ALFRiEEP @lynamics investigations (Chapter 3) and
the results of the NRG analysis, a decentralizettrobscheme has been chosen because of the
presence of non-minimum phases and pure time delmisly due to the reactor pool-type
configuration. Two control strategies have beempsed and discussed depending on whether the

lead mass flow rate is considered or not as a aovdriable.

4.2.1. System model linearization

In order to adopt the NRG tool, the object-orientesbdel has been linearized in the
neighbourhood of the nominal power conditions byanseof a useful feature of the Dymola
simulation environment. As a result of this opernatithe resulting model has been expressed by

adopting the matrix-based form of the Linear Timedriant (LTI) systems

{59&(1:) = A6x(t) + Bou(t)

Sy(t) = Cox(t) + DSu(t) (4.6)

Once obtained a 184order system, it is necessary to reduce the sysiesmmore suitable and
manageable size. There are several proceduresdhabe implemented to achieve a satisfactory
order reduction and there are several examplestarature (Moore, 1981; Van Dooren, 2000).
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Hereafter, the methodology adopted by MATLARIll be referred, which provides precompiled

functions to reduce LTI models. It consists in @prapriate coordinate transformation, which allows
obtaining a balanced and equivalent representatiorierms of system state variables, so that
observability and reachability Gramians result ¢oelgual and diagonal (Moore, 1981). The balanced

model that is obtained is then defined by

{53?(1:) = Asx(t) + Bo1i(t) (4.7)

57(t) = C6%(t) + D&ii(t)
where
A=T,7AT,
B=T'B
C=CT,
D=D
The matrix that realizes the change of coordinéiteticated withT,) can be derived according
to the procedure indicated by Laub (Laub et al87)9By removing the undesired states, 4 d&ler
reduced balanced system has been derived. At dms, it is necessary to assess this approximation
verifying that the linearized reduced order modetwres to effectively reproduce the system
response during operational transients. In Figude the same transients have been performed both
on the non-linear model and the reduced linear indde comparison of the respective results for
the variables of interest has confirmed the acgui@cthe approximation. The variables of the
resulting model are quite heterogeneous and incladables such as temperature, position, pressure,
normalized turbine admittance, etc. The systemstout to be ill-conditioned and it is necessary to
scale all the involved variables in order to ge¢ thfferent variations to have the same order of
magnitude. After having normalized the LTI modéie tNRG method has been adopted so as to

verify the level of decoupling of the selected pays.
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Figure 4.4. Comparison between linearized model andon-linear model responses: (a) power transient
following a step input given on the control rods psition (-3mm), (b) pressure transient following a &®p input
given on the turbine admission (+0.1), (c) steam ngperature transient following a step input given onthe
attemperator mass flow rate (+1kg/s), (d) temperatte in the cold leg transient following a step inputgiven on
the water mass flow rate (-5%).

4.2.2. Five input control strategy

As shown in Figure 4.3, the lead mass flow r&eRb is operated as a system input in the 5-
input control strategy. The outcomes achieved bgmeef the NRG method, shown in Table 4.1,
suggest to use this control variable to maintas l¢ad temperature in the cold I€g ¢old_leg
close to its nominal value. In addition, the valuegresenting the interactions between lead mass
flow rate and other outputs are sufficiently lowasoto allow the closure of a feedback control loop
without problematic interactions with other outpatiables.

Table 4.1. Pairing selection performed by means ofie NRG method (5-input control strategy). The rowsn

grey represent the outputs that have been discardedr control purposes, whereas red values represette
elements corresponding to the selected input/outpygairs.

INPUTS

OUTPUTS 54T Gwar | hCR | G Pb kv
T deam | 04169] 00082 | 0.1729] 00274]  -0.0006
T fuel 0.0478]  0.0003 | 0.2683] -0.0008] __ -0.0002
Pressure | 0.0000|  -0.0021| -0.0000] -0.0000] _ 0.9989
G turbine | -0.0000]  0.0986 | -0.0000] -0.0000] __-0.0000
T cold leg|  0.1597| -0.0019| 0.0741] 05911]  0.0007
Th power | 0.2757| -0.0007 | 0.4267] -0.0018] _ 0.0004
T hot leg | 0.1000]  -0.0024 | 0.0581] 0.3841] __0.0009

As far as the remaining control loops are conceriteppears clear that the steam temperature
(T_steanm and mass flow ratef_turbing can be governed by the feedwater temperailirée€d
and mass flow rate§_wate), respectively. On the other hand, the core pdwkr powe) and the
SG pressureRressurg can be regulated by adjusting the CR positionOR and the turbine
admission valve openind\), respectively. Finally, two outputs out of sev&ve been necessarily
excluded in order to control the remaining variabté interest with the available five inputs. In

particular, the fuel {_fue) and the hot legT{_hot_leg temperatures have been left out since they
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are of secondary importance compared to the otlpubvariables in the perspective of controlling
the power plant. Moreover, the poor value of thesiiele pairings induces to eliminate them since

their control would not be very effective in anysea

4.2.3. Four input control strategy

In the 4-input control strategy, the lead mass flate G_Pb is kept fixed at its nominal
value, hence it does not constitute an input. Elael temperature in the cold I€g €old_leg must
be governed by adopting another input, and the NR@omes suggest to use the feedwater
temperatureT_feed, as shown in Table 4.2. This coupling, despitadp¢he only way to regulate
the SG outlet lead temperature, determines a sefissues which complicate the control scheme
design making the system less flexible. First gfvahen the lead mass flow rate is a system input
(5-input control scheme), the feedwater temperatutiee second choice, indicating that the pairing
(T_feed, T_cold_legs less efficient. Moreover, there are technatabconstraints strictly limiting
the feedwater temperature range. In particular,féleelwater temperature at the SG inlet cannot
exceed 355 °C (i.e., water saturation temperataré¢h@ SG nominal pressure) because this
eventuality would produce severe damages to theppuin addition, there is a lower constraint
given by the temperature of lead melting as welbider to avoid local solidification, the feedwate
temperature must always be kept higher than 327Th€se bounds determine strict restrictions on
the use of this input, which can vary between -8&t@ +20 °C with respect to its nominal
conditions.

Table 4.2. Pairing selection performed by means dhe NRG method (4-input control strategy). The

rows in grey represent the outputs that have beenistarded for control purposes, whereas red values
represent the elements that correspond to the seted input/output pairs.

INPUTS
OUTPUTS 54T G water | h CR kv

T deam | 0.3966| 00080 | 0.2098]  -0.0007

Pressire | 0.0000 | -0.0021 | 0.0000]  0.9987
G turbine -0.0000 0.9987 0.0000 -0.0000
T cold leg|  0.1623|  -0.0027 | 0.0586|  0.0012
Th power | 0.3529| -0.0002 | 0.6407|  0.0000
T hot leg 0.0881 -0.0018 0.0908 0.0008

As far as the remaining control loops are concermnieel core power can be controlled by
regulating the CRs positiofn (CR), and the pressure within the S&r¢ssur¢ can be governed by
adjusting the turbine admission valle)( Differently from the 5-input case, the fuel tezngture
(T_fue) does not appear among the outputs since thiahlarcannot be efficiently controlled by
acting on the employed inputs (Table 4.2). For wthat feedwater mass flow rat& (wate) is
concerned, this input has been employed to contmlsteam temperature at the turbine inlet

(T_steam However, as indicated in the NRG outcomes, #well of interaction does not allow
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creating an effective control loop. For this regsmadditional feedforward control action has been

performed, as it will be described in sub-sectidhz!

4.2.4. Definitive ALFRED reactor control scheme

The presented investigations have focused the it@poe of adopting the lead mass flow rate
in the primary circuit to regulate the lead tempana at the SG outlet. In a control-oriented
perspective, this possibility would bring relevdrgnefits to the control of the NPP. First of all,
observing the outcomes of the NRG matrix, suchidngais more effective since it ensures a better
decoupling with the other outputs. Moreover, adupth primary circuit control variable to govern
the cold leg temperature would avoid the necessigmploying the BoP control variables. Finally,
since lead mass flow rate variations are not isttiby so severe constraints, the system would
present a higher level of flexibility during opeaatal transients. However, as it has been mentioned
before, for the ALFRED reactor, it has been decitte#eep fixed the lead mass flow rate to its

nominal value, and then it cannot be operatedwaen¢ a system input.

LEAD TEMPERATURE
CONTROL IN THE COLD LEG
Constraints
Upper threshold: 420°C

Thermal creep affecting the vessel

T cold leg

v Lower threshold: 380°C
Embrittlement of the structural materials

Possible control variables

X Lead mass flow rate Coolant driven by axial pumps whose
restricted operating range requires a
constant number of rotations per
minute.

X Feedwater temperature  The feedwater inlet temperature has to
be kept as constant as possible to damp

oscillations.

[ v/ Feedwater mass flow rate ] /

Figure 4.5. Scheme indicating the concerns related the lead temperature control in the cold leg.

During the project, the necessity of damping pdssibedwater inlet temperature variations
during operational transients has emerged. Othervie feedwater might flow in the SG inlet at
too high temperature (compromising the centrifygahps integrity or causing a thermal crisis), or
at a too low one (leading to a local coolant sétidtion at the SG outlet). Therefore, a dedicated

device to maintain the feedwater inlet temperatiose to its nominal value (335 °C) has been
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foreseen. Accordingly, since both the lead mass flate in the primary circuit and the feedwater
temperature cannot be adopted to govern the leagemture in the cold leg, despite the lower

effectiveness shown by the NRG method outcomesy#ter mass flow rate has been employed.

T_steam

>

Pressure

>

T_hot_leg

Tt Th_power
i} > =
G water i ' /i [}_|_|>
Core
T_cold_leg
Cold_leg
Pump_ W
Input variables Definition Output variables Definition
G_att Attemperator mass flow rate T _steam Turbine inlet steam temperature
kv Turbine admission valve coefficient Pressure SG pressure
h_CR Control rod position T _hot_leg Temperature of lead flowing out the core
G_water Feedwater mass flow rate Th_power Thermal power produced within the corg
T_cold_leg Temperature of lead flowing into the core

Figure 4.6. Object-oriented model of the ALFRED reator. In particular, it is possible to observe the
input/output variables employed in the definitive ontrol scheme configuration.

The definitive configuration for the full power meadontrol scheme foresees four control loops
(Figure 4.7). In particular, the thermal power astrolled through the handling of the CRs, the SG
pressure is controlled by operating on the turl@deission valve, and the steam temperature is
controlled by adding a suitable saturated watersnflasv rate to the steam that flows in the turbine
(attemperatoy. As far as the lead temperature in the cold $egoncerned, it has been decided to
adopt a combined feedforward-feedback scheme, ichwthe more relevant control action is
performed by determining the water mass flow ratthe power level at which the plant is working
through an algebraic relationship, whereas theratewontrol action is performed by the feedback
control loop, always acting on the feedwater mdew frate. The controller block has been

implemented in Simulinkand connected to the nonlinear model exported fbymola”.
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Table 4.3. Full power control loops.

Control variable

Controlled variable

Control rods height( CR
Turbine admission valveky)
Attemperator mass flow rat&( atf

Feedwater mass flow rat& (wate)

Thermal powerTh_powey
SG PressurePfessurg
Turbine inlet temperaturd (stean

Cold leg lead temperatur& (cold_leg

Feedback
Feedback
Feedback

Feedback + Feedforward

Pressure_0
-+
Co—»f o]
Pressure )

m_

T_steam_0

T
H. G_att

T_steam Saturation

Figure 4.7. Definitive configuration of the controlscheme for the full power mode.
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# Th_power

h_CR

—— Pressure

——»T_steam

T_hot_leg G_att

h 4

T_cold_leg

»G_water

T_steam

»h R
H Pressure
pliv

Th_Power

Controller

»G_att T_hol_leg

ALFRED reactor

Output

Figure 4.8. Decentralized control scheme adoptedféd\LFRED reactor control.
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Observing the values in Table 4.4, it can be cateduthat théh  CR/Th_powerkv/Pressure
and G_att/T_steancontrol loops are scarcely affected by the infbeshdue to control actions
performed on other loops. On the other hand, tbp ttevoted to govern the lead temperature in the
cold leg shows non-negligible interactions with esthnputs. In this case, the influence of the
thermal power has been exploited in the implemefgedforward scheme, whereas the influence
produced by theG_att and kv on T_cold_leg must be evaluated and quantified in order to

demonstrate that they do not constitute a probtethe control of this output variable.

Table 4.4. Interaction level evaluation performed lirough the RGA method.

INPUTS
OUTPUTS h CR G_water kv G att
T_cold_leg 0.3565 0.3571 -0.0401 0.3265
T_steam 0.0002 -0.0002 0.0778 0.9221
Pressure 0.0000 0.4456 0.8045 -0.2501
Th_power 0.6433 0.1975 0.1578 0.0014

4.2.5. Controllers design procedure

As mentioned before, for the proposed control sehendecentralized control scheme has been
adopted, i.e., the overall MIMO system can be seea set of SISO control loops independent of
each other. This assumption allows studying seplgraéihe different control loops neglecting the
inevitable interactions due to control actions paerfed on other inputs. In order to govern the
evolution of the thermal power produced within tteee, the lead temperature in the cold leg, the
pressure in the SG and the temperature at thenturblet, the classic control approach based on a
battery of Pl (Proportional-Integral) controllersa decentralized control scheme has been adopted.
The control law for Pl regulators is given by

t

u(t) = Kye(t) + Kif e(t)dt (4.8)

0

whereu(t) represents the action of the controll(t) is the difference between the reference
signal and the instantaneous value of the oufjuts the proportional gain arfj is the integrator
gain. K, and K; have been tuned on the linearized system and théasi been verified that
performance were satisfying in the nonlinear madelvell. These PI regulators are used when the
integral action is essential to provide good staédformance, but, at the same time, the presence o
a zero in the corresponding transfer function sessary to grant a wider bandwidth compared with
the one obtainable by adopting a simple integrébac Moreover, it is important that the error

between the set-point signal (e.g., the power retgd¢ and the instantaneous value of the output
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(e.g., the power produced within the core) vanisheshe end of the transients (Astrom and

Hagglund, 1995).
f R(s) G(s)

Figure 4.9. Regulator and process transfer functiosn

The tuning of Pl parameters has been performedudyisg the respective transfer functions
neglecting the actuators dynamics, according to désired features for the controlled system
response. The overshooting which may jeopardizedhgponents integrity in some cases (e.g., the
SG pressure) and the time requested by the cadrolariable to reach the new equilibrium
condition set constraints on the values of the @maargin {,,) and the cut-off frequencyu(.) of

the loop transfer functioh(s)
L(s) = R(s) - G(s) (4.9)

whereR(s) andG(s) are the transfer functions representing, respelgtithe regulator and the
process to be controlled (Figure 4.9). In this eantthe implemented Pl controllers can be
calibrated using the procedures commonly emplogdte study of the SISO systems. In particular,
for each control loop, the tuning has been camigichy adopting the Bode criterion (Levine, 1996).
Generally, it is necessary to trace the Nyquisgdien of the loop function to verify the asymptotic
stability of the feedback system. On the other haviten L(s) does not have positive real part
poles, the condition expressed by the Nyquist moitecan be verified, taking advantage of the
analysis of the Bode diagrams. After having assegeeapplicability of the Bode criterion for each
control loop, the controllers parameters have beged so as to ensure the loop asymptotic
stability.

Since the controllers properties in terms of praaskgain margin have been evaluated from the
transfer functions of the linearized model arouinel hominal conditions, the control actions have
been optimized for the full power mode. Consequetitle controllers performance will get worse
as the system operates at conditions different fitwenconsidered ones. In particular, operating the
system at reduced loads, the phase margin mayturto be critically reduced, leading the overall
system to become unstable. Therefore, the perfoton@dg of the regulators parameters ensures
large phase margins so as to get satisfying pedocam even in operational conditions quite
different from the nominal ones. In addition, beswf the tight connection between the phase
margin and the damping, the choice of adopting @sicerable phase margin permits to avoid

excessive overshooting during transients. Finabpnsidering the previous constraints, the cut-off
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frequencies have been optimized so as to reduceahsient time of the controlled transients. The
characteristic times of the Pls have been congidlmss relevant in the tuning process since the
stability, the robustness, and the damping of laiwhs in the system controlled response have
been favoured in the control design.

In NPPs, manual control is usually adopted while phant is shut-down and during start-up.
Conversely, after having achieved 40% power leutbraatic control may be initiated. Thanks to
the adopted tuning, the system can be properlyaibed from 40% to the rated power by adopting
the same controllers and there is no need of tuagain the employed PI during the automatic full-

power mode operation (i.e., updating the valuesehdor K, and K).

Table 4.5. PI controllers parameters.

Control loop Controller gain Controller performance
Controlled variable Control variable Ko Ki Phase Margin [°] Cut-off frequency [rad §
T _cold_leg [°C] G_water [kg'§ -6-10" -5-10* 99 3.37-18
Th_Power [W] h_CR [cm] -4.18 -1.10% 110 3.32-19
Pressure [Pa] kv [-] -3-10 -1-108 104 0.5418
T_steam [°C] G_att [kg'§ -1-10* -5.10° 93 0.0833

4.3. Interactions among control loops in the decerdlized scheme

The outcomes of the heuristic criterion based oa MRG method allows adopting a
decentralized control scheme constituted by fo@Csfeedback control loops. Interactions among
the different control loops can be treated as distaces, which can modify the output value
otherwise determined by the corresponding looptfancin this sense, as shown in Table 4.4, the
most problematic loop is th&_ water/T_cold_legoecause of the not negligible interferences.
Nevertheless, the impact of the control rods (lmthermal power) on the lead temperature in the

cold leg has turn out to be useful, since it hanbaEmployed in the feedforward control scheme.

4.3.1. Feedforward control action
The developed scheme has been improved by addewgéorward control action, in which the

water mass flow rate depends on the value of theepexchanged at the SG interface. In order to
point out the importance of this control actionisitworthwhile considering the control scheme in
which the only feedback action is performed bydyjulators. In this case, when the thermal power
produced increases, a lead mass flow rate at highgperature (i.eT_hot_legincreasing) would
flow to the SG. When the hotter lead reaches their3, the heat transfer conditions are not
updated to the new level of thermal power to be@aied. Accordingly, the cold leg temperature

tends to rise up, and only then the PI controltereases the water mass flow rate. Therefore, as
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long as the hotter lead has not passed througB@and the lead temperature in the cold leg does
not rise up, the PI controller does not perform aagtrol action. This is not an effective way to
regulate lead temperature, since the control agdorarried out too late. On the other hand, by
adopting the feedforward scheme, as soon as thefleas into the hot leg, the value of the water
flow is updated, allowing to establish more effeetcooling conditions before hotter lead flows at
the SG inlet. Moreover, the proposed combined sehensures a more limited use by the PI
controller and a non-negligible improvement on phase margin as well. Indeed, in a NPP a feed-
forward logic is often adopted instead of a demsatin order to correct the output for large
variations. The expression of the feedforward adrdction can be obtained from the following

equation

ARTeS - G_water = (T_hot_leg — T_Cold_legref) “cpG_Pb (4.10)

where Ah™ is the reference value for the enthalpy drop altveySG,T_cold_leg™/ is the
reference value for the lead temperature in the &g, and,, is the specific heat of the coolant. It is
worth noting that the SG heat transfer conditiores reot updated according to the variation of the
thermal power produced in the reactor core. Thelevalf the water mass flow rate that allows
governing the lead temperature in the cold legheen obtained from the measurement carried out
on T_hot_leg rather than on the core power (Figure 4.10). édden the latter case, there would be
the risk of producing an overcooling of the leadsm#iow rate with consequent increase of reactivity

and troubling oscillations of the system.

¢ T_hot_leg
v

SG CORE

¢ T_cold leg
G_water

Figure 4.10. Schematic view of the plant.

4.3.2. Evaluation of disturbances on lead tempeeatn the cold leg control loop
The action of the other inputs dn cold _legcan be regarded as interferences affecting the
value of the controlled variable and degrading pleeformance of the control loop. In order to

evaluate the incidence of these effects, ghieciple of superpositiomas been adopted, assuming
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that the disturbance overlaps the undisturbed valube output variable. In particular, the impact

carried out onl_cold_legby the control actions performed on one of theeottiosed loops have

been evaluated. In this perspective, dedicatedsfieariunctions which allow for the interactions

between the control loops and evaluate the damgfilegt ensured by the controllers implemented,

have been introduced.

w 4 U " ~
T >‘T\ > Ry(5) > G1(5) - R(s) Controller transfer function
= G(s) Process transfer function
H(s) “Cross” transfer function
d1 )/ef :
Set-point of the control loop
> Hi2 (s) ,
y Controlled variable
e Error between'§ and y
el u + ¥ u Control variable
2 €z 2 + 2
" }/” > Ry(s) > Ga(5) — d Disturbance
Figure 4.11. SISO control loops and representatioaf the mutual interactions.
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Figure 4.12. Bode diagrams of the different transfefunctions, (a) Bode diagram of theG_water /T_cold leg
transfer function, G(s), which describe the process to be controlledy)(Bode diagram of the closed loop transfer
function, L,(s), for the T_cold_leg control, (c) Bode diagram of the sensitivity fundbn, Sy(s), of the G_water /
T_cold_leg control loop, (d) Bode diagram of the complementar sensitivity function, Fy(s), of the G_water /

T_cold_leg control loop.
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In Figure 4.11, a representation of two generictrabrioops is provided, with the disturbance
performed by the control variable of the first lompthe controlled variable of the second loop. In
particular, the impact of these interferences carewaluated as follows. Denoted by(d), the

cross transfer function is defined as

d;(s)
uq(s)

Hio(s) = (4.11)

The sensitivity functiors,(s) constitutes the transfer function between theendisand the
outputy,, besides representing the transfer function betvwee set-poiny,”® and the erroe,. It
accounts for the filtering action performed by tedicated control loop, indicated with the loop
function L,(s) = R,(s) - G,(s). Indeed, under the hypothesis of asymptotic stabihe feedback
control loop performs a damping effect on the nais@ponents at lower pulsation than the cut-off

frequency.

1 1 y2" (s) _y2(s)

= = = 4.1
1+ Ry(s)G,(s) 14 Ly(s) e2(s) d;(s) @12

Sy(s) =
Another relevant transfer function is the completagnsensitivity functior; (s), defined as

Ri()G() L) _ %)
+RGGE)  1+4L6) W)

Fy(s) = (4.13)

which represents the transfer function between dbiepoint and the corresponding controlled
variable. Finally, the relationship between theesrefice signal input for the controlled variable 1
(i.e., y,7¢") and the resulting control action determined bg tegulator (i.e.u;) has been
considered. Dividing, (s) by the transfer function which describes the cttarsstic process of the
loop 1, G,(s), the transfer function between the set-point oé #ontrol loop 1 and the

corresponding input variable is obtained

F1(5)= Li(s) 1 _ Ry (s) _ y1(5) _u1(5)= uy(s)
Gi(s)  1+Li(s) Gi(s) 1+Li(s) yi"™(s) y(s) 1"/ (s)

(4.14)

Multiplying this expression by the “cross” transfenction, H,;(s), and weighting the result

for the sensitivity function of the control loop£,(s), the overall transfer functiaf(s) is derived

R1(s) Uy (5) d1(s)_)’2(s)_ y2(s)

A= BT 6 BN O NG REACIS

T 1+ L(s)

(4.15)

In particular, the maximum value assumed|B§jw)| over the pulsation range of interest has

been considered. This value represents the nurhéitar for which the value of the set-point for
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the control loop 1y,"¢/, must be multiplied in order to get the disturtesperformed on the

controlled variable of the control loop #;, net of the filtering actions performed by theaiwed

control loops.
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Figure 4.13. Representation of the several transfdunctions which allow evaluating the interactionsbetween the
control loops, (a) A(s) transfer functions represeting the impact of T_cold_leg ", Pressure® and T_steam™ on
the output Power, (b) A(s) transfer functions reprsenting the impact ofTh_Power'®, Pressure™ and T_steam™ on
the output T_cold_leg, (c) A(s) transfer functions representing the impat of Th_Power', T_cold_Ieg"*f,_T_steamrEf
on the output Pressure, (d) A(s) transfer functionsrepresenting the impact of Th_Power'™®, T cold_leg ™,

Pressure® on the outputT_steam.

The transfer functiom(s) represents the influence ¢4 on y,, whether the influence
performed byu, ony; is not allowed for. Indeed, the disturbance preduby the first loop on the
second one is caused in part by the control vaiabland in part by the interference due to the
second loop, and the latter exercises throughitsieldop an interference on the variable of insére
v,. Nevertheless, this additional noise is secongarge its effect is filtered twice by the transfer
functions of the first and second loop, before poag an effect ony,. Therefore, the
approximation of neglecting this contribution camddopted for our purposes a#ifs) represents
the transfer function between™’ ony,.

After having ordered the transfer functions so thhe functions h_CR/Th_power

G_water/T_cold_leg G_att/T_steamand kv/Pressure were diagonal, non-diagonal transfer

functionskv/ T_cold_legand Go/ T_cold_leg have been considered. This verification has been
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performed for the loofs_att/T_steanand for the loogkv/Pressurein order to evaluate the impact
of the two disturbances on the controlled varighleOnce obtained the functiot(s) for both the
control loops, the maximum values assumed by th@setions have been evaluated in order to

provide an upper bound of the maximum interfergroeluced on the controlled variable

2(s) = A() - 317 (5) = Iy Gl < NAGa)Il - ||y G) | (4.16)

On the basis of this inequality, the maximum vaassumed by the module of the transfer
function A(s) in the considered frequency range and, once thee\aflthe variation imposed to the
set-point, it is possible to obtain the desiredargmund (Table 4.6).

Table 4.6. Upper bound of the disturbances performé by the different control loops on each other.

CONTROLLED VARIABLES
INPUT VARIATION
oTh_Power[MW] | 8T_cold_leg°C]| &Pressurdbar] OT_steani°C]
1MW on Powef®' - 0.1827 1.112:10° 0.0172
1 °C onT_cold_le§’ 0.4803 - 0.2259 0.6679
1 bar orPressuré’ 0.1603 0.1528 - 0.6157
1 °C onT_stearff' 0.07609 0.0715 6.91210° -

In order to assess the analytically derived bouadsmplified model, based on the calculated
transfer functions, has been implemented in SIMWTNFigure 4.14). The transients have been
performed imposing to the system the step-wisetgigbown in the first column of Table 4.6. In
particular, as far as the lead temperature evalutsoconcerned, it is possible to see that the

maximum elongations during the transient are cottevdth the foreseen upper bound (Figure
4.15).

(A ——+Power_ref h_CR|
Gwater Power_ref h_CR
kv Noise_Power Noise_Power Power—»( 1
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Figure 4.14. Block scheme employed to evaluate thutual influences of the different control loops on
each other.

81



0.14 0 001

0.1 /-\ 0.14]

o1 / o 'aN -001
g 008 / \ gl 8 //
2 ’ \ g 008 -0.0;

00 2 /
g 00 8 8 om
2 oo / \\ z X

7 N 004
0.0: 00 e V/
0.0; 0 0

00 -
0 1000 2000 3000 4000 5000 4 500 1000 1500 2000 2500 3000 o 500 1000 1500 2000 2500 3000
T Time [s]

(@) (b) (©)

Figure 4.15. Effects on thel _cold_leg due to the different control actions performed bychanging the set-point of
the other controlled variables, (a)T_cold leg behaviour during a transient produced by a 1 MW vaiation
imposed onTh_Power™, (b) T_cold_leg behaviour during a transient produced by a lbar vaation imposed on
Pressure®, (c) T_cold_leg behaviour during a transient produced by a 1 °C vdation imposed onT_steam'™.

4 .4. Rate limiter definition on CRs extraction

In the finalization of the control scheme, aftewnving selected the most effective pairings
between the input and output variables and asséissdevel of decoupling of the control loops, the
actuators design has been carried out. In conystems, limiters are usually set on the rate of
variation of the performed control actions, so asawoid jeopardizing the integrity of the
components. This aspect assumes a dramatic rekewvadPPs as far as the externally imposed
reactivity control loop is concerned (Bernard, 19uring any power transient, prompt criticality
condition must be avoided, otherwise the multipdysystem turns out to be critical without the
contribution of delayed neutrons, and the powerease can no longer be controlled by handling
the control rods. Since the reactivity cannot lreally measured, most operational procedures do
not refer to it. Instead, a dedicated constrainspgscified on the value assumed by thactor
period, which is defined as

. n@®
U T dn/dt

(4.17)

The reactor period must be large enough to alloopming control actions on the system. If
its value drops below a certain threshold, the pdesel increases so fast that the actuators does
not have the physical time to try to govern thellelnging transient. This aspect must be taken into
account in the design of the dedicated controlierioposing an upper limit to the maximum
extraction speed of the CRs. Based on the outcofni® linear stability analysis of the ALFRED
reactor, the Bode diagram of the transfer functietween the reactivity inserted by extracting CRs
and the reactivity due to the different thermaldfegcks has been derived. In Figure 4.16, the
bundle of Bode diagrams of this transfer functisaleated at different power levels (from 30% to
nominal power level) is represented. In particulBgde diagrams for the module can be

approximated by employing first order transfer fiimes (Astrom and Hagglund, 1995), as follows:
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wheret.,, is the reciprocal of the characteristic angulagérency at which the Bode diagram
undergoes a change of slope.
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Figure 4.16. Bode plots for the transfer functionbetween externally-induced reactivity
and system reactivity feedback at different powerdvels.

As far as the reactivity insertion is concernedas been modelled as it would take place in a
continuous way as a ramp. The slope of this rangpblegn parameterized, imposing that the time
necessary to the CRs to insert a reactivity equaht dollarg, ;.. , allows the reactivity feedbacks
to restore criticality conditions.

dprods ﬁ ﬁ

= = prods(s) =
2
dt Trise STrise

(4.19)

where p,,4s IS the positive reactivity induced in the system dxtracting CRs ang,.,;4(s)
represents the corresponding Laplace transformthAt point, it is necessary to find out an
expression that allows associating the state viar@gh,; to the CRs extraction speed. The curve of

integral reactivity shows a sinusoidal dependeridkeoCRs position such as

Proas(X) = Acg - sen(Bcrxcg + Ccr) + Der (4.20)

The positive reactivity insertion rate can be egpeel as function of the CRs extraction speggd,

as follows:

dprods d dprods dprods
Zfrods _ ~ [(Z£rods) = . 4.21
dt dt [( dx ) dx] ( dx ) Vext (4.21)
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Inserting Eq.(4.20) in EqQ. (4.21), it is obtained

dProas _ B =(dprods>_veXt s vext(x)=( B )( 1 ) (4.22)

dt Trise dx Trise dprods /dx

The response of reactivity determined by the ther@adbacks consequent to a reactivity

insertion after a control rods ramp is given byélpression

1 B

— =
1+ STtemp S%Trise

ptemp(s) = G(S) - Proas(s) = (4.23)

Decomposing this expression by means of the Hatevisiethod (Ogata, 2009), it is obtained

ﬁ Ttempz/rrise Ttemp E _ ﬁ i
(1 + STtemp) Trise S Trise sZ

Ptemp (s) =~— (4.24)

Calculating the inverse transform of Eq. (4.24f gystem reactivity given by the thermal

feedbacks is obtained

Premp(t) = [ﬁ TLMD (1 — et/ Temn Ysca(t) - P ram(®) (4.25)

rise rise

If the positive reactivity introduced into the st by handling CRs is added to Eq. (4.25), the

overall system reactivity during the power transigan be finally achieved

P(®) = Proas(®) + Premp®) = B Trteﬂ (1 — e~t/Ttemp)sca(t) (4.26)

rise

The maximum value assumed by this function is etal

PO max =B Ctemp (4.27)

Trise

In order to avoid prompt criticalitgonditions, the system reactivity must not excéedvalue
of one dollar during operational transients. Consadjy, a constraint can be set by imposing that
the maximum values assumed by the reactivity is liggn a certain fraction of the dollar,

represented by a suitable coefficient.

0< Ksafety <1l= p(t)max < Ksafety .B (428)

Substituting in this expression the definition lo¢ tmaximum value of the CRs extraction speed
obtained in EqQ. (4.27) and using the Eq. (4.23% dbtained
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Ksafety B

d
%ﬂ;ds (x) *Ttemp

Ttemp
B

< Ksafety B = Uext(x) = (429)

Trise

Thanks to the results obtained by performing thedr stability analysis of the ALFRED reactor, it
has been possible to derive an upper saturatiahfamthe CRs extraction speed, which has been

implemented in the control scheme. It can be nthtatb,,; is

* proportional t01/Tsemy, i.€., the faster the dynamics of reactivity feadbis, the higher
extraction speed of CRs can be adopted and thertster power transients can be achieved.

» proportional tog, i.e., the higher the fraction of delayed neutrmghe easier controlling the
transients of the system is.

* inversely proportional tdp,,4s/dx, i.e., the higher value of the CRs is, the lovier $peed of

extraction must be.

Table 4.7. Parameters used to evaluate the maximu@Rs extraction speed.

Parameter Value
Ksagety 0.4
B 334.6 pcm
Ttemp 10s

Prods 13 81 penem’
dx

Vet 0.126 cns*

4.5. Controlled system simulation

In order to assess the performance of the develmoedrol scheme, several operational
transients have been simulated. In this work, tivthem have been selected to be presented. The
former consists in a 10 % reduction of the reapmwer from nominal load conditions, while the
latter consists in a 10 % increase of the reaabarep starting from 60% load conditions. For each
transient, the dynamic behaviour of the controNadables (i.e., thermal power produced within
the core, SG pressure, lead temperature in thelegldgteam temperature at the turbine inlet) have
been reported. In Figure 4.17- Figure 4.18, thelirezs represent the set-points of the controlled

variables, while the blue ones are their effectragectories.

4.5.1. 10 % power level reduction starting from mmathconditions
Firstly, the control system effectiveness has biested around the nominal working point,

simulating a step-wise load reduction of 30 MWAs far as the thermal power control loop is
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concerned, the most relevant figure of merit isstituted by the settling time, which is defined as
“the time required for the response curve to remuth stay within a 2% of the final value” (Ogata,
2009). In the simulated operational transientyétie is about 700 s and the definitive equilibrium

condition is reached in 1000 s, as shown in Figut&a.
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Figure 4.17. Controlled responses of the output vaables after a 10% power level reduction starting fom
nominal conditions, (a) Reactor power evolution, (bSG pressure evolution, (¢c) Steam temperature ewdlon, (d)
Lead temperature in the cold leg evolution.

The relevant slowness of the dynamic responserigajya due to the choice of reducing the
control system performance in order to ensure obsystem robustness, but it is mainly a inherent
feature of LFRs. As observed in the free dynamicsiktions (Chapter 3), its characteristic large
thermal inertia due to the pool and the transploeinomena along hot and cold collectors inevitably
influences the controlled system response. On ther dnand, as far as the other control loops are
concerned, the SG pressure reaches a maximum amng&0.15 bar, while the steam temperature
at the turbine inlet never deviates by more tha°@ from its nominal value (Figure 4.17b-c).
Finally, the evolution of the lead temperature la¢ tSG outlet (Figure 4.17d) confirms the
effectiveness of the proposed control scheme, siheevalue of the controlled variable never
deviates for more than 0.25 °C from the set-point.
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4.5.2. 10 % power level increase starting from 80%@ conditions
Secondly, a demanding operational transient has b@mulated in order to test the

performance of the proposed control scheme in glifterent conditions from the nominal ones as
well. After having achieved 60% load conditionsg gystem has been stabilized, and then a 10%
power increase has been simulated. As it can beisdégure 4.18a, the control loop dedicated to
govern the thermal power produced in the reactog sbows satisfying performance even at 60%
load factor, since the power transient can be demsd exhausted within 1000s. It is then relevant
to consider the lead temperature in cold leg cortrap (Figure 4.18b). Even after a 40% load
transient, the adopted control scheme managesrinege¢he temperature of the lead to deviate by

more than 1°C from the reference value.
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Figure 4.18. Controlled responses of the output vaables after a 10% power level reduction starting fom 60%
load conditions, (a) Reactor power evolution, (b) G pressure evolution, (c) Steam temperature evolwth, (d)
Lead temperature in the cold leg evolution.

The most challenging aspect concerns the steametamope at the turbine inlet, (Figure 4.18c).
Indeed, the lead temperature control in the coffiseperformed by operating on the feedwater
mass flow rate in the secondary circuit. Therefdres, not possible to adjust this control variatie
meet the BoP demands. In nominal conditions, amum flow of water is introduced into the
superheated steam mass flow, but during very demg@ncansients at reduced load conditions the

steam temperature cannot be regulated any moreefohe, the under certain load conditions, it is

87



not possible to keep the steam temperature cloge set-point. Finally, SG pressure control loop
(Figure 4.18d) has demonstrated very satisfacterfjopmance, even after a step change in the
power and then after a rather abrupt variationhef water mass flow rate. Indeed, the pressure
never deviates for more than 0.5 bar of the seattpthius avoiding relevant mechanical stress to the
SG.

4.6. Concluding remarks

In this Chapter, the development of the controtesysoperating in full power mode, based on
the well-proven approach of Pl feedback regulatbes been described. For the tuning of the
controllers, it has been necessary to adopt a lasrolinear model. Afterwards, the nonlinear
model has been linearized around full power coond#j its validity in representing system
transients has been verified, and finally the orndmtuction has been performed. After having
described the definitive version of the controlteys and defined the pairings imposed by the
technological constraints of the reactor, the pdoces used for the parameter tuning of regulators
designed to contrdPower, T_cold_leg T_steamandPressurehave been reported. According to the
outcomes provided by the RGA matrix, it has beessjiibe to adopt a decentralized control scheme
given that control loops can be regarded indepdandéreach other, except for tHeé_ water/
T_cold_ledloop, in which the influences of other inputs cainlpe neglected. In this perspective, the
analysis of mutual interactions among loops has bemried out, taking into account also the
filtering performed by the PI controllers, whosaihg has allowed to limit the impact of the mutual
influences. Since the control system has been dedipy adopting the transfer functions derived
by the linearized model, its performance will betisfactory as long as operating in the
neighbourhood of equilibrium conditions. The cadifion of the characteristic controller parameters
has been realized in order to ensure a suitablsepimargin to the loop function. In this way, the
robustness, the efficiency, and the asymptoticilgiabn the basis of Bode criterion of the control
loop have been ensured, even though the systemdwapérate at lower load factors (i.e., in
operating conditions quite different from the ratate). Finally, the effectiveness of each control
action and associated control strategy has bednaggd. In particular, two demanding transients
for the plant have been analysed and a systemnsspgo a 30 M\ increase in the reactor power,
starting from 60 % load conditions, has been sitedlan order to assess the robustness of the
developed control scheme. The obtained results ragdly encouraging, and indicate the
effectiveness of the proposed linear control syst@hose controllers parameters have been tuned
so as to provide a good compromise among perforeyaebustness and safety margins, also in

conditions very different from the nominal ones.
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5. Logic and modulating control for the reactor start-up and
coordination with the full power mode

Outline

Once developed the control strategy for the fulvpomode of the ALFRED reactor, the reactor stant-u
procedure has been studied, laying the basis ferptiteliminary version of the control system arattitee.
As far as the differences will make it possiblehals been considered appropriate to begin from the
experience gained in the operation of LWRs. Then texactor start-up refers to the operational seqieen
whereby all the operating system (i.e., core, primarcuit, pressurizer, SGs, turbines) are broudtum
cold shutdown to full power conditions. Even thotigh attainment of the criticality is a major paot this
process, the coordination of pressure and tempegdtr plant heat-up and the initial steam prodoatiare
fundamental to the plant safety as well. Therefitreas been tried to redefine the paradigm of steet-up

of a conventional reactor in order to adapt it teetconstraints and the needs of a LFR. In commaatige,
the reactor start-up procedure is described byrde§j the initial conditions of each component & fiant
and focusing a sequence of control actions to aethout. However, such a schematic approach dus
allow figuring out quantitatively the problem andpst of all, does not provide information on thatcol
system layout. Hence, the reactor start-up procedas been represented by adopting a synchroniegd P
net (a modelling tool which has several applicasiom industrial field and in safety risk assessmdhis a
useful formalism for the modelling and the analydi®iscrete Event Systems, which allows identifyire
events coming from the plant that enable the se#@mong the modulating controllef$ie most important
advantage of representing the system desired é®olbly adopting such a logic-mathematic formalism i
the possibility of getting hints for the developmeha control scheme that ensure the system tfieede
controlled evolution. Indeed, by adopting the Peatet modelling approach, the architecture of the
supervisory control system has been built as vegllas to coordinate the switching of the considered
operational modes. In this way, a two levels cdnggstem architecture has been developed, nantady: t
“master system” coordinates the plant operationdanding suitable signals to the “slave system’wimich
modulating regulators have been implemented.

The main results have been published in:

. Ponciroli, R., Lorenzi, S., Cammi, A., Luzzi, L.023. Petri net approach for a Lead-cooled Fast
Reactor start-up desigriProceedings of the International Conference @t Raactors and related Fuel
Cycles: Safe Technologies and Sustainable Scen®&fv43), Paris, France, March 4-7, 2013.
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Introduction

Once developed the control strategy for the fulvpomode of the ALFRED reactor (Chapter
4), the issue concerning the reactor start-up phaeehas been studied, laying the basis for the
preliminary version of the control system architeet The expression reactor start-up refers to the
procedure whereby all the system components {iagg, primary circuit, SGs, turbines, etc.) are
brought from cold shutdown to full power conditiprtdose to the load-frequency control. Even
though the attainment of the criticality is a mapart of this process, the coordination of pressure
and temperature during the plant heat-up and titialisteam production are fundamental to plant
safety as well. In the definition of a viable stapt procedure, it has been considered reasonable to
begin from the experience gained in the procedureently adopted in the operation of LWRS, as
far as the differences between these two reactocegis may allow it. In this perspective, it has
been tried to adapt the paradigm of the conventti@ator start-up to the constraints and the needs
of a Gen-lV reactor such as the LFR. In common tgrac the reactor start-up procedure is
modelled by defining the initial conditions of teeveral components of the plant and outlining the
set of operations necessary to bring the systetietdull power mode. However, such a schematic
approach does not provide accurate information tath&ucontrol system layout, and the regulators
ensuring the desired behaviour to the plant.

In this work, a formalization of the candidate prdare for ALFRED reactor start-up has been
carried out by adopting a modelling tool not paréely diffused in the nuclear field, such as Petri
net (Petri, 1962; Peterson, 1981), which instead &everal applications in other industrial
applications. By means of this approach, it is fsdo:

 Identify the different steps to be taken and esthlthe necessary system conditions so that

the control actions can be carried out;

» Verify the possibility to perform two or more opgaas in parallel in the system, in order to

make more efficient the start-up sequence;

» Represent the controlled evolution of the systemrder to obtain hints for the development

of the related control system.
Once the configuration of the controllers to beduseeach operational mode has been finalized, it
is possible to develop the supervisory control eystarchitecture in order to coordinate the
transition from start-up to full power mode. Indedy employing the Petri nets formalism to
describe the system controlled evolution, the gumétion of the control system ensuring the NPP

to follow the envisaged sequence is derived acoghyli
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5.1. Definition of the ALFRED reactor start-up mode
5.1.1. System issues and reactor start-up candidate puoeed

In the development of the reactor start-up proocgdine sequence of operations to be taken and
their synchronization are fundamentally determibgdhe fulfilment of the system technological
constraints. As it has been mentioned in Secti@n the most challenging issue for LFRs regards
the lead temperature in the cold leg. Besidesdwer limit fixed by the melting point (327 °C), the
lead temperature has to be set in a narrow rangeed, the vessel temperature should not exceed
420 °C (negligible creep threshold), whereas theirmim temperature is fixed at 380 °C because
of the embrittlement of the structural materialb@amced by the fast neutron irradiation.

In this perspective, the coupling between the prynaad the secondary circuit during the start-
up and the role played by the latter in this phasetroublesome aspect. For LFRs, this aspecs turn
out to be more challenging than in other reactorcepts because, during the pressurization and the
heat-up of the BoP, the constraints regarding ¢lad kemperature have to be rigorously respected.
Therefore, in-vessel heaters may be useful, prewgat the same time dangerous boosts of positive
reactivity to the reactor core. Nevertheless, sachaggressive environment may jeopardize the
operation of in-core devices. An alternative maycbastituted by the use of an auxiliary system
which feeds the SG with a reduced overheated steass flow rate, preventing lead from freezing
at the interface. This solution has been adopteithiszwork. Since the pool temperature in cold
shutdown mode is close to 380 °C, the water indshperature has been fixed at the same
temperature when the auxiliary system is used.rAtfe attainment of the criticality and the
achievement of a scheduled level of power, thevie¢er inlet temperature is gradually reduced to
335 °C as long as the nominal conditions are rehdienceforth, the feedwater inlet conditions are
not modified any more, the auxiliary system is shtd off and the secondary circuit begins
operating in full power mode. The proposed solutionthe auxiliary system operation has the
advantage of using water flow rates, temperatunes pmessures which are close to the nominal
ones.

As far as the power rise is concerned, the proeedsirsimilar to the one adopted in
acknowledged reactor concepts. In particular, $lb@en envisaged that a suitable neutron source is
inserted within the core both to initiate the chesaction and to monitor the neutron flux which
may be so low to not be detectable. Indeed, eveail snovements of the CRs may determine large
reactivity insertion, causing the power to reachageptable levels which compromise the integrity
of the reactor before the safety systems manamgeivene.

In this work, the very first reactor start-up ha&eb studied. As far as the dynamic simulations

are concerned, the initial conditions are such titrfprimary circuit is filled with the molten lead
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cold shutdown temperature, whereas the BoP isymiged to the nominal value and the feedwater
inlet temperature is equal to 380 °C. On the otteerd, the previous stages of the reactor start-up
require the filling of the vessel with the moltaadl and the verification of the operating condgion
of the several devices in the primary circuit. Aftards, it is necessary to heat-up and pressurizing
the BoP avoiding the overcooling. Neverthelessse¢hgperations have not been fully characterized
because it is quite premature to deepen such alegrmappect of the start-up sequence at this stage

of the system conceptual design.

5.1.2. System evolution during start-up

As a first step in the development of a suitabétaip procedure, it is necessary to define the
systemdesired behavioyr.e., the sequence of states and operations petlermed on the system
during the power rise until the achievement of nmhconditions. The state of the overall system is
given by the sum of the partial states describimggdonditions of the individual constituents. Thus,
the main components of the plant involved in thetaip sequence and the respective modes in

which they have to operate during the reactor-sgathave been outlined (Table 5.1).

Table 5.1. Plant components and respective operatial conditions

Component Operational Conditions

A. Core Power Level (0) off
(1) subcritical
(2) critical [0 + 0.1 MW]
(3) critical [0.1 MW, + 60 MW]
(4) critical [60 MW, + 300 MW

B. Core Composition (0) composed entirely of dummy elements
(1) replacement of dummy elements with fuel assesbl
(2) core composition at Begin of Life (BoL)

C. Primary Pumps (0) off
(1) increasing speed of rotation
(2) steady-state conditions

D. Secondary Pumps (0) off
(1) increasing water mass flow rate [0 + 20%)]
(2) minimum mass flow rate (20%)
(3) mass flow rate regulated by the dedicated odlatr

E. By-pass Valve (0) open
(1) SG pressure control
(2) closing ramp
(3) closed

F. Turbine Admission Valve (O) close
(1) SG pressure control
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G. Feedwater inlet temperature  (0) room temperature
(1) heating up to 380 °C
(2) temperature kept close to 380 °C
(3) cooling to 335 °C
(4) steady-state conditions (335 °C)

H. Attemperator (0) no mass flow rate
(1) Turbine inlet temperature control

At this point, in order to define a procedure whaisures a good compromise between system cost
and safety, an ordered sequence of actions torbdeccaut has been defined. In Table 5.2, the state
trajectory of the system has been reported. IteBndd as a tuple of natural numbers which

represent partial states of the involved components

Table 5.2. Descriptions of the state evolution dunig the start-up procedure.

State Components state State Description

MO [0,0,0,2,1,0,2,0] The primary loop filled with lead is kept at 380.°Rrimary pumps are
switched off. The BoP is pressurized at 180 bae, fdedwater inlet
temperature is equal to 380 °C and a reduced wasess flow rate is
circulating (~20%). These conditions are necessargvoid local lead
solidification.

M1 [0,1,0,2,1,0,2,0] Atthe beginning, the core is constituted entifgyydummy elements in
order to test the primary circuit devices in tHeeéi vessel configuration.
The core is gradually loaded with FAs. First of #ile neutron source is
inserted in order to monitor the neutron flux. Avtards, most of the
dummy elements are replaced with the fuel assembhieorder to
achieve the BolL configuration. Hereinafter, the tnem source is
inserted in a dummy element in order to monitorrteatron flux.

M2 [0,2,1,2,1,0,2,0] Once obtained the BoL configuration, the pumpshaioeight to nominal
operational condition.

M3 [1,2,2,2,1,0,2,0] The SRs are extracted in order to get closer tiwality conditions.

M4 [2,2,2,2,1,0,2,0] The CRs are extracted in order to achieve thecality. Afterwards, a
power ramp is given. In this phase, the power immised between 0
and 0.1 MW,.

M5 [3,2,2,2,1,0,3,0] When the core power level reaches 0.1 MWhe feedwater inlet
temperature is reduced to gradually reach the nakee (335 °C).

M6 [3,2,2,2,1,0,4,0] Once the feedwater inlet temperature reaches 335t°&€ no longer

modified and a suitable controller to keep it canstis envisaged. The
power continues rising to 60 M)V

M7 [4,2,2,3,2,1,4,0] Once the thermal power produced in the core rea@DésW, the water
mass flow rate in the secondary circuit is goverfgdmeans of a
feedforward-feedback controller. Indeed, the femsléwd is necessary to
gradually increase the mass flow rate in a prograchmway until the
nominal conditions are reached, whereas the feédlmap is used to
govern the lead temperature in the cold leg. Uthi® moment the SG
pressure has been controlled by using the bypdss.vAt this point,
since the steam quality at the SG outlet is goarigh to be admitted in
the turbine, the bypass valve is gradually closecbaling to a user-
defined ramp, whereas the turbine admission vaégns to be opened
allowing steam flowing into the turbine. Henceforthe SG pressure is
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governed by using a PI controller operating onttibine inlet valve.

M8 [4,2,2,3,3,1,4,1] Once the bypass valve is completely closed, thanstmass flow rate
entirely flows in the turbine, and the feedwaterssmflow rate is updated
according to the adopted control scheme. CRs amgrgssively
extracted up to reach rated power level. At thisnfpoa dedicated
attemperator adjusts the steam temperature atitbimé inlet.

5.1.3. Discrete Event System representation of the reattot-up

In the perspective of developing the ALFRED reactmmtrol system, it is necessary to provide
an adequate formalization of the sequence of thierakecontrol actions to be performed during
start-up phase. In this way, once having rigorodglfined the system desired behaviour, it is quite
easy designing and developing the start-up modé#rcontrol system. To this aim, the proposed
overall procedure can be studied as a DiscretetESystem (DES), so that the state of the system is
characterized by variables assuming symbolic valteber than numerical, which change
correspondently to the occurrence of cereaiants
In spite of the apparent simplicity (i.e., stateiables assume only discrete values and the time
variable is not explicity modelled), the study DES is made complicated by some issues
involving the dimensions of the studied systemyégsresentation and finally the definition of the

control problem. In particular:

» Dimensions A considerable number of states, and consequémlyransitions among them,
has to be managed even in case of very elemenyatgnss. In order to properly describe
industrial processes with DES models, it is neagsta adopt formal tools and follow a
rigorous approach.

* Representation At the state-of-the-art, there is no convergemre the standards of
representation and manipulation of DES becausbeofvide field of applications and needs.
Moreover, if compared with time dependent systedES constitute an abstraction of
physical systems which does not necessarily dérora first principles of mass, energy and
momentum conservation. For the same plant veremdifft models, according to modeling,
controlling and simulating requirements can be\eheti

» Definition of the control problemUnlike time-dependent control systems, in thetrdrof
DES it is not possible to define set-points andhegiparameters that allow quantifying the
desired behaviour of the closed-loop system (ewf-off frequency, phase margin or gain
margin). Actually, the desired behaviour is usuafhecified in terms of DES and represents a

specified sequence of discrete states through whikcheduled final state can be reached.
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As far as the dynamics evolution of DES is concefrtbe state variables summarize the past
evolution of the system just to allow the descaptiof the future evolution. In this way, its
dynamics can be represented by plotting the moveofahe state even if this description does not
facilitate the understanding of the internal stouetof the system characterized by a given
dynamics. It is necessary to provide a mathematiesatription of a DES in terms of more detailed
models, in order to be able to analyse and undwetstiae behaviour. Models with a transition
structure corresponding to discrete event systemgalleddiscrete event model®ES in which
only the order of events that occur is relevarg.(ithe time at which an event occurs is not
meaningful) are calletbgical models which are commonly used to solve problems of sequng.
The most common are those characterized by a pucgledhature which are based on the
description of how the system evolves (i.e., stgrfrom an initial state and an event input, thetne
state is obtained). For control purposes, theseetaoare easier to use because they allow the
description of the evolution of a DES step by stepaddition, the other major family of models,
i.e., the declarative ones, besides requiring atgreabstraction effort to the designer, needs very
complex algorithms for the examination of the sétrues and constraints that describe the

behaviour of a discrete event system.

5.2. Modelling tool options for reactor start-up decription

In the formalization of the reactor start-up, thepgosed procedure has been treated as a
sequence of states, whose transitions are enapldéeloccurrence of certain events. Two different
modelling tools have been considered to repredemtdesired behaviour, i.e., the Finite State
Machine and the Petri nets. In the following paaaiys, the formalism of these approaches will be
described, and advantages and drawbacks will beséatin the perspective of developing the

ALFRED reactor control system in the start-up mode.

5.2.1. Finite State Machine
A Finite State Machine (FSM) is a quadruplg X, f(-), x,) where:
e U =1{uy, uy us..}Iisthe set of events;
o X ={x1, x5, x3,...}is the finite set of states;
* f(,):XxU - X is the transition function, which for each pétate, eventfletermines
the next state of the FSM,;

* X, is the initial state of the system.

The state of a FSM evolves as follows. Startingnftbe statex;, the occurrence of an evant

changes the current state according to the tranditinction. Clearly, it is necessary that the ¢ven
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u; is acceptable by the state of the F8Mi.e., the paifx;,u; ) belongs to the domain ¢f The so
defined FSMs are calledeterministicsince, given a current state and an incoming evbate is
always only one state in which the system movesthla definition of an FSM there is no
discrimination between input and output variabMsvertheless, the actions of a controller could be
represented by a FSM in which some events are demesl as input (i.e., the system remains in the
statex; until the occurrence of the evenf) and other ones regarded as output (i.e., when the

system arrives in the statethe event, is performed).

5.2.2. Petri Nets

Petri nets constitute a useful formalism for thedeiing and the analysis of the DES dynamic
behaviour and control, with particular attentiontihe description of causal relationships between
events. In particular, Petri nets allow to compactepresent general concepts such as
synchronization between processes, the asynchranhmegssion of events, concurrent operations,
conflicts and resource sharing. Petri nets have ppeeposed as a tool for formal modelling useful
both to eliminate any source of ambiguity in th@resentation and to perform analyses and
verification on the system behaviour. In addititimey are equipped with an intuitive graphical
representation, which makes them easy to use, des@presenting a significant extension of the
concept of FSM. In this sense, in the Petri netsstlate and the transitions can be considered as a
distributed system. The overall state of the net loa interpreted as being composed of multiple
states related to partial and independent subB8atslarly, a transition is limited to affect only a
part of the overall state. For this reason, it asgible to represent two events that can occur
independently of each other by means of two nestt@ans which can shoot in a "competitor" way.
Conversely, in the FSMs, being the state considased whole, the possible state transitions are
mutually exclusive to each other.
A netis a tripleN = (P, T, F), whereP is the set oplaces T is the set ofransitions,andF is the
set of flow relations.

* PNT = @, the set of places and of transitions are disjoint

« PUT # @, the net must have at least a place or a transitio

e FSCPXTUTXP: F is the set of ordered couples of places and transi and of

transitions and places allowed.

A net can be graphically represented using a hipagtaph, in which there are two distinct

kinds of node connected by oriented arcs indicativegexisting flow relations, namely tipaces

and theransitions
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%1 flow D2
relation

5]
transition

D3

Figure 5.1. Graphical representation of net elemest

Places contain information about the state of the whereas transitions are associated with
events that change the state. The elements ofaladlations represent the characteristic stradtur
links, which rule the system evolution. The flowaten is characterized by defining for each
element of the net the connected ones, indicaliaglirection of the transition. These concepts can
be formalized by defining there andPost functionsas follows:

* GivenX = P UT, thepresetof an elemeni € X is the set of elements connected upstream to

a, defined as
Pre(a) =ea = {§ € X|(6,a) € F} (5.1)

* Thepostsedf an elementr € X is the set of elements connected downstream tiefined as

Post(a) = ae = {6 € X|(a,6) € F} (5.2)

The provided definitions refer to the topologicapacts of a net which are necessary to
represent the structural links among its elemestarting from these "static" definitions, several
"dynamic" models have been proposed which alloveril@ag the dynamic evolution of the net. In
a Petri net, the basic idea is that places playrthe of the system state variables and integer
numerical values (represented tpken$ can be associated to them. Petri netis a 5-tuple
PT = (P,T,F,W,M,) whereP,T and F are necessary to define a net diidand M are the
following functions:

« W:F - N, is theweight functionwhich associates to each element of the flow icelad

positive integer.

e M,: P — N is theinitial marking of the net, which associates to each place aipesiteger.

The initial marking defines the set of partial sgatvhich describe the system initial conditions.
The net evolution will be associated to the chaingde place marking, following dedicate rules
(rules of net evolution In the graphical representation, the weight fiamcl// is indicated by a
label on the corresponding arc. The function mayRihis represented by black dots that stands for

the tokens within the place.
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Similarly to all DES representations, the dynanmetdviour of a Petri net is determined by the
occurrence of one or more events. An event is nhedleby representing the possibility of
occurrencettansition enabling and the effect on the systefiri(ig rules). The marking of the net
describes the overall state of the system and ateicwhether the transitions are enabled or not.
The fire of a transition changes the state of yis¢esn determining a change in the current marking.

* A transitiont is saidtrigger enabledvhen the system state is represented by the mabkiiig
and only if all the upstream places (i.e., the gred transitiont) have at least a number of

tokens equal to the weight of the arc which is emted toc.

Vp € ot > M(p) = W(p,t) (5.3)

» Given the markingu, the firing of a transitiort enabled inM produces a new marking’

such that
Vp € ot —te M'(p) =M@) —W(p,t)
Vp € te — ot M'(p) = M(p) + W(t,p) (5.4)
Vp € te N ot M'(p) = M(p) —W(p,t) + W(t,p)
elsewhere M'(p) = M(p)

The conditions on the left indicate the places #ratjust upstream of the transition, the places
that are just downstream, the places that are lgmélream and downstream, and the places that do
not belong to either the preset or the postset Begarding the relationships on the right, the &f
the transitiont causes the removal of a number of tokens equaletaeight of the arcs connected
from every place upstream and the adding to eastepdlownstream. The marking of all places that
are neither upstream nor downstream remains unelarigne firing rules define the change in the
number of tokens in the Petri net, whose total nemib not necessarily preserved. The firing of a
transition represents a local event in the netedad the places that do not have arcs coming from o
going to the considered transition do not affea #nabling or are influenced by its firing.
Therefore, the firing of any transition of the res only local effects and cannot influence
components of the net that are not directly coretect

5.2.3. Reasons for choosing Petri Nets for thet-stprdescription

Because of the sequentiality of the actions to édopmed, FSMs may be suitable for the
modelling of the start-up sequence. Indeed, cedpgrations during this phase can be performed
only when particular conditions have been estabtisffror instance, it is not possible to reduce the
feedwater inlet temperature or increasing the wai@ss flow rate at the secondary side before the

thermal power produced in the core reaches a nexaiue because of the above-mentioned
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technological constraints. FSMs are well-suitesntodel the DES on a conceptual level, but they
are particularly difficult to develop and modifyspecially whether there are operations to be
performed in parallel as commonly take place in cgdmall the DES adopted in industrial

automation. Moreover each transition is limitedhive exactly one input and one output. This
restriction greatly restricts the possibilitiestbfs representation since it is necessary to usg ve
complex models to overcome the problem of not beabte to simultaneously perform two

operations. It is worthwhile to remind that FSMs d&# considered as a particular type of Petri net,

in which

The impossibility to run parallel operations deter@s an inefficient use of available resources
and then an additional modelling effort to devetoponfiguration which optimizes the process is
required. Moreover, the FSMs grow in size very Rlyiceven in simple cases. This problem
becomes critical if unexpected components havestadaled in the plant configuration. In this case,
the overall number of states for the studied systeld greatly increase since it is given by the
combination of all possible states.

In order to overcome these limitations, it has beéecided to use the Petri nets approach to model
the start-up sequence. This high-potential toavedl representing even complex situations, with a
simple and intuitive formalism that enables intenfig the controller model to the plant model from
a logical and implementing perspective. The moa$sit use of Petri nets is the representation of
the desired behaviour of DES. Indeed, Petri netshat properly used to define the constraints on
the model of the system that must be controlledhis sense, they are mainly used to design the
model that represents tlowerall desired behaviour. They are characterized byhallmodelling
features oriented to the DES description:

» Parallelism since it is possible to model the performingved simultaneous activities;

» Competitionin case of sharing resources;

* Synchronizatiorsince a certain transition is enabled by the getiwe of suitable operating

conditions.

In addition, the widespread use of Petri nets is tuthe fact that it is relatively easy to derive
the model of the controller from the desired bebawirepresentation, as it will be showed in the

next Section.
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5.3. Logic control design for the start-up procedue with Petri nets

The control system is usually designed by adoptivegtechniques of ICT (Information and
Communication Technology), according to a multpsggocedure. In this work, thereliminary
Design(IEEE Std 610.12-1990) of the ALFRED reactor consiygstem has been performed. In this
stage, the architecture, components and interfacespreliminarily defined. According to the
prescribed procedure, first of all, the system apenal requirements have been evaluated. Both the
expected system behaviour and the forbidden onleighweould compromise its integrity, have to
be specified. Generally, the functionalities of tbentrol system are subdivided into simpler
functions, obtaining in this way a hierarchy of tteas to be implemented with dedicated
components. The set of decision-making respongdslare divided into different levels. Each level
has its own objective and its own function andsiassociated with a certain level in the control

system hierarchy.

Master system

Controller 1 Controller 2 Controller 3

ALFRED reactor

Figure 5.2. Layout of the control system architectte.

All the activities of subordinate levelsl&ve are prescribed by the immediate supervisory level
(maste). At the top of the hierarchical pyramid, thereaoisly one centre of control which is
responsible for all the decisions. Distributed tlyloout the plant, dedicated regulators execute the
commands received from the host computer, whickives information by appropriate sensors and
uses them to formulate global decision. In particuihe lower levels of the control system mostly
performmodulating contral These devices, in digital or analogic technolaggtantaneously force
the controlled variables following the correspomdset-points. On the other hand, higher levels
perform logic control functions, which are concerned with devices enguthat sequences of
activities are carried out according to the ocawreeof certain events (e.g., the conclusion of an
activity, the occurrence of a failure, the interactwith the user...). Therefore, while the logic
control schedules the control actions to be peréatntheir implementation is up to the modulating

control.
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The specifications of a supervisory control systara made up of sequences of actions,
described generally by adopting a natural langubgthe perspective of developing the ALFRED
reactor control system, it is necessary to proddguitable formalization of the sequence of the
several control actions to be carried out. Onceded the specification for the desired behaviour of
the overall plant, the aim is to define a DES cated to the plant to be controlled constituting a
"closed loop" which behaves as much as possiblel¢saed way. Therefore, after having focused
the main steps to be taken, a formal model is zedliaimed at describing the system desired
behaviour. In this way, it is possible to develbp tmodel of the controller by implementing few
conceptual changes. The desired behaviour modehiognthe sequence of the desired events
coming from the plant, mainly represented by tlpmeasuresn(t), which constitute the inputs
of the controller. When these events occur, the@ppate logic conditions are verified allowing the
transitions to fire. At the same time, the contagtions,u(t), allow updating the state of the

system. In this way, the control system is buartahg from the given specifications.

(3 Logic u(t) N
condition Conditional
g%) DAE system

m(t)

Figure 5.3. System closed loop configuration.

In this work, the logical-mathematical formalism B&tri nets has been employed both to
represent the desired behaviour of the plant dutiveg phase of start-up and to coordinate the
several operations to be performed during this atperal mode. According to what has been stated
in the model developed to describe the start-ughef ALFRED reactor, Petri nets have been
employed to represent the controller, whereas thet fnas been described by using a conditional
system of DAESs. In particular, the control systeavdnbeen modelled by adoptingynchronized
Petri net i.e., an extended version of a Petri net to whictew element, namely tlegent is added.

An event is modelled by representing the possybiit occurrence t(ansition enabling and its
effects on the system evolution, described by @eddrulesf(ring rules), as shown in Figure 5.4.
In particular, the latter define the variation lmetnumber of tokens, whose total number is not
necessarily fixed. Whether an external eveptis associated to a transition the latter fireonly if

it is enabled when the corresponding external ewdurs. Therefore, an additional logical
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condition must be verified to permit the transitimmg. Such a condition is typically expressed as

a function of the controller input variables (i./@easures coming from the plant).

p3 p3 p3
e3 e3 \, e3

P4 p5 P4 p5 p4 p5

Figure 5.4. Example of the evolution of the ALFREDsynchronized Petri Net.

The outputs of the controller (i.e., the controtigbles) are associated to the places of the Petri
nets. In this way, the meaning of the controlletpati is related to an action which has a time
duration. The performed influence of a control &hke associated with a place is represented by its
marking. According to this representation, whentipalar scheduled system conditions take place,
the enabled transitions in the controller Petri mety fire. In this way, the place associated to a
particular control action is marked by one or mtwkens. In that instant, the considered control
action starts being performed on the system. Tiilgance is carried out as long as there is at leas
one token in the corresponding place. An examp#havn in Figure 5.5, in which the activity

begins at the instami since the placg; is marked and it ends when there are no more $oiken .

o N

Uy = M(pq)
ppe— W = task A4

T {end task A;)
(o]
o]

Figure 5.5. Examples of outputs associated to plaxe

W

1 t
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Table 5.3. Description of the events of the Petri &l represented in Figure 5.6.

# Event Description

e0 The beginning of the start-up procedure is declaethe user
el The source is inserted

e2 The BoL configuration is achieved

e3 The lead mass flow rate reaches its nominal value

e4 The SRs are totally extracted

eb The thermal power level is 0.1 M\V

e6 The thermal power reaches the 20% of the nominakva
e’ The feedwater temperature reaches 335 °C

e8 Rated thermal power level is achieved

Table 5.4. Description of the places of the Petri® represented in Figure 5.6.

# Place Description

po Primary loop filled with lead, fake core configurat, secondary system pressurized
pl The source is being inserted

p2 The core is loaded with FAs in order to reach tlbé& Bonfiguration

p3 The lead mass flow rate increases

p4 The lead mass flow rate is kept at the nominale/alu
p5 The SRs are being extracted
p6 The power build-up is regulated by the CRs modudationtroller

p7 The feedwater temperature is kept constant at 880 °
p8 The thermal power level is 0.1 M\V
p9 The thermal power rise continues

pl0  The feedwater temperature is being decreased

pll  The feedwater temperature is kept at the nomirlakva

pl2  The thermal power is kept constant at 20% of thainal value

pl3  The pressure is kept constant with the bypass \Rilwentroller

pl4  The feedwater flow rate is kept constant at 20%hefnominal value

pl5  The thermal power rise continues

pl6é  The thermal power is kept constant at nominal value

pl7  The pressure is kept constant operating on théneiddmission valve

pl8  The feedwater mass flow rate is adjusted throufgedforward-feedback scheme
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o8

el

Figure 5.6. Desired behaviour model of the ALFRED eactor during the start-up procedure. The
squared red places refer to the full power mode cdatitions.
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5.4.Logic control system implementation and coordinatia with full power mode
Once the system desired behaviour during the reatdd-up has been modelled by means of a
synchronized Petri net, the next step is the defmiof the control scheme ensuring such a
controlled evolution. The formalization of the desi behaviour allows focusing both the processes
which take place in parallel, and the constraiatbd satisfied so as to determine the scheduling of
the control actions. The control system designctlyederives from the definition of the NPP
desired behaviour. The Petri nets formalism has lae®pted both to regulate and synchronize the
control actions and to coordinate the transitimmfrthe start-up to the full power mode. As far as
the modulating controllers are concerned, the F8dMeept has been adopted due to the simplicity
and the conceptual affinity with the Petri Netsapithg the same formalism used in the desired
behaviour modelling in a simpler configuration. Téfere, even though the FSM approach is not
suitable for the modelling of the overall systensidsd behaviour due to the impossibility of
operating parallel processes and to the inefficies# of the available resources, such a tool turns
out to be suitable for modelling the operation loé tsingle regulators. Indeed, the modulating
controllers are enabled or disabled accordingégothnt conditions. These particular conditions are
characterized by the values assumed by cestaitthing variablege.g., thermal power, lead mass
flow rate, SRs position...), which rule the schedylof the control actions to be performed. The
state of the controllers can be described by meanolean variables, i.e., the master control
system sends appropriate ON/OFF signals to the slantrollers, according to the measures carried
out on the plant.
Petri nets approach has not been used only to aietile procedure of the reactor start-up, but also
to operate the transition between start-up andpoWer modes as well. In particular, during the
power build-up, when a power level equal to the 4ff%he rated one has been achieved, the start-
up mode is considered finished and the full powedenoperation can begin. Once such a threshold
is reached, the controllers which have operatathenstart-up mode are disabled and those within
the block representing the full power mode operatice enabled. As far as the implementation of
the proposed logic control architecture is conogrnibe Stateflow modelling tool has been
employed. Stateflow is a graphical design and agreent tool for the supervisory and logic
control used in conjunction with Simulink (Figure78-igure 5.8). It provides clear, concise
descriptions of complex system behaviour using R8bbry, flow diagram notations, and state-

transition diagrams.
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Flgure 5.7. Detailed view of the master level of thALFRED control system (StatefloW modelling environment).

Bus Input
SetPoints

Feedback

Master

System System

Figure 5.8. Preliminary Control system Architectureof the ALFRED reactor (Simulink® environment).

Once the supervisory control system has been dese)dhe modulating controllers have been
implemented. The regulators characterizing theestantrol system can be adapted both during the
start-up mode and the full power model, as showfigure 5.10. In particular, the blue blocks
represents the controllers which are enabled anthe start-up phase, the green ones operate only
at full power mode, while the orange ones are usé&oth the modes.
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As shown in Figure 5.8 and Figure 5.10, in the tmwed control system architecture,
dedicated system buses containing signals from twhmaster control system and the object-
oriented model have been implemented. The fornmelidated asStart-up SignalandFull Power
Signalg represent the signals that enable the correspgratintrollers, according to the transitions
governed by the supervisory control system. OtheswiheFeedbackbus drives the instantaneous
values of the variables of interest, which allowivlag the value of the control actions to be taken
In this sense, they represent the measures torbeccaut on the planin(t), as previously shown
in Figure 5.3. In addition, the buses containirg riésference values for the controlled variable$ bot
in start-up and full power mode are indicat&thaft-up SetpointandFull Power Setpoinis
As far as the implemented controllers are concerapdn-loop regulators have been used as well.
In particular, the handling of the SRs, the leadsnifow rate, the feedwater inlet temperature and
the neutron source are operated through appropréates that allow passing from the cold
shutdown conditions to the corresponding rated esllOn the other hand, Pl regulators and
combined feedforward-feedback regulators are engpldg operate the other control variables. In
Figure 5.9, a detailed view of the modulating colter devoted to the thermal power control has
been reported. In order to implement the transstioetween the regulators in the feedback scheme,
the error between the set-point and the measuteeafontrolled variable is weighted by the signals
sent by the master control system. If the valueqisal to one, the suitable estimated control action
will be carried out, whereas if it is equal to zéne PI controller does not perform any influenoe o
the system. In this way, when the system is opeériatstart-up mode, only the control action of the
enabled controller (i.e., PID 1) is performed or #ystem. When the suitable conditions are
achieved, the transition in the master controleysswitches, the weight on PID 1 turns to zero and
the weight on PID 2 turns to one. Accordingly, #t@t-up mode feedback regulator stops operating
the CRs, replaced by the full power mode feedbagklator.

>
FP h CR
Th_power
D
h CR
* < Ls[PD2 b
. [PD2 i
FP_Th_pawer_ref v Gain2

P
L

Figure 5.9. Detailed view of the modulating contrdér devoted to the thermal power control
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Table 5.5. Parameters of the Pl controllers for bdt start-up mode and full power mode.

Control loop Start-up mode Full power mode
Controlled variable Control variable K Ki Ko Ki
T _cold_leg [°C] G_water [kg'§ -9-10" -4-10* -6-10" -5-10*
Th_power [W] h_CR [cm] -4. 18 -2-10% -4.10" -1.10%
Pressure [Pa] kv [-] - - -3-10 -1-108
Pressure [Pa] Bypass [-] 7710 -9-108 -3-10° -9.10°
T_steam [°C] G_att [kg'§ - - -1-10* -5-10°
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5.5. Simulation results
In order to demonstrate the feasibility of the megd procedure and verify that all the

constraints are satisfied during the attainmenhefrated power conditions, the proposed procedure
for the ALFRED reactor start-up has been implemersted simulated in MATLAB Simulink
environment. In particular, the system responsebkeas reproduced by employing the overall plant
object-oriented model (Chapter 3). Indeed, as # baen mentioned in Section 4.2.4, Dymola
enables models to be compiled as C-Mex S-functionsise in Simulink. This option turns out to
be very useful whether the physical system is méarie controlled by means of an advanced
control architecture, designed in Simulink. Therefmnce having added input and output signals to
the top-level of the Dymola model, it is possiliestvitch to Simulink and open the Dymola Block
S-function, thanks to which the physical modehtgifaced with the control system model.
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Figure 5.11. Cold pool lead temperature evolution.
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Figure 5.12. Lead temperature evolution at the coreutlet.

The overall designed procedure takes almost 42shdunmis time duration is indicative and it
can be optimized reducing some “dead time” andoéistang the maximum rate for the controlled
variables. During the start-up sequence, the leagpérature in the pool (Figure 5.11) is envisaged
not to exceed 405 °C respecting the conservatmg 6f 410 °C imposed by corrosion problem on
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the vessel steel (AISI316L). As far as the leadperature at the core outlet is regarded, the
temperature does not exceed the nominal value@f@g§Figure 5.12).
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Figure 5.13. Reactor thermal power evolution.
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Figure 5.14. System reactivity evolution.

During a cold start-up, the CRs extraction induagbermal power increase in the core, and
therefore a lead temperature rise in the in thepbot and cold pool, which induces a temperature
rise in the BoP temperature field. In this perspecttwo different set-point ramps with different
slopes have been set in order to allow a graduahine of structural materials (Figure 5.13). In the
first phase, the temperatures are not likely tostitute a problem and the only limit is given bg th
controllability of the reactor, which have beenefally evaluated because of the absence of thermal
reactivity feedbacks. After having achieved the 200the rated power, a “plateau” in the set-point
has been provided so as to keep the condition efptimary circuit constant during the switch
between auxiliary and normal mode of the BoP. Thiel has been chosen since it has been
considered sufficient to produce steam which caadmitted in the turbine, and the system heat-up

begins causing concerns to the structural materials
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As far as the second phase is concerned, with cegpéhe vessel, the part in contact with the

lead rises almost instantly in temperature, whetbasstructures above the free level would heat

much more slowly through exchange due to the cdiweeamotion of gases and radiation.

Therefore, the limited speed of power build-upue ¢lo the necessity of meeting a bearable thermal

gradient in the vessel suspension system in omleavbid affecting the integrity of sensitive

components (Guidez, 2013).

As far as the first stages are concerned, espge@tltero power conditions, it is important to

include appropriate rate limiters on the modulatogtrollers regulating the control rods handling,
avoiding that system reactivity could reach toohhiglues. In this sense, during the start-up, the
elongation of reactivity, starting from a subcutidevel, does not exceed the peak value of 0.2%

(Figure 5.14).
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Figure 5.16. SRs position evolution.

Observing the evolution of the secondary circuirmiies of interest, it can be stated that the
steam temperature at the turbine inlet (Figure )Jscinnot be properly controlled until the reactor

power reach 250 M. This is due to the fact that the feedwater mbmsg fate (Figure 5.18) has
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already been adopted to govern the lead temperaiutiee cold pool and it cannot be used to
govern other output variables, such as the steanpdrture. This aspect has to be taken into
account for the BoP operation since the steam teatyre is 30 °C/40 °C lower than its nominal
value when the steam starts flowing into the tuebifhe solution could be found in a proper control
of the extractions or using only the HP turbineggstaFinally the pressure (Figure 5.19) shows a
very good evolution during the entire proceduresinariations are minimal, limiting mechanic
stress on secondary circuit components. This iailndd thanks to the tuning of the parameters of
the devoted controllers (i.e., the turbine admissialve and the bypass valve) which allow limiting

the overshooting during the power build-up.
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Figure 5.17. Steam temperature evolution.
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5.6. Concluding remarks

In this Chapter, the development of a preliminagysion of the control system architecture of
the ALFRED reactor has been presented. In particalgprocedure to achieve the reactor start-up
has been proposed and implemented, and the tan§itim the start-up to the full power mode has
been simulated by adopting the object-oriented mddehe first part, the issues that characterize
this challenging operational mode have been destmd a feasible start-up procedure to bring the
reactor to full power conditions (fulfilling the stem technological constraints) has been proposed.

In common practice, the operational sequence tgaiNPP from cold shutdown conditions to
rated power is not suitably formalized with a quative description. Indeed, in order to comply
with the severe constraints that characterize th&RED reactor, it is necessary to properly
coordinate the different control actions to be mKehe Petri Nets modelling approach has been
adopted to describe the desired behaviour of tleeatlvyplant and to coordinate the several control
actions to be performed. This tool has permittediéfine exhaustively and unambiguously the
operational sequence so as the system evolutioprcaeed in the desired way. By adopting the
Petri net formalism, the architecture of the sujgany system has been built as well, so as to
coordinate the switching of the considered openationodes. The outcomes of the simulation of
the reactor start-up have shown that the proposattat system architecture allows achieving the
power build-up in compliance with the above-mengidiconstraints.

After having tested the potentialities of this aggwh, future development may consist in
coordinating the alternation of the different opieraal modes (i.e., start-up, full power,
shutdown...). In this way, by representing the allecontrol system architecture through
synchronized Petri net, it is possible to represleattransitions among the operational modes of a

NPP by adopting the same effective and functiomahélism.
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6. Connection of the ALFRED reactor to the electricalgrid

Outline

One of the most pressing issues in the study gidiver generation and distribution is the charaation

of the grid behaviour, whether a relevant fractiohthe connected power plants are based on Renewabl
Energy Sources (RES). Indeed, because of the diisgons power supply and the reduced presence of
energy accumulators, power imbalance may take placethe grid. The power plants ensuring high
reliability performance should be ready to feedlthedds when the RES are not available. Since tHeRED
reactor has been designed to be a demonstratoFBfsLtechnology, the adoption of such a reactor ephc
within the grid has been studied. In virtue of thestem large thermal inertia, the classical “reaeto
following-turbine” approach used in the PWRs canhetadopted. For this reason, an alternative soluti
has been proposed, in which the set-point for tleenbal power is kept constant at the rated valugleathe
set-point for the mechanical power available to #irnator is adjusted according to the instantang
grid power imbalance. In this way, thanks to therdinated use of the bypass valve and the turbine
admission valve, it is possible to meet the grichaeds, by running the SG at constant pressurerdardo
assess the performance of the developed contr@nsehas a case study, a frequency profile of the
synchronous Continental European grid with a reolu of second has been provided. The controlled
response of the NPP to this profile has shown shah a scheme allows prompt variations of the ptedu
mechanical power, complying with the requiremenmthe primary frequency regulation.
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Introduction

Being the ALFRED reactor designed to be a demaiostcd LFR technology, the adoption of
such a reactor concept within the electrical gad heen preliminarily studied. In particular, offie o
the most pressing issues in the study of the pgewreration and distribution is the characterization
of the grid behaviour, whether a relevant fractminthe connected power plants is based on
Renewable Energy Sources (RES). Indeed, becausigeafliscontinuous power supply and the
reduced presence of energy accumulators, powerlamixamay take place on the grid. The power
plants ensuring high reliability performance shoodédready to feed the loads when the RES are not
available. Therefore, the ALFRED reactor will ndedespond to not only to the predictable time
demands of a conventional customer base, but alsbanges in demand arising from variability in
production by RES that depend on the weather.

Generally, NPPs do not provide primary governirgposse and automatic generation control
in reaction to frequency deviations. Most of them @lso limited in providing voltage support. It is
often stipulated that frequency control participaticould accelerate the NPP wear and tear. In
addition, operating NPPs at their maximum load ificantly improves their overall efficiency.
However, the presence of a relevant fraction of RBSed power plants makes necessary to define
different control strategies so as to contributeatygically to the equilibrium between the power
generation and the load requests. Consequentlyy dvéhe NPP operational flexibility costs
(maintenance and possible lifetime reduction),veg elasticity to the power system management
and allows damping the unpredictable power supahations due to the weather conditions. In this
perspective, firstly, the procedure currently emgptbin PWRs, namely the “reactor follows”, has
been considered to be adapted to the LFR technoltmyever, given that the time constants ruling
the primary circuit dynamics do not allow such apra@ach, it has been necessary to decouple the
operation of the primary circuit and the BoP. Irstivay, it is possible to meet the grid demands
according to the time constants of the conventipaal of the NPP, which are compatible with the

requirements of the primary frequency regulation.

6.1. Frequency regulation and UCTE requirements
6.1.1. Primary frequency regulation

The aim of thgrimary frequency regulatiors to restore the power balance in order to stahil
the frequency on the grid. All the power plants reeeted to the grid having an effective power
greater than 10 MW perform the primary frequenagyutation, increasing or decreasing the active
power generated accordingly in a proportional widyanks to this kind of regulation, it is possible

to limit the frequency deviation, which is affecteg the total inertia of the system and by the
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effectiveness of the primary frequency regulatitself. Compared to the other control actions on

the frequency, the primary one presents shorteediof action, i.e., a few tens of seconds. The

primary regulation of a power plant control systsroharacterized by:

Droop, g;: it represents the gain of the primary frequenegufator and it links power
variations to frequency variations. In particular,equal frequency reduction, the lower is the

droop, the greater will be the active power inceeas

Af
0; = —100£—°P (6.1)

by

In particular, the regulators characterized wittvéo droop mostly contribute to the primary

frequency regulation. The form of the adopted aul@r is

R(s) = [%(1 4 Srl-)] ( — STa) (6.2)

In this expression, the dynamics of the actuatotaken into account by the second term
through a first order expression, while the firsieadefines the kind of the used controller.
Generally, the integral control action is performbg the secondary control, while a
proportional and a derivative ones are sufficienstiabilize the system to a new steady state

condition.

Table 6.1. Theoretical speed droop for different kids of power plants (Sterpu, 2009).

Nuclear from 4% to 5.7%
Hydro from 4 to 12%
Fossil 4%

Insensitivity regionin order to avoid excessive stresses to the albedrsystem, a dead band is
introduced, so that the frequency variations, bebbwertain threshold, are not taken into
consideration. In addition to the dead band, whécmanually set on the controller, there is

also an involuntary insensitivity region, due te ttonstructional imperfections of the regulator.

In Figure 6.1, a typical frequency evolution follony a power imbalance is shown. It is worthy

to notice that the final steady state frequencyeab different from the nominal one after the

primary regulation. The other relevant parameterbéo considered during the transient is the

maximum frequency variation. The primary frequenagulation must ensure that the latter remains

limited within appropriate boundaries. In case ofitompliance of these limits, other burdensome
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measures are necessary, such as the disconnetsome loads or the disconnection of the power

plants.

B Fmax Afregime
/\ i ]
[ \/

t

P

Figure 6.1. Typical trend of frequency during primary frequency regulation.

6.1.2. Secondary frequency regulation
Following the primary frequency regulation, the @attary frequency regulation is performed.
Its control action takes several minutes, insteftens of second as in the case of the primary

control. The main functions of the secondary reijeare

* Resetting the value of the frequency to the nomiamed. In this way, it is also possible to
disengage the primary regulation, thus allowing phienary reserve to be restored and to
handle any incoming disturbances.

* Restoring the equilibrium among the different cohzones at level of power exchange is,
in accordance with the contractual values. Thersdaxy frequency regulation is ensured by
a system of automatic control and centralized payeeerated.

It is important to note that, while the primarydteency regulation takes place everywhere in a
distributed way, the control action of secondaggtrency regulation must be undertaken only by
the control zone within which the imbalance of powecurs and it is in charge of only some power
plants. However, the benefits deriving from theedgage of the primary regulation reserve is
extended to the whole grid, since the frequencyerad approximately the same in all its nodes.
The secondary controller is based on a Proportibrtegral action, according to the following

equation

AP = —K,e;(t) — Tlf e;(t)dt (6.3)
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The integral control action is necessary to restpthe rated value of the frequency and to achieve
the scheduled values for the exchanged power omtdeonnection lines. As far as the constant of
proportionality is concerned, it is not appropritiechoose a value excessively large in order to

avoid instability problems on the grid.

6.1.3. UCTE requirements

After having outlined the fundamental aspects ahpry and secondary frequency regulation,
the performance required to the regulators perfiognsuch control actions are presented. In
particular, the requirements of the Union for theolination of Transport of Electricity (UCTE),
i.e., the organization responsible for the coortlama of operations and development of the
electricity transmission grid in continental Eurppave been reported. Whether there would be a
deficit of generation up to 3000 MW, primary freqag regulation must ensure that the minimum
value of frequency, registered during the transisngreater than 49 Hz. However, in order to get a
good margin, it is preferred to set this threshold9.2 Hz. This means that, during the transient,
the frequency deviation must be kept below 800 ntimilarly, the highest permissible frequency,
after the loss of a load less than or equal tostirealledReference Incidenis 50.8 Hz. For the
primary control, the insensitivity range has todselow as possible and should not exceed +10
mHz. As far as the constraints concerning the tinowsstants are regarded, the UCTE establishes
that the system must be stabilized to a new stastatg conditions thanks to the control action
performed by the primary frequency regulation witBD s.

Furthermore, the UCTE sets characteristic timegHerreturn of the frequency and exchanged
power to their nominal values, due to the secondagylation as well. Whether an important group
of production would be lost, the secondary freqyemgulation must intervene at the latest 30 s
after the occurrence of the disturbance and comptst control action within 15 minutes. The
UCTE suggests to adopt a time constant for therclett performing the secondary regulation
between 50 and 200 s.

6.1.4. Operational range for the ALFRED reactor

In this Chapter, the possibility of performing perg frequency regulation by means of the
ALFRED reactor has been investigated. In virtu¢hef perspective of having a relevant fraction of
RES-based generating units connected to the dral,rinovative NPP must ensure a minimum
manoeuvrability. Because of the discontinuous posugply and the reduced presence of energy
accumulators, power imbalance may take place omgtige In this perspective, the power plants
which ensure high reliability performance shouldready to feed the loads when the RES are not

available. The primary frequency regulation hasrtfast severe time requirements. Therefore, its
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characterization turns out to be more relevantrofeoto assess the feasibility of employing the
ALFRED reactor within the grid. Each Transmissiorst8m Operator (TSO) is entitled to define a
minimum primary control range for generating unitderms of the nominal active powe?, ),

i.e., the maximum power that the generating unit cantinuously provide. In particular, the

operational range of a generating unit can varween the so-defines,,;,, andpP,,,

Pmin = Pmt +1.5% Peff (64)
Pmax = Pth - 15% Peff (65)

whereP,,; is the minimum power level that the plant can apeiat and?,, is the highest power
that the generating units can achieve in certaeraipnal conditions (ENTSOE, 2013). For the
ALFRED, given that the maximum achievable thernféiciency of the entire NPP is equal to
44.75% (Empresarios Agrupados, 2012), the valugpthas been easily derived. As far as the

definition of the primary reserve is concerned, Rhg: has been set equal Bg,, obtaining

Pup = Py = 134.25 MW, (6.6)

On the other hand, the minimum power level has Isstrequal to the lower threshold of the
full power mode (40%), i.e., the power level at @hthe start-up mode can be considered finished.
Therefore, the operational range for the ALFREt@ahas been set as:

[54.81 MW,; ; 132.27 MW,,] (6.7)

Pth

v

Figure 6.2. Primary control range for a generatingunit, according to the UCTE requirements.
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6.2. Primary frequency regulation performed by theALFRED reactor
6.2.1. Main features of the adopted model

As far as the load-frequency regulation is conagrgenerally, the mechanical power produced
is adjusted according to an opening signal seatregulating device (e.g., turbine valves, nozzle).
In particular, in the definition of the control sgthe employed to perform the primary frequency
regulation, it is necessary to adopt the grid gideaas a controlled variable, operating on theigal
of the produced electric power. If the synchrongaserator is connected to a grid with a much
higher installed power, it can be assumed thafrdspency is imposed by the grid. Therefore, the
nominal value @,) is the fixed set-point closed to which the colib variable has to be
maintained close. In Figure 6.3, the primary fregue regulation control scheme has been
represented. Once identified the different conlivobs, the blocks labelled ®;(s) represent the
adopted controllers, the blocks labelledGy(s) represent the generating units which perform the
frequency regulation. In particular, if the elecali dynamics are neglected, it can be assumed as
first approximation that the synchronous generatinigs rotate at the same speed as they constitute

a unique rotor having an effective moment of irgerimdicated with/.

Swf 5Kp1 _
Ri(s) A Gpi(S) > I
1 Sw
: Jw?s >
Swf Skyy _
el 70 g A

Figure 6.3. Primary frequency regulation control sbheme.

As far as the modelling of the turbine is concerrtbd turbo-alternator is keyed on the motor
shaft of the turbine, providing a not negligiblenti@oution to the inertia of the whole process. In
the developed model, in order to correctly descthee dynamics of the turbine/turbo-alternator
system, the time constants of the turbine have lse@ably chosen. To this aim, the following
values which indicate the fraction of the enthatjiyposed by HP stages and the time constants
characteristic of the HP and LP stages have beg@hogad (Kundur, 1994).

HPfraction = 0.3
(6.8)

Typ = 0.3 S

TLP = 52 S
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In the control scheme implementation, a classicapétional regulator, whosk, parameter

has been tuned so as to achieve the desired valuld generating unit droop (4%), has been

adopted.
Af
‘__&__dw[pu]__dw'dkv_ _dky, g
T TAP T T aPlpu] ~  dk, dP =Ky —op = Kp= (%) (6.9)
Fo P

Finally, the presence of the actuator of the twbwalve has been accounted for. For small
variations, the actuator response can be approadrthrough a first-order transfer function with a

characteristic time constant equallto= 0.2 +0.4 s

1
1+ sT,

5Au = 5Au,0 (610)

dw_ref
+ ‘ 1
PID 3
Cor—br | > e MM

dw Add7 Dead Zone Actuator Gain sat

Figure 6.4. Control scheme implemented to performhte primary frequency regulation.

6.2.2. Constant pressure SG operation

As far as the load-frequency control purposes aneerned, it is necessary to point out the SG
operational mode since in general the criteriatli@r control of steam pressure are often related to
the effects of load changes on the consumptioriasft fife. Two possible control strategies can be
immediately envisaged. The first one is ttunstant pressure modm which the pressure is kept
closed to its nominal value and the power variat®obtained by acting on the water mass flow
rate and the thermal power exchanged. The secoadsothesliding mode control pressurén
which the control valve of the steam turbine idyfpen and the power variation is a consequence
of the pressure variation.

According to the former control strategies, theritted power exchanged and the area of
passage at the turbine inlet are respectively eyedldo regulate the load and to keep fixed the
pressure to the nominal value. Furthermore, theetadron representing the choke flow conditions
at the turbine inlet has been implemented so agesuribe the evolution of the steam mass flow
rate. Ultimately, the thermal power exchange atddjestate conditions is proportional to the

feedwater mass flow rate, which is in turn proporél to the turbine admission valve coefficient.

Qco = Wo (hss(TO'pO) - hl,o) (6.11)
Wy = KyPo (6.12)
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Even though thaeliding mode control modensures a lower consumption of the steam turbine
and it does not entail the consumption of pumpgdiiced loads conditions, thenstant pressure
modeis more suitable for the SG operation. Indeed; thode is the commonly adopted procedure
in the Rankine cycle-based power plants since tibéishes the saturation temperature, allows
promptly varying the power produced so as to rgpileet the grid demands, and to avoid
mechanical stresses when the load requests chahgeefore, in the perspective of connecting the
ALFRED reactor to the grid, it has been decidedegulate the mechanical power provided to the
alternators by operating the SG in constant pressurde. As far as the SG dynamics is concerned,
assuming that the pressure is approximately unifthmequations of mass and energy conservation
for the liquid and the metal wall take the form

M

T oW

dE

dt = wihy — wyhss + Oy (6.13)
dE

d_tm =Qc— Qm

Starting from these equations, it is possible toveehe system total net energy as

d(E+E,, —hM
( Crir; : ) = —wy(hgs — hy) + Q (614)

The dynamic model can be expressed as functiomeafystem state variables, i.e., the pressure
(P) and the outlet steam temperaturg.(Since in the operational transients the inflgen€ the
pressure on the net energy is much more signifitt@ert the one of the steam temperature, the

storage term is essentially function of the pressur

dE, _d E(P.T.) = 0E, dP N OE, dT; _0E,dP (6.15)
dt —dt V%7 9P dt AT, dt ~ AP dt '
dE, OE,dP
LTt o - 6.16
dt ~— 0P dt Qc = ( )

By considering the ternjhy(p,T;) — h;] as a constant, the mechanical power availabléhdo t

alternator has been derived as
My = wy(hes (0, Ts) — hy) = kyp(hs(p, Ts) — hy) (617)
In order to maintain a constant pressure, it ieasary to regulate the valve opening.

oM,
Mo = Bk,

Po (hss - hl) (618)
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Operating the SG according to thenstant pressure modsdlows varying the mechanical power
produced. Therefore, in order to achieve a powep siqual toAll,, = All,,,, the following

coordinated control actions have to be carriedoou@,. andk,

1
AQ. =AMy, Ak, =—All,,, (6.19)

v

The final steady-state values for the variablestgrest are given by

AP =0  All, = All,,, (6.20)

According to the proposed control strategy, the leggal control variables and their task in the SG
operation have been defined as follows:
* The opening of the turbine admission valve is usednaintain the pressure close to its
nominal value.
* The thermal power supplied to the SG is necessaryegulate the mechanical power
produced.
» The feedwater mass flow rate (equal to the steassih@w rate) must be instantly adjusted to
the value of the thermal power produced. By adgpdéin appropriate feed-forward scheme, it

is possible to maintain a constant specific enthflip, (p, T) — h].

6.2.3. Operation of the ALFRED Balance of Plant

In currently operated PWRs, the mechanical poweguletion is performed according to the
reactor followsmode. When the grid frequency drops, in ordemtwdase the mechanical power,
the thermal power produced in the reactor is adgugd the required value together with the
feedwater mass flow rate. Ultimately, such a praceds favoured by the negative thermal
reactivity feedback coefficients, which provide thecessary reactivity to drive the NPP towards
the power level conditions requested by the loadatels.

However, the simulations of the system controlledponse during operational transients
(Chapter 4) have shown that a similar scheme camma@tdapted to the ALFRED reactor. Indeed,
because of the transport phenomena in the colkectioe thermal inertia due to the cold pool, the
reduced speed of the coolant in the primary cirdhi¢ governing dynamics of the reactor are
particularly slow. The characteristic settling tentat could be obtained in the operational power
transients are of the order of 1500 s. For theasores, adjusting the power level to the sudden
changes in the grid frequency by relying on thect@a follows approach is not feasible.

Consequently, a different approach which explditshiypass valve has been proposed.
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In Chapter 5, the bypass valve has turned outdomass a key role in the start-up procedure. In
particular, when the power level is too low and skeam conditions are not suitable for the turbine
admission, the entire water mass flow that cir@adan the SG is directly vented into the condenser,
without passing through the turbine. As the poweel increases, the bypass valve is progressively
closed, since the steam conditions are such asaolethe turbine admission. Therefore, when the
reactor is operating in full power mode conditioting bypass valve is kept completely closed. Such
a configuration has been adjusted so as to allev AhFRED reactor performing the load-
frequency regulation in accordance with the UCTRetrequirements.

Theconstant pressureperation of the SG of the studied NPP is more dimated with respect
to the procedure described in Section 6.2.1. Ind#exicoordinated control actions performed on
the feedwater mass flow rate, the thermal powerthadurbine admission valve are not sufficient.
This is due to the tight coupling between the primarcuit and the BoP. As described in Chapter
4, because of the severe technological constraimisacterizing the ALFRED reactor, the lead
temperature at the SG outlet has been designed tmtitrolled by adjusting the feedwater mass
flow rate. Such a pairing represents a seriougifsuthe operation of the BoP.

Given that the SG operating points are fixed (thee,feedwater temperature variation at the SG
inlet are effectively damped and the steam conuftiat the turbine inlet are meant to be kept
constant), the mechanical power is proportionath® produced steam mass flow rate, which is
equal to the feedwater mass flow rate. The latbessides the feedforward control action, is
determined by a dedicated PI controller which gosethe cold leg temperature. Therefore, the
value of the water mass flow is no longer the oaeessary to meet the grid demands. For this
reason, it is necessary to have an additional degfdreedom in order to produce the electrical
power in accordance with the load demands, govesrtold leg temperature and, at the same time,
operate the SG at constant pressure.

As mentioned before, a possible solution may beessmted by operating the bypass valve.
According to this scheme, the turbine admissionea¢gulates the mechanical power starting from
the frequency variation, whereas the bypass vabwems the SG pressure by adjusting the mass
flow vented into the condenser. In this way, ipassible to develop a control strategy in which the
reactor dynamics is uncoupled from the evolutiontttd secondary circuit. According to this
procedure, the reactor core is constantly operatedted power level and the heat produced in the
primary circuit is effectively disposed to the BdR.so doing, in every moment the maximum
steam mass flow rate is produced so as to deterthmemaximum mechanical power to the
alternator. In order to meet the load demandsactiém of the steam flow will be directly disposed

to the condenser, without passing through the mexbin this way, the load-frequency control will
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be performed, in accordance with the time constahtee SG and not according to the ones of the
primary loop. These coordinated control actionsndb affect the primary circuit, since the lead
temperature in the cold leg is effectively contdllthrough the previously developed control
scheme.
In summary, two possible control strategies forAh&RED reactor have been identified:
+ Reactor Follows the reactor thermal power follows the variatiasfsthe load demands by
handling of the control rods.
« Uncoupled Reactomonce reached the nominal thermal power, the oe@cre operates always
at this conditions independently of the load retgi€Bhe correct value of mechanical power is
achieved by adjusting the bypass valve and onutfiienie admission valve.
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Figure 6.5. (a) Mechanical power controlled evolutin, simulated by adopting both the “Reactor Followsand

the “Uncoupled Reactor” schemes, (b) Detailed vievof the simulated transient, showing the different ime
constants involved.

In Figure 6.5, the outcomes of the simulation & #ame operational transient performed on the
ALFRED reactor by adopting the two proposed congatiemes are shown. In particular, a 10MW
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step on the mechanical power has been simulategl.rddh track represents the system response
whether the classic approach adopted in PWRs liswiell. The large settling time is due to the
involved dynamics of the primary circuit. Indeedshies the thermal capacity of the secondary
circuit, in order to provide the requested mechanower, it is necessary to bring the reactor core
to the suitable load factor. This process is hgaaifected by the thermal fields whose evolution
has shown to be particularly slow if compared te @f PWRs. Conversely, the blue track
represents the system response whether the reamteris working at rated conditions and the
coordinated control of mechanical power and pressirachieved by adjusting, respectively, the
bypass valve and the turbine admission valve. Suobntrol scheme turns out to be more effective
(the desired power level is reached in less tha), @mplying with the time requirements of the
primary frequency regulation.

In this Section, the primary frequency regulatioema limited time interval accounting for limited
power variations in load demands has been studiedversely, if the secondary and tertiary
frequency regulation process over longer intervedsild be studied, significant changes in the
power output would be needed, and then it wouldoivec necessary to adjust the operating
conditions of the primary circuit as well. Indeashether the grid is characterized by a non-
negligible fraction of RES-based power plants @mtigular wind farms), it may happen during the
day that the NPP must be operated at reduced lmdgise of the hourly fluctuations related to the
weather conditions.

Therefore, it would be beneficial foreseeing tie thermal power disposed to the BoP would be
reduced in order to balance the power injectionti@RES-based power plants. Then, according to
the forecast requests of the secondary controlvesa dedicated slowly varying set-point for the
regulation of the reactor thermal power would beivéel. Conversely, the instantaneous
fluctuations related to the load demands woulddrapensated by means of the described scheme,

based on the coordinated use of the bypass vatiéharturbine admission valve.

6.3. Simulation results

After having designed an appropriate strategy tatrob the mechanical power produced and
having defined a feedback scheme for load-frequeacyrol, in order to assess the effectiveness
and the performance of the proposed scheme, aeineguprofile with a resolution of seconds has
been provided. In particular, it is a case studgrred to the frequency in the synchronous grid of
the Continental Europe over a period of 1000 sesomudeed, the mains frequency is in all
countries, which are directly connected to the bymecous grid, the same (except short-term
fluctuations). The test data set is referred to&Hhdarch 2011, between the 6 p.m. and the 7 p.m.
(Measurement of the utility frequency, 2014). Beitig ALFRED reactor connected to the
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synchronous grid, the installed power is much higtien its own rated mechanical power.
Therefore, the ALFRED reactor cannot provide avah contribution in restoring the nominal
conditions. In this work, the grid has not been eiedl and the frequency regulation process has
been represented by means of an open loop schegegF6.4). The aim of this simulation is
showing that, thanks to the proposed proceduras ipossible to accurately follow the grid
frequency variations, without being conditioned thy primary circuit dynamics. As shown in
Figure 6.7 and Figure 6.9, the results of the sathuh assess that the proposed control scheme
allows adjusting the mechanical power producedomicg to the adopted droop, by operating the
turbine admission valve. Even though the presemtigidomes are very preliminary since the
modelling of the BoP is not fully characterizedesh simulation may help to evaluate the

possibility of employing this reactor concept igrad.
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Figure 6.6. Case test frequency profile.
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Figure 6.7. Mechanical power response to the provédl frequency profile.
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Figure 6.8. Detailed view of the frequency profile.
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Figure 6.9. Detailed view of the mechanical poweresponse.

Thanks to the developed control scheme, only tlessure variations may influence the primary
circuit controlled variables. Indeed, when the teats operating at nominal power (300 MyVin
virtue of the feedforward control loop, the valuketloe feedwater mass flow is very close to the
rated one (192 kg/s). In this way, the scheme daesuhe operation of the SG by the dynamics of
the primary circuit and, at the same time, avolag the operation of the BoP excessively disturbs
the value of the reactor controlled variables. €f@e, the only interference that can affect the
value of the reactor power are the pressure flticios due to the instantaneous load variations.
However, in addition to the effective pressure oulfér which operate on the bypass valve, these
fluctuations are further damped by other feedbagulators, as shown in Section 4.3.2. Indeed,
thanks to the adopted tuning of the controllersapeaters, the disturbances that can influence the
value of the controlled variable are effectivelyeiied by the implemented PI regulators.The lead
temperature in the cold leg (Figure 6.10), which be affected by the heat transfer conditions,

does not perceive the load variation at the seagruecuit (Figure 6.11).
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Figure 6.11. Pressure evolution.

6.4. Concluding remarks
In this Chapter, the possibility of performing tlead-frequency control using the ALFRED

reactor has been assessed. Being ALFRED a demtonstdaose aim is assessing the feasibility of
LFR technology, the system performance at proviginghary governing response in reaction to
frequency deviations by adjusting the mechanicalgrooutput has been evaluated. After having
outlined the primary regulation features, the regments in terms of times performance and
maximum elongations imposed by the UCTE have besnribed.

Firstly, it has been tried to adapt to the ALFREdaator the procedure validated in the PWR
operation. However, such an approach has turnedaiub be suitable since the simulation of the
controlled operational transients has shown thatirtkiolved dynamics is too slow to comply with
the primary frequency regulation requirements. fhes reason, it has been necessary to decouple
the operation of the SG from the dynamics of thenary circuit. The proposed control strategy
foresees to adjust the mechanical power produceckdpyiating the bypass valve and the turbine

admission valve, operating the SG in constant pressnode so as to balance the frequency
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fluctuations over few seconds, without affecting grimary circuit. The outcomes of the performed
simulations have demonstrated the capability ofstidied NPP to promptly adapting the electrical
power production to the instantaneous variationghef load demands with a resolution of the
second. Furthermore, it has been assessed thattipged tuning for the implemented regulators
allows damping any feedback or perturbation onghmary circuit. As a future development of
this work, it would be interesting to simulate thehaviour of the ALFRED reactor within a grid,
allowing for the presence of wind farms and phottaro plants so as to assess the effectiveness of

the procedure which foresees the slow varying egttfpor the thermal power control.
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Conclusions

In this thesis work, the system governing dynamnoicEFRs has been studied, and the issues
related to the definition of dedicated control t@gges have been investigated. As a major outcome
of the performed research activities, an integrateethodological approach for the study of
dynamics and the assessment of control strategiefFRs (adopting ALFRED as a reference
reactor configuration) has been conceivAtlthe present time, dedicated analyses regardiag t
control strategies allowing for the specific coastts of this reactor concept are not available in
literature. Therefore, given that for the considesgstem neither prior experience nor operational
data are available, a suitable model-based apprbashbeen developed, and quantitative well-
proven investigation tools have been employed.

In this perspective, an extended characterizatidheosystem dynamics has been preliminarily
performed. As a first step, the system stabilitgtdiees over the entire power range have been
assessed by adopting the root locus method so aerify that no problems arise in system
operation even at reduced load factors. In thisgestive, a simulation tool has been built expyessl
meant for such an early phase of the reactor pneegiual design, aimed at evaluating the stability
and robustness of the dynamic system. In additidms been demonstrated how such a tool may
be useful for providing useful guidelines to coesigners. In the LFR core design, the reactivity
feedback coefficient related to the lead densityiatians in the active region is particularly
important since it is deeply influenced by the cgemmetry. Thanks to the root locus, it has been
possible to estimate the allowable range of vammatf this parameter so as to avoid instabilitres i
the reactor operation. According to the performeasgivity analysis, the system has turned out to
be inherently stable at all power levels, indepetigieof both the fuel burn-up and the value of the
coolant density coefficient, which should reacheatistic high values to make the reactor unstable
even allowing for the destabilizing action of th@ 8n the primary circuit.

For both conceiving and assessing the controlegjied, a dedicated control-oriented simulator
has been developed by adopting the object-oriekitedelica language. The features of the object-
oriented modelling approach have been exploiteatder to obtain a very flexible, straightforward,
and fast-running simulator aimed at testing thetrobrstrategies proposed for ALFRED. The
adoption of this tool has revealed very useful siacsimplified tool providing the time constants
characteristic of the system has been built, btliasame time it has allowed a sufficiently actura
description of the overall plant response (fromN&SS to the interface on the grid). Furthermore,
the possibility of easily coupling the model of thestem with the model of the control scheme has
been a key-advantage in the development and impleten of the proposed model-based

approach.
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As far as the definition of a suitable control &gy is concerned, there are no assessed studies
regarding the specific pairings between input aatpat variables or how to adapt the strategies
conventionally used in LWRs to the characterist€ghis innovative reactor concept. Therefore,
the indications provided by the simulation of tlystem dynamic response have been supported by
a dedicated quantitative technique, i.e., the RGa&hwd. This quantitative algorithm, widely used
for industrial applications, has allowed evaluatitige effectiveness of the proposed pairings
between input and output variables, starting froendonstitutive equations of the physical system.

In this sense, the importance of employing the lewds flow rate as a control variable so as to

improve operational flexibility of the reactor hhsen assessed, proposing an alternative control
scheme. Once finalized the control strategy allgwior the needs of the studied reactor, a suitable

control scheme has been implemented by adoptirablelfeedback regulators, and then assessed by
simulating the controlled system response.

At this point, once having finalized the controls®m for the plant operation in full power
mode, the modelling of the reactor start-up hasnbewedertaken. It is a particularly delicate
operational stage (even for a LWR), since it igediifficult complying with all the technological
constraints that characterize the system. Indegdnghat different variables of interest have & b
effectively governed, it is essential to coordin#ite control actions to be carried out. In this
perspective, a modelling tool mainly used in indattautomation, such as synchronized Petri net,
has been used. In the common practice, the chaeatien of the reactor start-up does not provide
any hint on the regulators ensuring the desiredutien. Conversely, the provided formalization
allows obtaining indications on the key-events thdé the transitions between the controllers
involved in the proposed procedure, and the comstystem configuration has been easily derived.
Indeed, thanks to this approach, it has been &tfaigvard to develop the dedicated Finite State
Machines that rule the operation of the differeagulators. The reactor start-up procedure has been
assessed by means of the object-oriented simutorpnstrating that the several constraints on the
controlled variable (i.e., lead temperature in thgper plenum and in the cold leg) and the
corresponding rates of variation (i.e., thermal povand reactivity) have been satisfied. By
adopting the Petri net formalism, the preliminasrsion of the architecture of the supervisory
control system has been built as well. In particuaawo-level control system architecture has been
developed, namely: the “master system” coordintiteglant operation by sending suitable signals
to the “slave system”, in which feedback modulatiagulators are implemented. Such a scheme
constitutes a preliminary attempt of building tletrol system architecture starting from a Petti ne
allowing for the characteristic features of the tcolled process. As a further development of this

work, synchronized Petri nets may be adopted fordinating the alternation of the different plant
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operational modes. In this way, both the coordoratf the several control actions to be taken and
the plant supervisory control system would be regméed by adopting the same effective and
functional formalism.

As a last step, the concerns related to the loeglifncy regulation through the ALFRED
reactor have been studied. Indeed, whether a meldxection of the connected power plants are
based on RES (Renewable Energy Sources), becaubke discontinuous power supply and the
reduced presence of energy accumulators, it isdinedital to develop appropriate and highly
reliable automated controls, in order to avoid agdt and frequency fluctuations that may result in a
worsening of the plant availability. In this senam,alternative solution has been proposed, inhwhic
two different set-points have been defined for thermal power produced in the core and the
mechanical power available to the alternator, atiogrto the corresponding time constants.

The developed approach has the advantage of nug keslored to the ALFRED reactor but it
can be extended to other LFR reactor designs @r @ttivanced SMR concepts as well. As shown
in the Appendix, the modelling tools adopted in thesis work have been employed to study the
fast-runback operational transient for a Sodiuml@d&MR. Therefore, even though the features of
the studied reactor concept are quite differentnfrtne ALFRED reactor ones, the proposed
investigation procedure has turned out to be effectiemonstrating its validity and versatility. In
particular, the potentialities of the Petri netsl dhe effectiveness of the object-oriented approach
have been assessed. In addition, this work hasrshmwnecessity of developing and implementing
MIMO control schemes, so as to achieve flexiblerafien procedures for the Gen-1V NPPs. Such
aspects assume a particular importance whether SivBReonsidered, given the role played by the
operational costs in achieving economic competigss. In the fast runback operational transient,
the limits of the currently employed SISO contrdlehave been pointed out. Conversely, the
adoption of MPC-based control system would alloWieging faster control transients, maintaining
the temperature field close to the nominal one aralding the time-consuming operations needed
for the reactor start-up. In addition, such a sthdg shown the importance of a metal-fuelled
reactor in the perspective of designing an inhecentrol scheme, which would allow limiting the

contribution of active systems in the reactor opena
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APPENDIX: Study of innovative control strategies for the Fast-
Runback operational transient applied to sodium-cooled SMR

Outline

In the thesis, several techniques conventionalypéet in industry (e.g., RGA in chemical plantsyriReets

in industrial automation) have been employed tol deith the issues regarding the design of control
strategies for an innovative LFR (for which no au@mal data are available). Such modelling tooks/é
been adopted for studying the fast-runback opemafidransient of a different Generation IV reactor
concept, i.e. the sodium-cooled Small Modular ReEa@MR). Indeed, over the last years there has laee
growing interest in the development of SMRs, whaEnomic competitiveness mainly relies on plant
simplification and reduced operational costs, gitka disadvantage with respect to the traditionaitsiin
terms of economy of scale. Indeed, plant operadimh maintenance costs are driven by plant avaitghil
which can be enhanced by means of innovative dasttaiegies by avoiding unnecessary plant or tnps.

In this perspective, an effective strategy for agtmg fast runback of a typical sodium-cooled SMRich
coordinates the operation on the SG and the printnyuit, has been developed and assessed. Once the
proposed procedure has been modelled by meang éfdtni nets, the feedback modulating regulatoreblas
on Model-based Predictive Control (MPC) has beevettped. Such a control scheme has been adopted to
implement a MIMO control strategy, so as to cooatindifferent control variables to achieve the powe
drop. In particular, the thermal power producedtie core and the sodium temperature in the uppamyh
have been adjusted by operating the externally segaeactivity and the primary circuit mass floveraln
this way, it is possible to reduce the power lea®lquickly as possible (without scramming the r@dct
leading to significant saving in the operationalst® of the reactor while also improving the system
availability. The proposed procedure has been cbidzed by simulating the operational transients o
both an oxide-fuelled reactor and on a metal-fukltmre, comparing the responses of the two differen
configurations and the respectively needed combd$ contribution.

The main results have been published in:

« Ponciroli, R., Passerini, S., Cammi, A., Luzzi, Yilim, R., 2014. Innovative Control Strategy apach
for the Fast-Runback operational transient of aiBoaooled Small Modular Reactor. International
Congress on Advances in Nuclear Power Plants (IC20AH#), Charlotte, April 6-9, 2014.
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Al. Introduction

In this thesis work, several techniques conventipnadopted in industry (e.g., RGA in
chemical plants, Petri nets in industrial autom@tibave been employed to deal with the issues
regarding the definition of control strategies &r innovative LFR for which no operational data
are available. The adoption of these tools hasvalibto figure out a model-based methodological
approach oriented to the characterization of theadycs and the development of suitable control
schemes. In particular, the proposed procedurdéas applied to the ALFRED reactor, adopted as
case study. However, the adopted techniques artgeddb the studied reactor concept, but they can
be employed to investigate other Generation IV t@amoncepts as well. Indeed, in this Appendix,
such modelling tools have been adopted for studyiregfast-runback operational transient of a
sodium-cooled Small Modular Reactor (SMR).

Over the last years, there has been a growingessitén the development and deployment of
reactors classified as SMRs. The proposed designshése NPPs generally aim at providing
increased benefits in the areas of safety and isgcnon-proliferation, waste management, as well
as to support multiple energy applications and roffexibility in design, siting and fuel cycle
options. In particular, the Department of EnergO@) believes that SMRs may play an important
role in addressing the energy, economic and clirgatds of the U.S. if they can be commercially
deployed within the next decade (DOE, 2013).

In virtue of the specific features of SMRs, a neargaigm is required in the design and
operation of these NPPs (Holcomb, 2013). To redapial costs, it is important to make extensive
use of digital technologies and to optimize the l&fhitecture. In addition, plant operation and
maintenance costs are significantly driven by péarilability, which can be enhanced by means of
innovative control strategies by avoiding unnecgspéant or unit trips. Therefore, highly reliable
automated control systems that are sufficientlyusbbto handle an extensive range of plant
transients shall be considered, and a control &ature that can respond to events and conditions
by adapting the control strategy should be adopbedthe past, NPPs were designed almost
exclusively to cover base load demands. This agproahile sound for large units, is not suitable
for the SMRs. Indeed, without appropriate and higkliable automated controls, eventual voltage
and frequency fluctuations due to the fractiondR&S-based power plants may result in reactor
trips and consequently in a worsening of the pdevailability (Clayton and Wood, 2010).

In this work, an effective strategy for achievirg tfast-runback of a sodium-cooled SMR has
been developed and assessed. The runback tramsielves the disconnection of the power plant
from the grid following a generator trip and thédsequent rapid reduction of the electrical power

output. The occurrence of such transients mightoecknown in advance to the plant operators. In
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particular, the runback may be triggered by an ewathin the NPP and a prompt disconnect from
the grid may be needed to bring the system to@daitdown condition. In this case, the standard
procedure adopted is the immediate disconnectidheopower plant from the grid followed by the
reactor scram. Later, while in the cold shutdowrdeya series of diagnostic tests are performed in
order to assess the impact of the transient, itssesaand how to restore the rated operational
conditions. On the other hand, it is also possib& the plant must disconnect from the grid as a
result of a grid fault. In this case, it would benkficial for the NPP if the runback could be
regarded as an operational transient, since algotriver production has been reduced for causes
that do not concern the plant conditions. In patéic avoiding a reactor shutdown in favour of a
power runback would mean avoiding the related rejdorg and communication with the regulator
as well as all the complex and time-consuming djera needed for a reactor start-up. Such
flexibility would therefore lead to significant sag in the operational costs of the reactor while

also improving the system availability.

A2. Reference reactor configuration and corresponding lgject-oriented model

In this work, the fast runback operational transiesis been studied in reference to a standard
plant in order to establish a baseline for openatfiperformance. The reference design shall reflect
the state-of-the-art of conventional fast reactwhhology in terms of plant configuration and
materials, use of active control systems and stanol@eration. The considered plant is a pool-type
sodium cooled fast reactor, with a Rankine cyclehes BoP power conversion technology. Its
design layout is characterized by three forcedu@ton circuits, i.e. the primary system and an
intermediate system, both using sodium coolant,thedBoP for heat removal and electric power
production. Primary system pumps take their suctiom the pool and deliver the coolant to the
reactor. The intermediate system is driven by apamd heat is delivered to the SG. In order to
simulate the overall system response and assegsdpesed control strategies for the fast runback,
a non-linear one-dimensional model of the referereactor has been developed adopting the
object-oriented approach based on the Modelicaulage, The developed model has then been
simulated in the Dymola environment. In Figure Ade graphical interface of the object-oriented
model is shown. In this work, as far as the neutris concerned, reactivity has been defined by

referring to thantegral reactivity parameter@Vade and Fuijita, 1988):

pnet=A'(P_1)+B'(P/W1_1)+C'6Tin+pext (Al)

In particular,A represents the reactivity variation associateth wie fuel temperature increase

from the average coolant temperature to the avehagletemperature at nominal conditiors.
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represents the reactivity variation associated Whi¢hincrease in fuel and coolant temperatures from
the average coolant temperatures at zero-powertcmmlto the average coolant temperatires

the feedback reactivity coefficient associated \thida core inlet temperature.

Figure Al. Graphical interface of the object-oriened model of the overall plant.

As far as the choice of fuel is concerned, the fastback operational transient has been
simulated on both an oxide-fuelled and on a metelldd reactor (uranium-plutonium-zirconium,
U-Pu-Zr, alloy (Vilim, 2013)), in order to compatige responses of the two configurations. Despite
the shorter operational experience compared toeofidl, metal fuel has been claimed to behave
better than oxide fuel in transients and accidesteharios. Indeed, inherent design features can
improve safety over what can be achieved usingyedystems alone. Nevertheless, the level of
experience gained with oxide fuel is currently utchad, also considering that a new metal fuel
form would have to be tested and licensed befomegbesed as a fuel in a nuclear reactor. Such
considerations make oxide fuel the state of théuaitform for the reference design. In Table A1,
the neutronics parameters and thermal featuresterfeist for the two fuel options are resumed. In

Table A3 the steady state values for the refereiesegn at rated power have been indicated.
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Table Al. Neutronics parameters and thermo-physicaproperties for the two different fuels (Wade and Hijita,
1988; Wigeland and Cahalan, 2009).

Parameter Definition Oxide Fuel  Metal Fuel

yij Fraction of delayed neutron [pcm] 330 330

/ Mean time generatioru§] 0.6 0.6

A Decay constant of one group precurséi [s 0.1 0.1

A Net reactivity decrement [$] -1.24 -0.15

B Power/flow coefficient of reactivity [$] -0.5 -0.45

C Inlet temperature coefficient of reactivity [$/K] -0.0041 -0.0032

ke Thermal conductivity [W/mK] 1.55 20

G Specific heat capacity [J/kgK] 290 180

dr Density [kg/ni] 8990 11625

Table A2. SG Main Data for the Reference Reactor Gdiguration

Steam Outlet Pressure [MPa] 19.3
Feedwater Inlet Temperature [°C] 257
Water/Steam Flow Rate [kg/s] 228
Steam Outlet Temperature [°C] 457
Water/Steam Pressure Drop [MPa] 0.88

Sodium Flow Rate [kg/s] 2228
Sodium Inlet Temperature [°C] 482
Sodium Outlet Temperature [°C] 325
Thermal Power [MWth] 453
Number of Tubes Required 2625
Tube OD [mm] 15.875
Tube Wall Thickness [mm] 2.1082
Tube Pitch [mm] 30.988
Active Length [m] 23.4696

Table A3. Steady state conditions for the referenceactor configuration.

Reactor Nominal Primary Loop Intermediate Loop| Secondary Loop Rod Reactivity [$]
Power [MW] Flowrate [kg/s] Flowrate [kg/s] Flowrate [kg/s] y
900.00 4623 4586 456 0.0
Average Average Reactor Coolant | Reactor Coolant IHX Intermediate
Fuel T [°C] Clad T [°C] Tout [°C] Tin [°C] Coolant outlet T [°C]
1250 457 508 354 479
IHX Intermediate SG Cold SG Cold Coolant Primary Tank Intermediate Tank
Coolant inlet T [°C] Coolant Tout [°C] inlet T [°C] Coolant Mass [kg]| Coolant Mass [kg]
324 461 257 379000 37900
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A3. Definition of Fast Runback operational procedue

The aim of this investigation is the developmerd #re assessment of a suitable procedure to
perform the system fast runback from operating ttamngs to reduced power output, during grid
outages and related idle times. After the grid @lisection, the reactor remains critical at low
power levels, while the residual electric powerdueed (up to about 5% of the nominal value) is
disposed of by meeting the demands of the housi#s @& last, when it is possible to restart the
load-frequency regulation, the power plant is prtdyngarried back to the nominal conditions.

As far as the BoP operation in fast-runback modeoiscerned, théeedwater leadingontrol
strategy has been adopted (Seong and Kim, 2012prding to this scheme, once the system has
been disconnected from the grid, the external palearand first controls the flow rate by adjusting
the feedwater control valves. Then, the steam flatg is changed and the turbine power varies
accordingly. These control actions determine aebes® of BoP capability of disposing the thermal
power produced in the primary circuit. Therefoiestfthe temperatures in the intermediate circuit
and then in the primary circuit rise, inducing aie® of reactivity feedbacks. This strategy
minimizes the time lag between the circulationha toolants of the Nuclear Steam Supply System
(NSSS) and the BoP by first controlling the feedwdlow rate through the SG.

During the fast runback mode, the electrical powet-point is set around the 5% of the
nominal value in order to power the several systepesating in the plant, namely the house loads.
It is good practice not to excessively reduce tieara mass flow rate at the turbine inlet (lower
bound is equal to 20%) in order to avoid issueseanring the turbine partialization. To compensate
for this mismatch between steam flow rate (20%) arathanical power (5%), it is advisable to
operate only the HP turbine stages. In this wayemithat the conditions of the steam admitted to
the turbine are kept close to the nominal onesy#hae of the electric power generated decreases as
well by reducing the specific enthalpy drop acrtdss turbine, achieving the desired electrical
power level.

The proposed procedure allows rapidly regulatireg BoP conditions to the new set-point for
the electrical power generated (time constantb@brder of a few seconds). On the other hand, the
thermal power generated within the core has to dskiged as promptly as possible, without
scramming the reactor and possibly limiting the tomnrods contribution. In order to avoid
reaching design limits set on the coolant tempegatufollowing the feedwater mass flow rate
reduction, it is necessary to adjust the thermalgsmutput to the same level as well. Therefore, it
IS necessary to introduce negative reactivity ttuoe the power level to the 20% of its nominal
value. This power drop can be achieved over a fenutes because of the plant thermal capacity,

which allows for considerable energy storage.
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Figure A2. The Petri nets representing the evolutio of the grid (on the left) and the overall plant @&sired
behaviour (on the right) during fast runback operational transient.

Table A4. External events regulating the load fregancy regulation performed by the power plant.

e0 Off-line transition— the plant is disconnected from the grid

el On-line— the plantis connected to the grid

Table A5. Description of the places constituting tb Petri net which represent the status of the grid.

gl

g2

Load-frequency regulation> the electrical power produced by the plant is stéid in order to
control the grid frequency.

Fast-runback operation mode after having been disconnected from the grid, #aetor
power set-point is promptly reduced and the systiaris operating ifast runbackmode.

Table A6. Description of the places constituting th Petri net which represent the overall plant evoliion.

pl
p2
p3
p4
p5
p6

p7

HP&LP stages operateé- the turbine is run at nominal operative conditiqrexforming the
load-frequency regulation.

Wi, at nominal conditions~ the feedwater mass flow rate is regulated accoridirige nominal
operative conditions.

HP stages operatee> once the fast runback mode has fired, only theéudbine stages are
operated.

Wy, is kept fixed at 20%-» the feedwater mass flow rate is kept fixed atab& of its nominal
value.

Power control loop normal mode operatiesn the reactor power is regulated by adopting the
normal mode feedback control loop.

W, control loop normal mode operatieh the coolant mass flow rate is regulated by adogtieg
normal mode feedback control loop.

Fast runback controller» the normal mode feedback control loops concerttirgcontrol rods

and the primary circuit mass flow rate are disabRamth these two input variables are adopted in
a suitable MIMO controller in order to perform dfeetive regulation of the thermal power in the

primary circuit.
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A4. Control scheme definition

After the plant has been disconnected from the, ghé objective of the control system
operating in the fast runback mode is to reducpramptly as possible the power level, without
scramming the reactor and possibly limiting thetoarrods contribution. In this perspective, the
adoption of feedback SISO control loops based dp Rlgulators does not yield acceptable
performance. The reduction of the feedwater mamsg fate reduces thermal power rejection from
the BoP. Because of the intervening presence ofinteemediate circuit and its associated heat
capacity, the initial temperature increase in tleddes not provide immediate thermal feedback to
the primary circuit. Therefore, if we merely chandpe position of the control rods to reduce
thermal power (Figure A3) without changing othentrol variables in the primary circuit, the net
effect is an overall cooling of the plant (Figurd)A Consequently, before the system can be
connected to the grid again, the heating up ofsthgctural materials must be carried out and the
full power mode attainment will be delayed.
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Figure A3. Thermal power evolution in the SISO conbl scheme configuration.
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configuration.

These limitations have been addressed through $seeofi a MIMO control strategy that

provides the capability to employ coordinated colnariables to achieve the thermal power drop.
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By referring to the quasi-static reactivity balan@gl), in addition to the externally imposed
reactivity, the system reactivity can be influendsdoperating directly on the coolant mass flow
rate in the primary circuitif;) or by changing the coolant core inlet temperatd®,,). In this

perspective, in the next section, the developmért dedicated MIMO control strategy has been

pursued.

A4.1. Operational limits on the control actionsh® performed

In the development of a control system, limits lo@ ¢tontrol actions to be performed need to be
set. These thresholds apply both to the point vahgeto the rate of change of the control variables
In particular, the limits regarding the externaliguced reactivity due to control rods motign,{)

and the coolant mass flow rate in the primary dir@dr;) are hereundetiscussed.

Control rods
As it has been indicated in Section 4.4, in nucteactors an upper limit is usually set to the

rate at which the positive reactivity may be indlicén this sense, in order to avoid prompt
criticality, a limit is set to the reactor perioghich must be large enough to allow an effective
control action on the plant. At the same time, iegative reactivity added to the system must not
lead to an excessive local penalization of themseufiux. In such a case, when the signal from the
neutron flux detectors indicates out of range \&lioe the peaking factors, the reactor is scrammed.
Therefore, the maximum and minimum rates of varatf the control rods reactivity have been

externally set so that the reactor thermal feedbat&nage to restore criticality conditions.

d d
GPext = —25.0pcm/s FPext

= +25.0 pcm/s A2
dt min dt max P / ( )

Since the runback consists in a reduction of thegpdevel, it is not necessary to induce any
positive reactivity to the system. The minimum \alcan be estimated through the quasi-static
reactivity balance at the desired power level dovs. The system fast runback is initiated by
reducing the feedwater mass flow rate which reswlta drop of the convective heat transfer
coefficient at the interface between the intermiedarcuit and the steam generator. Therefore, the
thermal power produced in the core leads to theusodemperatures increase in the intermediate
circuit. Consequently, the coolant temperaturénatdore inlet rises(;,, > 0). However, in order
to be conservative, this negative reactivity cdmition has been neglected, while the coolant mass
flow rate in the primary circuit has been fixed ite nominal value. Therefore, the externally

imposed reactivity must be equal to:

145



P=0.2
Wi =10 = poy =A-(P—1)+B-(P/W; — 1) 2 peyr = —545.49 pcm (A3)
6Tin =0

The maximum and the minimum values to the exteynatiposed reactivity have been
estimated as:

(pext)max = 0pcm (pext)min = —545.49 pcm (A4)

Sodium mass flow rate

Electromagnetic pumps provide the coolant mass flame& in the primary circuit. Since there
are no moving parts, the inertia of these devisagduced and therefore the variation of the mass
flow rate may be achieved in extremely short tinmeparticular, the inertia is such to ensure a
halving time equal to 2.5 seconds. Therefore, tlimum and minimum limits to the rate of

change of the mass flow rate are equal to:

dw,

dt min

dw,

dt max

=—-02s"1 =+0.2s71 (A5)

As far as the maximum and minimum point values eo@cerned, their evaluation is
determined by thermal-hydraulic considerationspétticular, the maximum value has been set
equal to the nominal one. On the other hand, itldvtde worthy that the minimum value assumed
by primary circuit mass flow rate leads to a fawatle contribution to the reactivity balance. Since

B is negative,

B-(P/W,—1)<0=>P>W, (AB)

Ideally, the primary circuit mass flow rate shadl teduced more quickly than the power itself.
However, it is also necessary to avoid insufficieobling in the reactor power channel. Therefore,
the minimum has been fixed to the 20% of the rateldie. Ultimately, the maximum and the

minimum value to the primary circuit mass flow rate set to

(W1)min = 0.2 Wmax =1 (A7)

A4.2. Theory of Model-based Predictive Control Aygmh

The main goal of the fast runback control stratisglyp bring the system to the desired reduced
power level as soon as possible. At the same finveguld be relevant to reduce the control rods
contribution, inducing thermal reactivity feedbacky operating on other control variables.
Moreover, whenever the control system is requiegédrform a significant change on the plant
operating point, it is important to set limits ohet control actions which can be performed.
Consequently, the problem of defining a suitableticd strategy to achieve the system fast runback
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can be studied as eonstrained optimization problenAmong the most promising techniques,
Model-based Predictive Control (MPC) methodologgrnseffective mean to deal with large multi-
variable constrained control problems. MPC hasasadceived attention as a powerful tool for the
control of industrial process systems, and it hiasady been applied to NPPs with promising
results (Bragg-Sitton and Holloway, 2006; Cammiakf 2008). The control algorithm seeks to
optimize an objective or “cost” function, which asuser-specified mathematical indicator of the
desired performance of the feedback regulatorolatig a MPC approach, the control actions aim
at minimizing a performance criterion over a prédit horizon, whose length is kept constant in
time (receding-horizon algorithin(Clarke, 1994). The optimization problem is pblssubject to
constraints on the manipulated inputs and outpuhiese future behaviour is estimated according to
the model of the plant. In this way, the controlten predict whether or not the proposed control
actions will cause future violations of system daaiats, while still ensuring that the early comtro
actions do lead to a long term control strategyt tnaimizes the cost function. The control
algorithm of the model predictive controller propdsn this work can be summarized as follows:

a. Past measured outputs and past control inputsodlexied up to the present time stepFuture
outputs along the prediction horizON) can then be estimated using a linearized dynaroabein

of the plant, initialized with past input and outplata.

b. A control sequencati(k + i), i =1, ..., M for the nextM time steps is obtained by minimizing
the cost functiorV (k) which takes into account two terms. The first @the squared tracking
error (i.e., the squared difference between thereete output and the estimated output), the
second one is represented by the square of thegehaincontrol action between two adjacent
time stepg(Ati), while the third one allows penalizing deviatiasfscontrol variables from the

nominal values. The cost function can be expresstdt following way:

V) = ) 90k + i) = r(k + DI Q) + ) 182l + DI - R
i;ll i=1 (A8)
) Ml + 1K) = w2 - S@)
i=1

wherei is the generic time step, is the current time stei@ (i) is the weight of the tracking
error, R(i) is the weight of the control input rate variatipfiéi) is the weight of the control input
variations from the nominal conditions, ands the set-point. Finallyy(k + i|k) is thei-th step
prediction of the system output, based on meastaém up to theé-th step, and on future control

variables computed along the prediction horizon.
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c. At next time step, only the first value of the aohisequence is considered for the plant control,
and the other terms of the sequence are discaftedpast measured outputs and control inputs
are updated, then the whole procedure is repetiedhe following time step, from (a) to (c).
Optimization of the objective function is then rape at the next sample time, with the horizon

shifting forward in time.

A4.3. Development of MPC based controller

To design of a MPC based controller for the NPPtrebruring the fast runback mode it is
necessary to adopt a simplified version of the plaadel suitable for the control algorithm. The
Dymola simulation environment allows linearizingetiobject-oriented model around the system
nominal condition in order to derive the correspogdstate-space representation. Therefore, the
simulations of the plant responses have been peeidadopting the non-linear model, while in the
control scheme definition a LTI discrete-time systbas been implemented in the MATLAB

MPC control toolbox.

{x(k +1) = Ax(k) + Bu(k) (A9)

y(k) = Cx(k)
In addition to the thermal pow€P), the sodium temperature in the hot plendmh6t) is
considered as a controlled variable as well. Tleetoe outlet temperature represents the higher
fluid temperature in the plant, and is directlyated to the achievable thermal efficiency, which
ultimately affects the cost of electricity. Howey@naterials and thermodynamic considerations
(such as the boiling point of the coolant or thenaweour of structural materials at high

temperatures) set an upper limit for such a tentpexg550 °C).

N

IHX CORE | Pextlmpc

W, xW; =3 Wilmec

Figure A5. Representation of adopted control stratgy.

In the proposed control strategy, as shown in Eighb, the externally imposed reactivity
(pext) @nd the primary circuit mass flow ratié/;() are adjusted so as to govern the thermal power

and the sodium temperature in the upper plenunthédtsame time, the intermediate circuit mass
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flow rate (#/,) is changed in proportion t#; so as to maintain the same temperature dopss

the Intermediate Heat Exchanger (IHX).

“= {pVT/jt} Y= {T_Zot} (A10)

A quadratic cost function has been consideredhieraptimization problem (Eq. (A8)) and the
adopted constraints are time-invariant and expdebgelinear inequalities. The weights has been
chosen carefully, as there is no standard methggldim evaluate them. In particular, the values of
the matrixQ are the easiest to be evaluated, since they refére output variables accuracy in
following the corresponding set-points. If thesduea are set to zero, the output variables are
allowed evolving freely. Otherwise, the larger tne@slues, the more their deviations from the set-
points are penalized, and the control actionstwilto keep the output variables as close as plessib
to the set-points in attempting to minimize theufig of merit. For this reason, the weight for the
coolant temperature in the hot plenum has beetosetreduced value, since achieving an accurate
reference value is not so relevant, while excesigemal stresses to the heat exchanger tube sheets
should be avoided. Similarly, increasing the valokethe matrixR means increasing the penalty on
the control variables variations, and that leadsnwother control actions, while by increasing the
values of the matri¥ the control scheme attempts to achieve the cogtrals while keeping the

values of the control variables as close as passibiheir nominal values.

A4.4. Implementation of the developed MPC controlle

The developed MPC controller has to be considesdre of the controllers envisaged to
operate in the proposed control strategy for tls¢-fianback. Indeed, the first control action to be
carried out is the mechanical power reduction. &twee, the turbine admission valve is abruptly
closed, allowing minimum steam mass flow rate wttirbine. As soon as the closure of the turbine
admission valve begins, the bypass valve controllaich regulates the SG pressure by adjusting
the steam mass flow rate to be disposed to theersed, is switched on. The next step to be taken
is the reduction of the feedwater mass flow ratthéodesired level (20% of its nominal value in 40
seconds). In order to facilitate the power redurciio the reactor core, the contribution due to the
coolant temperature increase at the core idetéT;,) is initially exploited. It is essential that the
feedwater flow rate reduction in the SG occurs teetbe beginning of the power drop, so that the
increasing temperatures from the BoP may reachptimary circuit and give their reactivity
feedback contribution. The proposed operationatguiare consists in several FSMs implemented

in the Simulink environment by adopting the Stateftoolbox (Figure A6).
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Figure A6. Representation of the implemented FinitéState machines.

A5. Oxide-fuelled reactor simulation results

Once finalized the control strategy and designeddbntrol scheme, the performance of the
control strategy and associated controller have lassessed by simulating the system response of
developed object-oriented model.

Table A7. Adopted MPC parameters for the oxide-fudéd configuration

Parameter Value
Time step,Ts 0.1s
Prediction horizonN 60 s
Control horizonM 30s
Weight of the tracking errof(i) [30, 0.2]
Weight of the control input variationR(i) [0.5, 10]

Weight of the control input absolute valu8gi) [12, 4]

As far as the oxide-fuelled core is concerned, @ting to the values of the corresponding
integral reactivity parameters, the fast runbaosraponal transient may only be achieved by means
of relevant control rods contribution. From the ml@peration perspective, the larger reactivity
contribution to be counterbalanced is given by the(P — 1) term. Indeed, the value of
represents the reactivity that is vested in theeimmental temperature rise inside the fuel. Theegfor
when the thermal power level is heavily reduced{feé A7), the fuel pin incremental temperature
collapses, and positive reactivity is introducEdr the oxide fuels, such contribution turns out to

be particularly penalizing, being equal to
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A-(P-1)=-124-(02—-1) = 0.992% (A11)

It is possible to take advantage of thermal feekbagven if their contribution is modest
compared to the positive reactivity insertion daghe power reduction (Figure A8). The reactor
coolant inlet temperature tends to increase, regulh a negative reactivity insertion. Such a

temperature rise at the core inlet is important esntributes to the initial power level drop.
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Figure A7. Normalized thermal power vs. time.
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Figure A8. Reactivity contribution vs. time.

As shown in Figure A9, at the end of the transidrg,system reaches an equilibrium condition
in which the reactor coolant inlet temperaturelighly lower than the nominal one. On the other
hand, thanks to the changes of the primary cirtov rate, the sodium temperature at the core
outlet can be effectively governed. Indeed, theddmns in the upper plenum, aside from an initial
overshoot, are almost unaltered when the normappe¢er level of 0.2 is reached.
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Figure A9. Sodium temperatures in the primary circut vs. time.

For the negative reactivity insertion due to ¢hedT;, term to become relevant, the primary coolant
temperature would have to rise to values incomfgtilith the reactor safe operation and integrity.
Therefore, since the reactor coolant inlet tempeeaincrease does not result in substantial benefit
for the control rods operation, the- (P/W; — 1) term has been optimized. In order to get the
desired trend of the output variables, the mininuaitue for the primary circuit mass flow rate has
been set equal to 20% and at final steady statditomms the reactivity contribution due to the
power over flow ratio vanishes. In addition, bytisgt the intermediate circuit mass flow rate
proportional to the primary one (Figure A10), it wid be possible to preserve the nominal
temperature variations in the two circuits througftbe transient.
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Figure A10. Primary/Intermediate circuit and feedwaer mass flow rates vs. time.

In conclusion, in an oxide-fuelled core, becauséhefconstraints on the temperature field and
the values of the integral reactivity parameteng, met reactivity decrement contribution can be
counterbalanced only by means of active controimelgs. As far as the other reactivity
contributions, it is important to optimize tie- (P/W, — 1) term, keeping its value close to zero,
thanks to the coordinated control actions of thetrab rods and the primary circuit mass flow rate.

Since the sodium condition at the core inlet camprovide a relevant contribution to the reactivity
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balance, it is judged better to minimize its chat@yeeduce thermal stresses during the transient by

minimizing temperature swings across the sensanraponents.
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Figure A11l. Steam temperature vs time.

[m]
e \*]
o 0O

14f

Steam generator level [m
o)

0 100 200 300 400 500 600 700 800 900 1000

Time [s]
Figure A12. Steam generator level vs time.
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Figure A13. Steam generator pressure vs time.

As far as the BoP quantities of interest are carexrduring the transient, the temperature in the
SG increases (Figure All) and the SG level decseféiSgure Al2). In the proposed control
strategy, the SG is allowed for an overpressurgufiei A13). Differently from the U-tubes design,
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the reference SG concept is characterized by aeeldihermal capacitance, and the adoption of the
bypass way is necessary to dispose the excesswmdhpower which cannot be admitted to the
turbine neither stored in the SG itself. In ordeiiinit the overshoot in the mass flow rate which
must be vented to the condenser, the system dtinisgoperational transient is operated at a
pressure 5% higher than the nominal one. Thoughebdwater mass flow rate reduction started
simultaneously with the turbine admission valvesale, the peak could not be prevented, because
the feedwater pump is characterized by a time eohsuch that it takes about 40 s to reduce the
feedwater mass flow rate to the 20% of its nomvuadiie. In addition, because of the length of the
SG, the mass flow rate variation signal takes a&dtl&0 seconds to reach the turbine admission. For
these reasons, it could be worthy using pressuief kalves in order to dispose directly into the
environment the steam flow that is not requiredniet the demands of the house loads, and limit

stresses to the condenser.

A6. Metal-fuelled reactor simulation results

As far as the metal-fuelled reactor configuratisrconcerned, even though the values @ind
C are virtually unchanged, there is a dramatic d#ifee in the value of between oxide and metal
core designs. Therefore, in this case, the relaizes of the feedbacks results in a net canaatiati
of most of the net reactivity decrement during plogver drop, significantly reducing the need for

negative reactivity addition through control rods.

Table A8. Adopted MPC parameters, for the metal-fuled configuration

Parameter Value
Time step,Ts 0.1s
Prediction horizonN 60 s
Control horizonM 20s
Weight of the tracking errof(i) [36, 0.4]
Weight of the control input variationR(i) [0.5, 6]

Weight of the control input absolute valu&si) [12, 2]

Even though the MPC controller weights are not sterént from the ones adopted in the
oxide-fuelled configuration, the metal-fuelled dgsturns out to be particularly flexible in termfs o
operation, i.e. the system fast runback can beegetiin about one minute (Figure Al4). Such
favourable behaviour is due to the fact that thsitp@ reactivity to be counterbalanced is quite
modest and that since the very beginning the thiefmealbacks provide a relevant contribution to
the reactivity balance. Overall, this approach setdtemperatures increase in the primary circuit.

In particular, the sodium temperature in the hgtiteereases by about 25 °C (Figure A15). Indeed,
154



since the power drop takes place so promptly, tiragsy circuit mass flow rate must be reduced
even faster to provide a negative reactivity ctmtiion (Figure A16), causing a sudden rise in the
sodium temperature at the core outlet (Figure A17).
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Figure A14. Normalized thermal power vs. time.
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Figure A15. Sodium temperatures in the primary cirait vs. time.

It should be noted that the control strategy hanbsdightly changed in comparison to the oxide-
fuelled configuration, i.e. the feedwater mass flate reduction starts earlier than in the previous
case in order to result in a more relevant oveeatiperature rise in the primary circuit. In additio

the feedwater mass flow rate minimum thresholdldesen set to a lower value than in the previous
control scheme.
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Figure A17. Primary, Intermediate circuit and feedwater normalized mass flow rates vs. time.

Figure A18, Figure A19 and Figure A20 show the dqias of interest for the BoP. As can be seen,

the trends are qualitatively similar. The only drfnce is that, by relying more on temperature

effects to achieve also reactivity control in thetah fuel configuration, also the steam temperature

at the exit of the steam generator increases cadpar the oxide case. In addition, the reduced

feedwater mass flow rate contributes to the steampérature increase and to the reduction of the

steam generator level during the transient as well.
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Concluding remarks

In this Appendix, the development and the assessofensuitable strategy to perform the fast
runback of a sodium-cooled SMR from operating cbods to reduced power output has been
presented. Since this transient involves sevemapoments of the plant, the control actions to be
taken must be properly coordinated so as to achiexepower drop by exploiting the reactivity
feedbacks without exceeding the design limits efglnsitive components. For this reason, in order
to perform the power transient while ensuring thatsodium temperature in the upper plenum does
not undergo sudden changes, MPC-based controliebéan developed in order to optimize the
operation of the control rods and primary circloif rate. The proposed strategy has been assessed
by simulating the plant response by means of arablgriented model, allowing for the study of
the system governing dynamics. In particular, twifecent reactor configurations have been
analysed, i.e., oxide-fuelled core and metal-fuktiere. In the former, because of the constraints o
the temperature field and the values of the integractivity parameters, the positive reactivity
inserted during the power drop can be counterbathromly by means of a relevant control rods

contribution. On the contrary, for the metal fualse, the reactivity feedbacks assume a higher
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relative importance, and a sensibly smaller contads contribution is needed during the

operational transient.
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Acronyms

ALFRED
ANL
BoC
BoL
BoP
CANDU
CRs
DAE
DES
DOE
EA
EoC
FA
FP7
FSM
HP
HV
ICN
ICT
1&C
IHX
LEADER
LFR
LP
LTI
LWR
MIMO
MM
MOX
MPC
MV
NPP
NRG
NSSS
O&M
ODE
P

P
PID
PWR
RES
RGA
RS
SFR
SMR
SG
SISO
SRs
UCTE
ULOF
UTOP

Advanced Lead-cooled Fast Reactor Europeamdnstrator

Argonne National Laboratory
Begin of Cycle

Begin of Life

Balance of Plant

CANadian Deuterium Uranium
Control Rods

Differential and Algebraic Equation
Discrete Event System
Department of Energy

Empresarios Agrupados
End of Cycle

Fuel Assembly

7 Framework Program

Finite State Machine

High Pressure stages

High Voltage

Institute de Cercetari Nucleare
Information and Communication Technology
Instrumentation and Control
Intermediate Heat Exchanger
Lead-cooled European Advanced DEmostratiead®r
Lead-cooled Fast Reactor

Low Pressure stages
Linear Time Invariant

Light Water Reactor
Multi Input Multi Output
Modal Method

Mixed-Oxide fuel

Model-based Predictive Controller
Medium Voltage

Nuclear Power Plant

Non square Relative Gain array
Nuclear Steam Supply System
Operation and maintenance

Ordinary Differential Equation
Proportional (controller)
Proportional-Integral (controller)
Proportional-Integral-Derivative (controller)
Pressurized Water Reactor
Renewable Energy Sources
Relative Gain Array

Row Sum

Sodium Fast Reactor

Small Modular Reactor

Steam Generator

Single Input Single Output

Safety Rods

Union for the Coordination of Transport oeE&ricity
Unprotected Loss of Flow
Unprotected Transient of OverPower
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Nomenclature

Latin symbol

® Schur product

A Single channel coolant flow areajm
A State matrix

A(s) Overall transfer function

Acr Coefficient for CRs calibration [ pcm ]
Asr Coefficient for SRs calibration [ pcm ]
A, Flow area [f]

Ay Actuator response

B Corresponding matrix

Bcr Coefficient for CRs calibration [ ]

C Corresponding matrix

c Average specific isobaric heat [J%g™]
Ccr Coefficient for CRs calibration [ - ]

G Fanning friction coefficient [-]

G i™ precursor density [ci}

Co Average specific isobaric heat of lead [J' k']

D Feedthrough matrix

d Density [kg ]

Dcr Coefficient for CRs calibration [ pcm ]

d Disturbances from i-th control loop

e Error in PI control loop

e Error betweenis?fand Y

E Energy [J]

f Friction factor [-]

fo Nominal frequency [Hz]

F(s) Complementary sensitivity transfer function

g Gravitational acceleration [rifls

G Gain

G(s) Process transfer function

Gatt Attemperator mass flow rate [kif]s

i Open loop gain between j-th output and i-th input
Guater Feedwater mass flow rate [k'é]s

h Specific enthalpy [J kg

H(s) Cross transfer function

he Cladding-coolant global heat transfer coefficigitk ]
her Control rods height [m]

h Closed loop gain of pair j-th output and i-th ibpu
hsr Safety rods height [m]

] Complex variable

J Moment of inertia [kg )

Ky Derivative regulator parameter

Ki Integral regulator parameter

Kp Proportional regulator parameter

K safety Safety coefficient

K Pressure coefficient [fns?]

k Thermal conductivity [W m K]

Kb Doppler constant [pcm]

Keq Equivalent exchange unit W

K Fuel-gap-cladding global heat transfer coeffic[v K™
ky Turbine admission valve coefficient [m s]

Lsr Total length of SRs [m]

L(s) Loop transfer function
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Xcr
Xsr

Mass [kg]

Neutron density [n ¢}
Number of polarities [-]
Pressure [Pa]

Thermal core power [W]
Nominal power [W]

Reactor thermal power [MW]
Thermal power density [WTh
Thermal power exchanged in the SGs [W]
Thermal power stored in the SG wall [W]
Radial coordinate [m]
Regulator transfer function
Reynolds number [-]
Laplace-transform variable’js
Neutron source [cfhs]
Sensitivity transfer function
Time coordinate [s]

Average temperature [°C]
Actuator time constant [s]
Alternator start-up time [s]
Integral time constant [s]

Laub transformation matrix
Input vector

Controller action

i™ input variable

Fluid velocity [m &

CRs extraction speed [rif]s
Mass flow rate [kg'§

State vector

Axial coordinate [m]

Critical ratio [-]

Axial position of CRs [m]
Height of SRs at full power [m]
output vector

i output variable

Set-point of the i-th control loop
Elevation [m]

Greek symbol

Ocr
Ocz
Op
Opia
OFz
OH
LTR
Opad
OR
OwRr
Owz
oz

Bi
Af
Ah

AP
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Radial cladding expansion coefficient [pcrif]K

Axial cladding expansion coefficient [pcm'K
Doppler reactivity feedback coefficient [pcmK
Diagrid expansion coefficient [pcmK

Axial fuel expansion feedback coefficient [pcrif]K
Control rod reactivity feedback coefficient [peni]
Coolant density reactivity feedback coefficignti K]
Pad expansion coefficient [pcm'K

Radial expansion reactivity feedback coefficigam K]
Radial wrapper expansion coefficient [pcm]K

Axial wrapper expansion coefficient [pcm'K

Axial expansion reactivity feedback coefficieptin K']
Total delayed neutron fraction [pcm]

i™ precursor group delayed-neutron fraction [pcm]
Frequency variation [Hz]

Enthalpy drop along the SG [Jki™]

Power variation [W]



TcL
THL
Ti
Tsc
¢
Om
QF,
0]
Q

Rankine cycle efficiency [-]

Invariant neutron average lifetime [s]
Matrix of relative gain

Mean precursor decay constart][s
Coefficient of discharge [-]

i" precursor decay constant[s
Relative gain of pair j-th output and i-th input
Static gain

Constant pressure parameter [J $f]
Power absorbed by the loads [W]
Iso-entropic enthalpy drop [W]
Mechanical power [W]

Reactivity [pcm]

Reactivity margin stored in the core [pcm]
System desired behaviour

Droop []

Time constant [s]

Reactor period [s]

Time delay in cold pool [s]

Time delay in hot leg [s]

Derivative time constant [s]

Time delay in steam generator [s]

Heat flux entering the tube (lateral surface) [Vf] m

Phase margin [°]

Tube perimeter [m]

Angular frequency [rad’$

Turbo alternator rotational speed [rad s

Superscripts/Subscripts

+
0

c
CL

D
down
eff
€q
ext

f

in

int

[

m

oL
out
rods

sat
sg
SS
SV

temp
up

Moore-Penrose pseudo-inverse
Steady-state
Cladding

Closed Loop
Doppler
Downstream
Effective

Equivalent

External

Fuel

Inlet

Internal

Lead coolant
Mechanical

Open Loop

Outlet

Control rods

Steam

Saturation

Steam generator
Superheated steam
Saturated vapour
Total

Matrix transposition
Reactivity feedback due to thermal effect
Upstream

Vapour
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