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Summary 

 
 

his work is focused on the study of advanced kinetic 

mechanisms in several systems where there is an 

interaction between some components in a gas phase and 

an activated surface. Basically the gaseous reagents enter in 

a reactor where they undergo various chemical reactions. The energy 

necessary to promote such reactivity is supplied through a solid surface, 

located inside the area where the conversion takes place. Also material 

exchanges occur at the interface and a considerable part of the gaseous 

precursors might be deposited on the active surface. The control of the 

growth of such solid is a key aspect both in case that product is the target 

of the process, and when it is the result of an undesired side conversion. 

Hence the transport phenomena between the two phases act an important 

role in determining the performances of these systems, as well as the 

reaction kinetics.   

The industrial applications of this type are actually countless, including 

the huge branch of chemical vapor deposition and a consistent part of 

catalysis. The reactors are designed on the basis of classical chemical 

engineering and the operative parameters should be selected in the best 

way to optimize the global performances. In particular, in this study there 

were analyzed four different processes where it is valid what stated 
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above. The first one is a technology still in phase of investigation for the 

future use in the industrial scale that is the non oxidative conversion of 

natural gas in atmospheric non thermal plasmas. The others instead have 

been applied for decades to produce semiconductor materials, which are 

the chemical vapor deposition (CVD) of polycrystalline silicon, the 

chemical vapor deposition (CVD) of SiC and the metal organic vapor 

phase epitaxy (MOVPE) of gallium nitride.  

In all of the processes mentioned above, despite the wide interest for the 

large scale production, the kinetic mechanism has not yet been clarified 

and the reactors are actually managed following the results of a trial and 

error approach. Thus a better understanding of the fundamental chemistry 

and of how the kinetics is influenced by the heat and material exchanges 

can potentially lead to significant advantages. Indeed it should be a very 

useful tool for the optimization of the operative conditions and the reactor 

design with the final purpose to enhance the productivity of those 

systems, but also to limit the energetic costs, or to improve the quality of 

the products.  

The aim of this phd thesis is to investigate the most critical aspects in the 

systems cited above, focusing in particular on their kinetics an fluid 

dynamics. The main issue was to develop a general methodology, which 

can be extended to other cases. As final result the method should provide 

useful guidelines to improve the global performances. The approach 

adopted was thus conceptually the same. The initial part consists in 

assembling the kinetic scheme. A preliminary set of reactions is 

determined including what already proposed in the literature. Moreover a 

thermodynamic analysis helps to identify the most stable intermediates, 

which may have a significant role in the mechanism. After that, additional 

new classes of conversion routes are hypothesized for the first time. 

Accurate ab initio calculations are performed to evaluate the kinetic 

parameters of such new reactions, based on transition state theory. The 

precision of the computational techniques herein used is generally higher 
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with respect to those previously utilized in other studies about the 

processes investigated. The approach followed in this work combines the 

advantages of fast DFT with those of more rigorous techniques. When 

relevant the low vibrational frequency associated to torsional motions is 

replaced by a 1D hindered rotor model. This improves the prediction of 

the pre exponential factors. Therefore also the constants taken from the 

literature are re evaluated in order to avoid comparing reaction pathways 

using kinetic constants calculated at different levels of theory. Then the 

whole kinetic scheme is combined with a literature surface mechanism 

and tested with a program simulating a simple bi phase PSR reactor 

model. With that micro kinetic analysis is possible to find the most 

sensitive reaction pathways and to discard from the mechanism those 

without any noticeable effect on the global conversion rates. However the 

transport phenomena in fact heavily influence the performances of real 

reactors. Thus fluid dynamics models are developed and finally solved 

including the new proposed mechanism. The methodology described was 

applied to all the four processes, but paying more attention at different 

aspects in each of them, depending on the respective focuses and 

background of knowledge. 

The first part of the work was dedicated to the non oxidative valorization 

of natural gas through non thermal plasmas. The simulations are 

consistent with the results reported in the literature, that have 

demonstrated the possibility to achieve elevated acetylene yields with 

energy efficiencies comparable with those of thermal processes. 

Moreover one of the main findings of this study is that the temperature 

evolution in the plasma volume plays a key role in determining the 

system reactivity and its energy consumption. Among the conclusions of 

this study are included a set of guidelines that may be useful to improve 

the energy efficiency of plasma methane conversion.  

Then it was studied the silicon CVD from trichlorosilane. A micro kinetic 

analysis revealed that a radical chain mechanism, never proposed before 
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in the literature, should be predominant in the gas phase of industrial 

Siemens reactors. Furthermore it was pointed out a strong inter relation 

between the reactivity in the two phases because of the consumption of 

the corrosive HCl in the gas, produced during the deposition. Thus 

operating Si CVD in conditions in which the gas phase reactivity is 

favored (i.e. at high gas phase temperatures) should enhance the precursor 

conversion and the film growth rate, though at the expense of an 

increased production of tetrachlorosilane. These conversion pathways 

have lately been proved to be effective also during SiC growth, even if 

the products distribution changes considerably because the operative 

conditions are completely different. Those simulations predict that the 

surface kinetics of atomic Si can influence the SiC deposition profile. 

Finally this research was also focused on GaN MOVPE. Such project was 

in cooperation with two groups in the University of Tokyo and part of the 

phd thesis was spent in there. An important aspect of this work was the 

description of particles formation. Therefore the model was improved by 

including a set of equations based on the second order method of 

moment, in order to represent the particles dynamics. In particular a new 

correlation was here proposed to describe the scavenging of active 

precursors on the droplets surface. A reasonable agreement between 

simulations and experiments was achieved. With the hypothesis proposed 

it has been possible to clarify the various phenomena that take place in 

the reactor during the film growth and to explain the effect of several 

operative parameters. Thus the model can be used as a means to achieve 

higher growth rates, as well as to reduce the powders drop on the 

substrate. 

In conclusion the methodology here proposed was successfully proved to 

be a useful tool to optimize the operative conditions for different type of 

processes with a subsequent improvement of their global performances. 
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CHAPTER 1 

 
 
 
 

 

Introduction 
 
 
 

The aim of this phd thesis is to investigate the most critical aspects in 

systems where there is an interaction between some components in a gas 

phase and an activated surface, focusing in particular on their kinetics an 

fluid dynamics. The main issue is to develop a general methodology, 

which can be extended also to other cases. In particular there were 

analyzed four different processes. The first one is a technology still in 

phase of investigation for the future use in the industrial scale that is the 

non oxidative conversion of natural gas in atmospheric non thermal 

plasmas. The others instead have been applied for decades to produce 

semiconductor materials, which are the chemical vapor deposition (CVD) 

of polycrystalline silicon, the silicon carbide CVD and the metal organic 

vapor phase epitaxy (MOVPE) of gallium nitride. As final result the 

method should provide useful guidelines to improve the global 

performances of the systems studied. In the present chapter it is provided 

a general description of those processes, underlying their related most 

critical aspects. 

 
 
 

1.1  Conversion of activated gases to higher value products 
 

Nowadays a huge number of applications in the chemical industrial field 

still rely on systems where there is an interaction between some 

components in a gas phase and an activated surface. Basically the gaseous 
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reagents enter in a reactor where they undergo various chemical reactions. 

The final products are higher value chemicals or materials, which can be 

in the gaseous or in the solid state, depending on the type of process. The 

energy necessary to promote such reactivity is supplied through a solid 

surface, located inside the area where the conversion takes place. Also 

material exchanges occur at the interface and a considerable part of the 

gaseous precursors might be deposited on the active surface. The control 

of the growth of such solid is a key aspect both in case that product is the 

target of the process, and when it is the result of an undesired side 

conversion. Hence the transport phenomena between the two phases act 

an important role in determining the performances of these systems, as 

well as the reaction kinetics.    

The applications of this type are countless, including the huge branch of 

chemical vapor deposition and a consistent part of catalysis. The reactors 

are designed on the basis of classical chemical engineering and the 

operative parameters should be selected in the best way to optimize the 

global performances. However despite the wide interest for the large scale 

production, in many cases the kinetic mechanism has not yet been 

clarified  and the reactors are actually managed following the results of a 

trial and error approach. Thus a better understanding of the fundamental 

chemistry and of how the kinetics is influenced by the heat and material 

exchanges can potentially lead to significant advantages. Indeed it should 

be a very useful tool for the optimization of the operative conditions and 

the reactor design, with the final purpose to enhance the productivity of 

those systems, but also eventually to limit the energetic costs, or to 

improve the quality of the products.  

 
 

1.2  Plasma processes 
 

The initial part of this study was dedicated to the non oxidative 

valorization of natural gas with non thermal plasmas. Before describing 

that process, a general overview of plasma applications is given.  
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1.2.1  General aspects about plasmas 

It is normally defined as plasma an ionized gas, which is thus 

characterized by the presence of electrons not bounded to atoms or 

molecules. The latter are consequently converted to ions positively 

charged, bringing to the maintenance of the macroscopic electrical 

neutrality of the volume. The non negligible concentration of charge 

carriers confers to a plasma enhanced electrical conductivities so that it 

responds strongly to electromagnetic fields. As its properties are very 

different with respect to those of gas, liquids or solids, plasma is 

considerate as a further distinct state of the matter. Contrary to how it can 

be believed, such kind of state is quite frequent in nature, for instance 

lightings and aurora borealis are common examples. Anyway plasma is 

the main constituent of the universe as ordinary matter, most of which is 

in the rarefied intergalactic plasma and in stars.  

Plasma can also be generated artificially by inducing ionization with a 

strong electromagnetic field formed with a laser or a microwave 

generator, or by applying an electric field on a gas between two 

electrodes. One widespread actual technology based on this principle is 

neon lighting, but also the more recent plasma displays. Indeed they both 

contain rarefied ionized gases electrically charged. Besides plasmas have 

also several other industrial applications. In material processing for 

electronic industry, weakly ionized plasma assisted treatments are 

commonly applied for the etching procedures. It is generally utilized to 

remove from the surface a desired amount of thin solid film in an 

anisotropic way. Furthermore plasma enhanced chemical vapor 

deposition can be used to grow particular materials as grapheme, diamond 

films or amorphous silicon for solar cells. Finally plasma processes are 

also important for other types of industries, like biomedical, automotive, 

toxic waste management, aerospace and steel. 

The features of those industrial systems are not only affected by the 

classical physical parameters, but they also depend on electronic 
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properties, as ions and electron concentrations and electronic temperature. 

The latter is the mean temperature of the electrons accelerated by the 

electric field. Indeed, as such kind of systems are multi component, they 

may have different temperatures. Consistently with the kinetic gas theory, 

the temperature in plasma is determined, like in common gases, by the 

mean energy of its constituents and by how that energy is distributed in its 

degrees of freedom (transactional, rotational, vibrational and electronic). 

The electrons receive energy from the electric field during their free path, 

losing only a portion of that energy trough the collisions with heavier 

particles. For that reason the electron temperature in plasma is initially 

higher with respect to that of the rest of the gas. In the subsequent 

moments the electrons and the heavier molecules may compensate their 

energy difference through collisions, except if the energy or the time are 

not sufficient to allow it, or in case of intense cooling. If the thermal 

equilibrium between all its constituents is achieved, the plasma is called 

thermal, otherwise it is called non thermal. The elevated temperatures, 

above 3000 K, in thermal plasmas make them not so attractive for 

industrial applications. In fact in such conditions the materials undergo a 

considerable stress and conspicuous electric powers are needed, most of 

those wasted into the gas heating.              

The most common way to prevent the stabilization of a thermal regime is 

to operate in vacuum. Indeed on that condition the mean free path of the 

accelerated electrons is increased and the energy equilibration through 

collisions can be prevented. Thus at low pressures it is possible to 

generate macroscopic stationary plasmas, or macro discharges. A typical 

configuration of a macro discharge reactor is reported in Figure 1a. At 

this category belong several types of apparatus, where the formation of 

the plasma is implemented with different techniques. For instance in 

microwave plasmas, the discharges are generated by electromagnetic 

waves, whose wavelengths are of few centimeters and interact with the 

plasma in a quasi optic way. Radio frequency capacitive coupled plasmas 



Chapter 1- Introduction 

 

5 

 

(RF-CCP) instead are sustained by the application of a voltage pulsated in 

the regime of radio frequencies. Finally in inductively coupled plasmas 

(RF-ICP) the energy is supplied by electric currents produced by 

electromagnetic induction, due to the time variation of a magnetic field.  

The transition to the thermal regime can be prevented also if it is not 

given enough time to reach the thermal equilibrium between free 

electrons and the heavier molecules in the gas. Thus the discharge 

breakdowns should be rapidly stopped in limited times (10-100 ns), then 

the electric voltage is reversed and new discharges are formed. On this 

way plasmas are not developed uniformly in the inter electrodes gap, but 

in the form of small filaments, with diameters between 0.1 and 1 mm. 

One important related property is the memory effect, which is the 

repetition of the breakdowns exactly at the same points. That 

phenomenon occurs because, though after electron current termination 

there are no longer electrons or ions in the main part of the channel 

volume, in that area it remains a high level of vibrational and electronic 

excitation. Such type of microscopic periodically repeated plasmas are 

called micro discharges and with respect to macro discharges, it is easier 

to operate at atmospheric pressure. In Figure 1b is represented a 

schematization of a micro discharge reactor. The simplest technique to 

obtain the pulsation of the electron avalanches is the dielectric barrier 

discharge (DBD), that consists to include a dielectric material between the 

electrodes. The generation of weakly ionized plasmas takes place until the 

local electric field collapses for the charges accumulated on the dielectric 

surface. A common alternative reactor is the pulsed corona. For that it is 

required a more complex power generator, able to apply the electric 

voltage only during an imposed periodic time interval. The electrodes 

configuration consists of a coaxial coupling between a cylinder and a 

pointed extremity, in order to better localize and intensify the electric 

field. Therefore the charge density is considerably higher than in DBD. 
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Other examples of micro discharges are gliding arcs, pulsed spark and 

pulsed streamers.  

Non thermal plasmas generated in the reactors described above have been 

object of recent wide researches [1], aimed to develop new technologies 

suitable for the large scale application. The explanation is that though the 

considerable amount of electric powers consumed, they have some 

interesting features, which are intriguing from the industrial point of 

view. One appealing peculiarity is the considerable concentration of 

active species like electrons, ions, excited molecules, photons and 

radicals. Therefore the reactivity of those systems is very enhanced and 

radical mechanisms take place at high velocity even at room temperature. 

Furthermore such systems can easily operate far from the thermodynamic 

equilibrium and provide high concentrations of species chemically active. 

 

Figure 1: Schematizations of typical a) macro discharges; b) micro discharges. 

 

1.2.2  Non oxidative conversion of natural gas with plasmas 

One of the most investigated new processes based on non thermal 

plasmas is the conversion of methane into higher value products. Indeed, 

though the actual huge availability of natural gas, it is yet a greatly 

underutilized resource for the production of chemicals and liquid fuels. 

The traditional industrial way for the reactive activation of this raw 

material is its partial oxidation to syngas, that is subsequently converted 

to heavy hydrocarbons through Fisher Tropsch synthesis or to chemical 

commodities. However partial oxidation is very energetically expansive, 

a) b) 
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thus for decades considerable resources have been invested with the 

purpose to develop alternative technologies. Unfortunately this task is 

complicated, due to the high chemical stability of methane that made 

difficult its exploitation in processes different to the combustion. Plasmas 

overcome this problem because the electrons generated during the 

discharge are able to promote the homolytic dissociation of methane into 

radicals. After that a kinetic mechanism can easily take place. In 

particular the non oxidative conversion of natural gas promoted by 

electric discharges leads to the formation of hydrogen and higher 

hydrocarbons, as ethane, ethylene and acetylene, consistently with the 

following global reactions: 

T1)                           

T2)                          

T3)                          

Up to now, the only plasma technology for converting methane to 

acetylene demonstrated on an industrial scale and used in Germany for 

more than 50 years is the thermal arc plasma (Huels process), 

schematized in Figure 2. The electrical energy is transferred by direct 

contact of the high temperature arc and the natural gas feedstock. The 

products are quenched with water and heavier liquid hydrocarbons to 

prevent back reactions. In the Huels process a conspicuous amount of 

carbon is deposited on the electrodes, thus a periodic shut down of the 

reactor is required to allow their cleaning. Moreover single pass acetylene 

yield is quite limited (around 40%) and a huge electric power is 

consumed, mostly wasted into the gas heating. Therefore such process is 

not so attractive for the economical point of view, but subsides by the 

German government have helped to keep it in production. 
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Figure 2: Reactor used in the Huels process for methane non oxidative conversion. 

Most of the disadvantages related to the Huels process can be avoided 

using non thermal plasmas because a greater part of the electrical energy 

goes into the production of energetic electrons rather than into the gas 

heating. Hence with the improvement of the techniques described in 

Section 1.2.1, their possible industrial application for the non oxidative 

conversion of natural gas has recently attracted much attention. Other 

authors [2-7] have been able to obtain experimental high acetylene yields, 

with energetic expenses comparable with the thermal methane 

dissociation. However, this process could be competitive on the industrial 

scale only by reducing the specific power consumption. On this way it 

would be possible to conspicuously reduce both the operative and 

investment costs related to the electricity utilization and to the electric 

power generator.  

 

1.3  Chemical vapor deposition  
 
 

The other types of system of interest in this phd thesis are both based on 

chemical vapor deposition. In this section is first provided a basic 

definition of chemical vapor deposition and then a general description of 

the specific processes in exam. 

 

1.3.1  General aspects about chemical vapor deposition 

Chemical vapor deposition (CVD) is a generic name for a group of 

chemical processes that involve the deposition on a substrate of thin films 
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of solid materials from a gas phase. Nowadays this technique is mature 

and widely diffused in the electronic industry. The gas supplier is usually 

a bubbler because precursors are often liquid in normal conditions. A 

reaction chamber is used, into which the volatile reagents are introduced 

to decompose and interact with the heated substrate and then to form the 

desired product layer. The gaseous by products of the reactions are then 

desorbed and evacuated from the reaction chamber. In Figure 3 are 

represented the main phenomena that occur during CVD. 

Depending on the process conditions amorphous, poly crystalline or 

epitaxial layer can be obtained. From the operative point of view the 

substrate temperature has a key role in determining both the 

homogeneous and heterogeneous reactivity. It should be noted indeed that 

chemical reactions don’t take place only on the solid substrate, but also in 

the rest of the reactor volume. Another fundamental requisite is to reach 

conditions as much uniform as possible inside the reaction chamber. Only 

on this way the growth can be achieved with good thickness and 

resistivity uniformities and with satisfactory crystal quality. Besides the 

inter phase diffusion should be favored to enhance the deposition rate. 

 

Figure 3: Representation of the main phenomena active during chemical vapor 
deposition. 

There are several criterions to classify the various CVD processes. For 

instance one of these is based on the operating pressure. Atmospheric 

gas phase 

reactions 

inter phase 
diffusion 

adsorption of film 
precursors 

surface diffusion 

redesorption of 
film precursors 

surface reactions 

nucleation and film 
growth 

etching of part of 
the deposition 

products  

main gas flow 
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pressure CVD systems (APCVD) work around the atmospheric pressure, 

low pressure CVD (LPCVD) instead operates in vacuum, whereas ultra 

high vacuum CVD (UHVCVD) is run below 10
-6

 Pa. When precursors 

are not volatile, they can be vaporized ultrasonically in aerosol assisted 

CVD (AACVD), or they can be supplied through injectors in a 

vaporization chamber in case of direct liquid injection CVD (DLICVD). 

Another criterion is based on the heating method. A reactor is said to be 

hot wall if it uses a heating system that heats up not only the wafer, but 

the walls of the reactor itself, whereas cold wall reactors use heating 

systems that minimize the heating up of the reactor walls, while the wafer 

is being heated up. Hot wire CVD (HWCVD) uses a hot filament to 

chemically decompose the source gases, while atomic layer CVD 

(ALCVD) deposits successive layers of different substances to produce 

layered, crystalline films. Then, in metalorganic CVD (MOCVD) the 

precursors supplied are metalorganics compounds. Plasma enhanced 

CVD (PECVD) exploits plasma to enhance the chemical reaction rates of 

the precursors. PECVD processing allows deposition at lower 

temperatures, which is often critical in the manufacture of 

semiconductors. The lower temperatures are also required for the 

deposition of organic coatings. In addition to the techniques cited above 

there are also many others, because the number of industrial processes 

based on chemical vapor deposition is very elevated. For that reason CVD 

actually constitutes a vast branch of the chemical engineering. 

 

1.3.2  Poly crystalline silicon 

Chemical vapor deposition is the main method adopted for the large scale 

production of poly crystalline silicon. That material is so extensively 

present in our lives that it is hard to recognize its importance.  Since more 

than 50 years, both the integrated circuit and the photovoltaic 

technologies still rely on its massive production at a very high quality and 

low price. All these applications have as central product the hyper-pure 

http://en.wikipedia.org/wiki/ALCVD
http://en.wikipedia.org/wiki/Crystal
http://en.wikipedia.org/wiki/Plasma-enhanced_chemical_vapor_deposition
http://en.wikipedia.org/wiki/Plasma-enhanced_chemical_vapor_deposition
http://en.wikipedia.org/wiki/Plasma_%28physics%29
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polycrystalline silicon to be used in the casting processes for the 

photovoltaic industry or in the Czochralski pulling for microelectronics. 

Because of the dramatic rise of its demand in the photovoltaic field, the 

today production capacity of poly-silicon reached the 350 kton/year from 

the 26 kton/year of the beginning years of this century. In this actual 

commercial scenario the paramount parameters are the product purity and 

cost. Definitively, one of the most consistent part of the overall process 

costs is inherent in the gaseous reagents reduction to solid silicon. This 

process relies on the use of silane or trichlorosilane as precursor gases to 

deposit Si from the gas phase and it is performed either in the traditional 

Siemens reactors or in the emerging fluidized bed reactors [8-11], 

represented respectively in Figures 4a and 4b.  

 

Figure 4: Reactor layouts for Si CVD a) Siemens; b) fluidized bed. 

These two equipments present management issues of different nature, 

being the former a batch reactor and the latter continuous. Moreover, 

these reactors operate in conditions significantly different from those 

usually addressed in silicon chemical vapor deposition microelectronic 

processes, being the latter run either at reduced pressure or in diluted 

conditions, as summarized by the data reported in Table 1. In fact, these 

very large scale reactors work at high pressures (approaching 10 atm) and 

with a feed constituted of almost pure precursors. 

a) b) 

Si products 
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In particular purified trichlorosilane is the most used reactant to growth 

silicon for photovoltaic applications, because of the low price related to 

such raw material. The conversion takes place following the 

heterogeneous reaction T4. However the process face limited single pass 

silicon yield and huge energy dissipation, very critical when the heating is 

performed by electricity. Moreover the HCl released during the 

deposition consume the main part of the precursor in the gas through T5, 

and SiCl4 is abundantly formed as side product. Such component doesn’t 

contribute to the film production because of its low tendency to react on 

the solid surface. Summing up, the global reaction active during the 

substrate growing is T6. Therefore it is necessary to reconvert SiCl4 to 

SiHCl3 in a side reactor at high temperature and H2 partial pressure.  

T4)                                         

T5)                                     

___________________________________________ 

T6)                                       

 

Table 1: Summary of the process conditions adopted to deposit poly silicon. 

 film epiSi film polySi mass polySi 

Precursor SiHCl3 SiH4 SiHCl3 

Inlet mole 

fraction 

0.05 1.00 0.5 < 

Pressure 1 atm 1 torr 10 atm 

Temperature 1200°C 800°C 1000°C 

Growth Rate 

(micron/min) 

1.0-5.0 0.4-0.5 3.0-20.0 

 

Despite the great industrial relevance of this process, the kinetic 

mechanism active during the deposition has not yet been clarified. Thus a 

better understanding of reactivity of those systems can potentially lead to 

the improvement of the global performances. The subsequent reduction of 
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the operative costs would have a conspicuous impact from the economic 

point of view.  

 

1.3.3  Silicon carbide 

Besides polycrystalline silicon, in the last decades the semiconductor 

industry has been searching continuously for novel materials to be used 

for high-tech innovative devices. Among them silicon carbide (SiC) 

presents unique characteristics such as large band gap, high thermal 

conductivity, high breakdown field, and good corrosion resistance. These 

properties allow the realization of more reliable and smaller devices, able 

to work at higher voltages and current densities than possible with other 

semiconductors that make it an extremely suitable material for high 

power and high temperature applications [12, 13].  

The large scale production of silicon carbide powder begins in 1893 for 

use as an abrasive. The grains of silicon carbide can be coagulated 

together to form very hard ceramic materials that are widely used in 

applications requiring high endurance, like for example car clutches, car 

brakes, and ceramic plates in bulletproof vests. Electronic applications of 

silicon carbide as light-emitting diodes (LED) and detectors were first 

demonstrated in 1907, and actually SiC is widely utilized in high 

temperature, high voltage semiconductor electronics. 

Though the growth of SiC has been the object of active research for many 

years, its use on the industrial scale is still limited by various difficulties, 

some of them related to the production of high quality single crystalline 

ingots from which the substrates are then cut by. Although the possibility 

of producing large diameter wafers has been proved, there are still 

problems in producing ingots diameters larger than 3 inches, while the 

current standard for massive technological development is considered the 

6 inches diameter substrate. Moreover the quality of the substrate today 

available on the market does not meet the high standard of thickness 
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uniformity and the absence of defects (mainly represented by micropipes) 

requested by the microelectronics and semiconductor industry [13, 14].  

Chemical vapor deposition is almost the only one route to industrially 

perform epitaxial SiC growth, because of the very high temperature 

involved in the process and the level of control and purity that is required. 

The traditional recipe is based on the use of silane and light hydrocarbons, 

as Si and C precursor. The typical operating temperature is around 1500-

1600°C with precursors highly diluted in H2. Normal growth rate is 

around 5 μm/h, which render long deposition times to produce the 

structures of interest. The explanation is that this process evidences many 

practical problems related to the generation of Si particulate. Their 

formation results in saturation of the deposition rate, because if the gas 

flow is not able to flush them out of the growth zone, they drops on the 

substrate, affecting the film quality. In the attempt to overcome this 

inconvenient, high temperature and low pressure processes have been 

developed, keeping elevated feed rates to favor their outflow from the 

deposition area. Another high throughput production processes imply the 

use of chlorinated precursors and it is recently emerged as the most 

promising route in SiC technology [15, 16]. That process occurs through 

the reactions T7 and T8, which result to the global T9, using for instance 

SiHCl3 and C2H4 as growth precursors. They are in fact quite similar to 

those for poly Si deposition from SiHCl3. 

T7)                                                      

T8)                                                        

________________________________________________ 

T9)                                               

High quality models of the deposition process can be extremely useful in 

order to optimize the SiC deposition process. From this point of view, 

there are valid similar considerations with respect to those valid for poly 

Si CVD. 
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1.3.4  Gallium nitride 

Also in the last part of this phd thesis the issue was an industrial process 

based on chemical vapor deposition, specifically the gallium nitride 

MOVPE. Nowadays GaN is probably the most important semiconductor 

material since silicon. Its related large band gap (3.4 eV), that makes it 

particularly suitable for high power and high frequencies optic devices in 

the visible short wavelength and UV region. Indeed it has been widely 

used in bright light emitting diodes (LEDs) and laser diodes since the 

1990s. Moreover GaN is also employed in the electronic and photovoltaic 

fields. Then the mixture of GaN with other elements as In (InGaN) or Al 

(AlGaN) allows the manufacture of devices emitting in a wider 

wavelength spectrum, with a band gap dependent on the composition of 

the material. Anyway the multibillion dollars market of GaN is in 

continuous expansion, as the number of its applications is increasing more 

and more with the recent improvements in the research [17-20]. For 

example GaN high electron mobility transistors have been offered 

commercially since 2006, and have found immediate utilization. In 

particular what is mainly pushing to the creation of this new sector of 

GaN based devices is the success in achieving reliable p-type doping [20]. 

However achievement of its full potential has been still refrained by a 

dramatic lack of GaN bulk single crystals. GaN has high melting 

temperature and very high decomposition pressure, hence it is not 

possible to use conventional techniques utilized for Si, Ge, or GaAs 

growth as Czochralski or Brindgman growth. Consequently the 

production of GaN based tools still relies on heteroepitaxy, as HVPE or 

MOVPE. The most common substrates are the cheap sapphire and SiC, 

though their thermal expansion coefficients and lattice parameters are not 

well matched to GaN. Therefore the growth of GaN on any substrate first 

requires the deposition of a buffer layer, with the purpose to partially 

compensate the mismatch. Anyway the epitaxial growth generates huge 

densities of defects, which limit the performances and operating lifetimes 

http://en.wikipedia.org/wiki/Indium
http://en.wikipedia.org/wiki/Indium_gallium_nitride
http://en.wikipedia.org/wiki/Aluminium
http://en.wikipedia.org/wiki/Aluminium_gallium_nitride
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of the devices based on this material. The research of efficient methods to 

reduce those defects is still an open field and currently great efforts are 

dedicated to that technological task.   

The preferred industrial process to deposit GaN is the metal organic vapor 

phase epitaxy (MOVPE). Currently all optoelectronic commercial device 

structures are fabricated using MOVPE. The actual industrial systems 

operate at substrate temperatures between 900 and 1100 °C and pressures 

up to 1 atm. The growth rates are adjusted in base of the required film 

quality. For instance it is necessary to limit the deposition rate to 1-2 

μm/h for the production of thin epi-layers, whereas it can be optimized to 

higher values in case of bulk growth, up to about 50 μm/h. The gallium 

precursor can be either trimethyl or triethylgalium, while the most 

appropriate nitrogen source is ammonia, supplied in large excess with 

respect to the gallium alkyl. Hence GaN is deposited following the global 

reaction T10 if Ga(CH3)3 is utilized. The precursors are diluted in H2, and 

sometimes also N2 is co fed as inert gas.  

T10)                                 

A schematization of the reactor chamber is reported in Figure 5. Aiming 

to obtain a GaN layer as much homogeneous as possible, the substrate is 

located atop a rotating disc. One of the most problematic aspects of GaN 

MOVPE is the parasite formation of solid particles in the gas phase. Such 

powders contribute to the scavenging of part of the reagents, affecting the 

deposition yield [19, 21-28]. Furthermore if they drop on the substrate, 

the quality of the GaN film may be compromised for the generation of 

local defects and areas of preferential growth. Thus in order to limit this 

highly undesired phenomenon, the reaction chamber is specially designed 

to avoid the premature mixing between NH3 (group V) and the gallium 

alkyl (group III).    
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Figure 5: Schematization of a reaction chamber for GaN MOVPE. 

Like in the case of silicon and SiC CVD, the deposition mechanism of 

GaN has not yet been clarified. Besides also the reactivity that leads to 

particle formation is still unknown. Consequently the selection of the 

operative conditions of the process, as well as the reactor design, is 

actually based on the trial-and-error approach. Studies focused on the 

reaction kinetics are thus an essential requisite to formulate models that 

can potentially be used as a helpful tool to achieve better performances. 
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CHAPTER 2 

 
 
 
 

 

Theoretical background and methods 
 
 
 

In modeling chemical processes, engineers very often have to face the 

critical task to determine key parameters not available in the literature or 

not easily estimable using correlations of the classical chemical 

engineering. Those parameters can be of different types and can affect for 

example chemical reactivity, thermodynamics, or transport phenomena.  

A typical approach is to choose such constants in the most suitable way to 

fit the experimental data. However a pure fitting is usually unreliable to 

make predictions in operative conditions far from the experimental range 

explored, especially if the number of constants determined on this way is 

elevated. Thus, though fittings are still wide used to describe industrial 

reactors and sometimes they are even necessary, the modern research and 

development is oriented to reduce the number of unknown parameters 

through the improvements of appropriate theoretical methods. In spite of 

the reduction of the number of the fitting constants may make more 

difficult to achieve calculated profiles close to the experimental data, the 

potential advantages may be extremely satisfactory. Especially with a 

model obtained with a limited contribution of fitting, it is more probable 

that the hypothesis stated is correct, hence such model can be successfully 

applied for the scale up from laboratory to industrial apparatuses. 

Moreover also variables which are not possible to measure experimentally 

can be predicted, providing a more complete picture of the phenomena 
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occurring during the process at different scales. The immediate 

consequence of a better understanding should be to exploit it to project 

new operative reactors able to achieve better global performances. 

In this section are summarized the main theoretical methods used in 

modeling the processes described in Chapter 1 and it is described the 

main approach followed in this thesis. Such techniques are actually 

becoming more and more critical in the modern studies of the reaction 

kinetics. It is also provided a brief explanation of the theoretical 

fundamentals, which constitute the basis of those methods.      

 

2.1  Fundamentals of quantum chemistry  
 
 

When dealing with systems whose reaction kinetics is unknown, the first 

step in order to create models able to describe their behavior, is to provide 

reliable estimations of the kinetic parameters of the chemical reactions 

involved in the process. Therefore the ability to determine accurately the 

rate coefficients of elementary key reactions has a drastic importance. A 

very powerful tool that has assisted researchers for decades in such 

critical task is transition state theory. That theoretical method is based on 

quantum mechanics and it can be applied following several approaches, 

with different related levels of precision and computational efforts. The 

improvements in such ab initio techniques both in the methodology and in 

computer technology, has been dramatic over the last years. Consequently 

their contribution is becoming more and more effective in the assembling 

of complex kinetic schemes.      

 

2.1.1  The Shrödinger equation   

Quantum mechanical methods give a mathematical representation of the 

physical properties of particles, through the direct solution of the 

Shrödinger equation, reported as Equation 1 in its time independent form. 
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It was proposed for the first time in 1925 by the Austrian physicist Erwin 

Shrödinger. The results of this equation are the energy of a particle or 

molecule (E) and its related wavefunction (Ψ), which characterizes its 

quantum state and behavior. The Hamiltonian operator (H) can be written 

as a function of kinetic energy (T) and potential energy (U), due to 

electrostatic interactions, as shown in Equation 2. For a multi atom 

system those terms account the contributions of every nucleus (n) and 

electron (e) present in the molecule. Besides the solution of the 

Shrödinger equation in general depends on all their related spins (s) and 

position coordinates (Y).  

H Ψ   ,   )  Ψ                                                       (1) 

                                     (2) 

However the two effects of nuclei and electrons can be separated by the 

introduction of the Born-Oppeneimer approximation. That assumption 

relies on the fact that electrons velocities are very much higher with 

respect to those of nuclei, hence the first ones are [29] able to reach an 

equilibrium position faster than the latter. As the coupling between the 

velocities of nuclei and electrons is neglected, the Shrödinger equation 

can be solved as the product of two wavefunction contributions. They 

refer respectively to the nuclei (Ψn) and to the electrons (Ψe), with the 

former depending only on the nuclear positions, as reported in the 

Equation 3. 

                                                (3) 

Introducing that functional form in Equation 1, the Shrödinger equation 

can be written for the electrons only, whereas the nuclei are treated apart 

as classical particles that affect the electrostatic field where the electrons 

move. The total energy can thus be calculated as the sum of the electronic 

energy (Ee) and that related to the nuclei, according to Equation 4. 
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The result of the Shrödinger equation is related to a particular 

configuration of the atoms coordinates (single point energy). Anyway it is 

not guaranteed that such configuration correspond to the real one, which 

is most stable as possible. The electronic energy can be mapped out as a 

function of the nuclear positions for a number of different nuclear 

configurations. From the mathematic point of view such function is a 

multi dimensional surface, called ‘potential energy surface’ (PES). 

Therefore it is necessary to find the molecular geometry that minimizes 

the total energy, which correspond to the absolute minimum of the PES. 

Coherently with the basic mathematical properties valid for any kind of 

function, if the optimized configuration corresponds to a local minimum 

the energy gradient should be null and all the eigenvalues (λi) of the 

Hessian matrix should be positive. Then once achieved the most stable 

configuration of the atoms in a molecule, from the features of the PES in 

the proximity that minimum and from the structural geometry there can 

be calculated the physical properties related to such particle.   

Summing up, it is possible to evaluate the electronic energy of a specific 

molecule and its most stable geometrical configuration by solving the 

Shrödinger equation for different nuclear coordinates. The optimal 

geometry is found with the minimization of the PES. Finally the 

properties of interests can be estimated using the information obtained. 

Nowadays these and other features are commonly implemented in several 

commercial software packages as Gaussian [29], Molpro [30] and 

Gamess [31]. However the analytical solution of the Shrödinger equation 

is available only for the very simple case of the hydrogen atom. Hence it 

is necessary to numerically approximate the wavefunction (Ψ), with the 

selection of an appropriate ab initio computational model with respect to 

the corresponding level of approximation. Those models can also make 

indirect reference to experimental data.       
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2.1.2  Quantum mechanical approaches   

The first essential expedient adopted in all the computational techniques 

to obtain a numerical solution of the Shrödinger equation is the 

introduction of a basis set [32]. A basis set consists in the expansion of 

the molecular orbital wavefunctions (ɸk) in a finite number (Nb) of known 

basis functions (χi), as reported in Equation 5. 

           =      
  
                            (5) 

However not all the orbitals are occupied by electrons, but only those at 

lower energies. In principle the highest is the number the basis functions 

(χi), the most the approximated wavefunction (ɸk) could approach the real 

one (Ψk). Anyway a greater computational effort should be paid because it 

is necessary to solve an increased number of degrees of freedom (cik). 

Another important issue is the appropriate selection of the shape of the 

basis functions to be included in the Equation 5, that is the functional 

dependence upon the radial coordinate. In particular two kinds of basis 

functions exist: the Slater type orbitals (STO) and the Gaussian type 

orbitals (GTO). The smallest number of functions possible is referred to 

as the minimum basis set. The most common minimal basis set is STO-

nG [ref], where n is an integer. This n value represents the number of 

Gaussian primitive functions comprising a single basis function. In these 

basis sets, the same number of Gaussian primitives comprises core and 

valence orbitals. Minimal basis sets typically give rough results that are 

insufficient for research quality publications. Then improved double-zeta 

(DZ) and triple zeta (TZ) basis functions have been proposed, which 

contain respectively twice and three times as many functions as in the 

minimum basis set, and so on. A further category relies on contracted 

basis functions, which are linear combinations of full sets of primitive 

basis functions into smaller ones. The aim is to describe also the less 

energetic, but relevant from the chemical point of view, electrons far from 

the nuclei. One very popular example is the Pople basis sets. Besides, also 

non localized basis sets can be used. This is the case of plane-waves, very 
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diffused in calculations involving periodic boundary conditions, like in 

solid crystals. 

The Shrödinger equation can be solved with different modeling 

approaches by the introduction of functional forms of the wavefunctions 

and adopting one the basis sets described above. Electronic structure 

methods consider the dynamics of multi electrons systems by treating the 

electrons as independent particles. This implies that the electron-electron 

interaction is approximated as an average effect. The first technique 

developed is the Hartree Fock (HF) [32]. The Hamiltonian operator is 

separated in Ne terms called Fock operators, with Ne is the number of the 

electrons. It is adopted a simple functional, which satisfy the anti 

symmetric condition. The global wavefunction (ɸ) is simply assumed as a 

product of orbitals, that are rearranged in the Slater determinant, shown in 

Equation 6.  

          
 

    
 
 

                          
 
  

                          
 
  

 
       

 
   

 
       

 
   

 
 

 
        

 
   

 
         (6) 

As just pointed out, in the HF method the problem to take into account the 

electron-electron repulsion is solved by using a self consisted field, hence 

one electron feel the influence to the other ones in an averaged way. Such 

approximation doesn’t take into account the instantaneous electrostatic 

interactions, as well as the quantum mechanical effects on electron 

distributions and the correlate feature of relative motions between the 

electrons. Adopting a large basis set it is possible to achieve 99% of the 

solution. However the remaining 1% is still very significant to the 

description of chemical bonds.  

The difference between the HF energy and the lowest possible one in an 

assigned basis set is the electron correlation energy. Several methods try 

to evaluate the correlation energy in different ways, starting from the 

solution of the HF and then improving it to the approximation to the exact 
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solution. Therfore those techniques are generally called as post Hartree 

Fock. There are three main post Hartree Fock methods: configuration 

interaction (CI) [33], many-body perturbation theory (MBPT) [34] and 

coupled cluster (CC) [35]. In the HF computations, only the lowest 

energy molecular Slater orbital is occupied. In post HF methods instead is 

accounted the possibility of the electrons to partially occupy also the 

higher energetic orbitals. The precision of these approaches in the 

estimation of the molecular energies is very elevated, with accuracies 

around 1-2 kcal/mol, thus comparable with the experimental 

uncertainties. On the other hand unfortunately, they are extremely 

demanding from the computational point of view. Therefore their 

application to large systems with many atoms can be not affordable at the 

actual state of computer technology.  

An alternative very popular quantum chemistry approach relies in the 

density functional theory (DFT), developed by Hohenberg and Kohn [36]. 

This type of methods has the remarkable advantage to be quite 

computationally cheap. DFT is based on the assumption that the ground 

state electronic energy and all the other ground state properties are 

uniquely determined by the electron probability density (ρ). The total 

energy (E) is calculated trough Equation 7, with the electron density (ρ) 

depending on the wavefunctions (ɸi) by the Equation 8. The electron 

density (ρ) is thus approximated as a set of one electron molecular 

orbitals, each for one of the Ne electrons considered. The kinetic (T), 

potential (U) and exchange correlation (Exc) energies are functionals of ρ 

and their related wavefunctions are called Kohn-Sham orbitals [37].  

                                                (7) 

       
   

                                                                     (8) 

The various DFT methods differ in the way the exchange correlation 

energy (Exc) is calculated, or in the choice of the functional form related 

to this term. Indeed, though exact functionals for the Exc are unknown, the 
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use of some approximations allows a relatively accurate evaluation of 

several physical properties. For instance, in case of hybrid functionals a 

portion of the exact solution from HF theory is incorporated. One of the 

hybrid functionals most utilized in the literature consists in the Becke-

Lee-Yang-Parr (B3LYP) [38, 39]. B3LYP is based on the generalized 

gradient-corrected approximation (GGA), in which Exc depends not only 

by the local value of the electron density (ρ), but also by its gradient. 

However though the structures optimization and the evaluation of 

vibrational frequencies are generally quite reliable, the electronic energies 

are affected by conspicuous uncertainties. For instance in some cases, the 

error of the ΔE associated to a given chemical reaction can be even of 10-

15 kcal/mol. To partially overcome this critical inconvenient, new 

generation functionals have been developed ad hoc to better describe 

some particular classes of chemical interactions, keeping into account 

corrections inferred from some experimental databases. One example 

consists on the Minnesota hybrid functionals [40], like the M06-2X. 

Hence the selection of an appropriate DFT functional is a crucial step to 

determine the properties of a given chemical component, with results that 

can be more or less satisfactory.   

Finally it is also possible to extrapolate the calculations to systematically 

larger basis sets. This is the case of quantum chemistry composite 

methods [41], which aim to reach high precisions by taking into account 

the results of several calculations. Their basic principle is to combine 

methods with a high level of theory but small basis sets with methods that 

employ lower levels of theory but larger basis sets. Two examples are the 

semi empirical complete basis set approaches (CBS) [42] and the 

restricted open shell complete basis set (ROCBS) [43]. The difference 

between then is that the latter use spin restricted wavefunctions, more 

suitable to describe also particles affected by spin contamination. Such 

approaches are able to provide energy estimations with accuracies 

comparable with those calculated with post Hartree Fock techniques, but 
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the computational time can be considerably lower, though still quite 

onerous.    

 

2.1.3  Estimation of thermodynamic parameters   

As mentioned in Section 2.1.1, the aim of ab initio calculations is to 

provide a theoretical estimation of some physical properties in a given 

system. Once achieved the most stable configuration of the atoms of a 

molecule, consistently with the statistical thermodynamics, all its 

properties can be obtained knowing its molecular partition function (Q). 

Its estimation requires determining all the possible energetic levels of the 

molecule, or in other words how that molecule is able to store the energy. 

The energy is distributes in four different forms. The first three depends 

on the movements of the atoms and they are respectively the kinetic 

energy due to the rigid translation of the molecule, the inertial rotational 

energy due to the rotation of the structure and the internal elastic energy 

related to the vibrations of the nuclei. The characteristic vibrational 

frequencies (νi) of a given molecular structure can be calculated from the 

eigenvalues (λi) of the Hessian matrix of the PES, following the simple 

relation reported in the Equation 9. 

    
  
   

                              

The last contribution is then due to the electronic energy, related to the 

interactions between electrons and nuclei and that is responsible of the 

chemical bonds. The global partition function can be thus written as the 

product of the single partition functions associated to the four types of 

contributions, according to the Equation 10. 

                            (10) 

As already mentioned the state of that system is characterized by the 

partition functions (Q) of the particles present in the volume (V) of 
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interest, which depends on the energetic levels accessible for all the 

molecules. Consistently with the Equation 10, the molecular partition 

function can be split in four terms, due to the various ways in which the 

energy can be stored. The solution of the time independent Shrödinger 

equation makes possible the quantification of those contributions. The 

first one is related to the translational kinetic energy and in case of a 

particle with mass m at a certain temperature T, can be calculated with the 

Equation 11. Where kb and h that are respectively the Boltzman and the 

Planck constants. The rotational partition function is instead expressed for 

a poly atomic molecule with Na atoms by the Equation 12. It depends on 

the moments of inertia I of that molecule around its principal axes x, y, z 

and by its rotational symmetry number σR. To obtain the information 

necessary to estimate these first two contributions it is thus required the 

optimization of the atomic structure at the energetic minimum. Then as 

explained above, the vibrational partition function, reported in Equation 

13, is accessible if is known the Hessian of the PES around that 

minimum. Indeed as evidenced in Equation 4, the 3Na-6 normal 

vibrational frequencies νi are related to its eigenvalues. Finally the 

electronic partition function is directly related to the electronic energy Eel 

of the molecule at its fundamental state. It is reported in the Equation 14, 

and it is also function of the degeneracy number gel, that is the number of 

unpaired electrons plus 1.   
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Once obtained the total partition (Q) is then possible to calculate the main 

molecular thermodynamic properties as entropy (S0), enthalpy (H0) 

(considering a referring enthalpy Href) and heat capacity at constant 

pressure (Cp), as shown in the following expressions.  

              
      

  
                                    

          
 
      

  
                           

       
      

  
    

 
      

   
                    

Also in case of chemical reactivity the relations above can be applied to 

evaluate the thermodynamic parameters associated to a given reaction 

involving a certain number of species Nsp, with stoichiometric coefficients 

θi. In particular the equilibrium constant keq can be re elaborated in the 

form of the Equation 18, with NAv is the Avogadro number. Thus every 

thermodynamic parameter can be in principle evaluated once knowing the 

partition functions of all the species involved. Such information can be 

provided from ab initio calculations.   

      
  
    

 
  

                               

   

   

 

 

2.1.4  The 1D hindered rotor model   

As it can be inferred from the previous section, having an accurate value 

of the partition function (Q) of a given particle is a critical requisite for 

the theoretical calculation of its physical properties. For that reason wide 

studies have been dedicated to the development of methodology aimed to 

provide more reliable evaluation of the terms which constitutes the 

partition function (Q). Besides the wide branch of approaches dedicated 

to the electronic energy (Eel), briefly summarized in Section 2.1.2, also 
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the vibrational partition function (Qvib) requires particular attention. 

Indeed Equation 13 relies on the approximation that all the vibrational 

motions can be treated as harmonic oscillators. Generally that assumption 

is reasonable, especially when dealing with internal motions having high 

associated frequencies. However at lower frequencies atoms are less 

strongly linked to their equilibrium positions. Therefore the oscillations 

are wider and the hypothesis of harmonic vibrations becomes less 

adequate. This happens especially in large molecules for bendings or 

torsions around the axis of some bonds. In particular the latter is quite 

frequent. In Figure 6 is shown an example found in the present work, 

which is the torsion with related low vibrational frequency around the Si-

Si bond in Si2HCl5.  

 

Figure 6: Low frequency torsional vibration around Si-Si bond in Si2HCl5. 

Those motions should be treated as internal rotations rather than harmonic 

rotors. Thus the 1D hindered rotor (HR) approximation [44] provides a 

more reliable description of poly atomic systems by replacing the 

partition functions associated to the lowest torsional vibrational 

frequencies with specific contributions calculated using this theory (QIR). 

Such rotations are subject to hindrance due to a torsion energy barrier. In 

Figure 7 is plotted the rotational PES in the case of Si-Si torsion in 

Si2HCl5. 

The hindrance potential shown in Figure 7 is necessary for the estimation 

of the QIR. Furthermore the other parameters required are the internal 

symmetry number (σR) and the reduced internal momentum of inertia (Ir) 
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that can be approximated as in the Equation 19. It is hence a function of 

the two inertia moments (Itop and Ibottom) computed about the axis 

containing the twisting bond and with respect to the moieties at both the 

extremities of such bond [45]. 

   
           

            
                             

A common method adopted for the treatment of 1D hindered rotors is 

based on the assumption that it is possible to account separately the 

contribution of each degree of freedom. Consequently each rotor is 

treated with one effective 1D Hamiltonian. The energy levels are 

computed solving the 1D rotational Shrödinger equation, whose only 

spatial coordinate explicit dependence is that by the rotational dihedral 

angle. From this information is finally possible to calculate the partition 

function of the rotor (QIR). The 1D HR assumption can be also applied in 

the estimation of reaction kinetic constants, in order to improve the 

accuracy of the pre exponential factors. 

 
Figure 7: Torsional PES around Si-Si bond for Si2HCl5. 

 

2.1.5  Transition state theory   

Computational quantum mechanics can be used as a very useful tool for 

the ab initio calculation of kinetic constants of elementary chemical 

reactions. A common methodology relies on the transition state theory 

(TST) [46] first proposed in 1935 by Eyring  and Evans and Polanyi. The 
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main assumption is that there exists a transition state or “activated 

complex” that separates the reactants from the products. In other words 

the reactants need to rearrange their structures to be converted into 

products and the transition state constitutes the rate determining step of 

that phenomenon. The molecular configuration change following the 

minimum energy path of the PES that links the reactants region to the 

products region. The position along that path can be mapped by defining a 

reaction coordinate (λ) which follows that most favored conversion way. 

The potential energy of the system varies along the reaction coordinate, 

for example as reported in Figure 8a. If it is present an evident maximum 

in that energy curve, the tight transition state [47] correspond to that 

maximum. The positions of the Na atoms in the transition state are 

optimized by minimizing all the other 3Na-7 spatial degree of freedoms, 

orthogonal to the reaction coordinate. Hence that structure is a saddle 

point in the PES and one eigenvalue of the Hessian matrix is negative, 

with a related imaginary vibrational frequency along λ. 

After making several assumptions, including the postulation of a quasi-

equilibrium between the transition state and the reagents, from the TST it 

is possible to calculate the reactive flux that passes through a dividing 

surface in the configuration multi space. As direct consequence, the 

kinetic rate constant (k) of a given reaction can be expressed by the 

Equation 20, depending by the partition functions of the reactants (Q
R
) 

and that of the transition state (Q
≠
). The activation energy Eact is equal to 

the energy barrier between the reactants and the transition state, including 

also the zero point correction. 

     
   

 

  

  
     

    
   

                           

The canonical TST can be applied also to reactions without an evident 

energetic maximum along the reaction coordinate [47], as shown in 

Figure 8b. A typical example is given by the homolytic dissociations to 
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radicals. Anyway, on this case is not possible to univocally define the 

molecular structure of such loose transition state and it is necessary to 

apply the variational principle to calculate the related kinetic constant. 

Basically the transition state corresponds to the atomic configuration 

along the reaction coordinate which minimize the flux of reactive 

molecules that are converted from reactants to products. Therefore the ab 

initio procedure for the estimation of the kinetic parameters for loose 

transition states is more elaborated respect to that for the tight ones. 

Indeed it consists in evaluating several structures along the reaction 

coordinate and to select that with the lowest related kinetic constant. 

Typically the position of the loose transition states change with the 

temperature because structures more close to the products (referring to 

Figure 8b) are not favored from the energetic point of view, but more 

stable from the entropic ones. Hence at higher temperatures the atomic 

configuration with the related minimum kinetic constant shifts slightly 

towards the reagents.    

 

Figure 8: Potential energy along the reaction coordinate for a reaction with a) tight 
transition state; b) loose transition state. 

 

2.2  Kinetic gas theory  
 
 

The procedure to calculate kinetic constants by applying the transition 

state theory can be quite time consuming, especially for large molecules. 

In alternative as a first very rough approximation, some types of reactions 

can be determined with the more simple kinetic gas theory [48]. It was 

developed around 1860 by Clausius and Maxwell and is based on 

a) b) 
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classical physics. The theory is able to describe the particle motions for an 

ideal gas. The molecules are in a constant random movement in the gas 

volume with a velocity distribution function that depends by their kinetic 

energy. These rapidly moving particles constantly collide with each other 

and with the walls of the container. Kinetic theory explains macroscopic 

properties of gases, such as pressure, temperature, viscosity and thermal 

conductivity, by considering their molecular composition and motion.  

Anyway focusing on reaction kinetics, from such theory it can be 

obtained the average number (Z) of intermolecular collisions occurring 

per unit volume and unit time. Indeed the bimolecular reactive processes 

are determined by effective inelastic collisions between particles in the 

gas. If the consequence of every collision is a chemical reaction, the 

bimolecular reaction rate will be equal to Z. Thus the reaction constants 

estimated on this way constitutes the superior limit of the real ones. 

Considering for instance a reaction between two molecules A and B, 

which can be approximated as spheres with respective diameters dA and 

dB and mass mA and mB, the related collisional kinetic constant kcoll can be 

expressed by the Equation 21, with μAB is the reduced mass reported in 

Equation 22.  

        
     
 

 
 

 
     

  
 
   

                      

    
    

     
                                                     

Such approximation can be quite reasonable only for a few classes of 

reactions, like radical combinations. However most of chemical 

transformations need to overcome an energy barrier, hence this 

idealization is completely inadequate. Furthermore the kinetic gas theory 

finds also application to evaluate kinetic constants kcoll of collisional 

processes between gasses and surfaces, as in the Equation 23, for a 

chemical specie A. This is the case for example of not activated 

adsorptions.  
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2.3  Approach used for the estimation of kinetic constants  
 
 

In order to study systems with complex reaction kinetics, having an 

accurate estimation of the kinetic constants is a key requisite. In Section 

2.1 and Section 2.2 it is given a brief description of the methods available 

to accomplish that task. Here instead it is explained how those theoretical 

tools were applied during this thesis for the estimation of the reaction 

parameters. The approach described has been followed for the ab initio 

calculations of the kinetic constants in all the processes object of this 

work, except in the non oxidative plasmas for natural gas conversion. 

Indeed wide reliable data are present in the literature for systems similar 

to the latter.  

In fact there are several papers about the theoretical estimation of kinetic 

constants of gaseous elementary reactions for the chemical vapor 

depositions of interests [16, 26, 49-69]. These works mostly relies on 

DFT methods which, as explained in Section 2.1.2, though they imply a 

limited computational effort, on the other hand, the related uncertainties 

could be conspicuous, especially in the estimation of the activation 

energies (even 10-15 kcal/mol). The precision of the computational 

techniques herein used instead is higher [47]. The ab initio calculations 

were implemented using Gaussian 09 computational suite [29]. With such 

method there were also determined the thermodynamic parameters of the 

chemical species involved in the mechanism. 

The approach followed in this work is based on the transition state theory 

for the evaluation of the kinetic parameters of the elementary reactions 

involved in the kinetic schemes. It combines the advantages of fast DFT 

with those of more rigorous techniques. Indeed it has been demonstrated 

[70-72] that DFT allows predicting kinetic constants at a good level of 
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approximation if combined with a high level estimation of the energy. 

Thus the structures and the vibrational frequencies of all the stationary 

points were first determined at B3LYP/6-31+G(d,p) level [38, 39] in the 

case of silicon and SiC CVD, and at M062X/6-311+G(d,p) [40] for GaN 

MOVPE. Then the energies of all the optimized stationary points were re 

determined with more precise CCSD(T) calculations [73] extrapolated to 

the infinite basis set using the augmented cc-pVDZ and cc-pVTZ [74] 

basis sets, as proposed by Martin [75] for silicon and SiC CVD, whereas 

the ROCBS-qb3 [43] was utilized for GaN MOVPE. The uncertainties in 

the activation energies are around 2 kcal/mol. The kinetic constants so 

determined were then fitted to the modified Arrhenius form over a 

temperature range comprised between 300 and 2500 K for Si and SiC 

CVD and between 500 and 1500 K for GaN MOVPE. The maximum 

error in the regression was less than 10%. 

When relevant the low vibrational frequencies associated to torsional 

motions were replaced by 1D hindered rotors. The corresponding 

partition functions were in such cases determined using the quantum 

eigenvalues, calculated as described in previous works [76, 77]. On this 

way it was improved the prediction of the pre exponential factors. 

Besides, if two reaction channels with comparable rates were possible, 

global reaction rates were computed as the sum of the rates of the two 

channels.   In case of elementary reactions that do not present an evident 

saddle point, their transition state was determined using canonical 

variational transitional state theory. The reaction path was scanned 

through constrained energy minimizations along the length of the 

breaking bond with the unrestricted DFT functional and, thus allowing the 

partial occupation of the LUMO orbital. The PES was then re-scaled over 

reaction energies evaluated at higher level of accuracy.  

The drastically more simplified kinetic gas theory was instead applied to 

estimate reactions like not activated adsorptions of chemical species on a 

solid substrate with a unitary sticking coefficient. In addition also for 
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preliminary analysis aimed to select the reactions to be included in the 

kinetic scheme, some radical combinations were treated using such 

principle. Anyway if important, they were lately re evaluated with more 

accurate techniques, with the only exceptions of particles nucleation (see 

Section 5.3).      

The selection of an appropriate theoretical method and basis set is a very 

important point to determine the success of the approach followed. 

Therefore a preliminary analysis was performed with some sample 

reactions and reactants in the kinetic scheme before to calculate all the 

other. The selection of the DFT approach used for the structure 

optimizations was made by testing several different functionals. The 

results were compared with those of the more accurate coupled cluster 

calculations. Then it was chosen the functional which gives estimations 

closer with those of the coupled cluster ones. In parallel progressively 

larger basis sets were used. The estimated parameters changed till 

reaching asymptotic values when the basis set was large enough. Hence it 

was selected a basis set that gave previsions close enough to the most 

accurate one, in order to limit the computational effort without a 

significant loss of accuracy.  

Finally, it can be interesting to provide information also concerning the 

criterion for the selection of the method used for the re estimation of the 

energies. For Si CVD it was chosen CCSD(T) with a very large basis set 

simply because the intent was to achieve results as much accurate as 

possible. Then, the related computational time was not extremely long 

because it was not performed a geometry optimization. However since in 

the GaN MOVPE kinetic model are present heavier and more complex 

molecular structures with respect to those involved in the other 

mechanism, it was necessary to reduce the computational effort, 

especially for the energy re estimation. For that reason in substitution of 

the CCSD(T), it was utilized the faster ROCBS-qb3, which should 

guarantee a similar accuracy. Indeed making a comparison of the 
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activation energies of some samples reactions in both cases (aug-cc-

PVTZ basis set for CCSD(T) one) the maximum difference was around 1 

kcal/mol.     

 

2.4  Method of moments developed 
 
 

Another important aspect of this work was the description of particle 

formation in GaN MOVPE, whose global effect is explained in Section 

1.3.4. For this purpose a FORTRAN program used to solve the material 

balances in 2D cartesian systems was substantially modified with the 

addition of equations based on the second order method of moments and 

their corresponding analytic Jacobian. Further details about the chemical 

and kinetics aspects related to this phenomenon are provided Chapter 5.    

 

2.4.1  Approach used to solve the population balance    

The particle formation is described by using the population balance 

approach [78], otherwise known as general dynamic equation. This type 

of method is common for example to predict the particles growth 

dynamics in aerosol, but also for polymer kinetics. The terms accounted 

in the population balance for the specific problem under examination are 

shematized in Figure 9. Particles could be approximated as spherical 

aggregates composed by n monomeric units with volume Δv each. 

Therefore in principle it should be necessary to solve infinite material 

balances for aggregates of every possible dimensions, or n ranging from 

the minumum number of units to infinite. Obviously this is not feasible, 

but it is necessary to express the population balance with a finite number 

of equations.  

One approach to solve the population balance uses the discrete sectional 

model [78], has been lately applyed to this kind of problem. The discrete 

part solves the detailed interaction of the monomers and small droplets 
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size, up to a pre determined dimentios. The sectional part intead handles 

the upper size distribution by approximating it as a finite number of 

sections. However for discrete sectional model there are required high 

computational powers. 

 

Figure 9: Representation of the terms included in the particles population balance.  

Another very common approach is instead based on the method of 

moments [78]. As anticipated it was indeed this principle that it has been 

chosen to describe particles dynamics because it is able to provide a 

reasonable description of the phenomenon with a limited computational 

effort. Most of the correlations here assumed were taken for the work of 

Kim and Pratsinis [79] because their model is quite suitable to be 

implemented in the starting 2D program, providing estimations with an 

acceptable precision. Moreover this research group has already used it 

previously for aerosol dynamics [80]. Method of moments has been also 

applied for the specific case of GaN MOVPE in the commercial software 

developed by the STR group [81, 82], which relies on a conspicuous 

fitting on wide experimental data. As underlined in one of their articles 

[83], the clusters can be considered as a pseudo gas of heavy particles 

because above the substrate their average free path is several orders of 

magnitude greater than their average diameter. A consequence is that they 

can be assumed in free molecular regime. Such hypothesis has been 

NUCLEATION: 
Formation of nuclei 
with volume v0 

FOULING: 
Particles deposition 
on the reactor walls 

CONDENSTION: 
Aggregation between 
particles of volume v’ 
and v-v’ CONDENSTION: 
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and v’ 

GROWTH: 
Monomer addition to 
particles of volume v-Δv 

GROWTH: 
Monomer addition to 
particles of volume v 
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verified a posteriori and definitely confirmed for the operative condition 

explored. 

The method of moments implemented treats the particles population 

balance by assuming a size distribution function F(v) of the particles 

volumes (v). Such distribution function is described through its moments 

of kth order (μk), defined as in the Equation 24. In theory it is required an 

infinite number of moments to fully reconstruct the shape of the 

distribution function. Anyway it is generally plausibly approximated with 

a unimodal log-normal function, reported in Equation 25 [79]. Thus the 

particles distribution size is expressed knowing 3 parameters that are 

respectively: their total concentration in the gas (μ0), their geometric 

mean volume (vG) and the standard deviation (σlog).    

                                                                                    
 

 

 

     
  

            
 
 

 
      

         

           
                            

Consequently, the mathematical operator μk applied to the Equation 2 

generates three different balance equations for the moments μo, μ1 and μ2. 

The first two have a specific physical meaning, which are in case of μo the 

total concentration of particles in the gas, whereas μ1 is the total volume 

of particles per unit gas volume. For μ2 instead the definition is not so 

straightforward, but anyway it is related to the size standard deviation. All 

the parameters related to the distribution function can be obtained from 

those 3 parameters, including vG, σlog and every other different μk [79].       

In the assumed balances of the moments are accounted the main 

phenomena which affect the aggregates evolution, that are: 

1. Convection: particles move with the gas flow; 

2. Thermophoresis: net force acting on particles towards the 

decreasing temperature; 

3. Diffusion: transport due to the concentration gradient; 
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4. Nucleation: nuclei formation for chemical reactions from gaseous 

reactants; 

5. Coagulation: particles aggregation after collisions; 

6. Growth: scavenging of gaseous monomer on particles surface; 

7. Fouling: deposition on the reactor walls. 

However in the model of Kim and Pratsinis [79] it was not included the 

contribution related to the particles growth. STR group [83] instead 

treated the particles growth rate as independent by their diameter, using a 

correlation derived from the Hertz-Knudsen equation. However in some 

experimental specific works [84, 85] it is underlined that particle growth 

and condensation rates are strongly dependent by their size. Therefore, as 

it wasn’t found anything satisfactory enough in the literature, it was 

obtained ex novo an equation to evaluate the monomer consumption due 

to the particles growth (Rgr), explicit dependent by their size. In fact there 

were tried two approaches completely different to achieve that 

expression, but all of them resulted exactly to the same result, reported in 

Equation 26. The details about its analytical derivation are provided in 

Section 2.10. Thus probably the Equation 26 should be reliable, which 

depends on the molecular weight of the monomer (Mwmon), its 

concentration in the gas ([mon]) and μ2/3. 

     
    

     
 
 

  
 

 
 
             

                       

The balances of μo, μ1 and μ2 are finally expressed as in the following 

equations: 
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In those equations there are several parameters in principle unknown, 

except of course the gas velocity (u), the kinematic viscosity (ν), the 

temperature (T), the Avogadro number (NAv) and the nucleation rate 

(Rnucl). Fortunately most of them can be determined theoretically. As 

already motivated, an important assumption made is that GaN aggregates 

are in free molecular regime. The first unknown constant is the 

thermophoretic coefficient (KT), which is generally assumed between 0 

and 1. Anyway for large Knudsen numbers, it can be predicted by the 

theory describing the motion of a single particle in a temperature gradient 

[86] and it is equal to 0.55. The particles diffusivity (D) is calculates with 

the correlation proposed by Lee and Liu [87] and considered explicitly 

dependent by their geometric mean volume (vG). Then, the coagulation 

coefficients (β0 and β2) are calculated as proposed by Pratsinis [88] in free 

molecular regime, dependent by vG and σlog. The volume of the first stable 

nucleus (v0) is instead assumed that corresponding of a sphere with its 

Lennard Jones diameter. All these theoretical parameters are biased by 

significant uncertainties, but since the aim of the work is to simulate the 

GaN deposition profiles rather than to accurately describe the particles 

size distribution, their estimation can be considered satisfactory enough. 

This fact is confirmed by an aimed sensitivity analysis.              

Finally Δv is the volume increment due to the addition of one GaN unit. 

Coherently with what experimentally demonstrated [84, 85], the 

parametric analysis mentioned evidenced that it is a very sensitive 

variable, because it affects the clusters dimensions. However it can be 

related to macroscopic properties because the related mass increment 

(Δm) is known and it is equal to the molecular mass of GaN. If Δv is 

constant then also the ratio between Δm and Δv it is. This should be thus 

equal to the average density of the powders ρ0 and Δv can be calculated as 

in the Equation 30. Also STR group [83] uses explicitly ρ0 to evaluate the 

term related to the particles growth. The Δv resulting for the addition of a 
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monomeric unit to an aggregate it was calculated assuming a particles 

density of 4 g/cm
3
. This value is qualitative coherent with what usually 

observed in amorphous solids, whose densities are generally 1.5-2 times 

lower with respect to those of the corresponding crystalline material. In 

this particular case the density of the GaN epitaxial layer is indeed 6.15 

g/cm
3
. 

   
     
     

                                               

The fitting parameter introduced in the model is the nucleation kinetic 

constant, taken in a typical range consistent with a collisional constant. 

Indeed, as explained in Section 5.3.3, its related uncertainty is 

conspicuous. 

 

2.4.2  Analytical derivation of the growth rate expression   

As explained in Section 2.9, it has been necessary to propose a new 

correlation to predict the particles growth rate, due to the scavenging of 

the gaseous precursors on their surface. Indeed nothing satisfactory was 

found in the literature to describe such contribution. However this 

heterogeneous reactivity is very important in the global kinetics, active 

during GaN MOVPE, because particles growth consumes part of the 

reactants, affecting the GaN growth rate on the substrate. This droplets 

formation has been abundantly documented in the literature [19, 21-28], 

and its relevance is also underlined by the experimental campaign 

complementary to this modeling study. For that reason having a good 

approximation of such phenomenon is a key requisite in order to have a 

model able to reasonably describe the experimental data. Even if further 

details are widely provided in Chapter 5, here are anticipated some the 

main features related to particles growth. The main assumptions on which 

the derivation is based are:  
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1. The scavenging phenomenon occurs through the adsorption of 

gaseous monomeric units on the droplets surface, with the 

subsequent decomposition to further amorphous GaN; 

2. The consumption of one molecule of monomer in the gas, increases 

the aggregate size by one monomeric unit of volume Δv; 

3. The powders growth rate is enhanced with their dimensions 

increment [refs], hence it is in fact an autocatalytic mechanism; 

4. The particles growth is in external diffusive regime; 

5. Neglected GaN evaporation from particles surface. 

The first approach adopted treats the gas droplets as pseudo gas spherical 

molecules which collide with monomeric molecules, schematized in 

Figure 10a. Hence it was carried out with the kinetic gas theory, starting 

from Equation 23. If considering the collisions between only the particles 

at fixed diameter dP, volume v and mass mP, with the monomers molecule 

with diameter dmon, and mass mmon, this specific collisional growth rate 

(Rgr(v)) can be expressed by Equation 31. Indeed the particles sizes are 

many times greater respect to those of the monomers, and their velocities 

are negligible with respect to those of the smaller monomers.  

                        
  
 
 
 

 
     

      

                   

The total growth rate is the integral of the growth rates of all the possible 

particles dimensions. Thus from Equation 31 and the definition of μk in 

Equation 24, is possible to achieve the function of the Equation 32, which 

is also the correlation in Equation 26. 

     
 

  
 

 
 
 
    

     
       

 
                   

 

 

         

An alternative approach comes from the Hertz-Knudsen relation 

(Equation 33), which evaluates the evaporation-condensation rate from a 

surface. As already pointed out a relation based on this principle has 
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already been used in the literature [83] to describe particles growth, but 

the explicit dependence by the particles size was not accounted. Pmon is 

the monomer partial pressure, whereas P0 is the GaN vapor pressure. 

Particles growth is considered as a monomer condensation on the droplets 

external area, as schematized in Figure 10b. 

    
       

          
  
       

      
                      

The total condensation surface dispersed in a unit volume is the integral 

of the external surface of aggregates of every possible dimension, shown 

in Equation 34. 

       

      
     

 

  
 

 
 
 
 
                       

 

 

 

Combining Equation 33 with Equation 34, the Equation 35 is obtained. 

Then if the evaporation of GaN is neglected (P0=0), such formula 

becomes identical to Equation 32. 

     
 

  
 

 
 
 
    

     
       

  
  
                   

 

Figure 10: Schematization of a) collision between a monomer unit and a particle; b) 
monomer evaporation-condensation on a particle surface. 

The expression obtained as described above is able to represent the 

monomer consumption rate if the distribution function (F(v)) is known. 

However in order to predict the effect of the particles growth on their size 

distribution, the Equation 32 must be implemented in the balances of the 

a) b) monomer 

particle 

gaseous monomer 

particle surface 

interface 
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first 3 moments. Basically the addition of a monomeric unit to an 

aggregate of volume v, implies the consumption of a particle with volume 

v and the formation of one with volume v+Δv. This is shown in the 

correlations below, where Dg0, Dg1 and Dg2 are the growth contributions 

to the balances of μo, μ1 and μ2 respectively. Finally they were added to 

such balances, resulting to Equation 27, Equation 28 and Equation 29. 

        
         

 
       

 

 

   
 
       

 

 

                     

        
               

 
       

 

 

     
 
       

 

 

              

     
          

 
       

 

 

                                                                     

        
                

 
       

 

 

      
 
       

 

 

          

     
            

 
       

 

 

      
 
       

 

 

                   

 

2.5 Lennard Jones potential  
 
 

The issues discussed in the first part of this chapter concern the 

phenomena at the micro scale. However this work is aimed to describe 

how those kinetic features affect the global performances of the processes 

analyzed, or in other words the effect at the macro scale. In order to 

describe the global behavior of those reactors, a reasonable fluid dynamic 

description should be provided. Indeed also transport phenomena have 

generally a key role in the systems here studied. Hence good estimations 

of physical properties as viscosity, thermal conductivity, diffusivities and 

thermodiffusion coefficients are required, but unfortunately they are not 

always available in the literature. A very common approach to provide 

such type of information relies on the Lennard Jones potential [89].   
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That mathematical model was proposed by Sir John Edward Lennard 

Jones in 1924 and describes the inter-molecular energies of interaction for 

atoms or chemical compounds, based on their distance of separation. The 

equation takes into account the difference between attractive forces 

(dipole-dipole, dipole-induced dipole, and London interactions) and 

repulsive forces. Although more accurate potentials exist, the Lennard 

Jones approach is used extensively in computer simulations because of its 

computational simplicity.  Indeed, in spite of the theoretical critics, that 

method is a relatively good approximation is often used to describe the 

properties of gases, and to model dispersion and overlap interactions in 

molecular models. It is particularly accurate for noble gas atoms and is a 

good approximation at long and short distances for neutral atoms and 

molecules. The expression of the Lennard Jones potential (ULJ) is 

reported in Equation 39 and plotted in Figure 11, as a function of the inter 

molecular distance (r) and it depends on the collision diameter σLJ and the 

characteristic energy εLJ. The latter is generally expressed in the form of a 

temperature ε/k, as in the Equation 40.  

             
   
 
 
  

  
   
 
 
 

                          

    
   
  
                                                                       

 

Figure 11: Intermolecular potential function with the Lennard Jones approach. 

Knowing the intermolecular interactions in a given mixture, heat capacity 

and the molecular weights of the species involved, it is possible in 

r 

σLJ  

εLJ  

ULJ  
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principle to estimate some physical features as viscosity, thermal 

conductivity, binary diffusivity and thermodiffusion coefficient. In the 

case of the Lennard Jones approach, is necessary to estimate σLJ and ε/k. 

These parameters can be fitted to reproduce experimental data or obtained 

from accurate quantum chemistry calculations. In the approach herein 

followed first it was achieved σLJ, using Le Bas volume contributions 

[89]. Then it was performed the estimation of the binary diffusion 

coefficient in H2 as carrier gas, consistently with the formula proposed by 

Fuller et al. [89]. After that, such value was imposed equal to the one 

from the Wilke and Lee formula [89], by means of a simple non-linear 

equation solution and it was estimated the value of ε/k. This procedure 

was repeated at different temperature and finally averaged. At this point it 

is possible to calculate [89] the value of viscosity, thermal conductivity, 

binary diffusivity and thermal diffusivity factor. The results are computed 

at different temperatures and mole fractions and fitted in expressions that 

can be suitably utilized for fluid dynamics simulations.   

 

2.6  Reactors modeling  
 
 

Once having achieved all the information about the chemical reactivity 

and the physical properties of the systems in exam, it is possible to 

provide a description of the macroscopic reactor where the conversion 

from reactants to products is taking place. The level of approximation 

selected depends by the geometrical configuration, by the mixing in the 

gas phase and especially by the aim of the specific type of simulations. 

Thus several kind of fluid dynamic models of reactors have been 

developped. Diffusion and thermal diffusion coefficients were calculated 

from Lennard-Jones parameters. 
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2.6.1  PSR models   

The most simple approximation is that of assuming the system as 

perfectly mixed, using a PSR representation. This approach is often 

unable to give a good macroscopic quantitative description, but it is 

instead very useful to study the micro kinetics. Indeed the main reaction 

pathways active during the non oxidative conversion of natural gas and 

during the poly silicon CVD from SiHCl3 have been investigated using 

PSR models able to describe biphasic homogeneous systems, stationary 

or time dependent. Hence both gas phase and surface reactivities are 

accounted, as well as the interphase exchange of active species. Both 

computational systems have been solved with the Newton-Raphson 

method using an analytic Jacobian coupled. Such models were also used 

to provide a basic representation of some simple reaction configurations. 

Anyway those simulations were focussed in describing the qualitative 

effect in varying some operative conditions, rather than to give accurate 

quantitative estimations.  

In particular, two different semi-ideal models were used to study methane 

plasmas. The first (macro-discharge model) is apt to describe the kinetics 

active in discharges characterized by the formation of a stationary plasma 

volume, while the second (micro-discharge model) can be used to 

investigate the kinetics of plasmas that involve the formation of 

streamers. Both models are based on the assumption that the plasma 

discharge takes place in a homogenous volume that remains constant 

during the process, that the plasma volume is perfectly mixed and 

adiabatic, and that the electron temperature and density are constant when 

the discharge is active. Also the deposition of coke on the electrodes is 

accounted. The most important model parameters are the energy absorbed 

by the discharge (Qplasma), the electron temperature (Te) and density (ne), 

and the plasma volume (Vplasma) On this basis, the macro-discharge model 

can be formulated through a relatively limited set of equations composed 

by the mass, energy and charge conservation equations [90].  
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The hypothesis to assume the plasma volume as adiabatic is referred only 

to the heat exchange. In fact an external electric energy Qplasma is 

absorbed by the plasma, which activates NRE inelastic electron impact 

reactions. Their rates (rj) are thus dependent by the Qplasma trough the 

Equation 41, where the ΔHj are their reaction enthalpies. Thus, if the 

electron temperature is known, their desity is calculated by the Equation 

41. 

                                            

   

   

 

Furthermore a similar stationary PSR model was also used to investigate 

the kinetics occurring in Siemens reactors during poly silicon CVD from 

SiHCl3. On this case the temperatures in the gas and on the substrate were 

imposed. The primary intent of these simulations was to determine the 

main reaction pathways active in the typical operative conditions of 

Siemens reactors as a function of deposition temperature and residence 

time, neglecting at a first level of approximation transport phenomena. 

 

2.6.2  1D models   

A monodimensional fluid dynamic model instead was used to test the 

predictive capability of the proposed reaction schemes, in the case of poly 

Si and SiC CVD, by simulating some literature experimental data 

collected in horizontal reactors. The general layouts of the apparatuses 

simulated are schematized in Figure 12. Specifically the experiments 

performed for poly Si were measured in a cold wall rapid thermal 

chemical vapor deposition (RTCVD) [91], whereas those for SiC 

deposition in an industrial hot wall reactor built by LPE epitaxial 

technology [92]. The reactor used for SiC CVD has a reactor chamber 

height of 7 cm and a subscector dimeter of 10 cm. The reactor used for 

SiC CVD instead is characterized by a reactor height of 2.5 cm and a 21 
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cm wide susceptor. Further details can be provided from some reference 

literature works. 

 

Figure 12: Layout of CVD horizontal reactor used for poly Si and SiC CVD. 

Briefly, the computational program solves the mass and energy 

conservation equations along the flow direction while the mass and 

energy transfer to the reactor walls, susceptor, and growth surface are 

solved using boundary layer theory. For the experimental runs considered 

in the present study the Reynolds number is comprised between 1 and 20, 

so that the growth is always performed in the laminar regime. The mass 

and energy transfer coefficients are determined using the Luikov 

expressions for fully developed flows in rectangular ducts [93]. The 

surface reaction kinetics is solved in the pseudo steady state 

approximation (PSSA) together with the homogeneous mass and energy 

conservation equations, which makes the problem differential algebraic. 

The numerical integration is performed using the daspk 2.0 solver [94, 

95]. This model was validated through the simulations of different CVD 

deposition processes in previous works [49, 50, 96] made by this research 

group. 

In case of SiC CVD simulations, the temperature profiles in the gas phase 

and on the substrate were imposed. Such adopted profiles of the 

deposition surface is expected to be an adequate description of the real 

temperature distribution on the basis of preliminary calculations that take 

into account the reactor internal structure and the inductive heating of the 

susceptor and on the basis of in situ pyrometric of the susceptor 

temperature profile. 

susceptor heat source 

inlet 

outflow 
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2.6.3  2D models   

In case of the non oxidative conversion of methane, some fluid dynamic 

simulations were performed in order to investigate if and how the removal 

of the adiabatic and plasma volume conservation hypotheses affect the 

results obtained with the micro-discharge simulations. The object of such 

simulations is a pulsed corona discharge, whose typical layout is 

represented in Figure 13a. The equations considered in the model are the 

time dependent mass conservation equations in the Maxwell-Stefan 

formulation, the continuity equation, the Navier-Stokes equations, and the 

energy conservation equation, accounting for reaction energy changes but 

neglecting radiative heat transfer. To reduce the computational effort a 

simplified kinetic scheme, described in Section 3.4.1, was used for the 

simulations.  

The model was implemented in COMSOL Multiphysics 4.1 and 

integrated in the axial symmetric geometry sketched in Figure 13b. The 

integration domain has a radius of 3 cm and a height of 1 cm. The 

discharge region is a coaxial cylinder positioned at the centre of the 

integration domain. It is assumed that the rates of radical dissociations for 

electron impacts are constant during the pulse time in all such plasma 

volume, and evaluated through the Equation 41 for an imposed Qplasma. To 

favour numerical convergence a buffer volume circumferential to the 

discharge volume was introduced. It has a cylindrical section with a 

thickness equal to half of the discharge radius. In this domain, the rates of 

electronic dissociation processes linearly decrease until zero during the 

pulse time. Several simulations were performed for different values of the 

mean diameter d of the discharge region, comprised between 0.1 mm and 

1 mm. While the lowest values are consistent with the typical range of 

streamer diameters reported in the literature, which is 0.1-0.2 mm [1], the 

highest values can probably be reached at high pulse energies. The 

boundaries of the integration domain were closed to material and heat 
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exchanges. The integration structured mesh consisted of about 5000 

triangular elements.  

 

Figure 13: a) scheme of a pulsed corona experimental reactor; b) axial symmetric 
geometric domain used in fluid dynamic simulations of pulsed corona. 

In case of GaN MOVPE 2D fluid dynamic simulations were performed 

with the purpose to represent the experimental data obtained in a parallel 

aimed experimental campaign. Those experiments took place in the 

Sugiyama lab in Tokyo, using an experimental reactor projected for 

MOVPE (AIX200/4-RFS, AIXTRON), whose configuration is shown in 

Figure 14. On this case a 1D approximation would not be adequate for a 

reasonable fluid dynamic description. The main reason is that, as shown 

in Figure 14, the precursors are fed from different inlets and their mixing 

is not complete along the reactor height above the substrate. Therefore its 

geometry was implemented in a stationary 2D program developed by 

Jensen group in MIT and already tested in several previous works, which 

also takes into account the surface reactivity [97-103]. In this specific 

case it was assembled a structured mesh with around 4500 rectangular 

elements. The numerical solution is computed with the finite element 

method (FEM) in an iterative way, using an analytical Jacobian. 

However, as already anticipated in Section 2.4, the program was 

substantially modified mainly to solve the particles distribution function 

with the second order method of moments.   

The gas flux is assumed in laminar regime because the Reynolds number 

found in the operative condition tested is less than 100. It was explicitly 

accounted also the thermophoretic diffusion because it should be 

significant at the elevated temperature gradients established in the 

a) b) 
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MOVPE reactor. The material balances are computed after having 

uploaded the temperature and velocity profiles from a more accurate 3D 

simulation. This approach should be reasonable because the system is 

extremely diluted, thus the thermal and velocity profiles are not 

conditioned by the chemical reactivity. In fact the material balances were 

not implemented in a 3D geometry too, because the number of chemical 

species involved in the kinetic mechanism is quite elevated (19 

components plus 3 particles moments) and the computational effort would 

be too onerous. In principle it is also possible to oversimplify the kinetic 

mechanism and use it in 3D. However from a sensitivity analysis it 

resulted that the reactivity of several species affects in an appreciable way 

the GaN deposition profiles. Hence the potential gain in accuracy in the 

description of the material transport achievable with a 3D model would be 

widely compensated by a kinetic behavior badly represented, giving 

finally even worse results. More details about the kinetic mechanism are 

provided in Chapter 5. In addition the solution of the population balances 

with the method of moments is resulted to be numerically unstable, due to 

the autocatalytic nature of particles growth and coagulation. This 

inconvenient was finally overcome with some numerical expedients 

added ad hoc in the program to help the convergence, but doing so in a 

3D commercial software is hardly feasible. For these reasons it has been 

chosen to keep a more simplified fluid dynamic description for the 

material balances, but with an accurate kinetic mechanism.      

 

Figure 14: Geometrical configuration of the experimental AIXTRON reactor used for GaN 
MOVPE in Tokyo. 
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2.6.4  3D model   

Finally, the last kind of fluid dynamic model used during this phd thesis is 

in a 3D geometry and, as anticipated above, it was aimed to describe the 

experimental AIXTRON reactor used for GaN MOVPE . Indeed having 

an accurate representation of the temperature and velocities profiles is 

essential to achieve a good description of the reaction kinetics, as well as 

of the resident time of the precursors above the substrate. As already 

motivated in this model there are not solved the material balances of all 

the chemical components involved in the kinetic scheme, but it is instead 

focused only on the fluid dynamics in the gas phase. The only exceptions 

are constituted by those of H2 and NH3, because they are the main 

constituents of the carrier gas. The stationary equations considered in the 

model are the time dependent mass conservation equations for such 2 

components in the Maxwell-Stefan formulation, the continuity equation, 

the laminar Navier-Stokes equations, and the energy conservation 

equation, accounting also the radiative heat transfer. The model was 

implemented in COMSOL Multiphysics 4.1 and integrated in the 3D 

geometry sketched in Figure 15, with the dimensions equal to those 

reported in Figure 14. 

 

Figure 15: 3D domain used in fluid dynamic simulations of AIXTRON reactor. 

The integration structured mesh consisted of about 30000 tetrahedral 

cells. The domain simulated is the internal part of the reactor, where the 

GaN growth takes place. However since radiative heat transfer affects 

considerably the temperature profile, it has been added the surface of the 
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external cylinder made of inox steel, imposing its temperature equal to 

300 K, in order to account the radiative flux between the walls of reactor 

chamber and such area. The conductive heat flux at the external walls was 

imposed on their surface and calculated assuming that the gap between 

that surface and the external cylinder is filled by stagnant hydrogen. 

Indeed in fact its feed is the minimum to guarantee to be flushed out. 

Then the substrate temperature was imposed on its surface. In order to 

validate the model, the temperature profile achieved was compared to that 

obtained in some fluid dynamics simulations performed by STR group  

with their software [81] to simulate an identical reactor at the same 

operative conditions. The resulting profile is in good agreement with that 

found in that article.  

 

2.7  General methodology developed  
 
 

In the rest of this chapter, there were described the methods used during 

this phd thesis. However it was not exactly clarified how those models 

have been applied, and in which order to investigate the topic of interests. 

In this last part instead it is provided a global synthesis of how the various 

theoretical tools were combined together to achieve the final results. In 

other words it is illustrated the main approach followed during this work. 

Indeed one of the most important objectives of this phd thesis is to 

develop a general methodology, useful to investigate the most critical 

aspects in systems where there is an interaction between some 

components in a gas phase and an activated surface. Such approach 

should be extendible to various processes where the chemical reactivity is 

unknown. The methodology cited is summarized in the following points, 

applied in the sequence reported. 

1. Assembling a preliminary kinetic scheme: a first set of reactions is 

determined including what already proposed in the literature. 

Moreover a thermodynamic analysis helps to identify the most 
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stable intermediates, which may have a significant role in the 

mechanism. The thermodynamic parameters are theoretically 

estimated with quantum chemistry methods. After that, additional 

new classes of conversion routes are hypothesized for the first 

time and added to the scheme. The gas phase kinetic scheme 

proposed is then combined with a literature surface mechanism. 

2. First theoretical estimation of the kinetic constants: accurate ab 

initio calculations are performed to evaluate the kinetic parameters 

of the new reactions, based on transition state theory. As already 

pointed out in Section 2.3, the precision of the computational 

techniques herein used is higher with respect to those previously 

utilized in most the earlier articles for the processes object of the 

present study. Anyway in general the kinetic constants evaluated 

in various publications are achieved with different methods. 

Therefore also the gas phase constants taken from the literature 

are re evaluated in order to avoid comparing reaction pathways 

using kinetic constants calculated at varied levels of theory. All 

the reactions are considered as reversible.  

3. Micro kinetic analysis: the whole kinetic scheme composed by 

both the gas phase and the surface mechanisms is tested with a 

program simulating a simple bi phase PSR reactor model. Other 

reactions can be added also to the surface mechanism. With a 

sensitivity analysis it is possible to find the most sensitive reaction 

pathways and to discard from the mechanism those without any 

noticeable effect on the global conversion rates. From this analysis 

is provided a clearer picture of the reaction kinetics, that may also 

be useful to better explain some macroscopic behavior related to 

the kinetics. Besides it can be possible in principle also to lump 

the kinetic mechanism, making it more suitable to be implemented 

in more complex reactor models. 

4. Improvement of the estimation of the kinetic constants: once 

achieved the final set of reactions, the estimation of the pre 
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exponential factors is further refined. In this thesis were the 1D 

hindered rotor approximation and the variational transition state 

theory. Anyway other techniques can in principle be exploited for 

an ulterior enhancement of the accuracy, depending by the 

particular case in exam and by the level of precision desired. After 

this point the micro kinetic analysis is repeated to check if there 

are substantial differences due to the more accurate kinetic 

constants. Then also the effect of the variation of the operative 

conditions on the reactive behavior is investigated. 

5. Inclusion in the model of other types of phenomena: in principle 

other types of physical behavior may influence the performances 

of a specific process. Therefore other correlations are proposed 

and included in the model, with the aim to improve it. For 

example in the case of GaN MOVPE there were added the 

population balances of the solid particles produced in the reactor 

and implemented with a second order method of moments. Then 

the micro kinetic analysis is repeated again.     

6. Macro scale simulations: the transport phenomena in fact heavily 

influence the performances of real reactors. Thus fluid dynamics 

models are developed and finally solved including the new 

proposed mechanism. Diffusion and thermal diffusion coefficients 

are calculated using the Lennard-Jones approach. The model 

assumed to describe a particular reactor is selected considering its 

geometrical configuration, the level of mixing in the gas phase 

and, most important, the aim of the specific type of simulations.  

7. Analysis of the results: the results are compared with some 

experimental evidences. Some of the previous steps are revised 

and corrected, till the quality of the predictions are considered 

enough satisfactory. Finally the model achieved can in principle 

be utilized to improve the understanding of the system in exam 

and maybe to propose some criterion to improve it.  
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The approach described above was applied in principle to all the 

processes studied during this phd thesis. However it was paid more 

attention to different topics in each of them, depending on the respective 

focuses and background of knowledge. The methodology was thus 

adapted for each case to the specific features of the system under 

examination, but respecting its main principles. The result of this 

procedure should not be only a model able to describe the experimental 

evidences, but especially a useful means to achieve a more complete 

picture of the phenomena occurring during the process analyzed, with the 

final aim to provide some useful guidelines to improve the global 

performances. 
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CHAPTER 3 

 
 
 
 

 

Non oxidative conversion of CH4 in plasmas 
 
 
 

The first process on which it was applied the general methodology 

described in Section 2.7, was the non oxidative valorization of natural 

gas, described in Section1.2.2. About this topic much research has 

recently been performed with the intent of understanding its working 

principles and increasing its efficiency. In the referring article [104] it is 

possible to find more details. 

 

3.1  State of the art  
 
 

The non oxidative conversion of natural gas by non thermal plasmas 

offers a promising route to produce higher value products, such as 

hydrogen and C2 hydrocarbons. Most of the studies about non oxidative 

conversion of methane were focused on the correlation between operating 

parameters of the plasma discharge and process performances. It was thus 

found that the product distribution is strongly affected by the type of 

discharge used to sustain the plasma. Summarizing what found in the 

literature [2-7, 105-130] for several types of experimental reactors by 

various authors, the increment of the power density in the plasma region 

brings to a product distribution progressively shifting from ethane, to 

ethylene and then to acetylene. Anyway if too much energy is supplied, it 

may result a conspicuous coke deposition at the electrodes, which may 
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affect the global reactor performances. Of course the specific electric 

power per unit volume absorbed in a plasma can be in part regulated by 

changing the electricity fed at the electrodes, but it is also greatly 

conditioned by the discharge technique utilized. For example it is lower in 

DBD reactors, whereas in thermal plasmas is much higher. 

The underlying motivation of most of the experimental studies mentioned 

above was to estimate and improve the performances of methane plasma 

discharges. Different plasma discharges can be compared on the basis of 

methane conversion, product distribution, methane flow rate, pulse 

frequency and energy efficiency plasma, defined as the fraction of the 

energy supplied to the system used in chemical reactions. As the residual 

energy is lost into gas heating, the energy efficiency can be estimated as 

in the Equation 42. 

        
                         

       
                

Where Qplasma is the electric power supplied, F the inlet and outlet molar 

flows, and H the molar enthalpies. It is important to point out that the 

definition of energy efficiency reported above does not include the 

efficiency of the conversion of the discharge power, which is the total 

power absorbed by the specific plasma device, into electric power, which 

is the power of the electromagnetic field that sustains the discharge. This 

parameter, which is system dependent, should therefore be considered in 

order to extrapolate the results reported in this study to real processes. It 

is interesting to point out that some studies on the evaluation of corona 

plasmas techniques for industrial application have shown that efficiencies 

for conversion of discharge into electrical energy higher than 90% can be 

reached through a careful design of the plasma generation apparatus 

[131]. Considering the criterions listed above, some results achieved by 

various authors for different type of discharge are summarized in Table 2.  

Several kinetic studies [90, 123, 130, 132-136] have been performed on 

the chemistry of methane plasmas, some of which enriched by a fluid 
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dynamic model [126, 137-142]. However, though most kinetic parameters 

are available and IR laser absorption spectroscopy measurements of gas 

species concentrations [126, 143] have been done, the main reaction 

mechanism is not yet completely clarified. It is generally agreed that the 

gas phase is far from the thermodynamic equilibrium [120, 127, 132, 134] 

and some authors suggest that acetylene yield is higher than the 

thermodynamic limit [127]. Also, it is agreed that the ionic species 

reactivity is considerably less important compared to that of the neutral 

species [132] and that the first step of the reaction mechanism is the 

formation of radicals by electron impact. Anyway what happens next is 

still an open discussion. In particular the main reaction pathways, which 

bring to the formation of the main products, are unknown. 

Table 2: Comparison of the energy efficiencies of different atmospheric plasma reactors 
used for the non oxidative conversion of methane. 

Plasma mode Frequency (Hz) 
CH4 flow rate        

(mol s−1) 

Conversion 

(%) 

Main 

products 

Energy 

Efficiency (%) 
Ref 

Thermal arc –60 kW - 0.098 – 0.15 90-100 C2H2 40 (est.) [2] 

Thermal arc (Huels) - 26.45 – 33.2 68 C2H2 34 [2] 

Gliding Arc 15-20 k 1.1×10−3 40-45 C2H2  10 [105] 

Pulsed streamer 

PTP reactor 5-10 kV 

55 (90 ns pulse) 7.4×10−6-2.2×10−5 19-41 C2H2 6-10 [110] 

Pulsed spark 

PTP reactor 5-10 kV 

55 7.4×10−6-2.2×10−5 18-69 C2H2 6-10 [110] 

Spark 5 kV inception 50 (20 ms pulse) 1-2×10−5 10-65 C2H2 27 [3] 

Pulsed Corona 

PTP reactor 8-15 kV 

9.92k 2.0×10−4 15-45 C2H2 51.4 [4] 

Pulsed Corona 

CAC reactor 8-11 kV 

8.0k 1.0×10−4 15-45 C2H2 17.7 [5] 

Pulsed Corona 

CAC reactor 20 kV 

0.1 – 1k 1.6×10−3 -  6.4×10−3 5-30 C2H2 10 – 32 [6] 

DBD 5-9 kV 10 – 40k 4.7×10−5 5-40 C2H6 <1 [114] 

DBD ac 50 7.4×10−6-2.2×10−5 5-8 C2H6 C2H4<2% 0.1-0.2 [110] 

DBD pulsed dc 50 7.4×10−6-2.2×10−5 6-13 C2H6 

C2H4<2% 

0.3 [110] 

Microwave 2.45G 0.4 - 1.2×10−1 9-13 C2H2  15 [124] 

Microwave 40-80 torr 2.45G  8 ×10−4 20-80 C2H2 50-63 [7] 

 

3.2  Aim of the work and approach  
 
 

Despite the many kinetic studies, several aspects are however not clear. In 

particular a simple kinetic analysis shows that the first steps in any non 

oxidative methane plasma are the following:  

E9)                        

G2)                            
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P2)                                     

The maximum energy efficiency of this reaction cycle calculated using 

Equation 42 at room temperature is only 15%. Any successive reaction, 

leading for example to C2H2, will have the additional energetic cost 

necessary to decompose C2H6, thus further decreasing the energy 

efficiency. This is however in contrast with experimental results, which 

report energy efficiencies up to 50%. It is from this apparent failure to 

explain experimental evidences through a simple model that takes its 

motivation the present work, which aim is to study the effect of different 

operating conditions on methane plasmas efficiencies for various types of 

discharges. The accurate modeling of the kinetics and fluid dynamics 

active during plasma discharges, in particular when performed at 

atmospheric pressure and pulsed, is a complex task. Fortunately for the 

aim of this study, which is that of relating the energy efficiency of the 

discharge with the gas phase kinetics, several simplifications are possible. 

More details are provided in Section 2.6.1.   

Coherently with the procedure described in Section 2.7 this work started 

with the proposal of the kinetic mechanism. However on this case most of 

the reactions are the same of thermal processes with light hydrocarbons, 

which have been widely studied for decades. Therefore their kinetic 

constants are already widely reviewed and available in the literature at 

high precisions. Hence there was no need to re estimate them with new ab 

initio calculations. Also the electronic and ionic reactions were taken 

from the literature. Summing up the kinetic scheme was assembled after a 

literature research [90, 123, 130, 132-136] and including also a wide 

number of reactions coming from the mechanisms active during thermal 

processes.  

Then it was studied the kinetics with the PSR models explained in Section 

2.6.1. The gas phase kinetics active in a methane plasma was studied with 

the double intent of determining which the favored reaction pathways are 

and of developing a lumped reaction mechanism that may be used for 
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fluid dynamic simulations. The reaction mechanism was studied through 

a flux analysis of the micro discharge simulations. The focus on the micro 

discharge kinetics is determined by the fact that the plasmas most 

interesting for methane conversion from an industrial standpoint are those 

operating at atmospheric pressure in non thermal regime, which are best 

described by the micro discharge model. Anyway it was lately extended 

also to macro discharges. 

Successively those PSR models were then used to study the main 

macroscopic features for stationary macro discharges and time dependent 

micro discharges, hence neglecting transport phenomena. The main 

features of such types of reactors are explained in Section 1.2.1. This 

approach was already also used to study the kinetics of Diamond Like 

Carbon deposition in methane plasmas [90]. The aim of such simulations 

was to explain the effect of the operative conditions on the performances 

of the reactors from the qualitative point of view. The main focuses were 

the products distributions and especially the energy efficiency. Anyway 

the PSR approximation could be quite reasonable to represent a macro 

discharge reactor, but not so much for micro discharges because, 

considering the small dimensions of the plasma region, the thermal and 

material diffusions should not be negligible.   

Therefore, in order to test the influence of transport phenomena on the 

kinetics, a lumped kinetic mechanism was finally inserted in a 2D fluid 

dynamic model of a pulsed corona atmospheric discharge. The lumped 

mechanism was achieved during the micro kinetic analysis. More details 

about the reactor model instead are provided in Section 2.6.3. 

 

3.3   Kinetic scheme   
 

The kinetic scheme adopted in the simulations is reported as 

supplementary information in the referring article [104]. It involves 30 

chemical species including radical, neutral gas components, ions, and 
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solid carbon deposited on the electrode surface. The considered chemical 

reactions are 164 and can be classified in five categories: electron 

impacts, ionic reactions, surface collisions, and radical reactions. The 

electron impact reactions are promoted by the electric field and lead to the 

initiation of the kinetic mechanism. Their kinetic parameters were taken 

from a previous work [134], where they were computed as a function of 

electronic temperature using a Druyvesteyn electron energy distribution 

function. Kinetic parameters of ionic reactions have been taken from 

Tachibana et al. [144], while the rate of the wall reactions through which 

ions get neutralized was evaluated using the Bohm criterion. Also, it was 

assumed that the impact of C and C2 on the electrode surface leads to 

irreversible adsorption, which is consistent with the experimental 

observation of the formation of carbonaceous deposits on electrode 

surfaces when exposed to plasmas. The surface flux of C and C2 was 

calculated using the collisional model with a unary sticking coefficient. 

The kinetic constants of the radical reactions considered in the model 

were either taken from the GRI Mech 3.0 [145] or from the literature. All 

radical reactions were considered reversible. When relevant, pressure 

dependence was considered using the Troe formalism. 

 

3.4   Results with PSR model   
 
 

The first set of simulations was performed with two PSR reactor program. 

Despite the simplicity of the reactor models, those tests were very useful 

to clarify some of the main features related to the non oxidative 

valorization of natural gas in plasma. 

 

3.4.1  Micro kinetic analysis   

The PSR model was used to investigate the micro kinetics for time 

dependent micro discharges. In micro-discharges voltage is applied only 
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for a limited time (10-100 ns) and electron impact reactions are active 

only in this period. Consequently, the reaction kinetics sensibly changes 

during the pulse period, as well as temperature and pressure. Therefore, in 

order to represent the kinetics of a micro-discharge, two different 

schematizations have been proposed, one valid when the discharge is on 

and the other one when it is off. The kinetic analysis has been performed 

using an electronic temperature of 3 eV and a mean absorbed power of 80 

kJ. Those results remain valid also for lower and higher absorbed powers 

( 30 kJ) and electronic temperatures ( 1 eV), as tested through specific 

simulations. 

The main reactions active during the discharge time are schematized in 

Figure 16a. The reaction mechanism is started by methane dissociation 

into active radicals and ions through electron impacts. The analysis of the 

electron impact processes evidenced, in agreement with Kovacs [132], 

that the rate of radical dissociation of methane is about one order of 

magnitude faster than that of ionization. This means that the electric 

power supplied is mainly exploited for methane homolytic scission. Once 

generated, radicals undergo propagation and recombination reactions. 

Radical combinations are exothermic and lead to a significant increase of 

the gas phase temperature. Since radical combinations and pulse voltage 

have comparable characteristic times, a significant amount of exothermic 

heat is produced during the discharge, which affects substantially the 

energy efficiency as long as it is not exploited for successive chemical 

reactions. The main reaction paths of methyl and atomic hydrogen, which 

are the most abundant products of electron impacts, are the following 

three reactions. 

G2)                       

P1)                             

P2)                                 

Reaction P1 leads back to the formation of the reactant, and is thus 

strongly undesired. However, it is one order of magnitude faster with 



Chapter 3 - Non oxidative conversion of CH4 in plasmas 

 

66 

 

respect to P2 whereas G2 becomes significant above 1000 K, because of 

its higher activation energy. The main reaction route of the CH and CH2 

radicals formed through electron impact leads to the production of C2H4 

through reactions G13
r
 and G5. 

G13
r
)                     

G5)                      

The kinetics active when the discharge is off is schematized in Figure 

16b. The active reaction pathways are strongly affected by the gas phase 

temperature since, as shown in Section 3.3.2, the product distribution 

evolves towards more dehydrogenated hydrocarbons with increasing 

temperature. The maximum temperature is reached in a characteristic 

time of 10
-6 

s, when most of CH3 and H produced by electron impacts are 

converted to more stable species. When the temperature becomes higher 

than 1300 K, the following radical propagation reactions get activated:  

G22)                       

P6
r
)                              

G24)                       

P10
r
)                             

First, the residual atomic hydrogen is able to dehydrogenate ethane and 

ethylene through reactions G22 and G24 and is produced back by reaction 

P6
r
 and P10

r
, thus forming two distinct catalytic cycles. Then, in a 

characteristic time comparable with the reverse of the pulse frequency, 

thermal decompositions become important at about 1400-1500 K. In 

particular, methane dissociation through the inverse of reaction P1 

sensibly enhances the yield of the process. These endothermic reactions 

exploit the heat produced by radical combinations, thus increasing 

considerably the energy efficiency of the process. Finally, at elevated 

temperatures, carbon deposition becomes sensible.   
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Figure 16: Reaction mechanism active in micro discharges for non oxidative conversion 
of methane a) during the pulse voltage; b) when discharge is off. 

The reaction mechanism reported in Figure 16b allows to explain the 

reduced experimental energy efficiencies observed in non catalytic micro-

discharges operating at low specific powers, such as DBD. In these 

plasmas power densities are small, so that radical concentrations and 

therefore gas phase temperatures are limited even after the pulse time. 

Thus, the residual atomic hydrogen gives the H abstraction reaction G22 

rather than G2, forming C2H5. The reason is that G22 has an activation 

energy lower than G2 and that ethane is the most abundant product in 

those conditions. Once formed the ethyl radical is consumed by the 

following two reactions, which lead to the formation of higher 

hydrocarbons:  

P8)                                

P3)                              

In macro-discharges the recombination kinetics of the atomic hydrogen 

generated by electron impacts is different. Indeed the inefficient 

combination with CH3 (P1) is usually negligible, so that, as explained by 

Heintze et al. [122], most of H promotes further methane conversion 

through G2. This is due to the different time dependence of the macro and 

micro discharge models, which leads to average higher temperatures and 

lower radical concentrations at parity of absorbed energy for macro 

discharges. 

a) b) 
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On the basis of these considerations the overall kinetic scheme can be 

reduced at a first level of approximation to the set of reactions reported in 

Table 3, which were then used for the successive CFD simulations.  

Table 3: Lumped kinetic mechanism used in fluid dynamic simulations. 

 
Reaction 

 
Reaction 

E16 CH4 + e  0.8 CH3 + 0.94 H + 0.13 H2 + 0.2 C2H4 + e P3 CH3 + C2H5  C3H8 

G2 CH4 + H  CH3 + H2 G19 C2H6 + CH3  C2H5 + CH4 

P1 H + CH3  CH4 G22 C2H6 + H  C2H5 + H2 

P2 CH3 + CH3  C2H6 P6 C2H4 + H C2H5 

G6 CH3 + CH3  C2H5 + H P7 C2H4   C2H2 + H2 

G7 CH3 + CH3  C2H4 + H2 P8 C2H5 + H  C2H6 

G24 C2H4 + H  C2H3 + H2   C2H2 + H + H2 G29 C2H5 + C2H5  C4H10 

 

Further details about how it was made the lumping of some reactions are 

reported in the referring article [104]. The carbon formation mechanism 

was not included in the fluid dynamic simulations because in the 

simulated conditions it is not relevant. Despite such reduction, the 

reactive behaviour of the system is anyway represented with a reasonable 

degree of accuracy. This was proved through test simulations performed 

with the reduced mechanism for different temperatures and residence 

times in the reaction volume, which evidenced a maximum deviation of 

20% of the main reaction products with respect to the predictions of the 

full mechanism.  

 

3.4.2  Macro and micro discharge models   

The PSR models were also used to explain the main macroscopic 

properties for stationary macro discharges and time dependent micro 

discharges. The macro discharge simulations were performed 

parameterizing the specific energy absorbed by the gas and using a 

volume to surface ratio of 6 cm, an inter electrode distance that, according 

to our experience, is a reasonable approximation of what would be 

adopted in microwave and radio frequency plasmas in a pilot or industrial 
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scale process. Simulations were performed for methane conversions 

varying between 10 and 90%.  

The energy efficiency, calculated for a gas fed at 300 K, is reported in 

Figure 17a as a function of the specific energy. As it can be observed, the 

energy efficiency increases significantly with the specific energy up to a 

maximum of 57.5%. This is associated with the increase of the outlet 

temperature, shown in Figure 17b, which rises from 900 K to 1800 K, 

thus indicating a direct correlation between temperature and energy 

efficiency. The analysis of the reaction fluxes shows that elevated gas 

temperatures activate methane and ethane decomposition, as well as 

dehydrogenation processes. Thus the energy lost in gas heating 

determined by the exothermic radical recombination reactions is 

recovered by the endothermic reactions that get activated at about 1400 

K.  

The transition from the low to the high energy efficiency regime is 

accompanied by a change of the gas phase composition in which the 

dominant C2Hx species changes from ethane to acetylene, as shown in 

Figure 17c. This is consistent with what is known about the thermal 

conversion of methane into acetylene, which requires high temperatures 

and has a maximum thermodynamic efficiency of about 70%. It is 

interesting to observe that the energy efficiency dependence from the 

specific energy absorbed by the plasma is characterized by the presence 

of a maximum. This is determined by the fact that at high specific energy 

the local gas phase temperature becomes sufficiently high to promote a 

conspicuous carbon deposition at the electrodes. 

These simulation results suggest that a critical aspect in obtaining high 

energy efficiencies in methane conversion is the attainment of a gas phase 

temperature in the discharge region sufficiently high to activate the 

thermal methane decomposition mechanism. To test this hypothesis 

several simulations were performed systematically increasing the 

temperature of the inlet gases, thus decreasing the temperature gap 
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necessary to reach the critical reaction temperature. As expected, this lead 

to a sensible energetic improvement, as shown in Figure 18a. The 

dependence of the energy efficiency from the pressure is shown in Figure 

18b as a function of the absorbed energy. As it can be observed, the 

maximum energy efficiency attainable increases from 57.5% to 59.1%, 

and 61.4% decreasing the pressure from 1 to 0.5 and 0.1 atm, 

respectively. This is determined by less effective radical recombination 

processes, due to fall off effects, and is consistent with thermodynamic 

equilibrium predictions. 

 

Figure 17: Effect of the specific electric energy supplied on a) energy efficiency;               
b) temperature in the discharge volume; c) distribution of the main products.  

The maximum energy efficiency that can be obtained decreasing the 

pressure is however limited by the enhancement of carbon formation and 

deposition reactions. Also, it should be noted that simulations were 

performed at parity of electron temperature, while a decrease of the 

pressure is likely to affect its value considerably. Luckily, the model is 

slightly sensible to the value of the electron temperature as long as it 

varies by about 1 eV for what concerns the energy efficiency predictions, 

as discussed in the method section.  

a) b) 

c) 
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Figure 18: a) Maximum energy efficiency achievable in macro discharge as a function of 
the inlet gas temperature; b) effect of pressures on energy efficiency for macro-

discharges reported as a function of the specific energy.    

The energetic behavior of micro discharges is in many ways similar to 

that observed for macro discharges. For this type of plasmas the 

geometrical parameters and operating conditions used in the simulations 

were set equal to those of the atmospheric pulsed corona plasma 

developed by Zhao et al. [6], which is characterized by relatively high 

flow rates and energy efficiencies. The calculated energy efficiency is 

reported in Figure 17a. Comparing the efficiencies of macro and micro 

discharges, it can be observed that the first ones are higher at low specific 

energies. As explained in detail in Section 3.4.1, this is due to a different 

radical kinetics. Increasing the power input, the difference gradually 

disappears.  

It is now interesting to discuss how the predictions of the energetic 

analysis compare with experimental evidences. Considering the summary 

of experimental results reported in Table 2, it can be observed that, in 

agreement with computational predictions, high energy efficiencies are 

usually associated with the formation of acetylene, while low energy 

efficiencies are obtained when ethane is the dominant species. Also, it is 

generally found that DBD discharges, characterized by low energy 

densities, have energy efficiencies significantly smaller than pulsed 

corona discharges. It is also interesting to observe that the highest energy 

efficiencies in pulsed corona reactors have been reported for the point to 

point configuration, which is characterized by high specific power and 

a) b) 
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memory effect, thus in agreement with the indications of this study. 

Finally, both experiment and model indicate that the formation of 

carbonaceous deposits limits considerably the best performances 

attainable. 

 

3.5   Results of fluid dynamic simulations   
 
 

The simulations results lead thus to the conclusion that higher energy 

efficiencies are possible when the specific energy delivered to the 

discharge is high. As the power densities reported in Figure 17a are 

particularly high for micro discharges, it can be argued that it may be 

difficult to supply the required energy with a single pulse in a pulsed 

discharge. However, in literature it has been reported that micro 

discharges are characterized by memory effect  [1], which is the tendency 

to be repeated in the same volume. This way the energy fed to the gas in 

the second pulse adds to that of the first pulse, as long as the mean 

residence time in the discharge region is smaller than the discharge 

repetition frequency. However transport phenomena lead to the 

dissipation of the exothermic heat released by radical recombination 

reactions. 

Therefore, in order to explain how the global reactor performances are 

affected by diffusion, some specific fluid dynamic simulations of micro 

discharges were performed. The model is described in Section 2.6.3 and it 

is aimed to describe a pulsed corona discharge. In particular it was used 

the lumped kinetic mechanism reported in Table 3, for a fixed specific 

energy absorbed by the plasma of 80 kJ/mol CH4 for three different 

diameters of 0.1, 0.33, and 1 mm of the plasma channel. The discharge 

radial dimension was parameterized since its value is usually significantly 

influenced by the discharge configuration (e.g. point to point vs coaxial) 

and energy, so that it is system dependent. Simulations were performed in 

pure methane with initial temperature and pressure of 300 K and 1 bar.  
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Temperature, conversion, and pressure calculated at the centre of the 

discharge are reported in Figures 19a, 19b and 19c as a function of 

simulation time. As radical recombination reactions have characteristic 

times comparable to the pulse voltage the gas temperature, as well as the 

pressure, are not constant during the discharge, so that most exothermic 

reaction heat is released in 10
-8

-10
-7

 s. As this time is significantly smaller 

than that of diffusion, in the plasma volume the molar density remains 

constant while the temperature increases rapidly, with a consequent local 

pressure enhancement. The maximum pressure is directly proportional to 

the ratio between final and initial temperatures as in these short times the 

gas mixture behaves like an adiabatic ideal gas. The situation is similar to 

the case of an explosive gaseous mixture in the instants that follow the 

explosion. Successively, a shock wave propagates out of the plasma 

volume with a velocity comparable to its sound speed. As shown in 

Figure 19c, the characteristic time of generation of the wave is directly 

proportional to the discharge radius.  

Thermal and mass diffusion become relevant after the pressure wave 

propagation at characteristic times directly proportional to the discharge 

area, as shown in Figures 19a and 19b.  The increase in temperature that 

can be observed in Figure 19a with the increase of the simulation time is 

associated with the conversion of methane into reaction products (mainly 

C2Hx, see below), while the increase of the duration of the temperature 

spike with the diameter of the discharge is determined  by the decrease of 

the ratio of the external area of the simulation volume and the volume 

itself, which leads in turn to a decrease of the relative dissipation rate of 

the heat released by the plasma. The discontinuity in the product 

conversion curve that can be observed at about 2x10
-8

 s in Figure 19b is 

due to the end of the plasma pulse (20 ns), which corresponds in the 

model to switching off the electron impact processes. 
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Figure 19: Time dependent profiles in the centre of the plasma volume a) temperature 
profiles; b) sum of product mass fractions profiles; c) pressure profiles. 

The radial evolution of the temperature and pressure profiles during the 

gas expansion are reported in Figures 20a and 20b for a 0.33 mm 

discharge. Concentration profiles were not reported since they are similar. 

As it can be observed, when the pressure equilibrium is reached the 

volume of reacted gas has augmented proportionally to the ratio between 

final and initial temperatures, coherently with the ideal gas law used in 

the simulations. It is interesting to observe that the propagation of the 

high temperature wave is preceded by a pressure wave, characterized by a 

maximum located just before the region where the temperature starts 

increasing abruptly. 

Since memory effects may play a role in increasing the energy efficiency 

by exploiting the heat not dissipated in the discharge volume, it was 

interesting to test whether this may be the case also when transport is 

considered. For this purpose some simulations were performed with 

consecutive 10 kHz pulse voltages. 

a) b) 

c) 
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Figure 20: Profiles during adiabatic expansion in a single pulse discharge with a 

diameter of 0.33 mm at different times a) temperature profiles; b) pressure profiles. 

As shown in Figure 21a repeated micro discharges in the same volume 

give a systematic enhancement of temperature and concentrations profiles 

of the reacted species. Moreover the composition of the main chemical 

species produced in the methane plasma is a function of the temperature 

reached in the reaction zone. For instance the acetylene yield is the 

highest for the discharge that takes place in the largest volume (1 mm) 

because of the lower impact of thermal dissipation phenomena.  

 
Figure 21: Time evolution in multiple pulse discharges at different diameters                   

a) temperature in the centre of plasma region; b) energy efficiency. 

Energy efficiencies were calculated integrating the reaction enthalpy 

changes over the volume. As found for the adiabatic semi ideal 

simulations, high energy efficiencies are usually associated with the 

attainment of high gas phase temperatures. Though the absorbed specific 

energy is relatively small, the energy efficiency is comparable to that of a 

highly energetic single pulse. The memory effect improvements are 

however subject to heat and mass dispersion through diffusion. The 

highest is the surface to volume ratio (i.e. the smallest the discharge 

radius), the smallest is the energy efficiency. This indicates that the 

a) b) 

a) b) 
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transport of the excess heat released by radical recombination reactions 

has a key effect on the energy efficiency of a pulsed atmospheric 

discharge.  

 

3.6   Concluding remarks   
 
 

The main result of this study is the elucidation of the relationship between 

process parameters and energy efficiency in plasmas used for the 

conversion of methane to higher value hydrocarbons. It was found that in 

order to obtain high energy efficiencies it is necessary to reach local gas 

phase temperatures that are sufficiently high to initiate the thermal 

decomposition of ethane and methane. This allows to recover the thermal 

energy lost in exothermic recombination reactions, which would 

otherwise be dissipated. High energy efficiencies are therefore associated 

to high specific energies absorbed by the plasma and, given the elevated 

local temperatures, to the formation of acetylene, which is 

thermodynamically stable in these conditions. For what concerns 

atmospheric micro discharges, such as DBD and pulsed corona plasmas, 

the simulations suggest that the repetition of the discharge in the same 

plasma volume is beneficial in terms of energy efficiency. This 

interpretation of energy fluxes gives a realistic explanation of the reason 

why the highest energy efficiencies for methane conversion in 

atmospheric plasmas were found in pulsed corona discharges operated in 

a point to point configuration, which is characterized both by high 

specific energies and repetition of the discharge in the same volume of 

space. Also, it is possible to condense the results of this study in the 

following set of suggestions that may be exploited to increase the energy 

efficiency in plasma discharges for methane conversion: 

1. increase the energy delivered to the discharge, for example, in the 

case of a pulsed corona plasma, increasing the maximum voltage 
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of the power generator, the duration of the pulse, or the discharge 

frequency; 

2. try to localize the discharge in a well defined plasma volume; 

3. decrease the surface/volume ratio, as this will decrease the extent 

of carbon deposition; 

4. pre-heat the gases, for example using a heat exchanger to recover 

the exhaust thermal energy. 

Another important indication that comes from this study is that the 

inclusion of energy balance equations when modelling atmospheric 

pulsed discharges is important in order to capture the reaction kinetics 

activated by the discharge. This is because, though atmospheric pulsed 

plasmas are usually considered as non thermal, the simulations clearly 

indicate that in the discharge volume high temperatures can be easily 

reached if the absorbed energy is sufficiently high. Heat conduction will 

then lead rapidly, in the time scale of a few millisecond, to the dissipation 

of the excess local thermal energy and to the attainment of the uniform 

average temperature of the gas. 

A second result of this study is the analysis of the kinetic mechanism and 

the proposal of a simplified reaction mechanism. It was found that, for 

limited absorbed specific energies, macro-discharges are more efficient 

with respect to micro-discharges because the radical recombination 

mechanism is different. However such difference is compensated at 

higher power densities, when the temperature threshold at which 

dehydrogenation reactions became active is reached.  

Finally, the fluid dynamic study of a pulsed corona discharge allowed to 

confirm the central role played by energy fluxes in this system. It was in 

fact found that temperature and pressure sensibly increase when the 

discharge is active in the plasma volume, while the molar gas density 

remains constant. Successively, mechanical equilibrium is reached 

through the propagation of a pressure wave in the volume external to the 
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plasma. The volume to surface ratio (i.e. the diameter) of the discharge 

affects significantly the performances of the system, since it determines 

the extent of transport phenomena so that the heat is not dissipated and 

can be exploited to further chemical reactions, in particular if memory 

effects are present.  

As a final remark, it can be observed that the simulations may lead to the 

false conclusion that there is not much difference for what concerns the 

energy efficiency between a non thermal plasma and a thermal process for 

the conversion of methane to higher hydrocarbons. There is however one 

important difference between the two processes, which concerns the soot 

formation mechanism. While in the atmospheric thermal conversion of 

methane (for example through pyrolysis or the thermal arc) it is well 

known that soot nucleates abundantly in the gas phase, thus limiting 

significantly the energy efficiency and posing the problem of its disposal, 

in non thermal plasmas the high temperature spikes of which it is 

predicted the formation will be present only for a few millisecond. In 

these conditions the formation of soot is kinetically limited because of the 

rapid quenching, so that these processes have indeed the possibility to 

reach energy efficiencies higher than those possible for thermal processes. 
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CHAPTER 4 

 
 
 
 

 

Chemical vapor deposition of Si and SiC 
 
 
 

After having studied non oxidative conversion of natural gas in plasmas, 

the subsequent part of this phd thesis was dedicated to the chemical vapor 

deposition of epitaxial poly Si and SiC from chlorinated silanes. The 

general features of those processes are described in Section 1.3.2 for 

silicon and in Section 1.3.3 for silicon carbide. The global reactions are 

quite similar, with the difference that in case of SiC is also included the 

reactivity of light hydrocarbons. Therefore also the kinetic mechanisms 

hypothesized for the two processes have several common points. For this 

reason they are presented both in this chapter. Further information can be 

found in the referring articles for Si [146] and for SiC [147]. 

 

4.1   State of the art   
 
 

Trichlorosilane is actually the most common precursor to deposit silicon 

in the Siemens process for photovoltaic applications. Moreover the use of 

this same reactant is also recently emerging as the most promising route 

in SiC technology, in order to assure both high quality films and high 

throughput production processes. Despite of this, their gas phase and 

surface kinetics have both not yet been completely understood.  

The description of the reactivity in a Siemens reactor is made particularly 

complex by the significant interplay between gas phase and surface 
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chemistry. At the typical elevated temperatures of the growth reactor, the 

homogeneous decomposition of the precursor is significant and the SiCl2 

formed in the gas is believed to be the main source of the adsorbed 

components on the surface [49, 148-152]. Another gaseous species that 

heavily influences Si growth is the HCl produced during its deposition, 

because it is heavily corrosive for the substrate and leads to its etching 

[153]. Moreover it can also react with the precursor to form SiCl4, which 

is usually produced at significant yields [8]. Recently [50] in this research 

group it was combined the available information on the chlorosilane 

kinetics [100] with ab initio calculations on the kinetics of a chlorinated 

Si surface [154] to propose a new model potentially able to describe both 

the growth and etching reactions active during Si deposition from SiHCl3. 

The detailed surface reaction scheme was combined with a simple gas 

phase kinetics consisting of the following two reactions: 

C1)                                    

C2)                              

Counter intuitively, it was found that the progress of reaction C2 has a 

positive impact on the Si deposition rate. In fact, though it leads to a 

consumption of the precursor, it also removes HCl from the gas phase. 

This was found to be of extreme importance since the fluid dynamic 

simulations revealed that, above a critical concentration, HCl etches Si, 

thus effectively blocking its further growth. These results lead to the 

conclusions that in case of poly Si CVD, the rate of conversion of HCl 

into SiCl4 has an important role in Si deposition from SiHCl3.  

The gas phase reactivity of chlorosilanes has been the subject of several 

investigations in the last years [49-55, 149, 155-157], most of which 

focused on the homolitic dissociation of the chlorinated precursors. An 

interesting analysis of the chlorosilane gas phase kinetics was performed 

by Swihart and Carr [51-53], who proposed that the interconversion 

between the different SiHxCl4-x gas phase species is promoted by the 

formation of disilanes, followed by their subsequent thermal dissociation. 
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The possibility that a radical mechanism may be active has been in 

general ruled out a priori on the basis that all investigations agree that the 

fastest dissociation channel for monochlosilanes does not lead to the 

formation of radicals.  

It is instead interesting to point out that several gas phase kinetic 

mechanisms used to model SiC deposition from chlorosilanes and 

hydrocarbons [16, 56-58, 158-164] contain a significant number of radical 

reactions. It must however be observed that the gas phase temperatures of 

SiC deposition are usually much higher than those of Si deposition from 

SiHCl3. One of the first models of the gas phase kinetics active during the 

SiC growth from silanes was developed by Allendorf and co-workers 

[160], which was more recently updated by Daniellson et al. [158]. The 

first detailed mechanism involving chlorinated species for SiC epitaxial 

growth was developed by Veneroni and coworkers in 2006 [16]. It 

comprised a model of the gas phase and surface chemistry active during 

the deposition of light hydrocarbons, silane, and either chlorosilanes 

and/or HCl as chlorinated species. In the last years several other in silico 

approaches were focused on describing the impact on the gas chemistry 

and growth rate induced by the addition of chlorine precursors. Recently 

Leone et al. [161] considered the presence of five different silicon 

precursors (SiH4, SiH2Cl2, SiHCl3, SiCl4 and CH3SiCl3) in the gas-phase 

kinetic scheme allowing to reach a further improvement of our 

understanding of the SiC growth process. 

 

4.2  Aim of the work and approach  
 
 

The purpose of the present study is to provide a widespread analysis of 

the chemical kinetics active during the epitaxial CVD of polycrystalline 

Si and SiC when chlorine is present in the gas phase. Such analysis is 

focused on the reaction kinetics and on the effect of the micro kinetics on 

the global features of the reactors.  
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Initially the work was focused on poly silicon CVD and it has been only 

lately extended also to SiC. Thus it was proposed a new Si-H-Cl gas 

phase mechanism, which takes place during poly Si CVD from 

trichlorosilane. That reaction scheme was assembled starting from a 

literature research [49-55, 149, 155-157] and then including other new 

classes of reactions proposed here for the first time. The second step 

consisted in the estimation of all the gas phase kinetic constants at the 

same level of theory. The details about the theoretical methods used for 

such ab initio calculations are provided in Section 2.3. Also the kinetic 

parameters taken from the literature were here re evaluated because the 

data reported in the referring articles were achieved with methods less 

accurate with respect to that used in the present work. Then the 

homogeneous reactive mechanisms, was combined with a related surface 

kinetic scheme previously developed by this research group [50].  

The gas phase and surface kinetic mechanisms were used to simulate Si 

deposition through two different reactor models. In the first it is assumed 

that the reactor is perfectly stirred (PSR). The primary intent of these 

simulations was to determine the main reaction pathways active in the 

typical operative conditions of Siemens reactors as a function of 

deposition temperature and residence time, neglecting at a first level of 

approximation transport phenomena. Further details are reported in 

Section 2.6.1. This model was also used to evaluate the effect of some 

other important operative parameters in Siemens reactors, in order to 

explain their effect from the qualitative point of view. The second reactor 

model is 1D and it was used to test the predictive capability of the 

proposed reaction scheme by simulating experimental data collected in a 

horizontal reactor [91]. Hence it was accounted a simplified contribution 

of the transport phenomena. Other related information can be found in 

Section 2.6.2. 

Finally it was also verified whether the new proposed mechanism is also 

effective for SiC CVD when chlorine is present in the gas phase. 
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Therefore it was included in a wider kinetic scheme involving further 

reactions pathways previously evaluated in the literature to describe the 

Si-H-C [158] reactivity. The surface kinetics was taken from the literature 

as well [16].  The new set of reactions here estimated instead constitutes 

the Si-H-Cl sub mechanism. In particular trichlorosilane and ethylene 

were assumed respectively as the Si and the C precursors. The new global 

reactive scheme was then tested in 1D simulations, using the same model 

cited above. The predictions of those simulations were compared with 

experimental results measured in an industrial reactor [92]. 

   

4.3   Kinetic scheme for poly Si CVD   
 

The kinetic scheme used in the simulations is composed by a gas phase 

and a surface mechanism, with the main focus on the gas phase kinetics. 

The surface mechanism used for all the simulations is the same developed 

previously by this research group [50], where some key parameters were 

fitted over experimental data. However in this work there were added the 

adsorption reactions on free surface sites for all the radicals considered in 

this study. It was assumed that radicals stick on free sites with collisional 

efficiency. The surface kinetic mechanism is summarized in Table 4. 

The gas phase mechanism here developed is reported in Table 5. The bulk 

of the present work consists thus in the extension of the basic scheme 

proposed by Cavallotti and Masi in 2011 [50], which consisted only of 

two reactions describing the decomposition of SiHCl3 and its bimolecular 

conversion to SiCl4. The gas phase kinetic mechanism is the sum of three 

different sub-mechanisms: the original two-reaction mechanism, a radical 

chain mechanism introduced here for the first time for chlorosilanes, and 

the catalytic SiHxCl4-x inter-conversion mechanism that involves the 

formation of dimers and that was first proposed by Swihart and Carr [52]. 

Summing up the three reactions sets are thus the direct route constituted 

by reactions C1 and C2, the radical pathway constituted by reactions C3-
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C18, and the disilane pathway constituted by reactions C19-C26. All 

those sub mechanisms are able to describe independently the conversion 

of SiHCl3 into SiCl4, a key aspect of the reactivity of the Siemens process.  

Table 4: Surface kinetic mechanism for poly Si CVD
α
. 

 
Reaction A  Ea 

S1  SiHCl3 + 4σ → SiCl* + H* + 2Cl* 1.1x10
8
 0.5 -3.80 

S2  H* → 0.5H2 + σ 2.0x10
15

 0 57.10 

S3  H* + Cl* → HCl + 2σ 7.1x10
25

 0 65.00 

S4  SiCl2 + 2σ → SiCl* + Cl* 3.2x10
10

 0.5 0 

S5  SiCl* → Sib + Cl* 1.0x10
14

 0 50.00 

S6  H2 + 2σ → 2H* 2.3x10
11

 0.5 12.00 

S7  2Cl* + Sib → SiCl2 + 2σ 1.6x10
24

 0 65.00 

S8  Cl* + SiCl* → SiCl2 + 2σ 1.6x10
24

 0 65.00 

S9  HCl + 2σ → H* + Cl* 5.4x10
10

 0.5 0 

S10 SiCl3 + 3σ → SiCl* + 2Cl* 2.8x10
11

 0.5 0 

S11 SiHCl2 + 3σ → SiCl* + H* + Cl* 3.2x10
11

 0.5 0 

S12 H + σ → H* 3.2x10
12

 0.5 0 

S13 Cl + σ → Cl* 5.4x10
11

 0.5 0 

α
 Kinetic constants expressed as            

  

  
  in units consistent with cm, s and 

mol. All adsorption rate constants expressed in cm
2
/mol/s and computed for a surface 

density of 6.8 10
14

 sites/cm
2
. Activation energies in kcal/mol. The part of the kinetic 

mechanism constituted by reactions S1-S9 was taken from the literature [50]. 

As it is well known, at process conditions reaction C1 proceeds fast and 

rapidly reaches equilibrium, so that the exact value of its kinetic constant 

is not particularly relevant. It is however here of some interest to compare 

the value of this kinetic constant with what reported previously in the 

literature. The present ab initio calculations overestimate only by a factor 

of 2 the experimental SiHCl3 decomposition data of Walker at al. [149], 

which can be considered as a good agreement given the experimental and 

computational uncertainties. 
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Table 5: Gas phase kinetic mechanism for poly Si CVD
β
. 

 
Reaction Forward Backward 

  
A  Ea A  Ea 

C1
a
 SiHCl3 → SiCl2 + HCl 3.2x10

12
 0.65 70.4 4.9x10

3
 2.52 14.2 

C2
a
 SiHCl3 + HCl → SiCl4 + H2 2.2x10

3
 2.67 42.6 6.8x10

6
 2.11 60.6 

C3 SiHCl3 → SiCl3 + H 5.9x10
17

 -0.75 93.8 2.5x10
13

 0.08 -0.2 

C4 SiHCl3 → SiHCl2 + Cl 3.5x10
20

 -1.3 110.4 3.4x10
14

 -0.12 -0.2 

C5 SiCl4 → SiCl3 + Cl 7.0x10
22

 -1.96 111.6 9.0x10
12

 0.23 -0.4 

C6 SiH2Cl2 → SiHCl2 + H 8.7x10
17

 -0.7 93.1 1.4x10
13

 0.18 -0.4 

C7 Si2Cl6 → 2SiCl3 9.5x10
22

 -2.15 79 3.8x10
11

 0.25 0.2 

C8 Cl2HSiSiHCl2 → 2SiHCl2 5.1x10
23

 -2.37 77.7 1.3x10
12

 0.17 0.3 

C9 Si2HCl5 → SiCl3 + SiHCl2 5.2x10
23

 -2.36 78.9 2.6x10
11

 0.43 -0.1 

C10 SiHCl2 → SiCl2 + H 1.3x10
19

 -1.25 50.3 7.2x10
12

 0.35 -0.7 

C11 SiCl3 + HCl → SiHCl3 + Cl 7.3x10
6
 1.56 9.5 1.8x10

11
 0.74 0 

C12 SiHCl2 + HCl → SiH2Cl2 + Cl 8.0x10
6
 1.63 9.6 1.2x10

11
 0.94 -0.7 

C13 SiCl3 + SiHCl3 → SiCl4 + SiHCl2 3.8x10
4
 2.66 18 1.5x10

5
 2.57 17.2 

C14 SiHCl2 + SiHCl3 → SiCl3 + SiH2Cl2 5.1x10
3
 2.98 6.1 5.7x10

3
 3.04 5.4 

C15 SiCl3 + HCl → SiCl4 + H 1.2x10
2
 3.08 11.8 9.3x10

9
 1.47 19 

C16 SiHCl3 + H → SiCl3 + H2 7.4x10
8
 1.6 2.7 1.3x10

5
 2.44 13.9 

C17 SiHCl2 + HCl → SiHCl3 + H 2.4x10
2
 3 12 4.7x10

9
 1.48 20.1 

C18 SiH2Cl2 + H → SiHCl2 + H2 1.2x10
9
 1.62 2.8 2.2x10

5
 2.39 14.8 

C19 Si2Cl6 → SiCl2+ SiCl4 1.2x10
12

 0.47 48.3 3.7x10
1
 3.03 13 

C20 SiHCl5 → SiCl2 + SiHCl3 6.1x10
11

 0.48 45.5 4.0x10
1
 3.01 12 

C21 Cl2HSiSiHCl2 → SiCl2 + SiH2Cl2 1.3x10
11

 0.65 48.4 1.2x10
1
 3.16 15.3 

C22 Cl3SiSiClH2 → SiCl2 + SiH2Cl2 1.2x10
11

 0.66 43.4 4.1x10
0
 3.24 9.4 

C23 Cl3SiSiClH2 → SiHCl + SiHCl3 6.9x10
10

 0.62 46.6 1.6x10
1
 2.99 1.8 

C24 Si2HCl5 → SiHCl + SiCl4 1.5x10
11

 0.6 51.0 1.6x10
2
 2.93 4.9 

C25 SiHCl + SiHCl3 → Si2Cl4 + H2 1.3x10
1
 3.24 8.0 1.3x10

4
 2.36 6.2 

C26 Si2Cl4 → 2SiCl2 1.4x10
24

 -2.92 24.9 3.7x10
13

 -0.23 0.4 

βKinetics constants are high pressure limits and are expressed as            
  

  
  in 

units consistent with cm, s and mol. Activation energies in kcal/mol. 

The radical pathway here investigated consists in the set of homolytic 

decomposition reactions C3-C10 and is complemented by several 

propagation reactions (C11-C18). Termination reactions are given by the 

backward C3-C9 reactions. The kinetic constants of dissociation reactions 

were determined using variational transition state theory as described in 

Section 2.3. In base of the experience maturated in this research group, 
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the level of uncertainty of the present calculations should be about a 

factor of 4, half due to the use of a single reference wave function to 

determine the PES and half to the treatment of the transitional degrees of 

freedom in the harmonic approximation. The hindered rotor 

approximation was instead applied for the reactions C7-C9, involving 

disilanes to describe the Si-Si torsions. The radical reactions C13-C18 are 

characterized by a well defined saddle point connecting the reactant and 

product minima on the PES. In the transition states of reactions C13 and 

G14, where H or a Cl are transposed between two moieties, the forming 

and breaking Si-Cl-Si and Si-H-Si bonds are aligned. The respective 

torsional motions around the reaction coordinate are slightly hindered and 

were therefore treated as hindered rotors. 

The disilanes mechanism considered in this work consists of reactions 

C19-C26, which is a selection of those proposed by Swihart e Carr [52] to 

describe disilane reactivity. In fact only the portion of the Swihart and 

Carr scheme relevant to the SiHCl3 reactivity was considered in the 

present calculations, in order to limit the complexity of the overall 

mechanism. The reactions to include were determined through a 

sensitivity analysis on the original scheme performed in the range of 

operative conditions relevant for SiHCl3 CVD and considered in this 

study (see Table 7 in Section 4.4.2). Several tests with the full original 

mechanism were performed to determine the consistence of the chosen 

subset of reactions. In all cases the reduced mechanism was able to 

reproduce the results obtained using the full kinetic mechanism in terms 

of overall conversion and gas phase composition of the most abundant 

species with an accuracy of 10%, which was considered satisfactory. In 

most of these reactions the transition state is characterized by a bridged 

structure. In three cases (reactions C20-C22) two parallel transitional 

states with similar energies are possible. A global reaction rate was there 

calculated as the sum of that of the two channels. The two transition states 

located for reaction C20 are reported in Figure 22 to provide an example. 
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Also, two optical isomers are sometimes possible and were therefore 

considered in the calculation of the reaction path degeneracy. As found 

for the radical mechanism, several TSs are characterized by a low 

vibration corresponding to the rotation around the Si-Si bond. However 

for these reactions this motion was treated in the harmonic approximation, 

as its description as a hindered rotation would have lead to the disruption 

of the bridged structure, and thus easily to the evolution of the reaction 

towards different wells.  

Reactions C25 and C26 involve the formation and consumption of Si2Cl4. 

Similarly to Swihart and Carr [52] in this work only the most stable Si2Cl4 

isomer was considered, which structure is Cl3SiSiCl. The reason is that 

isomerization to Cl2SiSiCl2 is very fast compared to the other reactions, 

so that it is reasonable to assume chemical equilibrium between the two 

isomers and that the most stable isomer dominates over the other. It is 

here important to point out that the products of reaction C25 differ from 

those proposed by Swihart and Carr. An intrinsic reaction path analysis 

showed in fact that the addition of H2 to Si2Cl4 leads directly to the 

formation of SiHCl and SiHCl3, without the formation of a Si2H2Cl4 

intermediate. The kinetic constant of reaction C26 was determined using 

variational transition state theory treating the torsional rotation in the 

hindered rotor approximation. 

The kinetic mechanism, reported in Table 5, consists of 26 reversible 

reactions and involves the following 16 chemical species: H2, HCl, 

SiHCl3, SiCl4, SiH2Cl2, SiCl2, SiHCl, Si2Cl6, Si2HCl5, HCl2SiSiCl2H, 

H2ClSiSiCl3, Si2Cl4, SiCl3, SiHCl2, H, Cl. The calculated thermodynamic 

parameters are in quantitative agreement with the experimental data of 

Chase et al. [165] and of Shuman et al. [157]. Indeed the maximum 

difference between the calculated reaction enthalpies and entropies and 

available experimental data are of 1.5 kcal/mol and 1.5 cal/mol/K, 

respectively, which is within the uncertainties of the experimental and 

computed data. A comparison between calculated and experimental data 

is reported in Table 6. Further details about the rotational PESs and inertia 
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moments, as well as about the optimized structures of the wells and 

saddle points are provided as supplementary information in the referring 

article [146]. 

Table 6: Comparison of estimated thermodynamic parameters with literature data 
(enthalpies in kcal/mol and entropies in cal/mol/K at 298 K and 1 bar). 

 
Calculated Experimental 

Reaction    
     

     
     

  

SiHCl3 → SiCl3 + H 93.2 28.9 93.4
a
 28.4

b
 

SiCl4 → SiCl3 + Cl 109.7 35.3 110.1
a
 36.4

b
 

Si2Cl6 → 2SiCl3 78.2 43 79.8
a
 

 
H2 → 2H 105.1 23.6 104.0

b
 23.6

b
 

HCl → H + Cl 103.4 20.7 103.1
b
 22.2

b
 

SiHCl3 → SiCl2 + HCl 55.7 36.9 56.2
b
 36.9

b
 

SiH2Cl2 → SiCl2 + H2 35.9 30.1 36.3
b
 29.9

b
 

SiCl4 + H2 → SiHCl3 + HCl 18.2 9.3 17.7
b
 9.3

b
 

SiHCl3 + H2 → SiH2Cl2 + HCl 19.8 6.9 19.9
b
 7.0

b
 

a) Shuman et al. [157]; b) Chase [165] 

. 

 
Figure 22: Transition states located for reaction G20:                     . Two 

pathways are possible, differentiated by the relative position of the H atom. The 
dissociation to products takes place directly after the transposition of Cl. 

 

4.4   Results with PSR model for poly Si CVD   
 

The gas phase kinetic mechanism reported in Table 5 and the surface 

mechanism of Table 6 were embedded in a PSR reactor model and used 

to study the reaction kinetics. Despite the simplicity of the reactor models, 

those tests were very useful to clarify some of the main features related to 

the poly Si CVD in Siemens reactors. 

a) b) 

Si 
Si 

Si Si 

Cl 

Cl 

Cl 
Cl 

Cl 

Cl 

Cl 
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4.4.1  Micro kinetic analysis   

The first tests with the PSR model were aimed to determine the most 

important reaction pathways active in the gas phase. However also the 

inclusion of the surface kinetics plays a fundamental role since HCl is a 

by product of the deposition process, so that an increase of the deposition 

rate corresponds to an increase of the HCl gas phase concentration, which 

affects considerably the overall reactivity. As mentioned in Section 4.1, a 

critical aspect of this system is the determination of the rate at which HCl 

and SiHCl3 are converted to SiCl4 and H2. A previous study has in fact 

shown that a lower HCl content in the gas phase allows increasing the Si 

deposition rate, as etching is decreased [50]. In the present kinetic 

analysis three possible reaction routes are compared: the concerted 

pathway we proposed in that previous work (reaction G1-G2), a radical 

chain mechanism (reaction C3-C18), and the disilane mechanism 

proposed by Swihart and Carr (reactions C19-C26) [52].  

The analysis was carried out using a PSR model, assuming a gas feed 

composed by hydrogen and trichlorosilane, in the range of operative 

conditions reported in Table 7, which correspond to typical conditions at 

which Si is deposited from SiHCl3 in Siemens reactors.  

Table 7: Operative conditions used in PSR simulations. 

Variable Operative conditions 

Pressure 6 atm 

Surface temperature 1173 – 1373 K 

Gas temperature 973 – 1173 K 

Reactor volume 0.15 m
3
 

Deposition area 1.5 m
2
 

Gas feed 10
-1

 - 10
7
 slm 

Mole fraction SiHCl3 0.4 

Bath Gas H2 

 

The concentration profiles of SiHCl3 and SiH2Cl2 and conversion of 

SiHCl3, calculated at two surface temperatures (1173 K and 1323 K) with 

gas phase temperatures 200 K smaller than surface temperatures, are 
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reported in Figures 23 and 24 as a function of residence time. Simulations 

were performed using the global mechanism reported in Table 5, a sub 

mechanism in which the disilane pathway was blocked (the radical 

mechanism), and a sub mechanism in which the radical pathway was 

omitted (the disilane pathway). 

The first results of these simulations is that for all the considered 

conditions the concerted mechanism of reactions C1 and C2 is at least one 

order of magnitude slower than the other two mechanisms. Therefore it 

will not be further discussed here. 

 
Figure 23: Mole fractions of a) SiCl4; b) SiH2Cl2; c) SiHCl3 conversion (percentage) 

calculated using the PSR model with the operating parameters reported in Table 7 at a 
gas phase temperature of 1173 K and a surface temperature of 1373 K. 

The simulations reveal that at low residence times the dominant reaction 

route is well described by the disilane mechanism. In these conditions 

SiCl4 and Si2H2Cl2 are produced in similar mole fractions. This can be 

clearly understood looking at the dominant sequence of reactions. The gas 

phase reactivity is initiated by the decomposition of SiHCl3 into SiCl2 and 

HCl through C1 and is followed by the reaction of sylylene with SiHCl3 

to form pentachloro disilane (C20
r
). Once formed Si2HCl5 decomposes to 

form SiCl4 and SiHCl through C24. SiHCl reacts successively fast with 

SiHCl3 through C23
r
 to form H2ClSiSiCl3, which decomposes to SiH2Cl2 

a) b) 

c) 
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and SiCl2. The desorption of SiCl2 from the surface or its generation in 

the gas phase through C1 enhances this reaction loop, which is 

summarized by the following set of reactions: 

C1)                                           

C20
r
)                                     

C24)                                      

C23
r
)                                 

C22)                                 

 

 

Figure 24: Mole fractions of a) SiCl4; b) SiH2Cl2; c) SiHCl3 conversion (percentage) 
calculated using the PSR model with the operating parameters reported in Table 7 at a 

gas phase temperature of 973 K and a surface temperature of 1173 K. 

As HCl gas phase concentration increases beyond a critical threshold as a 

result of Si deposition the following set of reactions becomes more and 

more important, making SiCl4 the dominant product:  

C25)                                

C24)                                                

The reason for this behavior is that reactions C1, C22, and C23
r
 reach 

equilibrium, thus effectively limiting the SiH2Cl2 formation rate. 

b) 

c) 

a) 
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Contextually at high residence times the reaction of SiHCl with SiHCl3 

becomes sufficiently fast to convert it to Si2Cl4, which regenerates SiCl2 

and thus efficiently converts SiH2Cl2 to SiCl4. It is here important to point 

out that though this reaction pathway is qualitatively similar to the one 

already suggested by Swihart and Carr, it is not the same as the present 

study differs for the explicit consideration of the surface reactivity and for 

the reactant, which is SiHCl3 and not SiH2Cl2, as in their work. 

The SiCl4 and SiH2Cl2 concentration profiles reported in Figures 24 and 

25 clearly show that with the increase of the residence time the radical 

mechanism becomes dominant. Also in this mechanism the formation of 

disilanes plays a key role. In fact, the homolytic cleavage of the Si-Si 

bond requires activation energies at least 15 kcal/mol smaller than those 

needed for the unimolecular dissociation of chlorinated monosilanes. The 

initiation of the radical chain occurs in 3 steps, of which the first two (C1 

and C20
r
) are in common with the disilanes mechanism while the third is 

the unimolecular decomposition of Si2HCl5 into SiCl3 and SiHCl2. 

C1)                                           

C20
r
)                                           

C9)                                         

The SiCl3 and SiHCl2 radicals so generated can further react through two 

competitive propagation routes. The first propagation mechanism is active 

at low HCl concentrations. In these conditions SiCl3 and SiHCl2 react 

through reactions C13 and C14 with SiHCl3 to form SiCl4 and SiH2Cl2: 

C13)                                       

C14)                                     

With the increase of the residence time, and thus of HCl concentration, 

the establishment of equilibrium in the set of reactions leading to the 

formation of SiH2Cl2 promotes the initiation of the second propagation 

route, which is associated to an enhancement of the SiCl4 selectivity:  

C10)                                        
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C16)                                  

The radical chain termination can occur through two distinct routes. The 

first is radical recombination, favored especially at high gas phase 

temperatures and pressures. As SiCl3 is the most abundant radical, the 

homo-molecular reaction C7
r
 is in general the fastest. However other 

termination routes are possible. In particular the radical mechanism is 

terminated by dissociative adsorption of the radicals on the surface, 

especially through reaction S10, in reactors with a high ratio between the 

deposition area and the reactor volume and high surface temperatures (or 

high gas surface gradients), when a high concentration of free sites are 

present (in the simulated conditions more than 90% of the surface is 

covered by adsorbed species). 

C7
r
)                                        

S10)                                   

The common feature of both mechanisms is the key role played by SiCl2, 

which is necessary to activate the reactivity through its addition to SiHCl3 

to form Si2HCl5, the precursor of both the radical chain mechanism and of 

the disilane reaction pathway. The initiation reaction C9 is conditioned by 

the concentration of SiCl2 present in the gas phase, which is limited by 

the attainment of equilibrium in reaction C1 and by the amount of HCl 

released during silicon deposition. This means that the gas phase and the 

surface kinetics are strongly inter related. Indeed deposition can proceed 

only with the consumption of HCl in the gas, but the latter is produced 

during the deposition itself. Thus also the formation of SiCl4 in the gas 

requires that the Si growth takes place. The effect of H2 is instead 

important for the surface kinetics because it promotes the desorption of 

HCl from the surface, increasing the fraction of free sites. 

The analysis of the simulation results reported in Figures 24 and 25 shows 

that the kinetics is mostly radical at high residence times, whereas the 

system is well described by the disilane mechanism at low residence 

times. The transition between the two mechanisms is determined by the 
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attainment of equilibrium between SiH2Cl2 and SiHCl3 and by the 

concomitant increase of the Si2HCl5 concentration, the initiator of the 

radical chain. It is also interesting to observe that both in the disilane and 

in the radical mechanism as the residence time grows the SiH2Cl2 formed 

at low residence times is rapidly converted to SiCl4. The main reaction 

routes determined from this analysis are summarized in Figures 25a and 

25b for the disilane and the radical mechanisms, respectively. The 

reaction network comprises also surface reactions since, as explained 

above, the surface and gas phase kinetics are mutually dependent. 

 
Figure 25: Main reaction pathways in a) disilanes mechanism; b) radicalic mechanism. 

The mechanisms discussed above are also confirmed by a sensitivity 

analysis reported in the referring article [146]. The simulation results 

indicate that the reactions whose rate is limiting for the formation of SiCl4 

are C10 and C13 for the radical mechanism and C23, C24, and C25 for 

the disilane mechanism. The role of these reactions in the kinetic 

mechanism is discussed in detail above. It is however important to point 

out that the absolute values of the sensitivity coefficients are relatively 

small, which can be ascribed to the fact that the gas phase reacting system 

is in proximity of thermodynamic equilibrium. 

 

4.4.2  Simulations of growth in Siemens reactors   

At a first level of approximation, the simple PSR model introduced in the 

previous section can be used to study qualitatively deposition in a 

Siemens reactor, as the turbulent conditions at which these reactors are 

a) b) 
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operated lead to an almost homogeneous distribution of the reactants in 

the deposition chamber. Some shortcomings of this approximation are 

described in a previous work [50]. The typical residence times for these 

reactors, decreasing significantly between the beginning and the end of 

the deposition process with the progressive increase of the rod diameter, 

is comprised between tens and hundreds of seconds. It is thus interesting 

to complement the results obtained in the previous section with the Si 

yields and deposition rates computed for the same simulation conditions. 

The results, sketched in Figures 26, show that with the increase of the 

residence time the deposition rate decreases and the yield in deposited Si 

becomes higher. These two parameters are inter related, since an augment 

of the percentage of deposited Si over the overall Si precursor fed to the 

reactor leads to an increment of the concentration of HCl in the gas phase, 

which has the effect of limiting Si deposition because of etching.  

 

Figure 26: a) Yield in deposited Si, defined as percentage of Si deposited over the total Si 
fed to the reactor; b) deposition rate calculated using the PSR model with the operating 

parameters reported in Table 7 at a gas phase temperature of 1173 K. The residence 
time of the Siemens process vary between tens and hundreds of seconds. 

In this context, the analysis of Figures 23 and 24 shows that at higher 

yield in deposited Si is related to an enhancement of the production of 

SiCl4. This has a beneficial effect since the production of SiCl4 requires 

the consumption of an equal amount of HCl, thus decreasing the etching 

and allowing to proceed with the growth. Finally, the simulations clearly 

show that in the conditions in which Siemens reactor are operated the 

radical mechanism prevails over the disilane mechanism. 

a) b) 
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The sensitivity of the Siemens growth process to the ratio between 

volume and surface and to the inlet SiHCl3 mole fraction is analyzed in 

Figures 27. The reference values reported in Table 7 and used to perform 

most of the simulations correspond to the reactor layout described in a 

previous study [50] and are representative of growth conditions prevailing 

at the end of the deposition, when the volume to surface ratio (10 cm
 
in 

this case) is at a minimum. It should however be pointed out that the 

reference reactor is quite small, so that surface to volume ratios in real 

reactors are likely to be much smaller.  

 
Figure 27: Yield in deposited Si at the same conditions of Figure 27at different                

a) volume to surface ratio; b) SiHCl3 inlet mole fraction. 

The simulation results show that the volume to surface ratio is an 

important parameter in order to optimize the deposition process, as longer 

residence times are needed when it increases in order to obtain the same 

Si yields. This indicates that a modification of the flow rate would help to 

optimize the deposition process in a Siemens reactor. The sensitivity to 

the inlet mole fraction of SiHCl3 is less evident, except when SiHCl3 in 

the inlet becomes about 50% of the inlet mixture, since in this case the 

decrement of the complementary H2 concentration starts affecting 

significantly the surface kinetics.  

 

4.5   Simulations of an experimental horizontal reactor   
 

The simulation of epitaxial deposition in a horizontal reactor was 

performed using the 1D model. Such model was used to simulate the 

horizontal reactor used by Angermeier and coworkers [91] to deposit Si 

a) b) 
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from a H2/SiHCl3 feed as a function of substrate temperature. The growth 

rate calculated as a function of temperature is reported in Figure 28 

together with the reactor geometric parameters and operating conditions 

at which the simulations were performed. 

 
Figure 28: Deposition rate calculated using the horizontal reactor model. The deposition 

rate data are compared with the experimental data of Angermeier et al.[91] and the 
results of simulations performed using the simple gas phase kinetic mechanism 

composed of reactions C1 and C2 [50]. Cold wall horizontal reactor 50 cm long, 7.0 cm 
high and 19.0 cm wide. SiHCl3 inlet mole fraction 0.137, inlet gas flow rate 5000 sccm. 

The growth rate data show that the kinetic model here developed is able 

to describe the transition to a flat deposition profile that is observed with 

the increase of the temperature more properly than the previous model 

developed by this research group [50]. The slight underestimation of the 

deposition rate that is observed at high temperatures in the diffusion 

controlled regime and the overestimation observed at low temperatures in 

the kinetic controlled regime are most likely determined by deficiencies 

of the fluid dynamic model, rather than to the gas phase kinetics. The 

analysis of the reaction rates showed that in the diluted conditions in 

which these reactors operate the disilane mechanism is dominant at low 

temperatures, while with the enhancement of the temperature, and thus of 

the reactant conversion, the radical mechanism becomes the fastest. 

Furthermore also the removal from the substrate of the corrosive HCl 

released during the growth was found to have a critical role.   
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4.6   Extension to SiC CVD   
 

The kinetic mechanism here proposed, was then included in a kinetic 

scheme, aimed to describe the deposition of SiC from trichlorosilane and 

ethylene. Indeed, even if a hydrocarbon sub mechanism must be added to 

describe the SiC CVD, the part concerning the Si-H-Cl reactivity should 

be the same. Further details can be found in the referring article [147], 

including two other models for N and Al doping. 

 

4.6.1  Kinetic mechanism for SiC CVD   

The gas phase e kinetics for SiC is described using a kinetics mechanism 

composed by two parts: the Si-H-C sub mechanism hypothesized by 

Danielsson et al. [158], and the Si-H-Cl sub mechanism here proposed 

and widely described in Sections 4.3 and 4.4. The surface mechanism 

instead was taken from the work of Veneroni et al. [16]. As the details 

about such kinetics are reported above or have mostly been published in 

the literature, it would be redundant to discuss them here explicitly. 

Anyway most of them are included in the supplementary information file 

of the referring article [147].  

The Danielsson [158] sub mechanism for Si-H-C kinetics has been 

slightly modified for what concerns the CH4 and decomposition rate 

constant, for which the Baulch et al. [166] high pressure data were used. 

From the same authors [166] were also taken the decomposition rate of 

C2H4 to C2H3 and C2H2. Furthermore the accurate estimation of Michael 

et al. was used [166] for the important rate constant for the reaction 

between CH4 and H to give CH3 and H2, which rules the equilibrium 

between the two most abundant gas phase chemical species. Differently 

from Danielsson et al. [158], all the reactions were considered as 

reversible, with backward rate constants determined using detailed 

balances, made exception for the hydrogen decomposition rate constant, 

for which explicit expressions were used for the forward and backward 
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processes, to correctly account for third body efficiency. For what 

concerns the Si-H part of the Danielsson mechanism, only the SiH4 

decomposition rate constant was changed and substituted with the 0.1 bar 

value, calculated by Barbato et al. [57] using RRKM master equation 

simulations. It is noteworthy that this is the only rate constant of the 

kinetics mechanism for which the pressure dependence has been 

explicitly accounted for. A preliminary sensitivity analysis was performed 

on the rate constants that may be in fall off in the considered operating 

conditions, notably the CH4 unimolecular decomposition. Such analysis 

has shown that the slow down effect given by fall off on decomposition 

rate constants may impact the simulation results in the first part of the 

susceptor, in which the temperature changes are most significant. At the 

highest temperatures instead, after the radical reactions have been 

initiated, the sensibility to pressure becomes minimal. On the whole, it 

could be concluded that the pressure dependence of the rate constants 

should be considered if a quantitative modeling of the growth rate profiles 

are needed. Anyway if only average growth rate and concentration values 

are desired, it may then be safely neglected.  

The Si-H-Cl sub mechanism originally hypothesized by this research 

group [16], which was based on the study of Valente et al. [49], has been 

totally modified with the inclusion of the gas phase Si-H-Cl mechanism 

proposed in this work to describe the chlorosilanes gas phase reactivity. 

The mechanism upgrade is likely to lead to a significant enhancement of 

the gas phase reactivity of chlorinated species, as it contains two different 

reaction routes, that are significantly faster than those present in the 

original mechanism. However to the Si-H-Cl sub mechanism in Table 5 

there were added other reactions, which were found to be not sensitive in 

the operative conditions explored for Si CVD. Indeed SiC is growth at 

very different temperatures and pressures, at highly dilutions in H2. Their 

kinetic parameters were taken from the literature, where they were 
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evaluated with accuracies similar to those calculated in this work. Such 

new reactions are reported in Table 8.   

Table 8: New reactions added to the Si-H-Cl sub mechanismβ
. 

Reaction log10A  Ea Ref 

SiH3Cl ↔ H2 + SiHCl 14.39 0 68.4 [54] 

SiH2Cl2 ↔ SiHCl+ HCl 14.84 0 75.8 [54] 

Si + HCl ↔ SiCl + H 14.98 0 13.6 [167] 

Si + H2 ↔ SiH2 12.08 0.5 0 [16] 

SiH2Cl2 ↔ SiCl2 + H2 13.92 0 77.4 [54] 

SiCl4 + H2 ↔ 2 HCl + SiCl2 7.43 1.94 62.2 [50] 

β 
Kinetics constants are high pressure limits and are expressed as            

  

  
  

in units consistent with cm, s and mol. Activation energies in kcal/mol 

As it can be observed, for many reactions the rate constants are explicitly 

given as forward and backward rate parameters, therefore without 

enforcing detailed balances. This was done as the rate parameters were 

calculated using high level first principle calculations, based on CCSD(T) 

theory [73] with extension to the infinite basis set, so that for some of the 

rate parameters the backward rate constants estimated from first 

principles were more accurate than those that could be determined using 

the available thermodynamic parameters. This is consistent with the 

recent finding of Danielsson et al. [159] that the predictions of SiC kinetic 

models may be significantly affected by the choice of the thermodynamic 

data set used in the calculations.  

The surface mechanism used to model the SiC growth is the same 

described by Veneroni et al. [16]. As it is well described in the original 

paper it will not be further discussed here, apart for remembering that it 

was used to model with success the growth measured using two different 

SiC growth reactors in which growth were performed in different 

operating conditions. Thus its suitability to simulate different SiC 

deposition conditions was proved and it was confirmed the consistence of 

the chemical physical assumptions on the basis of which it was 

developed. 
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4.6.2  Simulations of an industrial horizontal reactor   

The kinetic mechanism described above was tested to simulate an 

industrial hot wall reactor suitable for SiC deposition that was built by 

LPE epitaxial technology. All the data here reported have been published 

in several different papers in the last years [92, 163, 168-173]. The 

deposition has been performed at an operating pressure of 0.1 bar, which 

enhances the gas phase diffusion and limits the gas phase reactivity. The 

simulations were performed using an imposed temperature profile, which 

in the case of the study of deposition of SiC at 1600 °C is shown in Figure 

29a together with the gas phase temperature computed for a feed of 100 

slm of H2. Further details are provided in Section 2.6.2. 

As it can be observed, it was assumed that the inductive heating of the 

SiC coated graphite susceptor will lead to an almost uniform temperature 

above the substrates, which will however drop rapidly immediately before 

and after the deposition zone. Also, it was calculated that the gas phase 

temperature will be about 30 °C lower than that of the surface, which is 

determined by the fact that the hot wall above the susceptor is expected to 

have a temperature that is about 100 °C lower. This will give rise to a 

limited temperature gradient above the deposition surface that, given also 

the small height of the reactor, is however not going to affect 

considerably the diffusion of the precursor through thermal diffusion 

effects. The growth rate profile calculated for the given temperature 

profile using the Si-C-H-Cl mechanism for a feed of 100 slm of H2, 30 

sccm of SiHCl3 and 22.5 sccm of C2H4 is shown in Figure 29b.  

The results reported in Figure 29b show that the agreement between 

model and experiment is good, though the calculated deposition profile 

seems to be slightly sharper than that measured experimentally. However, 

considering the several approximations on which the model is based, and 

most notably the use of a 1D fluid dynamic model rather than a more 

proper 2D or 3D model, the results may well be considered as fully 

satisfactory. An important aspect that was observed while performing a 
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sensitivity analysis of the growth rate over gas phase mechanism is that 

the computation of the backward reactions of the hydrocarbon chemistry 

from detailed balance rather than using the explicit expressions given by 

Danielsson et al. [158] has a non negligible impact on the growth rate 

profile, which would be smoother using the Danielsson et al. full kinetic 

mechanism. The reason is that this change of the gas phase mechanism 

affects the concentration of methyl, which is the main SiC carbon 

precursor. Though the difference between the two mechanisms is limited 

(the deposition profile changes by no more than 20%), this result suggests 

that some improvement of the hydrocarbon gas phase mechanism may 

still be possible. 

 

Figure 29: Results calculated using the Si-C-H-Cl mechanism for a feed of 100 slm of H2, 
30 sccm of SiHCl3 and 22.5 sccm of C2H4 and substrate temperature of 1600°C a) 

temperature profiles; b) growth rate experimental and calculated. 

In order to test the impact that the inclusion of the new Si-H-Cl 

mechanism on the gas phase chemistry two different simulations were 

performed, one with the original mechanism [16] and the other with the 

updated mechanism. The concentration profiles computed for the main 

gas phase species are shown in Figures 30 (old mechanism) and 31 (new 

mechanism). As it can be observed from the comparison of the two sets of 

results, the differences are significant for some chemical species, while 

the concentration of some key Si growth precursors, such as SiCl2, is 

almost untouched. The result is that the impact of the new mechanism on 

the growth rate is almost negligible with the current model, as the 

concentration of the key chemical precursor to the film growth, SiCl2, is 

a) b) 
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not modified. On the other hand it can be observed that the gas phase 

concentration of many relevant species is considerably changed. 

The comparison between the results obtained using the two kinetic 

models clearly show that the original kinetic model, that lacks the radical 

and disilane conversion pathways, significantly underestimates the gas 

phase reactivity. The result is that the SiHCl3 decomposition extent is 

overestimated by a factor of 3 while the formation of SiH2Cl2, SiH3Cl are 

underestimated by factors of 20, 30 while the SiCl4 concentration is 

overestimated by a factor of about 1000. The reason for this behavior is 

that the original Si-H-Cl gas phase model misses some key reaction 

pathways for the inter conversion of the main SiHxCl4-x chlorinated 

species. 

 

Figure 30: Mole fractions of relevant species calculated above the susceptor for the 
same conditions of Figure 29 using the old Si-H-Cl mechanism [16] to describe the 

conversion of the chlorinated precursors. 

 

Figure 31: Mole fractions of relevant species calculated above the susceptor for the 
same conditions of Figure 29 using the new Si-H-Cl mechanism to describe the 

conversion of the chlorinated precursors. 

a) b) 

a) b) 
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For the system under consideration in the present study it is however 

likely that the gas phase enhancement of the gas phase reactivity given by 

the inclusion of both mechanisms will lead to a gas phase composition 

governed by the thermodynamic equilibrium. It can in fact be observed 

that the concentration of the SiHxCl4-x gas phase species follows the order 

of abundance predicted by thermodynamic equilibrium for chlorosilanes 

diluted in H2: SiH3Cl> SiH2Cl2> SiHCl3 > SiCl4 [ref]. As it can be 

observed, this is not the case when simulations are performed neglecting 

the disilane and radical pathways (Figures 30). For what concerns two 

other key species, SiH4 and HCl, both mechanisms predict very similar 

concentrations, indicating that in both cases the reaction kinetics is 

sufficiently fast to lead to a substantial equilibrium for these chemical 

species. However those discrepancies would be even more evident when 

the reactivity is still kinetically controlled, as in the upstream part of the 

reactor. 

The concentrations of the Si radicals and reactive intermediates generated 

by the decomposition of the SiHCl3 precursor predicted using the two 

kinetic models is shown in Figures 30b and 31b. As it can be observed, 

both kinetic schemes predict that the most abundant active species 

generated in the gas phase are atomic H and Si. However the mechanisms 

differ in the prediction of the formation of the third most abundant active 

species, which is predicted to be SiCl2 by the old mechanism and SiHCl 

by the updated mechanism. This is a relevant finding as according to the 

present simulations, SiHCl is together with SiCl and SiCl2 an important Si 

precursor to the growth of SiC. Anyway the main contribution comes 

from atomic Si, whose inclusion in the film is however ruled by an 

adsorption/desorption equilibrium that is established at the growth 

surface. As the growth rate is sensitive to the Si desorption rate, which in 

the model of Veneroni et al. [16] was determined through fitting to 

sublimation pressure data, it is suggested that a higher level study of this 

important reaction and of the surface dynamics of atomic Si may lead to a 
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better understanding of the SiC growth mechanism. Increasing the rate of 

the Si desorption rate by a factor of 3 would in fact lead to a quantitative 

agreement between the simulated and the experimental growth rate 

profile.  

 

4.7   Concluding remarks   
 
 

The subject of this study has been the analysis of the gas phase reactivity 

active during the chemical vapor deposition of Si and SiC from 

trichlorosilanes. Simulations were performed considering explicitly the 

surface kinetics using a literature mechanism. In both cases the gas phase 

kinetics is significantly influenced by the active species produced at the 

surface during the film growth.  

Concerning the gas phase reactivity, the Si-H-Cl sub mechanism was in 

common for the kinetics of both processes. Two gas phase mechanisms 

were analyzed in the present work: the disilane mechanism analogue to 

that proposed by Swihart and Carr [52] and a radical chain mechanism 

proposed for the first time in this work. The rate constant of the kinetic 

scheme were determined using conventional and variational transition 

state theory, with molecular data calculated through ab initio simulations.  

The simulations revealed that the formation of disilanes as reaction 

intermediates plays a crucial role in enhancing the gas phase reactivity, 

both in the disilane and in the radical mechanisms. This is due to their 

high reactivity, determined by the relatively low Si-Si bond energy and 

small barriers for Cl and H intramolecular transfers. The disilane 

mechanism is thus the fastest route for the conversion of SiHCl3 into 

SiH2Cl2, though it is slower with respect to the radical mechanism in 

describing the formation of SiCl4. The radical mechanism is initiated by 

the homolytic decomposition of Si2HCl5 into SiCl3 and SiHCl2, and is 

followed by a series of fast propagation reactions. Termination can take 
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place either in the gas through recombination of radicals or at the surface 

following the dissociative adsorption of the radical. 

The simulations of Si growth in Siemens and in horizontal reactors 

showed that both the disilane and the radical mechanisms are active 

during Si deposition from SiHCl3, with the first dominating at low gas 

phase temperatures and precursor conversion and the second becoming 

the fastest at high temperatures and conversions. Besides, it was 

confirmed, as found in a previous study [50], that the formation of SiCl4 

in the gas phase has a positive impact on the film growth, as it is 

associated with the consumption of HCl and thus favors the film growth 

by removing a most active etching agent. These results indicate that 

operating Si deposition process in conditions in which the gas phase 

reactivity is favored (i.e. at high gas phase temperatures) should enhance 

the precursor conversion and the film growth rate, though at the expense 

of an increased production of tetrachlorosilane. 

The new mechanism was also included in a kinetic scheme, which 

describes the SiC CVD. The predictions of the model are in good 

agreement with experimental data collected in an industrial reactor 

produced by the LPE company [92]. The inclusion of the radical and 

disilane mechanisms in the SiC deposition model enhances considerably 

the gas phase reactivity, so that the gas phase composition approaches 

now the thermodynamic limit. However, as the operative conditions are 

completely different with respect to those for Si CVD, the product 

distributions totally change. SiH3Cl is thus predicted to be the 

chlorosilane by product that is formed in the gas phase in the highest 

concentration, followed by SiH2Cl2, SiHCl3 and SiCl4. SiHCl is predicted 

to be among the most abundant chemical species that are present in the 

gas phase, though the main precursor to the film growth is atomic Si. 

Those simulations predict that the surface kinetics of atomic Si can 

influence the SiC deposition profile, so that it is suggested that its surface 

reactivity should be investigated in higher detail in successive works.  
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To conclude, the kinetic schemes here proposed may be used as valuable 

tools to model the epitaxial poly Si and SiC deposition process in any 

CVD reactor.  
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CHAPTER 5 

 
 
 
 

 

Metal organic vapor phase epitaxy of GaN 
 
 
 

The final part of this research is dedicated to the GaN MOVPE. The 

general features of that process are described in Section 1.3.4. This work 

is in collaboration with the groups of prof. Sugiyama and prof. Shimogaki 

in the University of Tokyo. During this thesis there were spent 6 months 

there to allow a more direct interaction. The modeling part was combined 

with an aimed experimental campaign, performed mainly by prof. 

Momose and lately also by Y. Suzuki, in Sugiyama laboratories. The 

results presented in this chapter will be included in a related article to be 

submitted soon.  

 

5.1   State of the art   
 

GaN attracts great interest because of its several applications in 

optoelectronic, high power and high frequency devices. The preferred 

industrial method to produce such material is metal organic vapor phase 

epitaxy (MOVPE), using ammonia and trimethyl gallium as gaseous 

precursors. However the deposition mechanism of GaN has not yet been 

clarified and the operative condition of the process are actually based on 

the trial and error approach. Thus the study of this aspect can potentially 

lead to relevant improvements in the GaN production. 
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At the typical operative conditions for the GaN growth, it is generally 

agreed that deposition is in external diffusive regime [19, 25, 27, 28, 59, 

174-179], because at those elevate substrate temperatures (1200-1400 K), 

the surface decompositions are generally very fast. Therefore transport 

phenomena have a fundamental role in determining the film growth rate, 

as also underlined in some recent studies by Sugiyama et al. [177-179]. It 

is agreed that Ga(CH3)3 undergoes various chemical reactions with 

ammonia in the gas phase that bring to the formation of the direct 

deposition precursor. This is the chemical component that is directly 

adsorbed on the substrate, where it is then decomposed to solid GaN. 

However the nature of such important specie has not yet been clarified.  

Another critical aspect is related to the generation of solid GaN particles 

in the gas phase [19, 21-28]. Those droplets are formed in the typical 

operative conditions of GaN MOVPE and are mainly flowed towards the 

cold walls in the downstream part of the reactor, due to the 

thermophoretic effect. This side reactivity is strongly undesired because 

those powders scavenge part of the precursors, limiting the deposition 

rate. Moreover if they drop on the substrate, the quality of the film will be 

affected for the inclusion of additional defects to the crystalline layer and 

for the possible attainment of preferential growing areas. Also the exact 

composition and structure of such particles, as well as the reaction 

intermediates which lead to their generation are still open questions. 

With the purpose to understand more about the gas phase reactivity, 

several experimental investigations with mass spectroscopic analysis have 

been carried on [69, 180-183]. Anyway it is difficult to obtain definitive 

conclusions because during this analysis part of the Ga-CH3 bonds are 

easily dissociated, due to the ionization [183, 184]. It was found that room 

temperature it is formed a Lewis acid-base adduct between NH3 and 

Ga(CH3)3, but such specie is rapidly decomposed completely between 

400 and 500 K, thus indicating a very low thermal stability. Also dimeric 

clusters like (CH3)4Ga2(NH2)2 or (CH3)4Ga2NH have been observed, with 



Chapter 5 - Metal organic vapor phase epitaxy of GaN 

 

110 

 

maximum concentrations at around 700 K, but then their signals drop at 

higher temperatures. Glockling and Strafford [183] also detected the 

trimeric compound Ga3(CH3)9, but other authors didn’t confirm it in later 

studies. Unfortunately it is still not clear what happens at substrate 

temperatures above 1000 K, which are the typical operative conditions of 

the process.      

Of course if it is not even known exactly what it is formed in the gas 

above the substrate, it is difficult to make certain assumptions about the 

chemical reactivity, and many works have been dedicated to such delicate 

task [26, 27, 59-69], mostly based on DFT ab initio calculations. 

Nowadays the kinetic mechanism most commonly adopted to model the 

gas phase kinetics in GaN MOVPE was proposed by Hirako et al. [59]. 

Those authors assembled their kinetic scheme by collecting the reactions 

proposed by several different authors, with kinetic constants evaluated 

using DFT methods. Then they proposed other reactions, assuming the 

parameters taken from analogue reactions. In alternative they estimated 

the parameters of some elementary reactions with the kinetic gas theory, 

or by applying the transition state theory, but without giving further 

details concerning those calculations.  

Several models aimed to describe the GaN growth [27, 28, 81, 82, 185-

187] have been developed. However the correlations used mostly relies 

on fitting parameters obtained from wide experimental data. Recently the 

program developed by STR group [81, 82], was used in a collaboration 

project with AIXTRON to reproduce some experimental data obtained in 

a planetary reactor by Dauelsberg et al. [25, 175]. Such commercial 

software uses the kinetic scheme proposed by Hirako et al. [59] and a 

model based on the method of moments with several fitting correlations 

to describe particles dynamics [83]. The experiments were achieved 

mainly by rotating the wafer, hence averaging the growth rate, but in 

some cases the rotation was stopped, achieving generally a reasonable 

agreement between simulations and experiments. However, as pointed out 
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by those authors [25], the deposition rates in those conditions are mainly 

dominated by the transport phenomena and in some cases are affected by 

particle nucleation. Thus the agreement should be due mainly to an 

accurate fluid dynamics description and to a good fitting in the droplets 

generation model, rather than to an exact understanding of the chemical 

reactivity involved.  

 

5.2   Aim of the work and approach   
 

This research is aimed to investigate the reaction kinetics active during 

GaN MOVPE. In particular the main focuses are the chemical reactivity 

that leads to the formation of the direct deposition precursor, the 

mechanism of particles generation and their related behavior, as well as 

the effect of material and thermal diffusions on the reactor performances. 

This study has been performed through both a theoretical analysis and an 

experimental investigation. In particular, in the present thesis has been 

carried on the modeling part. The final model developed should be able 

also to reproduce the experimental results.  

 

5.2.1  Experimental section   

As explained above, in this work the modeling part was combined with 

some aimed experiments. As this thesis is focused on the modeling 

aspects, here it is provided just a general description of the experimental 

procedure adopted, but further details will be provided in the incoming 

article. The experiments were obtained using a single wafer horizontal 

reactor (AIX200/4-RFS, AIXTRON), whose configuration is shown in 

Figure 32. The wafer for GaN deposition is conventionally placed atop a 

rotating disc to ensure the uniformity of the film thickness. On the other 

hand with such configuration it is difficult to retrieve information about 

the kinetics from the experimental results. Therefore with the purpose to 

achieve indication more suitable for a study of the chemical reactivity, 
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after growing a standard template, the rotation was intentionally stopped 

during the main growth. 

 

Figure 32: Schematization of the experimental reactor used for GaN MOVPE.  

The resulting GaN thicknesses are not constant on the growing surface, 

hence it is confirmed the importance of the gas phase phenomena. As can 

be seen in the example in Figures 33, the growth profiles evidence a 

consistent qualitative variation along the flow direction, whereas the 

deviation along the perpendicular direction seems considerably less 

important, even if still appreciable. Hence, concerning the diffusion of 

fresh reactants from the lateral edges of the reactor at lower temperatures, 

from Figure 33b it can be inferred that probably it is not completely 

negligible. Anyway this effect should be less significant with respect to 

the diffusion of the Ga precursors from the top section of the reactor 

towards the substrate and to their consumption along the flow direction.   

 

Figure 33: Deposition profiles at different total flow rates a) along the flow direction;   
b) perpendicular to the flow direction.  

a) b) 
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Those trends seem to confirm what concluded in other studies [19, 25, 27, 

28, 59, 174, 175, 177], which supposed that the deposition is in external 

diffusive regime. The experimental growth profiles are affected by an 

uncertainty of about 20%. 

The effects of several operative parameters were evaluated by assuming a 

referring experiment and then changing the variables of interest with 

respect to those of such experiment, but keeping constant all the other 

ones. The operative conditions of the standard experiment are reported in 

Table 9.  

Table 9: Operative conditions for the standard experiments.
 

Variable Operative conditions 

Substrate temperature 1400 K 

Flow rate upper channel 3.5 slm 

Flow rate lower channel 6.5 slm 

Total pressure 200 mbar 

Ga(CH3)3 pressure 6.9x10
-2

 mbar 

NH3 pressure 50 mbar 

 

Finally it is noteworthy to point out that in the experimental conditions 

explored, it is usually observable a conspicuous amount of powders on 

the GaN film surface, especially in the downstream part, as shown in the 

example reported in Figures 34. 

 

Figure 34: Surface morphologies at different positions from the upstream edge of the 
substrate for the experiment at total flow rate of 14 slm: a) 0.5 cm; b) 1.0 cm; c) 1.5 cm; 

d) 2.0 cm; e) 2.5 cm; f) 3.0 cm; g) 3.5 cm; h) 4.0 cm.  

 

a) b) 

h) 

d) 

e) f) g) 

c) 
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5.2.2  Modeling approach   

The experiments described above have been the main basis for the 

theoretical investigation, object of the last part of this phd thesis. The 

methodology described in Section 2.7 was applied also for this specific 

case. The first part was dedicated to the proposal of the kinetic 

mechanism. The main assumption is that the deposition was considered in 

external diffusive regime, as motivated in the previous sub section. 

Therefore the surface mechanism assumed is the simplest as possible, 

which consists in hypothesizing that the decomposition of the direct 

deposition precursor to GaN on the activated surface is immediate. Indeed 

the rate determining step of such reactivity is the diffusion of the active 

species towards the substrate.  

The gas phase kinetic scheme instead is much more complex. The starting 

point was a related literature research, focusing on the theoretical works 

about the reaction kinetics in GaN MOVPE [26, 27, 59-69], but also on 

the spectroscopic experiments [69, 180-183]. The hypothesis of the 

chemical species involved in the mechanism was made considering those 

previously proposed in the literature, but then additional other compounds 

were supposed. The same consideration is valid also for the elementary 

chemical reactions. Furthermore a preliminary thermodynamic analysis 

was performed in order to identify the most stable intermediates, which 

may have a significant role in the gas phase mechanism. Such analysis 

was used as a support for the proposal of the reactions to be included in 

the kinetic scheme. Indeed, considering that even molecules with 3 Ga 

atoms were detected in the spectroscopic experiments [183], with 

geometrical structures not defined, the number of chemical components 

involved may be very elevated and subsequently the related reaction paths 

may become countless. The thermodynamic parameters of all the possible 

reactants were evaluated through ab initio calculations, as explained in 

Section 2.3. Obviously also all the transition states were then treated at 

the same level of theory. Anyway it is important to point out that the 
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kinetic constants here calculated are generally more accurate with respect 

to those reported in the previous works [26, 27, 59-69] because calculated 

with more advanced techniques. Besides some of these results were also 

compared with the same parameters evaluated appositely at the 

CCSD(T)/aug-cc-pVTZ level [73], finding a maximum discrepancy in the 

activation energies of around 1 kcal/mol. 

After having assembled the new kinetic scheme, a sensitivity analysis was 

performed, in order to identify the main reaction pathways active during 

GaN MOVPE. However, as already specified, material and thermal 

diffusions have a dominant role in the kinetics of the process. Indeed 

reagents start mixing just before reaching the substrate and stay in the 

growth area for a very limited time (less than 1 s), undergoing a huge 

temperature gradient. Hence there is no much sense in a micro kinetic 

analysis, but the main reaction routes were identified directly with a 2D 

schematization of the central section of the reactor. The details about this 

model are provided in Section 2.6.3. 

Another important aspect of this work was the description of particle 

formation. Indeed solid GaN powders are conspicuosly formed above the 

disc and cannot be treated simply as the other gas components. For this 

purpose the FORTRAN program for the 2D simulations was substantially 

modified with the addition of equations based on the second order method 

of moments. Such model is described in Section 2.4, but it worth remind 

that the correlations found in the literature [79] were partially modified. 

In particular it was obtained a new analytical expression to predict  the 

terms related to the scavenging of reagents from the particles surface.  

The fluid dynamics was represented in a very accurate way, developing a 

stationary model with a 3D geometry, taking into account also the 

radiative heat exchange. However for obvious computational limits, the 

material balances of all the chemical species and of the three moments 

were instead solved in 2D, assuming the temperature and velocitiy 

profiles estimated with the 3D idealization. The fluid dynamic 3D model 
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is discussed in Section 2.6.4. Then, in order to understand if the reaction 

kinetics or the transport phenomena are predominant in determining the 

deposition profiles, an aimed sensitivity analysis was performed. Finally 

the global model developed was validated with the experimental results.  

 

5.3   Kinetic scheme  
 

The kinetic scheme used in the simulations is composed not only by a gas 

phase and a surface mechanism, but also by a particle growth model. 

However the nature of the key chemical components involved in the 

formation of the direct deposition precursor, as well as that of the direct 

deposition precursor itself, and that of the species which promotes 

particles nucleation and growth are not known a priori. This was clarified 

through a thermodynamic analysis reported in Section 5.3.1. In the 

following sub section instead is presented the gas phase kinetic scheme. 

As already explained above, the surface reactivity assumed is very basic. 

Once adsorbed on the substrate the direct deposition precursor is 

immediately converted to crystalline GaN. Other reactions involved in the 

surface kinetics are thus the adsorption of the direct deposition precursor 

on the thin film, but also those of the dimers and radicals, that are 

immediately converted on the surface. Basically the latter ones are in fact 

radical terminations on the surface. It was assumed that those species 

stick on free sites with collisional efficiency. Hence the parameters of all 

the adsorption reactions were calculated with the kinetic gas theory.   

The particles growth model describes the droplets evolution after their 

formation. The mathematical aspect of such model are described in 

Section 2.4, but there are not explained exactly the nature of the 

interactions between the aggregates and the precursors in the gas phase. 

This is instead discussed in Section 5.3.3. 
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5.3.1  Thermodynamic analysis  

As explained above, the first preliminary step before assembling the gas 

phase kinetic scheme was a thermodynamic analysis. Several chemical 

components were considered, including various possible isomers. Here 

are described the most remarkable results. In Figure 35 is shown the 

temperature variation of the mole fractions of the most stable molecules 

in the gas phase. There were assumed initial composition and pressure 

equal to those of the referring experiment, listed in Table 9.     

As it can be noted the concentration of Ga(CH3)3 is not reported, because 

it is very unstable, even at room temperature. Its conversion is thus 

regulated only by kinetic limitations. The Ga-CH3 bonds are gradually 

substituted by the more stable Ga-NH2. Anyway also the formation of Ga-

H bonds is favored with respect to Ga-CH3, hence this type of species 

may be generated as reaction intermediates. Such assumptions were also 

suggested in the thermodynamic analysis performed by Timoshkin et al. 

[65] based on the results of DFT ab initio calculations. Then, also the 

Lewis acid-base adducts were considered in this analysis. At low 

temperatures Ga(CH3)3:NH3 is more stable with respect to Ga(CH3)3, but 

this is not true since temperature raise above 450-500 K. This is 

consistent with what demonstrated in the spectroscopic experiments [69, 

180-183], where it was observed that the Lewis acid-base adducts start 

decomposing in that temperature range.  

 

Figure 35: Mole fractions of the most stable molecules in the gas phase of GaN MOVPE 
reactors, calculated for different temperatures at the thermodynamic equilibrium, 

assuming the operative conditions reported in Table 9.   
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Another conclusion that can be inferred from this thermodynamic analysis 

concerns the direct deposition precursor. Indeed at the very high 

temperatures (1200-1400 K) in the proximity of the substrate, the unstable 

components should tend to be rapidly decomposed to the most stable 

ones. As the deposition is in external diffusive regime, the concentration 

of the direct deposition precursor must be enough to justify the 

experimental growth profile. Therefore it cannot be an unstable molecule. 

In Figure 35 is shown that since above 600 K the specie most stable in the 

gas is GaNH2, while the thermodynamic concentrations of all the other 

ones become soon negligible. Thus it was supposed that such component 

is the direct deposition precursor, as already hypothesized by this research 

group [60]. 

Then it is possible to get information also about the particles generation 

mechanism. In the literature it is generally postulated that the aggregates 

are formed and grow through a simple polymerization mechanism [24, 

26, 28, 59, 63, 66], proposed by Mihopoulos [26]. In other words it is 

assumed that there are no substantial differences from the reactive point 

of view between the various molecules with more than 1 Ga atom. The 

thermodynamic analysis instead revealed that the molecular structures of 

the most stable compounds with 2 Ga atoms are completely different with 

respect to those with 3 Ga atoms. Hence also their related physical 

properties change completely. In Figure 35 is shown that the molecules 

with more than 1 Ga atoms (generally named Ga2+) are the most stable 

below 600 K. However the kinetic analysis made lately revealed that Ga-

CH3 substitutions with Ga-NH2 are activated at higher temperatures. 

Therefore, considering the focus of this work, it would be not useful 

investigating the behavior at room temperature, but it is rather important 

to understand what happened since 600-700 K, where the first Ga-NH2 

bonds start to be formed in MOVPE reactors. 

In the conditions of interest the kind of poly Ga molecules most stable is 

that reported in Figure 36a. Something similar was already postulated in 
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other theoretical studies [60, 61]. It is characterized by a planar 6 atoms 

ring with 3 Ga atoms, similar to that of aromatic hydrocarbons. That 

specie is much more stable with respect to any other with 2 Ga atoms. 

Hence it was supposed that such meta stable compound is the precursor of 

powders generation in the gas, or in other words the first stable particle 

nucleus. Of course also several different molecular structures were 

hypothesized, but they were proved to be much more unstable.  

Concerning the species with 2 Ga atoms instead there were found two 

different possible configurations, with comparable stabilities at the 

operative conditions of interest. The first one is represented in Figure 36b, 

and it is a Lewis acid-base complex resulting by the addition of 2 

molecules with 1 Ga atom. If compared with the Ga(CH3)3:NH3 adduct 

discussed above, it is more stabilized from the energetic point of view 

because there are 2 acid base bonds. Anyway it is still entropically 

disfavored and it decomposes at high temperatures, even if higher with 

respect to those of Ga(CH3)3:NH3. The other possible structure instead, 

shown in Figure 36c, comes from the molecules of Figure 36b through an 

ammonia elimination. The specie of Figure 36c is more stable at higher 

temperatures.  

 

Figure 36: Structures of the most stable dimers and trimers, with X that can be CH3, NH2 
or H a) first stable nucleus; b) Lewis acid base adduct; c) dimer after ammonia 

elimination. 

Anyway in the operative conditions of interest, both the dimers presented 

here in principle may have a determinant role in the kinetic mechanism of 

particles formation. Furthermore those structures are both consistent with 

what found in some previous spectroscopic analysis [69, 180-183]. 
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Therefore both the structures were initially taken in consideration for the 

kinetic mechanism discussed in the following sections.  

 

5.3.2  Gas phase kinetic scheme  

After having achieved indication about the chemical components which 

may be significantly involved in the gas phase kinetics, it was 

investigated how those molecules can react. The final kinetic scheme is 

reported in Table 10. It is important to point out that in assembling the 

final scheme, there were frequent drawbacks with some sensitivity tests, 

which have been essential for this task. Some of the reactions were taken 

from the literature [59-62, 64], but re evaluated at the higher level of 

theory used in this study. Other ones were hypothesized by similarity with 

those in the literature, on the basis of what suggested by the 

thermodynamic analysis. Finally other conversion routes were proposed 

here for the first time. The torsions around the Ga-CH3 bonds were all 

treaded as 1D unhindered rotors, because their rotational PESs are 

characterized by hindrance potentials lower than 1 kcal/mol. In Table 10 

are reported only the elementary reactions found to have a role not 

negligible in the global gas phase kinetics. Anyway other reactions were 

previously taken in consideration and then discharged because not 

relevant, thus they are not further discussed here.  

The first class of reactions introduced was ammonia condensations [59-

61, 64, 67-69], J35-J39,J41,J43. One example of transition state is 

reported in Figure 37a. As already pointed out in previous studies [60, 67-

69], those reactions in principle, take place in 2 steps. The first is the 

formation of Lewiss acid-base adducts, like Ga(CH3)3:NH3, at lower 

energies, without any energetic barrier. Then the second step is the 

elimination of a molecule of CH4, characterized by tight transition states. 

However as explained above the complex is very unstable above 500 K 

and it is rapidly decomposed. Thus the rate of such reactions can be 

calculated neglecting the formation of the adduct, and then evaluating the 
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reaction rate as that of a bimolecular process using the conventional 

transition state theory [60]. Such approximation was verified a posteriori 

and it was confirmed that adduct generation is not relevant. Besides also 

the H2 condensations [62], J40 and J42 were treated with the same 

approach, because they are conceptually quite similar, even if on those 

cases there are not formed any intermediate adducts. 

The radical substitutions with H and NH2 [60], J44-J47 and J53-J57 occur 

in a similar way of ammonia condensations. Indeed it is initially formed a 

radicalic adduct and then is eliminated another radical to form a more 

stable compound. The second step is characterized by a loose transition 

state. Such reactions were initially calculated with the kinetic gas theory. 

Then the estimations of H substitutions were refined using the variational 

transition state theory because it was found with a successive sensitivity 

analysis that those reactions are very sensitive. The estimation of NH2 

substitutions instead was not refined because those reactions are not so 

sensitive. 

Possible reaction routes for the production of the direct deposition 

precursor, which is GaNH2, passes forcibly through some kind of 

decompositions. One example is constituted by homolytic dissociations 

[60], J16-J21 and J63-J64. Their loose transition states were evaluated 

with the variational transition state theory. Then there were here 

hypothesized for the first time H scissions J48-J52 and J58, and 

eliminations reactions, J22-J25, whose transition states are well defined 

saddle points. Also those reactions can lead to the formation of GaNH2. 

As it can be noticed, in case of GaHCH3NH2 (reactions J22-J23), in spite 

CH4 elimination would bring to more stable products, it is less kinetically 

favored than that of NH3. In general ammonia elimination was found to 

be an important element in the gas phase kinetics of GaN MOVPE, also 

for more complex molecules. 
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Table 10: Gas phase kinetic mechanism for GaN MOVPEβ
. 

  Reaction A α Ea 

J1 Ga2NHCH3(NH2)3 + GaCH3(NH2)2  → nuclei + 2NH3 4.0x10
11

 0.5 0 

J2 Ga2NHCH3(NH2)3 + GaH(NH2)2  → nuclei + 2NH3 4.0x10
11

 0.5 0 

J3 Ga2NHCH3(NH2)3 + Ga (NH2)3  → nuclei + 2NH3 4.0x10
11

 0.5 0 

J4 Ga2NHH(NH2)3 + GaCH3(NH2)2  → nuclei + 2NH3 4.0x10
11

 0.5 0 

J5 Ga2NHH(NH2)3 + GaH(NH2)2  → nuclei + 2NH3 4.0x10
11

 0.5 0 

J6 Ga2NHH(NH2)3 + Ga (NH2)3  → nuclei + 2NH3 4.0x10
11

 0.5 0 

J7 Ga2NHH2(NH2)2 + GaCH3(NH2)2  → nuclei + 2NH3 4.0x10
11

 0.5 0 

J8 Ga2NHH2(NH2)2 + GaH(NH2)2  → nuclei + 2NH3 4.0x10
11

 0.5 0 

J9 Ga2NHH2(NH2)2 + Ga (NH2)3  → nuclei + 2NH3 4.0x10
11

 0.5 0 

J10 2GaH(NH2)2  →  Ga2NHH2(NH2)2 + NH3 4.7x10
-2

 2.87 -16.53 

J11 Ga2NHH2(NH2)2 + NH3 → 2GaH(NH2)2     6.0x10
-2

 3.11 -12.06 

J12 GaCH3(NH2)2  + Ga(NH3)3→  Ga2NHH2(NH2)2 + NH3 4.7x10
-2

 2.87 -16.53 

J13 Ga2NHH2(NH2)2 + NH3→  GaCH3(NH2)2  + Ga(NH3)3 4.7x10
-2

 3.12 -11.49 

J14 GaH(NH2)2  + Ga(NH3)3→  Ga2NHH(NH2)3 + NH3 4.7x10
-2

 2.87 -16.53 

J15 Ga2NHH(NH2)3 + NH3→  GaH(NH2)2  + Ga(NH3)3 4.2x10
-2

 3.1 -11.54 

J16 Ga(CH3)3 → GaCH3 + 2CH3 9.0x10
16

 0 79.00 

J17 Ga(CH3)2NH2 → GaNH2 + 2CH3 1.2x10
27

 -3.2 81.40 

J18 GaCH3(NH2)3 → GaNH2 + CH3 + NH2 1.9x10
18

 -0.59 81.66 

J19 Ga(NH2)3 → GaNH2 + 2NH2 3.8x10
18

 -0.81 95.40 

J20 GaH(NH2)2 → GaNH2 + NH2 + H 3.2x10
16

 -0.4 87.60 

J21 GaCH3HNH2 → GaNH2 + CH3 + H 4.0x10
24

 -2.6 79.94 

J22 GaCH3HNH2 → GaNH2+ CH4 2.2x10
11

 0.79 70.63 

J23 GaCH3HNH2 → GaCH3 + NH3 5.3x10
12

 0.21 63.10 

J24 GAH(NH2)2 → GaNH2 + NH3 6.0x10
12

 0.2 60.82 

J25 GANH2 + NH3 → GAH(NH2)2 4.7x10
0
 3.52 39.74 

J26 CH3 + NH3 → NH2 + CH4 2.5x10
3
 2.9 14.60 

J27 NH2 + CH4 → CH3 + NH3 1.1x10
3
 3.2 10.92 

J28 CH4 + H → CH3 + H2 4.0x10
3
 3.2 8.75 

J29 CH3 + H2 → CH4 + H 6.5x10
3
 2.7 8.86 

J30 H + NH3 → NH2 + H2 5.8x10
4
 2.8 10.27 

J31 NH2 + H2 → NH3 + H 2.5x10
2
 3.2 5.15 

J32 C2H6 → 2CH3 1.8x10
21

 -1.24 90.82 

J33 2CH3  → C2H6 3.5x10
13

 0 0 

J34 CH3 + H → CH4 1.6x10
32

 -6 4.14 
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J35 Ga(CH3)3 + NH3 → Ga(CH3)2NH2 + CH4 2.57x10
0
 3.39 14.59 

J36 Ga(CH3)2NH2 + NH3 → GaCH3(NH2)2 + CH4 2.9x10
-1

 3.84 20.99 

J37 GaCH3(NH2)2 + NH3 → Ga(NH2)3 + CH4 6.1x10
-1

 3.49 24.93 

J38 GaCH3 + NH3 → GaNH2 + CH4 8.3x10
1
 3.25 18.09 

J39 GaCH3HNH2 + NH3 → GAH(NH2)2 + CH4 2.0x10
0
 3.48 21.70 

J40 Ga(NH2)3+ H2 → GaH(NH2)2 + NH3 1.8x10
7
 1.28 29.49 

J41 GaH(NH2)2 + NH3 → Ga(NH2)3 + H2 2.6x10
1
 3.16 23.06 

J42 GaCH3(NH2)2 + H2 → GaCH3HNH2 + NH3 1.7x10
5
 1.83 28.36 

J43 GaCH3HNH2 + NH3 → GaCH3(NH2)2 + H2 2.9x10
0
 3.48 19.25 

J44 GaH(NH2)2 + NH2 → Ga(NH2)3 + H 7.1x10
4
 2.33 -2.00 

J45 Ga(NH2)3 + H → GaH(NH2)2 + NH2 4.4x10
12

 0.15 7.10 

J46 GaCH3(NH2)2 + H → GaH(NH2)2 + CH3 4.7x10
11

 0.78 0.71 

J47 Ga(CH3)2NH2 + H → GaCH3HNH2 + CH3 5.0x10
11

 0.82 0.35 

J48 Ga(CH3)2NH2 + H → GaCH3 + CH3 + NH3 1.4x10
8
 1.61 6.41 

J49 GaCH3(NH2)2 + H → GANH2 + CH3 + NH3 2.3x10
7
 1.69 2.90 

J50 Ga(NH2)3 + H → GaNH2 + NH2 + NH3 6.3x10
7
 1.69 4.42 

J51 GaH(NH2)2 + H → GaNH2 + NH2 + H2 2.8x10
9
 1.6 2.51 

J52 GaCH3HNH2 + H → GANH2 + CH3 + H2 1.6x10
-4

 5.8 0.03 

J53 GaCH3 + NH2 → Ga(CH3)2NH2 + CH3 2.6x10
12

 0.5 0 

J54 Ga(CH3)2NH2 + NH2 → GaCH3(NH2)2+ CH3 1.9x10
12

 0.5 0 

J55 GaCH3(NH2)2 + NH2 → Ga(NH2)3 + CH3 9.5x10
11

 0.5 0 

J56 GaCH3HNH2 + NH2 → GaH(NH2)2 + CH3 9.5x10
11

 0.5 0 

J57 GaCH3 + NH2 → GaNH2 + CH3 9.5x10
11

 0.5 0 

J58 GaNH2 + H → Ga + NH3 9.6x10
8
 1.23 6.73 

J59 Ga + NH3 → GANH2 + H 1.7x10
5
 2.65 22.31 

J60 Ga + H → GaH →GaNH2 1.8x10
14

 0.19 0 

J61 Ga + NH2 → GaNH2 1.2x10
14

 0.19 0 

J62 Ga+ CH3 → GaCH3 1.3x10
14

 0.19 0 

J63 GaNH2 → Ga + NH2 2.7x10
26

 -3.65 93.22 

J64 GaCH3 → Ga + CH3 1.8x10
26

 -3.51 68.63 

βKinetics constants are high pressure limits and are expressed as            
  

  
  in 

units consistent with cm, s and mol. Activation energies in kcal/mol 

As discussed in the previous section, the particles generation is promoted 

by the formation of the first stable nuclei with 3 Ga atoms, shown in 

Figure 36a. Of course, before it is necessary to form molecules with 2 Ga 

atoms. For the first time in this study, dimerizations J10-J15 were 

supposed to occur in 2 steps like ammonia condensation, and in fact their 

PESs are conceptually very similar. In Table 10 there are reported only 

the most sensitive ones. In the first step there is the formation of the 
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Lewis acid-base adducts reported in Figure 36b. Then the compounds in 

Figure 36c are formed through ammonia eliminations. Their activation 

energies are even negative because their tight transition states come after 

the formation of the adducts at lower energies and the transitions states 

are stabilized by acid-base interactions as well, as shown in Figure 37b.  

There were also tested the eliminations of CH4 and H2, but there were 

found energy barriers that are more than 20 kcal/mol higher. Therefore 

the latter paths were neglected. 

 

Figure 37: Structures of the transition states related to a) Ga(CH3)3 + NH3 → 
Ga(CH3)2NH2 + CH4; b) 2GaH(NH2)2 → Ga2NHH2(NH2)2 + NH3. 

 

5.3.3  Reactivity between particles and gas precursors  

In this section is clarified the nature of the interactions between the 

particles formed after nucleation and the precursors in the gas phase. As 

explained in the previous sections, the first aggregates formed are 

supposed to be molecules like those in Figure 37a. The evaluation of the 

nucleation rate constant is a complex task. The generation of the first 

stable nuclei, occurs through the formation of unstable dimers with a 

subsequent addition of another molecule with 1 Ga atom. Anyway, as it 

was demonstrated that CH3 and H2 eliminations are kinetically 

disfavored. Consequently those 2 steps should take place through 3 NH3 

eliminations, hence the particles nucleation precursors must have at least 

two amino groups, and their generic formula is GaX(NH2)2, with X that 

can be H, CH3 or NH2. This novel type of mechanism seems to find 
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partial confirm with what experimentally found in a study on [H2GaNH2]3 

in supercritical ammonia [188]. Indeed, though the operative conditions 

are totally different with respect to those in GaN MOVPE, that study 

underlies the importance of ammonia eliminations in the production of 

poly imidogallane.  

The nucleation might pass through the formation of a metastable complex 

with 3 Ga atoms, resulting from the reaction between a dimer and 

GaX(NH2)2, which at high temperatures is very unstable and should 

rapidly decompose. To be converted to the first stable nucleus such 

complex needs to release two ammonia molecules. This act could occur in 

many ways because that big molecule has many internal positional 

degrees of freedom. Besides it is not known a priori if the starting dimers 

are like those in Figure 37b or those in Figure 37c. Several researches of 

the transition state have been carried out and it seems that the rate 

determining step of that reaction is the collision between the dimer and 

GaX(NH2)2, rather than the subsequent complicate reactive steps. 

Therefore that reaction should be barrierles and estimable with a 

reasonable approximation with the kinetic gas theory. The value adopted 

to better fit the experimental data and reported in Table 10 (J1-J9) is 

indeed in that typical range. The uncertainty may be of one order of 

magnitude, but due to the complexity of those molecules and of the strong 

long range interactions involved, most probably it won’t be possible to 

achieve a much more accurate prediction by applying the very time 

consuming variational transition state theory. Besides the PESs of this 

type of collisions are strongly conditioned by long range Ga-N 

intermolecular interactions and this further complicate that task. 

Some tests made lately have evidenced that at the conditions of interest, 

the concentrations of the dimers like those in Figure 37c are one order of 

magnitude higher with respect to those of the analogue dimers like in 

Figure 37c. Moreover the eventual nucleation of the later would be more 

complex because it would be necessary to eliminate one additional NH3 
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with respect to the former. Therefore it was hypothesized that the dimers 

kinetically relevant for the nucleation mechanism are those like in Figure 

37c.    

Finally once clarified the aspects concerning nucleation, it is also 

necessary to provide more information about particles growth. It is 

assumed that the droplets surface behave exactly as the substrate and the 

reactor walls. Thus GaNH2 can be agglomerated in the powders as 

amorphous GaN through a deposition supposed in external diffusive 

regime. This hypothesis seems reasonable because simulations revealed 

that nucleation takes place at high temperatures above the substrate 

(above 800-900 K), whereas what exactly happens after, in the 

downstream, is not of interest for this research. Moreover there was also 

included the radicals terminations on the particles surface, still exactly as 

on the substrate. Summing up the gaseous monomer for the droplets 

growth it was assumed to be GaNH2 as in the case of the film deposition.  

 

5.4   Analysis on the reaction kinetics 
 

After having assembled the kinetic scheme, the following step included in 

the general procedure developed should be a micro kinetic analysis, in 

order to clarify the most significant conversion pathways. However, as 

motivated in Section 5.2.2, here the analysis on the reaction kinetics was 

made directly with the 2D model. The main reaction routes resulting from 

this analysis were then compared with those found by Hirako et al. [59] 

because their kinetic scheme is actually the most used to model the 

kinetics in GaN MOVPE.  

 

5.4.1  Main reaction pathways in the gas  

The referring operative conditions for the kinetic analysis were those of 

the standard experiment, reported in Table 9. Anyway some tests were 

also made by changing some operative parameters in the range explored 
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in the parallel experimental campaign. A scheme representing the main 

reaction pathways is represented in Figure 38. 

 

Figure 38: Main reaction pathways active in the gas phase during GaN MOVPE. 

The Ga-CH3 bonds of the Ga(CH3)3 fed are gradually substituted by the 

more stable Ga-NH2 mainly through ammonia condensations, even 

though also NH2 substitutions give a not negligible contribution. Anyway 

those reactions don’t end with the first one, but proceed in principle till 

Ga(NH2)3, as also inferred by Ikeda et al. [64], as well as by this research 

group [60]. In parallel also Ga-H formations occur in a significant way 

above the substrate, with comparable reactions rate of those of ammonia 

condensations. Those reactions are very important because the resulting 

intermediates GaXHNH2, can be decomposed through ammonia 

eliminations and finally generate the direct deposition precursor GaNH2. 

Ammonia eliminations are indeed the main ways to form it. However the 

rate determining steps of this mechanism are ammonia condensations and 

H substitutions. The latter are in fact radical propagations. Instead H2 

condensations were found to be considerably slower with respect to H 

substitutions because their activation energies are quite elevated (around 

30 kcal/mol). In fact it was also tried to include other hydrogenated 

species in the scheme reported in Table 10, but the deposition and particle 

formation rates changed only very slightly. Hence it was considerate not 
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enough to justify an increased complexity of the reaction mechanism. One 

example of possible reaction pathway that brings to the formation of 

GaNH2 is constituted by the reactions set reported below. Anyway other 

analogue conversion routes are possible, as it can by noticed in Figure 39. 

Then a further secondary contribution is given by the Ga(NH2)3 

decompositions.    

J35)                                       

J46)                                     

J39)                                     

J24)                                                   

In Figure 39b is reported the 2D concentration profile of GaNH2 at the 

operative conditions of the standard experiment, whereas those of the 

hydrogenated species that promote its formation are in Figures 39c and 

39d. It is interesting to compare them with the temperature profile in 

Figure 39a. As it can be expected the concentration of GaNH2 is the 

highest in the proximity of the substrate, whereas the other species are 

decomposed in the lower part of the reactor. This is explained by the fact 

that it is necessary to overcome a temperature threshold to activate 

chemical mechanisms as NH3 eliminations, H substitutions (due to the 

formation of radicals) and NH3 condensations. Then the concentration of 

GaNH2 decreases in the downstream part because of its scavenging due to 

the particles growth. 

The particles nucleation instead is possible only after the formation of 

species like GaX(NH2)2. Therefore the initial steps are at least 2 ammonia 

condensations. After that the dimers like those in Figure 36c can be 

produced through the reactions J10-J15. It was found that those reactions 

are very fast, hence the concentration of the dimers are regulated by their 

thermodynamic equilibrium with GaX(NH2)2. In the final kinetic scheme 

there are included only the most sensitive dimerizations, in order to limit 

the computational effort. In Figure 39e is reported the profile of the most 

abundant dimer. As it can be noticed dimers are formed above the 
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substrate because it is necessary to reach a temperature threshold to 

activate the formation of GaX(NH2)2. 

 

Figure 39: Temperature and mole fractions in the gas phase at the conditions reported 
in Table 9 a) temperature; b) GaNH2; c) GaCH3HNH2; d) GaH(NH2)2; e) Ga2NHH2(NH2)2.  

 

5.4.2  Particles generation dynamics 

After the formation of dimers, they reacts with another GaX(NH2)2 

molecule in a collisional way to generate the first stable nuclei. A possible 

particles nucleation pathway results from following reactions.      

J10)                                  ↔                    

J8)                                            

As it can be deduced the presence of ammonia inhibits dimerizations, 

because they are regulated by the thermodynamic equilibrium. On the 

other hand, higher ammonia concentrations enhance the generation of 

GaX(NH2)2, which are the first nucleation precursors. In other words the 

increment of NH3 concentration should slow down the nucleation rate, but 

nucleation should start before. In the operative conditions considered 

here, the second effect is predominant, thus NH3 enhances particles 

formation. The subsequent growth of the solid aggregates is promoted 

with the contextual scavenging of GaNH2. As explained in Section 2.4.2, 

a) 

b) 

c) 

d) 

e) 
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this is an auto catalytic mechanism, enhanced with the increment of the 

particles dimensions. Such mechanism is partially limited by the droplets 

fouling on the reactor walls, driven by thermophoretic forces and by the 

aggregates coagulation, which reduce their total external surface, 

available for GaNH2 adsorption. 

In Figures 40 are reported the profiles of μo, μ1 and μ2. The moments in 

that figure are dimensionless rearranged as mole fractions (Mk) through 

the Equation 43, where NAv is the Avogadro number, Δv the volume 

increment due to the addition of one GaN unit and Cgas the total gas 

concentration. 

   
  

           
                      

 

Figure 40: Profiles of the first 3 moments of the particles distribution function expressed 
as in the Equation 43 at the conditions reported in Table 9 a) M0; b) M1; c) M2. 

These solutions have been cut off for the introduction of a temperature 

threshold (750 K) below it the reactions involving particles have been 

blocked, in order to help the numerical convergence. Thus the results 

considerably beyond the downstream edge of the substrate are unreliable. 

Anyway the region of interest should be reasonably represented. The 

average molar diameter, in Figure 41a, is around 8 nm, corresponding to 

an average number of monomeric units per aggregate of around 10
4
. The 

massive average diameter, in Figure 41b, is instead around 70 nm, 

corresponding to 5x10
6
 monomeric units. This doesn’t mean that there are 

a) 

b) 

c) 
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not present in significant amount also bigger particles, with diameters 

greater than 100 nm or 1 μm, because σlog is around 2 (log-normal 

distribution). This is coherent with previous researches, where there were 

found particles dimensions mainly in the nano scale above the substrate 

[28]. Most of powders are formed in the upper section and tend to go 

mostly towards the colder walls for thermophoresis, but part of them 

moves towards the substrate for Brownian diffusion. The coagulation 

tends to increase their dimensions, but also to reduces σlog because the 

most favored collision are those between the small but fast aggregates and 

the big ones. In the standard experimental condition most of powders are 

generated in the downstream part of the substrate, while the upstream is 

less affected by their presence.     

 

Figure 41: Profiles of the mean particles diameters at the conditions reported in Table 9 
a) molar averaged; b) massive averaged.  

 

5.4.3  Comparison with the most used literature mechanism 

The kinetic mechanism here proposed was compared with what 

previously hypothesized in the literature. In particular the kinetic scheme 

actually most commonly adopted to model the gas phase kinetics in GaN 

MOVPE was hypothesized by Hirako et al. [59]. Of course also all the 

reactions proposed by those authors were initially considered in the 

kinetic analysis described in Section 5.4.1. Anyway it is important to 

underline that the computational method used in this study is much more 

accurate. Furthermore the reactions included in the scheme of Hirako et 

al. were calculated with different DFT techniques, because taken from 

several previous literature works. Therefore the parameters of the most 

a) 

b) 
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sensitive reactions indicated by those authors were re estimated using the 

computational method adopted in this research. In Figure 42 there are 

shown the discrepancies between the mechanism here proposed and that 

by Hirako et al. 

 

Figure 42: Kinetic analysis of the main reaction pathways in the most cited literature 
mechanism [59] to describe the gas phase reactivity in GaN MOVPE. 

The first main difference concerns the direct deposition precursor. Indeed 

also Hirako et al. [59] assumed the deposition in external diffusive regime 

for temperatures higher than 750 K, but they postulated another direct 

deposition precursor, that is gaseous GaN. This assumption was not 

supported by any other kind of investigations. As explained in Section 

5.3.1, from a thermodynamic analysis it was demonstrated that the most 

stable gas precursor above the substrate is GaNH2. It was also compared 

with gaseous GaN through the reaction J65, and it was found that such 

reaction is extremely disfavored at the typical operative conditions of 

GaN MOVPE. Therefore the presence of GaN in the gas phase, which has 

a triplet ground state [68], should be negligible at the typical operative 

conditions of GaN MOVPE. An alternative candidate to be the direct 

deposition precursor was the gaseous atomic Ga, suggested by Shӓfer et 

al. [181] on the basis of experimental spectroscopic analysis. Here it was 

found instead that also that specie is less stable than GaNH2. This result 

seems in contradiction with the experimental evidences, but it should be 

pointed out that such kind of analysis is considerably affected by the 

strong ionization which partially dissociates a consistent part of the Ga-

CH3 bonds [183, 184]. Moreover if the signal of Ga is compared with that 

of Ga(CH3)2 at low temperatures, that should be due to the ionization of 

the initial Ga(CH3)3, the former is about two order of magnitude lower. 

Thus it is not enough to justify a deposition in external diffusive regime.     
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J65)                            

As evidenced in Figure 42, the first step of both the mechanisms is in 

common, which is the first ammonia condensation of Ga(CH3)3. What 

happens next instead is completely different. Indeed Hirako et al. [59] 

postulated a decomposition of Ga(CH3)2NH2 to the more unstable 

GaCH3NH, through the reaction J66. Also this reaction was taken in 

consideration in the initial kinetic scheme and it was re evaluated with the 

more accurate method used in this study. It was found with respect to the 

calculation of Hirako et al. [59] an activation energy 30 kcal/mol higher. 

This result confirms what previously calculated by Mondal et al. [68], 

which evaluated the transition state of the same reaction using different 

techniques, included various CCSD(T) estimations, finding an activation 

energy around 76 kcal/mol. This means that the reaction J66 is very much 

slower than how hypothesized by Hirako et al. and probably it should not 

take place in a significant way. 

J66)                                  

Another critical point is that in such mechanism it is not considered the 

possibility to form more stable species from GaCH3NH, like for instance 

Ga(CH3)2NH2. Moreover the reaction J66 is assumed as irreversible. Here 

it was thus hypothesized a possible addition with ammonia J67, and it was 

scanned its PES. Such reaction was proved to be barrierless, consequently 

it should be very fast because it is close to the collisional limit, and then 

NH3 concentration in the gas is elevated. The consequence is that if even 

J66 occurred in a significant way, the resulting GaCH3NH wouldn’t be 

enough to be converted to the unstable gaseous GaN through J68, as 

supposed by Hirako et al., because it would rather react with NH3 through 

J67.       

J67)                                 

J68)                                          
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Finally also the mechanism of powder formation here proposed is 

different with respect to that included in the kinetic scheme by those 

authors, who assumed it as a simple polymerization. Among the various 

divergences, in the present kinetic scheme Ga(CH3)2NH2 is not a 

promoter of particles formations. Indeed the conversion to the first stable 

nucleus requires 3 NH3 eliminations and this is possible only if in the 

initial reactants with 1 Ga atom there are at least 2 NH2 groups. Anyway 

this is already widely discussed and motivated in previous sections and it 

would be redundant to report further details here. 

In conclusion the analysis reported above evidences that the reaction 

pathways proposed by Hirako et al. [59] are extremely both kinetically 

and thermodynamically disfavored. Therefore other effective reaction 

pathways should rather take place in a much more significant way.  

 

5.5   Comparison between the effects of kinetics and diffusion 
 

As already pointed out in previous sections, the deposition is not only 

ruled by the reaction kinetics. Indeed the conditions in the MOVPE 

reactors are very far from being homogeneous. Therefore material and 

thermal diffusions have also a critical effect on the global performances 

of the process. However it is not clear exactly which of the two 

contributions is the most important among kinetics and fluid dynamics. 

The understanding of this aspect is very important for planning the 

eventual solutions that can be adopted with the aim to improve the 

optimization of the operative conditions. An aimed sensitivity analysis 

was thus carried on in order to provide indications about such point.  

A fundamental feature is the mixing of the precursors and it should be 

checked whether it is complete or not above the substrate. Indeed NH3 

and Ga(CH3)3 are fed in two separate inlets and stay in the zone of 

interest for characteristic times lower than 1 s. In Figure 43a is evidenced 

that for the standard experiment, the mixing of ammonia is in fact 
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complete before to reach the substrate. Thus GaNH2 and GaN particles (in 

Figure 40b and Figures 41) are generated when this process is already 

complete. Hence such phenomenon should not affect the resulting 

deposition profile. Observing instead the sum of the concentrations of the 

species with 1 Ga atom in Figure 43b it can be noticed that such mixing is 

slower with respect to the ammonia one. This is due to the lower 

diffusivities associated to the Ga precursors, further enhanced by 

thermophoresis. Consequently the growth rate should be limited by the 

diffusion of the group III reactants from the top part of the reactor 

towards the hot susceptor.     

   

 
Figure 43: Mixing profiles at the conditions reported in Table 9 a) NH3 mole fraction;      

b) sum of the mole fractions of the species with 1 Ga atom. 

The conclusion mentioned above was further confirmed by a sensitivity 

analysis in which the diffusivities of all species with 1 Ga atom were 

increased by 30%, with the only exception of the direct deposition 

precursor, GaNH2. Such result is reported in Figure 44 (blue line). Hence 

it is clear that the diffusion coefficients are sensitive parameters because 

the mixing is not complete at the upstream edge of the substrate. However 

in the same figure is also shown that also the correct estimation of the 

kinetic constants of some key reactions is fundamental. In the plot is 

reported only the effect of a decrement by 10 times of all the H 

substitutions J44-J47 (purple line), but also other reactions, like ammonia 

condensations are very sensitive. The reason is that it is necessary to 

overcome a temperature threshold to activate the conversion of the 

reactants to GaNH2. Then, since the residence time above the substrate is 

very low, the chemical reactivity is still in a kinetically controlled regime. 

a) 

b) 
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Furthermore, as underlined in Section 5.4, also particles generation gives 

a dramatic undesired contribution by scavenging the active species from 

the gas phase. Also this side conversion is in a kinetically controlled 

regime. In Figure 44 (green line) is evidenced that the solid droplets start 

affecting the deposition profile only in the downstream part of the 

susceptor, where they started to be formed, as shown in Figures 41. 

Indeed that curve reported in the plot is achieved without including the 

particles formation mechanism.           

What stated above is qualitatively valid also at different operative 

conditions in the experimental operative range explored. The difference is 

just that the deposition profiles shift along the flow direction or change in 

their absolute values coherently with the reactivity and the diffusivities in 

the specific case. Besides, also Dauelsberg at al. [25] made similar 

considerations at different operative conditions, finding in some cases 

growth profiles ruled mainly by diffusion and in other cases affected by 

the particles generation kinetic. Hence, summing up, the main finding of 

the sensitivity analysis described above is that both kinetics and fluid 

dynamics have a key role in the typical operative conditions in GaN 

MOVPE reactors.   

 

Figure 44: Sensitivity analysis on GaN deposition profiles at the conditions reported in 
Table 9, achieved by changing the diffusivities, the pre exponential factors of H 

substitutions or by not including the particles generationn mechanism. 
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5.6   Validation with the experimental results 
 

Finally here the results of the simulations are compared with the 

experiments. In Figures 45 is showed the substrate temperature 

dependence. Indeed in the experiments reported there, the only condition 

changed from the standard experiment was the substrate temperature, 

decreased respectively to 1300 K (T1300) and to 1200 K (T1200). The 

other operative parameters are instead equal to those reported in Table 9 

in all this experimental data. In decreasing the temperature, the formation 

of the particles precursors GaX(NH2)2 are delayed, in particular the 

activated ammonia condensations (20-25 kcal/mol as activations enegies). 

On the other hand also the reactions that lead to the production of GaNH2 

are slowed down. The trend is reasonably well represented.  

What actually simulations are not able to explain is why in the extreme 

left edge of the growth profile in the standard experiment at 1400 K, the 

deposition rate is lower with respect to that at 1300 K. Observing the 

particles 2D profiles in Figures 42 it seems that the droplets formation 

should not affect the physical properties in that part of the reactor during 

the standard experiment. It should be instead mainly dominated by the 

diffusion of the precursors towards the subscector, which should be 

enhanced at higher temperatures. Consequently the only reasonable 

explanation may be a significant etching of part of the GaN film at 1400 

K. This is coherent with what found in previous literature experiments 

[22, 189-191], where it was proven a conspicuous sublimation of the GaN 

layer at elevated substrate temperatures, with apparent activation energy 

of 83 kcal/mol [190]. Besides, the presence of a consistent etching at the 

standard conditions was confirmed by some aimed additional 

experiments. Hence, with the aim to qualitatively check if the 

experimental trend would be more reasonable represented by accounting 

also the etching rate, the curve at 1400 K has been arbitrary shifted of 300 

nm in Figure 45c. Apparently including a desorption mechanism in the 

model would sensibly improve the model predictions from the 
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quantitative point of view. Thus further studies are required in this 

direction. The absolute values of the simulated results reported in this 

section are thus higher with respect to the experimental values probably 

because the etching is not considered. The eventual desorption of GaNH2 

from the substrate may eventually also increase its scavenging on the 

particles surface, hence further enhancing also the autocatalytic growth 

mechanism.     

 

Figure 45: Effect of the substrate temperature on the deposition profiles                          
a) experimental; b) simulated; c) with the simulated curve at 1400 K shifted of 300 nm 

for a possible etching mechanism. 

In the experiments reported in Figures 46 it was changed only the total 

flow rate from 10 slm (Standard) to 5 slm (F5000) and 14 slm (F14000), 

keeping the flows distributions constant. Excepting the absolute 

discrepancy probably due to the sublimation mentioned above, there is a 

good agreement between simulation and experiments. The flow rate 

influences mainly the residence time above the substrate and 

consequently the starting point of chemical reactions, which are in 

kinetically controlled regime. Besides also the diffusion of group III 

sources from the upper part of the reactor towards the growth area and a 

little the temperature profile are conditioned by the flow rate.    

a) b) 

c) 
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Figure 46: Effect of the flow rate on the deposition profiles  a) experimental;                           
b) simulated. 

In Figures 47 is represented the dependence by the partial pressure of the 

inlet Ga(CH3)3, that was varied from 6.9x10
-2

 mbar (Standard) to 3.9x10
-2

 

mbar (PIII20) and 9.8x10
-2

 mbar (PIII50). Experiments show that the 

curves are not exactly proportional to that parameter as it can be guessed 

a priori. Simulations are not able to predict this discrepancy, but probably 

shifting the curves consistently with the GaN desorption rate might 

explain it. Then, though a general reasonable agreement, observing the 

trends there is a slight difference between simulations and experiments. 

However, considering the level of accuracy of the methods used here to 

calculate the kintic constants and the particles growth, as well as the lack 

of the GaN desorption mechanism, the model predictions seems 

acceptable. 

 

Figure 47: Effect of the Ga(CH3)3 initial partial pressure on the deposition profiles               
a) experimental; b) simulated. 

Finally in Figures 48 is represented the dependence of the total pressure, 

changed from 200 mbar (Standard) to 100 mbar (P100) and 280 mbar 

a) b) 

a) b) 
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(P280). Anyway in order to keep constant the residence time above the 

substrate, also the total flow rates were modified accordingly. Specifically 

it was varied from 10 slm (Standard) to 5 slm (P100) and 14 slm (P280). 

Apart that the difference in the particles generation should be a little less 

enhanced, probably for the same reason explained for the results in Figure 

47, the description is in quite good agreement. The effect is partly due to 

a variation of the main kinetics and partly to the diffusion enhanced at 

low pressures. Thus though the residence time was kept constant, the 

curve at lower pressure is shifted towards the upstream because of the 

enhanced material transports. The inclusion of an etching mechanism 

would probably compensate part of the discrepancies because the 

sublimation is enhanced at lower pressures. Furthermore some sensitive 

reactions may be in fall off regime. 

 

Figure 48: Effect of the total pressure on the deposition profiles a) experimental;               
b) simulated. 

 

5.7   Concluding remarks 
 

In this work it was proposed a novel kinetic mechanism to describe the 

reaction kinetics active during the GaN MOVPE. The level of accuracy of 

the ab initio calculations here performed is much higher with respect to 

those previously used in the literature and further new conversion 

pathways were added in the kinetic scheme. The assumptions here 

adopted are also supported by a thermodynamic analysis and are coherent 

with what found in some earlier spectroscopic experiments. With the 

inclusion in the gas phase kinetics of new set of elementary reactions and 

a) b) 
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chemical species, as well as with a more accurate estimation of the kinetic 

constants, the present mechanism was proved to be more realistic than 

what previously suggested in the literature.  

It is assumed that GaNH2 is the direct deposition precursor because it is 

the most stable gaseous molecule above the substrate. It was 

demonstrated that other hypothesis reported in the literature instead are 

not able to justify the growth profiles in external diffusive regime. Indeed 

those unstable compounds would be rapidly decomposed at the high 

temperatures above the substrate. The conversion of the initial Ga(CH3)3 

to GaNH2 occurs in several steps involving the gradual substitution of the 

Ga-CH3 bonds with the more favored Ga-NH2 and Ga-H, as well as the 

ammonia eliminations here proposed. 

Then also the nucleation was treated in a different way than in the 

literature. Here it is not approximated the particle growth as a simple 

polymerization because the molecular structures of the most stable 

oligomers with different number of Ga atoms changes completely. 

Consequently their related physical properties and chemical reactivity are 

not similar. It was suggested in this research that the first stable nucleus is 

produced after 3 ammonia eliminations from species like GaX(NH2)2, 

with X that can be H, CH3 or NH2. From thermodynamic evaluations 

resulted that such key oligomer should have a planar geometry whose 

kernel is a ring composed by 3 Ga and 3 N atoms, with a structure in 

some way analogue to those of the aromatic hydrocarbons. The dimers 

instead are much more unstable intermediates, whose concentrations are 

regulated by the thermodynamic equilibrium. 

Anyway the gas phase reactivity was not the only object of this research. 

Indeed a fluid dynamic representation of the AIXTRON reactor was 

developed. Then particles formation and growth were described using a 

model based on the second order method of moments.  Also such model 

was improved from what previously proposed, by including a new 

correlation to keep into account explicitly the size dependence of the 
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aggregates growth rate. That expression was achieved analytically using 

two different approaches, obtaining the same result. The growth 

mechanism found on this way is in fact auto catalytic.  

An aimed sensitivity analysis carried on in this study, showed that both 

the transport phenomena and the kinetics have a key role in determining 

the global performances of the MOVPE reactors. Indeed the mixing of the 

group III precursor is not complete above the substrate, thus its diffusion 

towards the hot susceptor limits the deposition rate. On the other hand 

also the chemical reactivity is in a kinetically controlled regime because it 

is required to overcome a temperature threshold to activate the reactions 

that lead to the GaNH2 production. Moreover also the particles nucleation 

is kinetically controlled as well. 

The model here developed is able to explain the experimental evidences 

with prediction in general good agreement, consistently with the level of 

precision of the ab initio calculations and the uncertainties in the 

correlations of the method of moments adopted. Besides, also using a 2D 

model to solve the material balances may have partially affected the 

simulations results. However in order to achieve a better quantitative 

representation, it is necessary to include also some correlations able to 

predict the sublimation of the GaN from the substrate. From a qualitative 

analysis explained above, the latter phenomenon is able to explain most 

of the discrepancies between the simulations and the experimental data.   
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Conclusions 
 
 
 

In this phd thesis it was developed a general methodology to clarify the 

kinetics at different scales in bi phase systems characterized by an 

interaction between a gas and an activated solid surface. Such method 

implies the formulation of advanced kinetic mechanisms composed only 

by elementary reactions. Their parameters are estimated through accurate 

quantum chemistry ab initio calculations, based on the transition state 

theory. The precision of the techniques applied here is higher with respect 

to classical DFT, used in the literature to describe the same type of 

processes, because the latter presents conspicuous uncertainties especially 

in the activation energies. Besides the micro kinetics, it was also 

evaluated the effect of fluid dynamics on the global performances of the 

reactor. Indeed transport phenomena could be fundamental in determining 

the behavior at the macro scale. Such approach was successfully applied 

to describe four different systems of interest from the industrial point of 

view. Therefore the methodology here proposed was resulted to be a 

useful tool to optimize the operative conditions for various types of 

processes with a subsequent improvement of their global performances. 

The first part of the work was dedicated to the non oxidative valorization 

of natural gas through non thermal plasmas. The simulations are 

consistent with the results reported in the literature, that have 

demonstrated the possibility to achieve elevated acetylene yields with 

energy efficiencies comparable with those of thermal processes. 
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Moreover one of the main findings of this study is that the temperature 

evolution in the plasma volume plays a key role in determining the 

system reactivity and its energy consumption. Among the conclusions of 

this study are included a set of guidelines that may be useful to improve 

the energy efficiency of plasma methane conversion.  

Then it was studied the silicon CVD from trichlorosilane. A micro kinetic 

analysis revealed that a radical chain mechanism, never proposed before 

in the literature, should be predominant in the gas phase of industrial 

Siemens reactors. Furthermore it was pointed out a strong inter relation 

between the reactivity in the two phases because of the consumption of 

the corrosive HCl in the gas, produced during the deposition. Thus 

operating Si CVD in conditions in which the gas phase reactivity is 

favored (i.e. at high gas phase temperatures) should enhance the precursor 

conversion and the film growth rate, though at the expense of an 

increased production of tetrachlorosilane. The new proposed conversion 

pathways have lately been proved to be effective also during SiC growth, 

evidencing good agreement between simulations and experiments. 

However, as the operative conditions are completely different with 

respect to those in Si CVD, the product distribution totally changes. 

Those simulations predict that the surface kinetics of atomic Si can 

influence the SiC deposition profile. 

Finally this research was also focused on GaN MOVPE. Such project was 

in cooperation with two research groups in the University of Tokyo and 

part of the phd thesis was spent there. A reasonable good agreement 

between simulations and experiments was achieved. With the hypothesis 

proposed it has been possible to clarify various phenomena that take place 

in the reactor during the film growth, focusing in particular on kinetics 

and diffusion. Thus the model can potentially be used as a means to 

achieve higher growth rates, as well as to reduce the powders drop on the 

substrate.
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