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Introduction

Digital Elevation Models (DEMs) provide a numerical description of the terrain
surface and nowadays probably are the most important tools for modelling it. By
definition, a DEM is a data set that is used to calculate, by interpolation, the eleva-
tion of a certain point of the ground (surface) which is described with a given ac-
curacy. In general DEMs can be distinguished in Digital Surface Models (DSMs),
which represent the actual surface and are mainly used to provide information also
on objects that are built on it (buildings, woods, etc.) and Digital Terrain Mod-
els (DTMs) which represent the elevation of the bare soil without vegetation and
buildings.

Official cartographic bases in Europe include Digital Terrain Models; in re-
cent years, different countries and regions have produced their own DTMs. How-
ever, since unique and general rules are not completely shared, every institution
has constructed DTMs in the deemed best and most appropriate manner. As a
consequence, the different available DTMs have been acquired by different data
sources and are characterized by different resolutions and accuracies; furthermore,
they are georeferenced in different reference frames. In some cases it could hap-
pen that the elevation data are not homogeneous and consistent at the borders
between countries or regions: in the worst cases also biases can be present along
the border. This is a major problem when dealing for example with hydrogeolog-
ical studies, and especially in alpine areas where hydrogeological risks may exist.
For example, when an event like a landslide happens at the border between two
countries or regions, making use of the available DTMs is not possible if a bias is
present between the different elevation data that covers the landslide area. In such
cases a unique and integrated DTM which covers the whole interest area could be
useful to analyse the scenario. DEMs are mainly distinguished according to two
characteristics: resolution and accuracy. Resolution is the spatial density of the
elevation information contained in a DEM; accuracy is the degree of closeness of
the elevation information to its actual true value.

In recent years, both in Italy and Switzerland, elevation data with different
reference frames, technologies, accuracies and resolutions have been produced.
The HELI-DEM (HELvetia-Italy Digital Elevation Model) project, funded by the
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2 Introduction

European Regional Development Fund (ERDF) within the Italy-Switzerland co-
operation program, aims at developing a unique DTM for the alpine and subalpine
area between Italy and Switzerland. For Italy the involved Regions are Lombardy
and Piedmont, for Switzerland Ticino and Grisons cantons are involved; for all of
them only the alpine part of the territory is considered.

The goal of the project is the creation of a Digital Terrain Model which covers
the whole project area and which has to be correctly georeferenced and produced
validating and integrating all the elevation information made available by the dif-
ferent project partners. The altimetric information should be continuous and con-
sistent at the nominal level of the input DTMs; therefore the resolution of the final
DTM should be at least equal to those of the original input DTMs and the vertical
accuracy has to be in every area the best one obtainable from the input DTMs.

To create a unified DTM the available data have basically to be merged to-
gether on a common output grid. But this procedure, that apparently seems to
be simple, implies a sequence of operations that are not so obvious. First of all
the data have to be validated, both reciprocally and by external and more accurate
data in order to verify their accuracy and the presence of possible global biases or
local errors. After that, the data that seem suitable and correct have to be aligned
to a common reference frame, which is that of the final grid. Finally the input
DTMs have to be merged on the output grid, trying to use both the low resolution
and high resolution data. This operation could be very complex, because the prob-
lems that may occur both in the mathematical method adopted and in its numerical
implementation are due to the large amount of input data.

This thesis, carried out for the most part within the HELI-DEM project, will
describe the deep analyses that have been performed to find the best procedures
to be adopted and the final results of the project.

In Chapter 1, after a brief overview on the history of Digital Elevation Mod-
els, the processes for the acquisition of elevation data are described. Then the
different techniques used to acquire elevation data are depicted and compared.
The final part deals with the quality of a DEM, the standards for the classification
of DEMs and the different levels of DEM representation today adopted, making a
brief overview on the three global DEMs used today.

Chapter 2 presents the HELI-DEM project, the collected data and all the pre-
processing operations that have to be done in order to use the available data for the
creation of the unified DTM. The implementation and test of a GNSS transnational
network useful to collect validation data and the implementation of a software that
allows the transformation between different reference frames are described. The
analyses and the obtained results of cross-validation and external validation of all
the DTMs are outlined and commented.
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Chapter 3 addresses the problem of regrid a DTM on a different grid. In
particular attention is paid on the polynomial surfaces and in particular bilinear
and bicubic models are compared on real data. Then ill-conditioning systems are
treated and some solutions to this problem will be given and compared. At the
end two different procedures for the merging and interpolation of different DTMs
on an output grid are tested and compared on real data, in order to find the best
procedure that will be then applied on HELI-DEM case study.

In Chapter 4 the procedure for the production of the unified HELI-DEM DTM
from the low/medium resolution available DTMs and the final product are pre-
sented. Also the procedure to correct the unified DTM with the high resolution
data are described in detail. In particular a filtered approach is applied with a nu-
merical implementation of the Fast Fourier Transform.

Chapter 5 depicts an alternative method, studied after the end of the project,
to produce a unified elevation model from partly overlapping input DTMs, over-
coming the limitations of the previous method. The method is tested on HELI-
DEM data producing a different final product, which is then cross-checked with
the input data and which can give better results.





Chapter 1

Earth representation through
Digital Models

Digital Elevation Models are the most important tool to memorize elevation data
and are very useful for many environmental and territorial applications. DEMs can
be obtained by different elevation data sources as for example photogrammetry,
digitalization of existing maps, SAR, LiDAR or GPS. Depending on the used
source data and on the needed application, DEMs with different resolution and
accuracies can be constructed.

In this chapter, after a brief overview on the history of Digital Elevation Mod-
els, the techniques to acquire elevation data and the data processes for producing
a DEM are described. In the final part, the three global DEMs used today are
presented.

1.1 Brief history of the Earth surface representation

Human beings have been using maps since ancient times. This can be related
to the attitude of certain ancient communities to nomadism. This tendency to
nomadism must have honed their ability to draw maps. In the beginning maps
were drawn on stone, wood or rock. The Eskimos were probably the only ones
who tried to draw maps showing also the terrain relieves: in fact they drew on
the sand the relief of the coastline (Figure 1.1). In 1826 F.W. Beechey wrote that
“First they marked the coastline, then they signed the mountains and the hills,
then the islands, maintaining correctly the proportions. Then they marked the
islands using pieces of stick planted vertically in the sand. In that way they gave
a complete topographic map of the area”.

In ancient times, semi-symbolic and semi-pictorial descriptions were used to
represent the actual three-dimensional terrain surface, but with a very low qual-
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6 Earth representation through Digital Models

Figure 1.1: Eskimo stick carved to represent the coastline.

ity and accuracy. Today, modern maps with a well-designed symbol system and
a solid mathematical foundation are scientific and abstraction features of the ter-
rain surface (Li et al., 2005). A contoured topographic map is the most familiar
way to represent the terrain surface (Figure 1.2). Beginning in the 16th century,
lines connecting points of equal elevations were in fact used by Dutch and French
engineers and cartographers; these lines were firstly used to portray forms of the
underwater surface and later to show the dry land configuration of the Earth sur-
face. As people gradually realized that elevation was important upon other aspects
of the physical environment, they began to collect accurate data. Since the 18th
century contoured topographic maps gradually became the most familiar way of
representing the three dimensional surface. On a topographic map, the terrain fea-
tures are projected orthogonally onto a two dimensional horizontal datum. The
terrain details are in this way represented by lines and symbols: in particular the
terrain heights can be represented by contour lines.

Figure 1.2: Example of the terrain representation through contour lines.
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Another way to record the world is photography, which was born in the 19th
century. With respect for example to maps, photographs are much more detailed
and easier to understand. In particular photographs have been used since 1849
for the terrain surface representation, even if in a photo the height information
is missing. With the birth of photogrammetry also elevation information have
been extracted by aerial photographs. In fact photogrammetry can determine the
geometric properties of objects as for example their height: 3-D surfaces can be
reconstructed by using a pair of aerial photographs, taken from two slightly differ-
ent points of view, representing the same area with a certain percentage of overlap.

Satellite images have been used to complement aerial photography since 1970s.
Many satellite systems take overlapping images of the terrain so that these images
can also be used to construct 3-D models of the Earth surface. With the birth of
computers, since the middle of the 20th century, also space-borne cameras and
electronic sensors of high metric accuracy have been spread, giving good data
and new possibilities for land-form portrayal. With the widespread of computing
technology, modern mathematics and computer graphics, digital representation of
the terrain has been played an important role in surveying sciences. Digital ter-
rain surfaces can be can be mathematically or geometrically represented; some
common mathematical representations are Fourier series and polynomials. There
are also a lot of methods for representing the terrain in digital form: regular or
irregular grids are common graphic representations (Figure 1.3).

Figure 1.3: Digital representations of terrain.
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1.2 Field models
A model is anything used as a representation of a real object, law, theory or event.
A model is not the real world but merely a representation and a simplification of
it; it is usually scaled down with respect to reality and converted to a form which
can be more comprehensible. There are many types of models, as shown in Figure
1.4, and among these, the three main types are (Saaty and Alexander, 1981):

• conceptual,

• physical,

• mathematical.

Figure 1.4: Different types of models.

The conceptual model is the model born in a person’s mind about a situation or
an object based on his experience. This type of model forms the primary stage of
modelling and is followed by a mathematical or physical model. A physical model
is usually an analogue model; an example of this kind of model is a terrain model
made of plastic, or clay. Finally a mathematical model represents a situation, a
phenomenon or an object in mathematical terms, through the use of mathematical
concepts such as constants, variables, functions, equations, etc. Mathematical
models can be divided into two types: quantitative models, based on a numerical
system, and qualitative models, based on set theory, that cannot be reduced to
numbers. Mathematical models can be classified into functional models, which
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intend to solve mathematical problems, and stochastic models, which are useful
to solve probabilistic problems. Six criteria allow to search for the best method,
when a phenomenon has to be described by a mathematical model (Meyer, 1985):

• accuracy: the output of the model is correct or very nearly correct,

• descriptive realism: the model is based on correct assumptions,

• precision: the prediction of the model is composed by definite numbers,
functions or geometric figures,

• robustness: the model is immune to errors in the input data,

• generality: the model can be applicable to a wide variety of situations,

• fruitfulness: the conclusions are useful, or inspiring to other good models.

Another criterion can be added to this list, which says that the smallest possible
number of parameters should be used in the model; in fact not always the most
complicated model is the best one to be used.

A field model is a representation of a characteristic or a phenomenon of the
Earth, which is spatially referenced. In this sense a field model can be generalized
as an ordered set of sampled data points that represents the spatial distribution
of different kinds of information on the terrain. A mathematical expression of it
could be:

Ki(P ) = fi(uP , vP ), i = 1, 2, 3, ...,m, P = 1, 2, 3, ..., n (1.1)

in which Ki(P ) is one attribute value of the K-th type of terrain feature at the
location of point P; uP and vP are the 2-D coordinates of the point P;m (m ≥ 1) is
the total number of terrain information types and n is the total number of sampled
points. In this way a field model presents the spatial distribution of one or more
terrain information by 2-D locations plus a mathematical representation of the
terrain information; this kind of model is a 2.5-D representation of the information
in 3-D geographical space. To construct a field model of this type, a mathematical
modelling process has to be carried out with some data collected from the terrain.
Data should be collected with a proper density and distribution; the field is thus
represented by the sample points. If attributes on a location different from the
sample points are needed, then an interpolation is applied to extract information
from the model of the surface.

The term “field” is associated not only with land, hydrographic features, soil
or vegetation but also with the socio economic aspect of an area. Generally a
model of a field could contain the following groups of information:
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• landforms, such as elevation, slope and other geomorphological features
that are used to depict the terrain relief,

• terrain features, such as hydrographic features (i.e rivers lakes, coast lines),
transportation network (i.e roads, railways, paths), settlements, boundaries,
etc.,

• natural resources and environments, such as soil, vegetation, geology, cli-
mate, etc.,

• socio-economic data, such as the population distribution in an area, industry
and capital income, etc.

Many field models exist. To outline just an example of them, in geomatics field
models that describe the subsidence of a terrain (the slow and progressive lowering
of it) are very important. Figure 1.5 shows an example of subsidence map for Las
Vegas area (Amelung et al., 1999) obtained through InSAR data.

Figure 1.5: Example of subsidence model of LasVegas area (Oksanen, 2006).
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1.2.1 Digital Elevation models

A model that describes the surface of the Earth can be called Digital Elevation
Model (DEM). Digital Elevation Models, which are nowadays probably the most
important tools for representing the terrain surface, are a numerical representation
of the terrain features in terms of elevation measurements obtained by sampling a
topographic surface. In other words, they are a numerical representation of height
details information that provide a continuous description of the surface. By defi-
nition, an elevation model is a data set that is used to calculate, by interpolation,
the height (usually orthometric referred to the geoid taken as reference) of a cer-
tain point of the ground (or surface) which is described with a given accuracy.
The traditional contours maps are an example of elevation models; they are a very
effective representation of the terrain elevation because they provide both an accu-
rate information along the contour lines and an overall morphology of the terrain:
in fact smooth ground presents sparse lines and slight curvatures, while rough
terrain is characterized by dense lines with large curvatures.

In general DEM indicates the 3-D representation of a surface; DEM, which
refers to the generic family of the elevation models, can be distinguished in Dig-
ital Surface Models (DSMs), which represent the actual surface and are mainly
used to provide information also on objects that are built on it (including build-
ings, woods, etc.) and Digital Terrain Models (DTMs) which represent the eleva-
tion of bare soil (Maune et al., 2001) without vegetation and buildings (example
in Figure 1.6). DTMs may also include some man-made features, such as road
embankments.

Figure 1.6: Difference between DSM and DTM.

DEMs often comprise much of the raw dataset, which may have been acquired
through techniques such as photogrammetry, LiDAR, land surveying, etc. DSMs
are topographic maps of the Earth surface with a geometrically corrected reference
frame over which other data layers can be draped. DSMs, including the maximum
heights everywhere (vegetation, roofs of buildings, bridges, roads and natural ter-
rain features), are produced for example from the processing of stereoscopic im-



12 Earth representation through Digital Models

ages, because neither the operator nor the matching software can see the ground
through roofs and leaves. If a DTM is requested from a DSM, it is necessary to do
a correction process to rub out trees and buildings. While DTMs, providing the so
called “bare-earth model”, are used for flood or drainage modelling, land-use and
geological studies, DSMs are very useful for landscape modelling, city modelling
and visualization applications.

1.3 Data acquisition process for producing a DEM

To produce a DEM the first step that has to be carried out is the acquisition of all
the data that will be used to build the model itself. In this process, a set of data
points is acquired from the terrain surface in two stages: sampling and measure-
ment. During the sampling process, the locations in which the measure is done
are chosen; during the measurement stage, the coordinates of these locations are
measured. Density, distribution and accuracy are the three key concepts related to
the DEM data source acquisition process.

1.3.1 Data sampling process

Sampling is the process of selecting points that have to be measured in a certain
position and that are used to construct the DEM. This operation can be charac-
terized by two parameters, distribution and density (Makarovic, 1973). An op-
timum sampling process is characterized by proper density and distribution, that
are usually related to the location and pattern of the sampling. Measurement is
the determination of the 2-D planimetric coordinates of a point and is concerned
with accuracy. The sampling process can be done before or after the measure-
ment: when it is done after the measurement a subset of measured data points
are selected, usually with great density. The distribution of sampled data is usu-
ally specified by location and pattern. The location is defined in terms of the 2-D
coordinates (Longitude and Latitude, or East and North). On the other side, con-
cerning the sampling pattern, there is a variety of it that is available for selection
and that can be classified in different ways. Figure 1.7 shows an example of this
classification.

Data that are regular in 2-D dimensions are generally produced by means of
regular grid or progressive sampling; the resulting pattern can be a rectangular,
a square grid, or a hierarchical structure of these two. Square grids are the most
commonly used. Also other special regular patterns can be used, as for example
equilateral triangles and hexagons. However, these structures are not so used as
profiled or regular grids.



1.3 Data acquisition process for producing a DEM 13

Figure 1.7: Pattern of sampled data points (Li et al., 2005).

Irregular patterns on the other hand include random, cluster and string data. When
the measured points are located randomly, that means not in a specific form, the
data pattern is called random; when the measured points are clustered, the data
are clustered; this is very used in geology. As for string data, although they are
not located in a regular pattern, they follow certain features, such as break lines,
datasets that are sampled along rivers, ridges and other feature lines belong to this
pattern.

Density is another attribute of sampled data and it can be specified by different
modalities, such as the distance between two points, the number of points per unit
area, and so on. Distance between two sampled points is expressed by sampling
interval or distance: if the sampling interval varies with the position, an average
value can be used. In space domain the sampling interval is specified by the
distance, in frequency domain it is characterized by the number of points per unit
area.

Points on a terrain surface can be viewed in various ways from the different
viewpoints inherent in subject such as statistics, geometry, topography, science,
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etc. Therefore, different sampling methods can be designed and evaluated ac-
cording to each of the following viewpoints (Makarovic, 1973): statistic-based
sampling, geometry-based sampling and feature-based sampling.

From the statistical point of view, a terrain surface can be considered as a pop-
ulation and the sampling can be carried out randomly or systematically. In ran-
dom sampling, any sampled point is selected by a chance mechanism with known
chance of selection; in systematic sampling, points are selected in a designed way,
each with a chance of 100% to be selected. From the geometric point of view, a
terrain surface can be described by a regular or irregular geometric pattern: a com-
mon used method corresponding to 1-D pattern is contouring, while a 2-D regular
pattern could be sampled using a square or regular grid, a series of contiguous
equilateral triangles, or other regularly-shaped geometric figures. Finally, with
the feature-based point of view, a terrain surface is composed of a finite number
of points, and the information content of these points may vary with their posi-
tion. Therefore surface points can be classified into two types: feature-specific
points and random points. Points belonging to the former group are more impor-
tant because they don’t contain only the coordinate information about themselves
but also implicitly represent some information of their surroundings. For example
peaks are the summits of mountains and hills, so they have a set of lower points
around them and, by contrast, pits are the bottoms of valleys, so they have a set of
higher points around them. Lines which connect certain types of feature-specific
points are called “feature-specific lines” and they include course lines, ridge lines,
break lines and so on. Course lines connect points that are defined by a local mini-
mum in height, ridges lines connect points that have the local maximum in height,
and finally break lines connect points that present a sudden slope change.

1.3.1.1 Sampling strategies for data acquisition

Various sampling strategies have been developed to optimize the process as for
example selective sampling, sampling with one dimension fixed, sampling with
two dimensions fixed, progressive sampling and finally composite sampling. Se-
lective sampling mimics field surveying, because with this procedure all the very
important points (VIPs, the most significant field points) are selected and mea-
sured. In addition some more points are selected in order to guarantee a certain
density of the data. The advantage of this method is that only a limited number of
sampling points, but the most significant, is needed to represent the terrain surface
with high fidelity. Contouring and profiling are two commonly used techniques in
sampling with one dimension fixed. Contouring means sampling the data along
contours; this operation is similar to the traditional contour measurement on the
stereo model, but in the DEM data sampling all points in the contour are recorded
in digital form and the point recording could be selective along a contour line;
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obviously the height value in the Z dimension is fixed when measuring a contour
line. If X is the fixed dimension, the floating mark on the stereo model moves
along the YZ plane and the result is a profile on the YZ plane: this process is
called profiling (Makarovic, 1979). On the other hand sampling with two fixed
dimensions regular grid and progressive sampling procedures: in the regular grid
sampling points are obtained in the form of a regular grid, setting the fixed inter-
vals in both X and Y directions to form the plane grid; then, all the points of the
grid nodes are measured.

The progressive sampling can solve the problem of redundancy which is present
in regular grid sampling: the sampling is carried out in a grid pattern whose in-
tervals change progressively from coarse to fine over an area. The procedure is
performed in this way: first a set of grid points is measured at a low density; then
the collected elevation values of these data points are analysed by a computer. The
computer then generates the locations of new points to be sampled in the next run.
This procedure is repeated until some criteria are satisfied. Progressive sampling
can solve part of the redundancy problem that is inherent in regular grid sampling,
but still there are shortcomings:

• the sampled data points have a high degree of redundancy in the proximity
of abrupt changes in the terrain surface,

• pertinent features may be lost in the first run which has its wide spacing,

• the tracking path is rather long, which decreases efficiency.

In the composite sampling a regular grid sampling is combined with a selective
sampling, taking advantages of the efficiency in measurement of the former and
the effective in surface representation of the latter. In this way abrupt changes,
such as break lines or ridges, are sampled selectively and the values and feature
sampling points are added to the regular grid-sampled data.

1.3.1.2 Accuracy of sampled data source

The sampling process depends on distribution and density of the sampled data.
Measurement is connected with accuracy: the accuracy of sampled data depends
on the methods used for measurement, including which method is used, which
instruments are used and which technique (field survey, photogrammetry or map
digitalization) is adopted. For example in general data acquired by field survey
are more accurate with respect to those acquired by map digitalization. Obviously
there are some exceptions: for example in case the instruments used for field sur-
veying have low accuracy and the maps are at large scale and have been digitalized
by a very accurate instrument, it can happens that the data digitized from maps are
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more accurate than those acquired by field survey. The type of instrument implies
potential accuracy limitation and very accurate results can be obtained only if the
used instruments have a very high quality.

The measurement can be done in static or dynamic mode. Static mode means
the measurement is carried out for a certain time period, maintaining the measure-
ment instrument fixed in the same position for all the time (an example is the static
GPS). In dynamic mode the measurement is carried out dynamically: for example
in the field survey using kinematic GPS, the GPS receiver is in motion, also in
photogrammetry the measurement is carried out when the float marks are still in
motion. In dynamic mode data are acquired with lower accuracy with respect to
the static mode.

1.3.2 Techniques for DEM source data acquisition
A DEM can be considered as a set of points on the terrain surface. Each points is
described by its horizontal coordinates (X , Y ) and height (Z). These points are
usually used to generate topographical contour maps, surface modelling, volume
computation and engineering design work. Various techniques are available to
collect data used for creating DTMs (Acharya et al., 2000):

• cartographic digitalization: digital data are obtained from information gath-
ered from existing maps,

• ground surveying: includes data coming from traditional (topographic) or
spatial (GNSS) survey techniques,

• photogrammetry: includes the aerial and satellite photogrammetry,

• Airborne Laser Scanning (ALS) and LiDAR (Light Detection and Rang-
ing): they use ultraviolet, visible and infra-red region of the electromagnetic
spectrum,

• Interferometric Synthetic Aperture Radar (InSAR or IfSAR): it uses two or
more Synthetic Aperture Radar (SAR) images to generate maps of surface
deformation or digital elevation.

1.3.2.1 Cartographic digitalization

The digitalization of documents and graphs (maps, sketches, photographs, paint-
ings, etc.) has been widely spread during the last years. A good indication of the
great extent of documents digitalization can be extracted by examining the num-
ber of funded Research Programmes and the total amount of funds given by the
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national and international organizations such as the National Science Foundation
of US and the Frame Programmes of EU.

Generally there are two cartographic digitalization techniques: the vector-
based line following and the raster-based scanning. In both cases digitalization
can be done either manually or by automated devices, as schematized in Fig-
ure 1.8.

Figure 1.8: Schema of cartographic digitalization methods (Li et al., 2005).

The process of converting a paper map into vector format includes the following
steps:

• digitalization of the map,

• removal of possible noise,

• detection, binaryzation and skeletonization of the contours,

• vectorization of the contours.

Manual line following is the most widely used method. Manual raster scanning
means to superimpose a regular grid onto the map and then record whether con-
tours pass through these grid cells. An example of map digitalization is shown in
Figure 1.9.

In manual line-following digitalization, the map is carefully put onto the digi-
tizer table and an operator traces the contour lines using a cursor with cross-hairs;
coordinates are recorded in two ways, in stream mode or in point mode. In point
mode digitalization, each time the operator presses a button, the x and y coordi-
nates of the cursor position are recorded: in this case the operator has to decide
which points are to be measured. Even if this is a tedious process, the advantage
is that the operator controls the selection of points to reduce data volume. Stream
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Figure 1.9: Example of map digitalization: the operator follows the borders of the
triangle, and the image is automatically saved on the pc as a matrix of zeros and ones.

mode means that the tracing/measurement process is carried out dynamically and
is thus less accurate; the points coordinates are recorded, while the cursor is mov-
ing along the contour lines. The disadvantage is that the operator does not need
to execute the line following and so there may be a big data redundancy. Data
points will be recorded at a certain intervals irrespective of whether the cursor is
following the line well or is quite deviating from the line, which often happens at
the turns of curves.

Also semi-automated devices for line following are available but they are
very expensive. Semi-automated line-following devices have been developed to
overcome the manual line-following digitalization problems; the process is semi-
automated because an operator is still required to supervise the system and to
execute some initial operations such as the initial positioning of the device on
contours, guiding the device through areas of closely packed contours and cliffs,
inserting contour elevation values, etc. In both cases, either the digitalization has
been done manually or semi-automatically, data obtained by digitalization are in
the digitizer coordinate system and must be transformed into a geodetic coordinate
system, applying an affine transformation.
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On the other hand, raster scanning makes fully automated digitalization pos-
sible. Each line scan is divided into resolution units and for each unit the scan
provides different returns whether or not a contour line is present: in binary code,
a 0 is recorded if nothing is present, a 1 is recorded if there is a line. Scanners
for cartographic scanning have high resolution; the amount of data is very huge
and there is redundancy. The vectorization, which can be manual or automated,
is then required: in manual vectorization an operator carries out line-following
digitalization on the scanned map visualized on a screen, automated vectorization
is instead done with algorithms.

1.3.2.2 Ground survey and GPS

Land surveying by using Total Station is the conventional method that has been
used for decades for high resolution elevation data collection, even if it requires
intensive work by at least two operators, is very slow in term of survey speed and
requires inter visibility between stations. A modern Total Station is an electronic
device that combines the ability to measure a position horizontally and vertically
at the same time. It is composed by two parts, a machine mounted on a static
tripod and a prism (the target) on a metal support, which is moved around the site.
The tripod is set up at a base station, usually a point that can be seen from as much
as possible of the survey area. Several base stations may be needed to cover the
survey area. The coordinates of the base station are inserted into the machine (they
are calculated before the survey begins) as well as the direction to grid North and
the heights of both the tripod and staff. The prism is then carried around the site
and positioned vertically each time at a recording point. The machine mounted
on the tripod sends out a light signal, which bounces back from the prism giving
a time interval that is used to calculate the distance between the station and the
target. The Total Station has a microprocessor which automatically collects these
angle and distances measurements, calculates the trigonometrical equations and
converts them into grid coordinates.

Global Positioning System (GPS) offers an alternative where relatively less
operator work is needed for the survey, no inter visibility between stations is re-
quired and terrain information can be directly obtained. GPS, initially developed
for military use, is used today for positioning purposes and measurement of the
Earth surface: it is used in mobile phones, in car navigation, in search and rescue
equipments, etc. GPS is commonly used also for surveying because it gives a
position directly, without the need for measuring angles and distances between in-
termediate points. The equipment and calculations are quite complex, but for the
user the process is generally very simple. The GPS system is composed by three
parts (as shown in Figure 1.10): the space segment, the ground control system and
the user segment.
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Figure 1.10: GPS system: space segment, ground control system and user segment.

Space segment refers to the GPS constellation of 32 satellites (nominally 24),
that orbit at about 20’000 km above the Earth surface and continuously broadcast
measurement signals and navigation messages to the GPS users (Biagi, 2009).
Each satellite continuously transmits messages that include:

• the time the message was transmitted,

• broadcast orbital information (the ephemeris) of all the GPS satellites,

• the general system health.

These information are transmitted by two different electromagnetic waves, or car-
ries (L1 and L2), that are modulated with pseudo-random signals that, properly
decoded, contain the above-mentioned messages.

The control segment consists of ground stations that manage the satellite con-
stellation. It is composed by: one master control station located in Colorado, five
monitor stations spread all over the world, and three ground antennas. The mas-
ter control station collects the signal coming from the satellites tracked by the
monitor stations; these information are used to compute and predict the satellite
orbits, that are then sent to the satellites that will distribute them, and to monitor
the status of the system.

The user segment consists of receivers used by the final users: they can be
hand-held, mounted in cars, installed on aircrafts, ships, or put on a tripod, which
is the case of field surveying. A GPS receiver consists of hardware and software
for receiving, decoding, storing and processing the signal from the satellites. The
GPS receiver computes its position by timing the signal sent by GPS satellites.
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The basic principle of GPS-based measurement is in fact range detection. To
determine an unknown position in 3-D space, three distances from three known
points are needed. These distances, between satellite and the unknown receiver,
can be obtained by measuring the time (τ ) needed by the signal to travel from
the satellite to the receiver; knowing the propagation velocity (c) of the signal
through the path, the distance is easily computed as D = cτ . To solve the receiver
position, at least three satellites/distances must be available. Considering that the
clock device mounted on the receiver is not exactly aligned to a common reference
time scale, another distance is needed to estimate also the clock offset. That is
why the GPS constellation was designed in order to guarantee at least four visible
satellites from every place of the Earth.

GPS uses two type of measures: pseudorange and phase. The pseudorange
measure is performed through the correlation of the binary signal transmitted by
the satellite; it is very simple to use because it is almost a direct measure of the
distance, but it has a precision only of 30 centimeters. The phase measure on the
other hand is done measuring directly the electromagnetic wave (carrier), which
has a precision of 1 millimeter. The problem is that due to the short wavelength (19
cm for L1 and 24 cm for L2), only the phase can be measured, it means only the
fraction of the last wave arrived to the receiver. The distance is composed not only
by this term, but also by the integer number of cycles of the wave, that cover the
distance between the satellite and the receiver. This term, called Initial Ambiguity,
represents the main problem of the processing of this type of observation. In fact
a precision of the order with a magnitude of 1 mm can be obtained only in case
the integer number of cycles is correctly estimated. For this purpose a lot of
positioning methods that uses the phases exist, as for example the RTK relative
positioning (Grejner Brzezinska et al., 2005).

GPS data are affected by a great number of different errors, related to different
causes. Instrumental errors are those resulting from the functional modalities of
satellites and receivers; they are due to the intrinsic precision that the devices
are able to provide in the different measure modalities (pseudo-range or phase
measures). Instrumental errors are:

• satellites clocks offset, which can be eliminated by the creation of opportune
differences between observations,

• receiver clock offset, which can be eliminated by performing simultaneous
observations from at least four satellites and another receiver,

• state of poor health of one satellite, eliminated by discarding the information
of that satellite,

• noise of the receiver, which is not eliminable.
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Other errors exist, related to the modality of use of the system and of execution
of the observations. These errors can be quantified by their effect on the satellite-
receiver distance and, since they are greater than the instrumental errors, have
to be eliminated or minimized. Among these errors there are: model errors and
observation errors.

Model errors (biases) are systematic errors present both in the pseudo-range
and in the phase measures. They are the already explained ambiguity biases of the
carrier waves, and those caused by the indetermination of the satellite orbit or by
a perturbation of the signal during the propagation through the atmosphere (tro-
pospheric and ionospheric errors). Tropospheric errors can reach 1-10 m, while
ionospheric even 100 m.

Observation errors are accidental errors which occur during the acquisition of
the signal by the receiver. Some of these errors cannot be eliminated, but they can
be minimized by using proper techniques and procedures. They can be:

• Cycle slips: they are interruptions on the reception of the signal during a
measurement session. They can be due to high signal noise or to a tempo-
rary obstruction of the line of sight receiver-satellite. During a session, until
the carrier waves are received without interruption, a single unknown ambi-
guity is generated for each receiver-satellite couple. When an interruption
of the signal occurs, at the time of the hang up of the signal, the fractional
part of the phase measure is equal to the one that would be obtained if no
discontinuity was present, but the number of cycles elapsed between the
beginning and the end of the interruption is missing; this entire number of
cycles represents the entity of the cycle slip.

• Multipath: it is a phenomenon that gets the signal/noise ratio worse and is
due to the simultaneous reception of both the signal coming directly from
the satellite and of other signals reflected from some surfaces surrounding
the GPS antenna (woods, buildings, etc.). In order to remove this problem,
the antenna has to be located in an open area, away from reflective surfaces,
and/or equipped with special protections (radome). Multipath can affect the
distance up to few centimeters.

• Variation of the antenna phase center: it is due to the fact that antennas
cannot receive in an isotropic way signals both in azimuth and zenith di-
rections; in fact the same signal received by two identical antennas, but
differently orientated, generates different measures. This problem can be
removed using antennas of the same type and orientated in the same direc-
tion, or by using proper models antenna-depended that have been recently
become available.
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It is possible to carry out GNSS measurements in different modalities, to
which different accuracies correspond. The most used are:

• Absolute positioning or point positioning: it is performed with a single re-
ceiver using the code and/or phase of the GNSS signal. The position of
the point can be obtained in real time using a single epoch, as for example
in case of cinematic or navigation, or occupying the same point for many
epochs with a long measurement. In the first case the position accuracy is
of the order of 10-15 meters, in the second case the accuracy can reach ten
centimeters (with a static measurement that last for some hours), because
bias or errors are reduced by redoundant observations.

• Differential positioning or DGPS: it is operated with a single receiver using
only the first frequency, but at the same time, also differential corrections
transmitted by a second receiver with known position are acquired. The
corrections give information useful to reduce biases and errors. The coordi-
nates estimated in real time positioning have an accuracy of the order of 0.5
meters.

• Relative static positioning: it is performed using at least two receivers, one
of which is located in a known position; the receivers have to be maintained
in the same position for the entire measurement session (the duration can
span from some minutes to some hours). In all points both the phase and the
code of the GNSS signal are acquired (raw data) and then, through a post-
processing elaboration the positions of the unknown receiver is estimated
with respect to the reference, as a baseline. By differencing the observa-
tions, in fact, many errors and biases that the receivers have in common
are reduced or eliminated. The measurement schema usually contemplate
the realization of a network of baselines that connect known points and un-
known points, whose coordinates have to be estimated. A GNSS permanent
network service is often used as reference. This method is suitable for all
measurements which require high accuracy and reliability, such as networks
monitoring, photogrammetry and deformation monitoring. The accuracy of
the baselines components depends on the baseline length and on the length
of the session, and it can reach few millimiters.

• Relative RTK positioning: in this modality two receivers are used, the for-
mer is kept fixed on a points with known position (called “base” or “refer-
ence”), while the latter (called “rover”) is in motion and occupies points at
unknown positions. The base receiver transmits to the rover the code and
phase correction data estimated in real time and that contain information
useful to reduce biases and errors, by which the position of the rover can be
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instantly estimated in real time. The data transmission can be done through
a modem GSM, internet, or radio. The coordinates accuracy has a magni-
tude of few centimeters. If the raw data acquired by the base and by the
rover are kept, it is also possible to perform a control elaboration in post
processing. The RTK technique is convenient in GNSS surveys where a lot
of points have to be measured with a high accuracy; it can be used also in
kinematic mode for the determination of the path of moving vehicles. An
example of RTK measurement is shown on Figure 1.11.

Figure 1.11: RTK GPS survey: the system is composed by two receivers, base and
rover, and some GPS satellites.

One of the drawbacks of using GPS and in particular RTK GPS is that its perfor-
mance depends on the level of the so called satellite visibility, which is a parameter
that signs the area openess so that the GPS signal can be directly tracked by GPS
receiver without being disturbed or being blocked by obstructions (building, trees,
etc.). The quality of GPS data is proportional to this parameter: better the satellite
visibility, better the GPS positioning can be done. Also the quality of the DEM
obtained from GPS data is related to this parameter. In fact one of the important
factors that should be considered in using DTM is the quality characterization
of the DTM itself. Also the configuration of the satellites in view is important
for the accuracy: in Figure 1.12 examples of a good and bad configurations are
shown: satellites should occupy all the sky above the receiver as homogeneously
as possible.

In relative positioning the accuracy depends on the length of the baselines,
because the residual tropospheric noise is greater when the atmospheric conditions
of the two receivers positions are very different, and so the longer is the base,
the worse is the achievable accuracy of the measures. In medium atmospheric



1.3 Data acquisition process for producing a DEM 25

Figure 1.12: Absolute positioning: good (on the left) and bad (on the right) satellites
configurations.

conditions, the achievable accuracies of RTK for example are 1 cm, 10 cm, 50 cm
and 1 m with baselines 1 km, 10 km, 50 km and 100 km long.

In Table 1.1 (Biagi, 2009) the best accuracies achievable with the different GNSS
positioning methods are summarized.

Survey type Accuracy Notes
Absolute kinematic from 10 m According to the receiver types
in real time to 1 m and new signals availability
Absolute static

10 cm According to the research topic
in real time
Relative kinematic

From 1 m to 2-5 cm
According to the receiver type

in real time and the distance between
or post processing reference and rover
Static relative Better than

By very long surveys
and post processing 1 cm

Table 1.1: Achievable accuracies with the different GNSS positioning modalities.
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1.3.2.3 Photogrammetry

Photogrammetry is the art, science and technology of obtaining reliable informa-
tion about physical objects, and the environment, through the process of recording,
measuring and interpreting images and patterns of electromagnetic radiant energy
and other phenomena (ASPRS, 1980).

Although many photogrammetric theories date back more than a century, the
use of digital photogrammetry in extracting information has developed for the last
40 years. The processing of films is usually made by analytical plotters, while
digital data are processed by Digital Photogrammetric Systems (DPS). The pro-
cessing algorithms are being continuously developed (Kraus, 2007). Intensive
research for the automation of information extraction from digital images, based
on image analysis methods, has been carried out for the last 40 years.

One standard method used in photogrammetry is to split the field based on the
camera location during photography. On this basis there are aerial photogram-
metry and close range photogrammetry. The main products are Digital Elevation
Models (DTMs or DSMs), ortho-images, 2-D and 3-D reconstruction and classi-
fication of objects for mapping or thematic applications, visualizations maps, 3-D
views, animations and simulations (Baltsavias, 1999).

In aerial photogrammetry the camera is mounted on an aircraft and is usu-
ally pointed vertically towards the ground and multiple overlapping photos of the
ground are taken while the aircraft flies along its flight path. The collected photos
are then processed in a stereo plotter; this instrument allows the operator to view
at the same time two photos in a stereo view. To create a DEM in automated pro-
cessing these photos are used. In close range photogrammetry, the camera is near
the subject and is typically hand held on a tripod. The output of this kind of pho-
togrammetry is a drawing or a 3-D model. Usually this kind of photogrammetry
is used to model buildings, engineering structures, forensic and accident scenes,
etc.

The fundamental principle of photogrammetry is to make use of a couple of
stereo-pair images to reconstruct the original shape of the 3-D objects, that is, to
form the stereo model and then to measure the 3-D coordinates of the objects on
the stereo model (Whitmore and Thompson, 1966). A stereo-pair refers to two
images of the same scene taken at two slight different places so that they have a
certain degree of overlap. An example is shown in Figure 1.13. Actually, only in
the overlapping area the 3-D model can be reconstructed. In aerial photography,
generally there is a 60% overlap degree in the flight direction and 30% between
the flight strips; where the ground is very mountainous the side lap must be up to
50%. The same consideration can be done for the overlap between two frames: in
flat area the overlap percentage can be equal to 60%, but in mountainous area it
should be increased up to 85%.
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Figure 1.13: Example of stereopair: the images cover the same area with a certain
overlap (Liu, 2010).

Each photograph is characterized by six orientation elements: three angular
elements (one for each of the X , Y and Z axis) and three translations (∆X , ∆Y
and ∆Z coordinates, usually in a geodetic coordinate systems). Any two images
with overlap can be used to generate a stereo model. Space images can also be
used to reconstruct stereo models; in this case the percentage of overlap is not so
standardized.

Figure 1.14(a) reports how an overlap of photographic coverage is obtained
while the airplane is moving along a flight line: from position L1, the area AK is
photographed, while from position L2 the area GT is photographed. As a conse-
quence, the overlap area between the two images is the area GK, which represents
an overlap degree of 60% with respect to the overall area. The nadir points N1

and N2 are included in the overlap area thus appear on both photographs. Fig-
ure 1.14(b) shows how a side lap in a photographic coverage is formed: at position
L1 the plane, flying towards the reader, photographs ground area AK. At position
L2, the plane, flying away from the reader, photographs the area GT. The common
area, that is the overlapping area between flight strips, is GK and it represents the
30% of the overall region.

Figure 1.15 shows an example of an overlap photography: the overall area is
VWYZ, ground points N1 and N2 are the nadir points of the two photographs.
The ground point P which is located in the midway between N1 and N2, is the so
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(a)

(b)

Figure 1.14: Photographic coverage: overlapping between photograms (a) and
overlapping between flight strips (b).

called “stereoscopic perspective center”.
The degree of automatization and digitalization of the processing work is now

quite high. All the automatic procedures measure blindly a spatially homoge-
neous field of generally highly redundant points, with the only exception of fea-
ture based matching, which in low texture areas can have few points. On the other
hand manual photogrammetric measurements offer a high flexibility in the selec-
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Figure 1.15: Example of overlap photography (Liu, 2010).

tion of measuring mode (raster, profiles, contours, etc.), a selective measurement
(much less and almost non-redundant points) and an explicit modelling of char-
acteristic geomorphological lines and points, that are crucial for obtaining a high
accuracy DEM. Automatic methods, if the points are dense, measure the features
only partially, at the cost of a high and redundant data volume. The automation
of break-line detection is easy with images, because the grey level edges can be
used as indicator of surface discontinuities. The high redundancy of automated
methods can be useful to better model objects, filter errors, etc.; however, after
these processes have been performed, an intelligent data reduction or compres-
sion is necessary, otherwise data amount explodes avoiding to be processed by
most commercial packages (Baltsavias, 1999).

The quality assessment of photogrammetric products is well established and
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the limits of photogrammetric methods are known. For example, when using film,
specialized and expensive hardware, like image scanners or analytical plotters, is
required. Today the research is focused on automation of feature extraction and
further advancements in DTM generation and digital aerial triangulation are very
slow but necessary, because the already implemented algorithms of commercial
systems are partly insufficient.

1.3.2.4 LiDAR

Traditional methods such as field surveying and photogrammetry can yield high-
accuracy terrain data, but they are time consuming and labour intensive. In some
situations as for example in forested area with dense vegetation, it is impossible
to use these methods for collecting elevation data, mainly because there is not di-
rectly visibility of the terrain from above. Airborne Light Detection and Ranging
(LiDAR), called also Airborne Laser Scanning (ALS), is a good alternative for
collecting high density and high accuracy three dimensional terrain point data.

Lasers as remote sensing instruments have been used for 30 years, for example
in fields such as lunar laser ranging, satellite laser ranging, atmospheric monitor-
ing and oceanographic studies. Researches and design on LiDAR for topographic
data collection started from the ’80s (Krabill et al., 1984). Commercial airborne
LiDAR systems have been operational since the mid ’90s, and they continue to
represent an active research area. Over the last decade more reliable and accurate
LiDAR systems have been developed and they have been used for the generation
of DEMs.

LiDAR is an active remote sensing technique where a short laser pulse is
sent out and the deflection angle as well as the round trip time of echoes are
recorded (Lemmens, 2007). Multiplying this round trip time with the group ve-
locity of the laser (approximately the speed of light) the estimation of the 3-D
coordinates of the scanned targets is allowed.

LiDAR is composed by three components:

• the aircraft position, determined by kinematic dual frequencies GPS, typi-
cally at 1 second,

• the aircraft orientation or attitude, continually monitored by a sensitive In-
ertial Reference System (IRS), typically at 50 times per second,

• the terrain measurement device, that emits a number of discrete laser beams
(typically 50000 to 25000 per second), measuring the time taken by the
beam to reflect from the ground back to the aircraft.

The laser scanner consists of a pulse generator of laser and a receiver to get the
signal of scattered and reflected pulses from targets (Pfeifer and Briese, 2007;
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Figure 1.16: Components of LiDAR system: aircraft with an on-board IRS and a laser
scanner, GPS satellites and GPS base station on the ground to know the position of the

aircraft.

Wehr and Lohr, 1999). The laser pulses have a wavelength in the range of 0.8 µ to
1.6 µm, they are 4 to 5 ns in duration and have a peak energy of several millijoules.
Laser pulses are emitted at a rate up to 250 kHz to the Earth surface. The distance
between the LiDAR sensor and the object can be calculated by multiplying the
speed of light by the time the signal takes to reach the target and return to the
sensor.

As discussed in the previous section, in photogrammetry some perspective im-
ages are taken from different positions; if the interior geometry of the camera, the
relative position and attitude of the images at their exposure times are known, the
intersection of the images rays yields the spatial coordinates of the corresponding
point. For each point, at least two observations are needed. Photogrammetry is
a passive technique, thus dependent on sunlight in natural environment. More-
over, in aerial photogrammetry, where the camera is mounted on an airplane and
it looks to the nadir direction, clear sky conditions are needed, too. In contrast to
this, LiDAR is an active technique thus neither dependent on sunlight nor on clear
sky. In addition, since all the three coordinates are observed at the same time, one
single scan is sufficient to compute a three-dimensional point cloud of the whole
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object if it is visible from one viewpoint.
LiDAR data have become a major source of digital terrain information, and are

used today in many areas such as building extraction, 3-D urban modelling, hy-
drological modelling, glacier monitoring, soil classification, river bank or coastal
management, etc. However, terrain modelling has been the primary focus of most
LiDAR missions (Hodgson et al., 2005). Today LiDAR is one of the most used
method for terrain data collection: in fact with LiDAR, data with high energy and
high accuracy can be generated. Compared to photogrammetry, due to LiDAR ca-
pability of canopy penetration, DTMs generated from LiDAR data can overcome
the limitations of photogrammetry in forested areas. Kraus and Pfeifer (Kraus and
Pfeifer, 2002) demonstrated that the accuracy of LiDAR derived DTM in forested
areas is similar to that of photogrammetry derived DTM in open areas. LiDAR
is also useful in DTM generation in urban areas because LiDAR data are free of
shadow.

Airborne LiDAR technology is still developing rapidly in both sensor and data
processing with the focus aimed to increase laser frequency in order to collect
more data points. High density data allow to represent the terrain in much detail,
but this leads to a significant increase of data volume, imposing challenges also in
the storage, processing and manipulation of the big amount of data. Because of
the specific characteristics of LiDAR data, issues such as the choices of modelling
methods, interpolation algorithms, grid size and data reduction are challenging
study topics for the generation of a high quality DTM from LiDAR data.

Raw LiDAR data, that means the data as collected by the sensor, can contain
return signals from each target the laser beam happens to strike, including human
made objects (buildings, telephone poles, and power lines), vegetation or even
birds, so actually the LiDAR allows to obtain also very accurate and high resolu-
tion DSM (Barber and Shortrudge, 2004). In order to obtain a DTM from LiDAR
data, all the features (buildings, trees, etc.) have to be automatically detected and
discarded from the previous DSM. At this purpose one of the most critical step is
to separate the LiDAR points into ground (terrain) and non ground (non terrain)
points: this process is called LiDAR filtering or extraction. Various filter methods
exist, but none of them is 100% accurate and as a consequence a manual editing of
the filtering results is still needed. Several filter algorithms have been developed
for automatically extracting ground points from LiDAR point clouds. Tovari and
Pfeifer give a classification of the filter algorithms (Tovari and Pfeifer, 2005):

• morphological or slope-based algorithms: these algorithms use height dif-
ferences to recognize points belonging to objects. The classification is done
using a threshold that determines the admissible height difference between
two neighbour points such that one can be considered as bare ground. This
approach can use also a fixed slope or gradient threshold instead of height
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differences,

• progressive densification algorithms: these filters identify some points be-
longing to the ground and then, depending on those, classify more other
points as ground. Usually the points used as seed are the ones with lower
height. Additional ground points are determined by investigating their neigh-
bours in the reference surface,

• surface based algorithms: these filters use a parametric surface that itera-
tively approaches to hypothetical bare soil. The surface is modified depend-
ing on the influence of the individual input points,

• clustering-segmentation algorithms: these filters are based on the idea that
a cluster of points belongs to an object if its height values are greater than
its neighbours. In these cases the classification is done in two steps, first
a segmentation is performed and then the segments are divided in different
classes depending on the differences in height between segments.

The filtering algorithms depend only on the geometric characteristics of LiDAR
point data. In order to increase the accuracy and reliability of the filtering process,
additional information such as intensity and derivatives from full waveform have
to be used; for example the intensity of the laser beam response can be used in
order to estimate and improve the position of the edge between areas with different
reflectance properties.

With the new LiDAR sensors, range accuracy can reach 2-3 cm (Lemmens,
2007). The GPS receiver records the aircraft trajectory and the IRS unit measures
the attitude of the aircraft (roll, pitch and yaw). The calculated range between the
scanner and the target, and the position and orientation information collected from
the GPS and IRS allow to determine the target location in 3-D space. The accuracy
of the collected LiDAR points depends on the GPS and IRS accuracy. Airborne
GPS is able to yield results 5 cm horizontally and 20 cm vertically accurate, while
IRS can generate attitude with accuracy within a couple of centimeters. As a result
LiDAR data can have accuracy equal to 15 cm Root Mean Square Error (RMSE)
in height and 20 cm RMSE in planimetry.

Other important developments of airborne LiDAR systems include the integra-
tion of a high resolution digital camera with a LiDAR system. For each collected
digital image, the position and orientation of the camera can be obtained by using
the GPS or IRS data. Exterior orientation parameters for each frame of imagery
are directly provided by these position and orientation data. No stereo overlapping
images and ground control points are needed (Ackermann, 1999).
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1.3.2.5 SAR

Synthetic Aperture RADARs (SARs) produce all weather, day and night, high
resolution images of the Earth surface, which can be used for many applications:

• topographic maps,

• urban areas analysis,

• hydrological studies,

• landslides monitoring.

SAR is composed by a conventional RADAR mounted on a moving platform
(airplane or satellite) (Ferretti et al., 1998). The RADAR antenna, pointed down
to the direction of motion of the platform, allows to illuminate a portion of the
terrain, by emitting short direction pulses at regular intervals during its movement
along the predetermined path. The electromagnetic signal, sent by the antenna, is
reflected by targets on the ground and by the soil itself.

The electromagnetic signals, characterized by frequencies between 500 MHz
and 30 GHz, received at the different positions by the antenna, are then processed
in order to obtain information about the targets. This process, which requires a lot
of computational resources, is usually done a posteriori. The result is a reflectivity
map containing information about the phase and amplitude of the registered sig-
nal: amplitude information are very useful because they contain indications about
the soil coverage (Graham, 1974).

The main advantage of SAR with respect to usual optical systems is related to
the capability of operating during night and also with cloud coverage, because the
microwaves emitted by the RADAR have a wavelength greater than optical waves
and they can penetrate clouds. In addition, compared to traditional RADAR sys-
tems, SAR allows to obtain images with a better spatial resolution. The movement
of the platform with respect to objects fixed on the ground is used to synthesize
via computer a antenna with much bigger dimensions than the physical antenna
mounted on the aircraft. SAR observations collected on the different sensor po-
sitions are then combined in order to obtain a high resolution image: this process
is called focusing. These are coherent images, it means that images contain in-
formation about intensity (related to targets reflectivity) and phase (related to the
distance between the target and the RADAR).

By combining two or more SAR images of the same area, it is also possible
to generate elevation maps and surface change maps with high precision and res-
olution. This technique is called SAR interferometry, also abbreviated InSAR or
IfSAR. InSAR is an active technique with sensors that transmit pulses of electro-
magnetic energy and record the backscattered signal to derive the spatial position
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of the survey target. InSAR sensors are usually installed on a fast moving aircraft
which can also fly at high altitudes. Usually a two-side looking antenna (separated
by a known baseline) are mounted on it. In this “single pass” configuration, the
first antenna transmits radio waves and both antennas receive the backscattered
signal. This configuration enables the system to scan the same target simulta-
neously from two different antenna positions. Advanced SAR data processing
enables the system to generate a pair of high resolution images of the same scene.
Each pixel preserves amplitude and phase of the backscattered signal. These in-
formation are exploited in the interferometry process where both images are dif-
ferentiated. The resulting phase differences are then unwrapped and converted to
heights and finally a DSM is generated. The same product can be obtained using a
“repeat pass” configuration: in this case images are acquired from a single antenna
at different times and then processed to obtain a DSM. However the simultaneous
acquisition has significant advantages as the mitigation of temporal decorrelation
that improves data quality.
SAR images can be affected by some geometric deformations. “Foreshortening”
occurs when the radar beam reaches the base of a tall feature tilted towards the
radar (for example a mountain) before it reaches the top. This effect can be seen
in Figure 1.17(a). For this reason objects that are located in an area with slope
parallel to the signal sent by the antenna are all represented in the same resolu-
tion cell. “Layover” occurs when the radar beam reaches the top of a tall feature
before it reaches the base. The return signal from the top of the feature will be
therefore received before the signal from the bottom. As a result, the top of the
feature is displaced towards the radar from its true position on the ground, and
lays over the base of the feature (Figure 1.17(b)). The last effect is “shadowing”:
shadows on the image are present when the RADAR beam doesn’t illuminate a
portion of the ground, as for example the terrain behind vertical objects or behind
a mountainside (Figure 1.17(c)).

Sometimes InSAR elevation data are noisy and also some biases may exist,
because of InSAR sampling cell contains individual (volume) scatters both on the
ground and above. This happens principally in urban and forested areas where,
for example, a building or a tree together with ground is present in a single sam-
pling cell. On the other hand, the long wavelength of the InSAR system offers its
biggest advantage as it can penetrate through clouds, haze and dust. This means
that InSAR can operate virtually under all weather conditions. By using different
wavelengths, the system penetration capabilities can be altered. For example, the
X-band reflects the vegetation where P-band penetrates it to the ground.
Making a comparison between InSAR and LiDAR, the processing of InSAR data
is more complex than LiDAR data. In fact the processing of InSAR data requires
highly sophisticated software and, as in case of LiDAR, the process of trained
data has to be done by an operator. Some system and processing errors are still
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(a) (b)

(c)

Figure 1.17: Geometric distortions. Figure (a) - Foreshortening effect: the RADAR mea-
sures distance in slant-range, the slope (from point a to point b) will appear compressed
and the length of the slope will be represented incorrectly (a’ to b’) at the image plane.
Figure (b) - Layover effect: the RADAR beam reaches the top of the feature (b) before
it reaches the base (a); the top of the feature is displaced towards the radar from its true
position on the ground (b’ to a’). Figure (c) - Layover effect: the radar beam is not able
to illuminate the portion of the terrain behind a vertical object or a mountainside.

problematic and are present in the data as noise. Although both systems are in
principle capable of recording more data along a single range (LiDAR records
more than one return, InSAR uses multiple frequency and polarization) in prin-
ciple, they capture digital surface definition (as can be seen in Figure 1.18) and
further processing is required to extract digital terrain definitions. Many algo-
rithms have been developed to automate this process; however none of the avail-
able algorithms are fully reliable and an expensive and time consuming manual
data filtering is still required. InSAR allows to generate maps of surface deforma-
tion, with a potential accuracy of few centimeters, or digital elevation also at the
global scale (to produce global DEMs). This technique can potentially measure
centimeter-scale changes in deformation over spans of days to years. An example
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Figure 1.18: Comparison between LiDAR and InSAR.

of InSAR global scale product is the SRTM global DSM, described in detail in
Section 1.6.1.1.

1.3.2.6 Comparison between DEM data from different sources

All the acquisition methods described in the previous sections have advantages
and disadvantages. Therefore, when choosing a method, various aspects such as
purpose, accuracy requirements or conditions of the equipment should be consid-
ered. A comparison between these methods in various aspects, such as efficiency,
cost and accuracy is reported in Table 1.2 (Li et al., 2005).

In terms of measurement accuracy, a millimeter-level can be reached by ground
survey, centimeter level by photogrammetry and meter level by digitalization from
maps. The accuracy of photogrammetric data depends on the used images: in case
of space photogrammetry using satellite images, the accuracy could be very low,
depending on the resolution. For example, if SPOT images with 10 meters reso-
lution are used, then the accuracy ranges between 5 and 10 m. InSAR allows to
reach an accuracy of 1 cm, and it is a good technique for deformation measure-
ment. With ground survey and photogrammetric techniques, terrain feature points
can be obtained if desired, therefore high fidelity to the original surface can be
preserved by the digital data. In terms of efficiency, ground survey is more labour
intensive and so it is suitable when high accuracy is required but the area to be
measured is small. On the other hand, for medium or large area, photogrammetry
is preferable because most of the processes are today automated and data acquisi-
tion is more efficient. For cartographic digitalization human work is needed dur-
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Acquisition Accuracy Speed Cost Application
method of data domain

Traditional surveying High (cm-m) Very slow Very high Small areas

GPS survey
Relatively

Slow Relatively high Small areas
high (cm-m)

Photogrammetry
Medium to

Fast Relatively low
Medium to

high (cm-m) large areas
InSAR Low (m) Very Fast Low Large areas

LiDAR High (cm) Fast High
Medium to
large areas

Map digitalization
Relatively

Slow High Any area size
low (m)

Map scanning
Relatively

Fast Low Any area size
low (m)

Space photogrammetry
Low to

Very Fast Low Large areas
medium (m)

Table 1.2: Comparison of various DEM acquisition methods (Li et al., 2005).

ing the raster and vector conversion, even if the scanning process is automated. In
countries where these are available, contour maps are the major source for digital
terrain modelling and they have been used for producing national DTMs.

1.4 Quality of a DEM
A DEM is represented by a 2.5-D locations plus a mathematical representation of
terrain information and it is commonly regarded as a 2.5-D representation of the
terrain information in a 3-D geographical space. Therefore, the accuracy check
and calibration approach is often in 2.5-D, that is if a translation in altitude be-
tween the two model is present, it is estimated and removed. On the other hand, a
complete 3-D approach in validation and calibration is characterized by estimating
and removing both the planimetric and altitude biases, applying a roto-translation.

Once a DEM has been created, the estimation of its quality is important. The
common techniques for quality assessment were based on the statistical compar-
ison of small reference areas of the DEM with respect to higher accuracy data,
usually available in small reference areas, in order to find outliers (Thompson
et al., 2001).

The quality of a DEM is related to the resolution. High resolution DEMs are
more prone to errors. In addition, the higher the resolution is, the most difficult
the evaluation of input data quality and the assessment of the resulting DEM are.
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In a DEM a lot of errors can be present, that can limit its application. Thus, not
only the system producers but also users are interested in the quality of a DEM.
In order to be better used for various downstream studies, the quality of a DEM
must be quantified using adequate methods and measures; these measures must
be communicated to the users, in order to make the users conscious of the quality
of the DEM. Unfortunately this is rarely done, and, if so, merely global measures
are provided.

In the geomatic field, two different types of quality issues are usually dis-
cussed: interior and exterior quality. The interior quality is related to the level of
similarity that exists between the produced data and the perfect ones that should
have been produced (data produced without errors). The exterior quality corre-
sponds to the level of concordance that exists between a product and the users
need or expectations, in a given context. The concept of exterior quality implies a
relative quality, in the sense that the same product may be of different quality to
different users in different contexts.

The quality of a DEM consists of several components like accuracy, precision,
reliability. The accuracy of a DEM is the degree of closeness of measurement of
the attribute value (for instance, the height value) to its actual true value. The pre-
cision, instead, is the degree to which repeated measurements under unchanged
conditions show the same results. In other words, as shown in Figure 1.19, accu-
racy indicates the proximity of measurement result to the true value while preci-
sion to the repeatability or reproducibility of the measurements. Finally reliability
is the consistency of a set of measurements, often used to describe a test; it is
inversely related to random error.
The exterior quality, i.e. the accuracy of the DEM, is computed through com-
parison with uncorrelated data that had not been used to construct the model,
i.e. reference elevation data, which are usually data with a better quality (another
DEM, or regularly/irregularly distributed 3-D points). The interior quality of the
DEM is instead evaluated through precision, that is the standard deviation of the
DEM estimated through error propagation of the input data. The interior quality
should be checked in every single phase of the digital terrain modelling.

One of the DEM quality assessment goals is to fulfil the requirements of spa-
tial data standards. The International Organization of Standardization (ISO) dis-
tinguishes five elements of data quality: completeness, logical consistency and
three types of accuracy: positional, temporal and thematic. In terms of nature of
data the accuracy can be distinguished also into absolute and relative. The posi-
tion of the objects (for example the ridges or sink holes as part of the DEM) could
be assigned to absolute accuracy, and the irregularity of the shapes to relative ac-
curacy, that is morphologically relative to a general position. Accuracy may be
measured in height, in horizontal position or along the normal surface.

Accuracy can be considered as the difference between the value of a variable
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Figure 1.19: Schematic representation of accuracy and precision of a model.

as it appears in the dataset, and the value of the variable assumed in the data
model (considered as reality). The accuracy of a DEM depends on a variety of
factors (Karel et al., 2006):

• the source of the elevation data, which includes the techniques used for
measuring the elevation, the locations and the density of samples,

• the methods used to construct the DEM from elevation data,

• the data model, which can be a grid, contour lines, or a triangulated irregular
network,

• the topographic complexity of the landscape being represented,

• the algorithms used to calculate different terrain attributes.

The accuracy control is a complicated process, because to reach a high accuracy
during the construction of the DEM, attention must be paid at each step, as er-
rors arise in DEM data at every step during the acquisition and the processing.
Some errors can be those in the source materials, the inaccuracy of the equipment
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for data acquisition, human errors introduced in the acquisition process and er-
rors introduced in coordinate transformation and other data processing, and many
others.

Three types of errors exist: random errors, systematic errors and gross errors.
Random errors, called also white noise, do not follow any deterministic rule and
are statistical fluctuations in the measured data due to the precision limitations of
the measurement device; for example the variability of measurements of a single
quantity is due to random errors in observations. Random errors have a normal
distribution and for this kind of errors a filtering process is usually applied to
reduce their effect. On the other hand Systematic errors are reproducible inaccu-
racies due to a problem which persists throughout the entire experiment, they can
be constant or counteracting and can appear as a function of space and time. These
errors can be due for example to distortions in source materials (systematic distor-
tion of a map as the source of the digitalization), to lack of adequate adjustment
of the instrumentation before the use, or again to physical causes as for exam-
ple photo distortion due to temperature changes. Alternatively, systematic errors
may be the result of the human observer limitations, for example stereo acuity
or carelessness such as failing to execute correct absolute orientation. Gross er-
rors are mistakes. Compared to random and systematic errors, gross errors appear
with a smaller probability during the measurement: for example a gross error is
introduced into the measurement dataset if an operator records a wrong reading
on the correct point or observes the wrong point through misidentification, or if
the measuring instrument is not working properly when an automatic recorder is
used. From a statistical point of view, gross errors are specific observations that
should not be considered as belonging to the same sampling space as the other
observations. As a consequence, measurements should be planned and observa-
tional procedures designed in such a way as to allow the detection of gross errors
so that they can be rejected and removed from the set of observations.

DEMs generated by already existing cartography, photogrammetry, LiDAR
and InSAR techniques have a lower precision compared for example to a model
derived by the geodetic survey data. For this reason RTK GPS survey data can be
considered as reference values to estimate the accuracy of a DEM. The differences
between the DEM and the reference values are considered errors, which may be
random or systematic. Systematic errors, or biases, are constant errors in the
georeference of the DEM and they must be removed before the release of the
DEM to users.

According to the ISO/TC standard 2111, Digital Elevation Models are divided
into eight classes or levels, based on planimetric resolution and tolerance. The

1TS 19138 - Geographic Information - Data quality measures - N 2029 of the 5 June 2006
(211n2029)
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planimetric resolution is the horizontal spacing between grid cells (in case of
squared cells this corresponds to the ∆x and ∆y). The tolerance indexes are a
priori calculated from the nominal scale of the numeric cartography to which the
specific DEM corresponds (Belotti et al., 2013a). The tolerance is estimated after
the calibration of the DEM. The calibration is performed estimating and removing
the mean altimetric difference (systematic altimetric error) between the heights of
the DEM and the elevations of the reference points; the calibration is done re-
moving this bias. Once the altimetric and planimetric biases have been removed,
the accuracy of the model depends on accidental (random or gross) errors and
can be evaluated by means of the standard deviation, which coincides with the
Root Mean Square Error (RMSE) or from other indexes deduced from the RMSE.
These indexes are, as defined by the ISO/TC 211 standards, the linear tolerance in
height (LE95) which corresponds to the probability of the 95% and the planimetric
tolerance CE95 corresponding to the same probability.

Level Type Res LE95H(a) LE95H(b) LE95H(c) CE95NE

0 DTM, DSM 40-100 30 30 30 20
1 DTM, DSM 20 10 20 10 10
2 DTM, DSM 20 4 0.5 5 4
3 DTM, DSM 10 2 0.5 3 2
4 DTM, DSM 5 0.60 1.20 0.80 0.60
5 DTM, DSM 2 0.40 0.80 0.54 0.40
6 DDTM, DDSM 1 0.60 1.20 0.80 0.60
7 DDTM, DDSM 0.5 0.30 0.60 0.40 0.30
8 DTM, DSM 0.10-0.20 0.20 0.30 0.26 0.20

Table 1.3: Accuracy indexes of the different levels of DEMs according to the ISO/TC
standard. Level: level of the DTM/DSM; Res: planimetric resolution; LE95H(a): eleva-
tion tolerance in open terrain; LE95H(b): elevation tolerance in case of existence of trees
(canopy cover at least 70%), only for DTM; LE95H(c): elevation tolerance of the points
belonging to buildings, only for DSM; CE95NE : planimetric tolerance. Resolution and
tolerances in meters. The terms DDTM and DDSM mean respectively Dense DTM/DSM.

From the practical point of view, for the LE95 index, it has to be verified that for
the 95% of the reference points (points in which the elevation has been measured
with a precision higher than the one expected for the digital model) the average
difference between the heights of the DTM and the “real” values multiplied by
1.9602 is lower than the theoretical reference index. Similarly, for the planimetric
tolerance, the average deviation of the planimetric components of the elevation
model with respect to the higher precision reference planimetric coordinates is
checked; this value has to be multiplied by 1.7380 (to obtain the CE95 index) and

21.960 is the probability value corresponding to 95% of a gaussian distribution.
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the result should be lower than the theoretical reference index.
Table 1.3 contains the levels of DEMs and the accuracy indexes for the differ-

ent levels according to the ISO/TC 211 standard. The terms DDTM and DDSM
mean respectively Dense DTM/DSM and are usually adopted for models with
spatial resolution lower than one meter. Concerning DTMs, the three fundamen-
tal parameters to describe the model are the planimetric resolution, the LE95H(a)
index, which corresponds to the vertical accuracy and the CE95NE , which corre-
sponds to the horizontal accuracy.

1.5 Different methods of DEM representation: GRID
vs. TIN

As already explained in the previous sections, elevation data are numerically
stored in DEMs that can be realized by sampling elevations for a certain number of
significant points and by storing the sample of 3-D dimensional coordinates. Dif-
ferent data models can be adopted to store the data, such as contour lines, grids
(or elevation matrices) and Triangulated Irregular Network (TIN). Grid DEMs are
georeferenced regular matrices of (xi, yi) nodes, whose elevations Hi are stored;
the horizontal coordinates of the nodes can be either in a cartographic projection
(x: East, y: North) or geographic (x : λ, y : φ). Typically, the horizontal spacings
between nodes (the grid resolution ∆x and ∆y) are equal in both the horizontal
directions. This is a de-facto standard because many GIS softwares can manage
only grid with squared space cells. When geographic coordinates are used, an
equal resolution in latitude and longitude implies that the cells are no metrically
squared.
The storage size of a grid is inversely proportional to the resolution squared: if
rough terrain alternates to flat terrain, the high resolution needed to accurately de-
scribe the former causes a useless redundancy in the latter (Fang and Piegl, 1993).
There are other data models that overcome this disadvantage, as for example TIN.
A TIN is a vector based representation of the physical land surface, made up of ir-
regularly distributed nodes and lines with three dimensional coordinates (x, y, and
z) that are arranged in a network of non-overlapping triangles. Figure 1.20 shows
the two DEM representation methods, grid and TIN: a grid model is created from
points distributed following a chessboard pattern, a TIN model is created from
randomly distributed points.

The main difference between TIN and GRID is the fact that in the first case the
elevation model is represented in terms of regular cells, in the second the terrain
is represented by means of triangles which have different shapes and dimensions
depending on the morphology of the terrain; in TIN the terrain model is implicitly
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Figure 1.20: Different DEM representation methods: GRID and TIN.

defined by the faces of the Delaunay triangles that connect the points. The use
of grid has the advantage of simple data storage, because only the origin of the
grid (for example the planimetric coordinates of the lower left cell), the step of the
grid in both X and Y directions, and a matrix containing all the elevation values,
one for each cell, have to be saved. In addition, grid representation is compatible
with satellite data and making cross validation between DEMs in case of grid
representation is simpler than TIN. On the other hand the advantage of using TIN
method is the rapidity of computation, the adaptation to the terrain morphology
and the fact that it needs fewer points to achieve the same accuracy.

Since grid is a very simple conceptual model and can be easily accessed, visu-
alized and spatially analysed by map algebra, it is the most popular DEM repre-
sentation method. The main way of storing a DEM grid is an ASCII file composed
by two parts:

• the header containing the number of rows and columns of the matrix, the
horizontal coordinates of the lower left node/corner of the grid, the horizon-
tal spacing between cells (only one parameter if the cells are squared, two
parameters if the ∆x and ∆y are different), and finally the value associated
to pixels that don’t have an available elevation value,
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Figure 1.21: Example of a grid DEM stored in an ASCII-file - ncols, nrows: number of
columns and rows of the matrix; xllcorner, yllcorner: planimetric coordinated of the lower
left cell of the grid; cellsize: dimension of the grid spacing between cells; nodata value:
value associated to no data pixels.

• the matrix containing the elevations of all the cells composing the grid.

An example of a ASCII grid DEM file of a portion of the national Switzerland
DEM is reported in Figure 1.21.

In this thesis, attention will be paid only to grid DEM representation method.

1.6 Different levels of grid DEM representations
In previous sections the different ways of representing a Digital Elevation Model
have been described. Grid is the most commonly used method for representing
a DEM. Depending on the specific need, as for example the size of the area that
the user has to describe and the level of accuracy that he wants to obtain, different
kinds of grid DEMs can be adopted. If a big portion of the Earth surface has to
be studied, like an entire region or an entire country, but with low details, a global
DEM can be used; on the contrary local DEM can be adopted when there is the
need to study a small portion of the surface but with high details. For example if
in geology a landslide has to be studied, obviously a global DEM is not the best
product, but a local DEM with high resolution and accuracy has to be chosen.
Between global and local DEM, regional or national DEMs exist.

In general grid DEMs can be divided into three main categories:
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• global DEMs: they cover the whole Earth surface and are usually charac-
terized by low resolution and accuracy,

• national/regional DEMs: they cover an entire nation or region and are char-
acterized by low/medium resolution and accuracy,

• local DEMs: they cover small portions of the Earth surface (a river bank, a
landslide area, etc.) and are characterized by high accuracy and resolution.

Clearly, it is very difficult or nearly impossible to satisfy together both the re-
quirements of large coverage and high accuracy, because the methods that allow
to reach best accuracies, as for example LiDAR or GPS, are the most expensive
methods. Thus, for each need the best type of DEM in terms of labour, time,
money, coverage, has to be used. Each kind of DEM can be obtained by different
techniques for data acquisition. Usually a global DEM can be obtained by SAR
data (or InSAR) and in some cases by photogrammetry; a national/regional DEM
can be obtained by photogrammetry, SAR or LiDAR data. A local DTM is usu-
ally obtained by LiDAR data or by digitalization of existing maps. GPS data are
mainly used as support for the other methods and as the main method to gather
data for the quality validation, as they provide a high accuracy but sparse punctual
data and constructing a DTM with GPS data would be very time spending.

1.6.1 Global low resolution Digital Surface Models
Global Digital Surface Models, as the name suggests, cover the whole Earth globe.
The global coverage makes them very useful in many applications and where no
local models exist: however, the low resolution and accuracy make them unuseful
if precise data are needed. In Table 1.4 the three main global DSMs available
today and their characteristics are summarized.

Model Resolution (m) Accuracy (m)

ASTER 30
7-14 vertical

7-14 horizontal

SRTM 90
16 vertical

20 horizontal

GMTED
250 26-30 vertical
500 29-32 vertical
1000 25-42 vertical

Table 1.4: Global DSMs: resolutions and accuracies.

In the following sections a brief description of the three global DSMs is done.



1.6 Different levels of grid DEM representations 47

1.6.1.1 SRTM global DSM

Shuttle RADAR Topography Mission (SRTM) was a joint project of the National
Aeronautics and Space Administration (NASA), the German Aerospace Center
(DLR) and the Italian Space Agency (ASI). SRTM satellite was launched by
NASA in 2000. The goal of the mission3 was to survey the Earth surface and
to generate an homogeneous elevation dataset of all land between 60° North and
56° South latitude (about 80% of the whole land surface) with a grid spacing of
at least 3 arcseconds (Rabus et al., 2003). The derived cartographic products are
two DEMs at resolution levels of 1 arcsecond (approximately 30 by 30 m) and 3
arcseconds (approximately 90 x 90 m); at the present the 1 arcsecond product is
available only for the USA area, while the 3 arcseconds one is available in every
area with an accuracy in elevation of about 16 meters and in planimetry of about
20 meters.

The dataset was acquired by the same sensor in a single mission and was
produced with a single technique, the Synthetic Aperture RADAR Interferometry
(InSAR). The mission4 took place in 2000 between February 11th and 22nd and all
the data were acquired in eleven days since the RADAR scanning system worked
independently of darkness or cloud coverage.

Two antenna pairs operating in C-band (5.6 cm; C-RADAR) and X-bands (C-
RADAR) were simultaneously illuminated and recording RADAR signals. The
operational goal of C-RADAR was to generate data along discrete swaths 50 km
wide; X-RADAR was included as an experimental demonstration, since the X-
band RADAR had a slightly higher resolution and a better signal to noise ratio
than the C-band but had not been yet used before. Two single-pass interferometers
were built and operated in parallel, the US C-band system and a German/Italian
X-band system X-SAR (details reported in Table 1.5).

Wavelength (cm) 3.1
Range pixel spacing (m) 13.3
Azimuth pixel spacing (m) 4.33
Range bandwidth (MHz) 11.25
Effective baseline length (m) 59.9
Baseline angle (°) 54.55
Orbit height (km) 233

Table 1.5: SRTM X-SAR characteristics.

The main antenna of the system was located inside the cargo bay of the Space
3http: //www2.jpl.nasa.gov/srtm/
4http://www2.jpl.nasa.gov/srtm/mission.htm
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Shuttle Endeavour and it transmitted and received microwave pulses. The sec-
ondary antenna was fixed at the tip of a 60 meters long lightweight mast and acted
as a receiver; the mast materialized the interferometric baseline. With this config-
uration, in which two antennas received and reflected RADAR pulses at the same
time, single-pass interferometry was allowed. The SRTM space segment is shown
in Figure 1.22.

Figure 1.22: SRTM configuration: the main antenna sends the signal, both main and
outboard antenna receive the backscattered signal.

The C-band interferometer employed active antennas with electronic steering. To
meet the global gap-less mapping, the design goal was a swath width of 225 km;
the X-SAR swath width is in the order of 45 km so the quality of the X-bands
interferograms and DEMs is expected to be better than of those from C-band. The
RADAR instruments were completed with the instruments of Attitude and Orbit
Determination Avionics (AODA) to measure the geometric baseline between the
antennas. The absolute position of the baseline in space was measured by a GPS
receiver with an accuracy of 1 m (Rabus et al., 2003).

Even if the data coverage is theoretically global, some regions are without
data, because of some problems during the data collection, such as a lack of con-
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trast in the RADAR image, presence of water or excessive atmospheric interfer-
ence. These data holes are present along rivers, in lakes and in steep regions, for
example on hillsides with a similar aspect due to shadowing. There are a total
of 3’436’585 voids, and in extreme cases as for example in Nepal region, they
constitute the 9.6% of the total country area (32’688 voids totalling an area of
13’740 Km2). This non-random distribution of holes impeded the potential use of
the SRTM data, for example for research studies as in the application of hydro-
geological models which require continuous flow surfaces. In order to solve this
problem, some “filling-in” algorithms have been implemented.

The C-RADAR data were processed over a period of nine months by NASA
and NGA (National Geospatial-Intelligence Agency). At the end of this work
NASA released the version 1 data products:

• DSM at 1 x 1 arcsecond (SRTM-1),

• DSM at 3 x 3 arcseconds (SRTM-3), produced by averaging nine 1 arcsec-
onds pixels,

• DSM at lower resolution 30 x 30 arcseconds (SRTM-30), produced from
USGS GTOPO30 by averaging 30 x 30 pixels and replacing GTOPO30
data with SRTM data were possible.

NGA also produced a version of the SRTM with further improvements: spikes and
wells in the data were detected and voided out if they exceeded 100 m compared
to surrounding elevations; small voids were filled by interpolation, large voids
were left in the data. Water bodies were depicted: the ocean elevation was set to
0 m, lakes of 600 m or more in length were flattened and set to a constant height.
The version 2 data products incorporate the NGA finished data.

The processing of X-RADAR data originated an interferometric DSM with
ellipsoidal heights and an additional height error map (HEM).

1.6.1.2 ASTER global DSM

The Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER)
is a multispectral imaging system built in Japan for the Ministry of Economy
Trade and Industry (METI), that operates on the United States National Aeronau-
tics and Space Administration (NASA) Terra platform. A joint US/Japan Science
Team was responsible for instrument design, calibration, and validation. ASTER
was launched the 19th December 1999 on the Terra platform as part of the Na-
tional Aeronautics and Space Administration (NASA) Earth Observing System
(EOS) and it collected data between 82° North and 82° South latitude (NASA,
2009).



50 Earth representation through Digital Models

In Table 1.6 the main differences between ASTER and SRTM at 3 arcseconds
are listed.

ASTER SRTM 3 arcseconds
Data source ASTER Space Shuttle RADAR
Generation

METI/NASA NASA(USGS)
and distribution

Release year 2009 2003
Data acquisition

2000-ongoing 11 days (in 2000)
period

Posting interval 30 m 90 m
DEM accuracy (stdev) 7-14 m 16 m

DEM coverage 82° North - 82° South 60° North - 56° South

Area of missing data
Areas with no ASTER Steep areas

data due to constant (due to RADAR
cloud cover characteristics)

Table 1.6: ASTER vs. SRTM.

ASTER combines the along stereo image data recorder in the along-track direc-
tion and digital photogrammetry. Using three telescopes and sensor systems, it ac-
quires images in 14 spectral bands: three visible and near-infrared (VNIR) bands
with a spatial resolution of 15 meters, six short wave infrared (SWIR) bands with
a spatial resolution of 30 meters, and five thermal infrared (TIR) bands with a
spatial resolution of 90 m.

The VNIR subsystem consists of two independent telescopes: one nadir look-
ing with a three-spectral band detector, and the other backward looking with a
single-band detector; it produces the highest data rate of the three ASTER imag-
ing subsystems. As can be seen from Figure 1.23 it is used for study land use pat-
tern, vegetation, soil, volcano monitoring, surface temperature, glaciers, clouds
structure and temperature. VNIR Band3 is acquired using a backward-looking
telescope, thus providing along-track stereo coverage from which high quality
DEMs can be generated.

The SWIR subsystem works through a single nadir-pointing telescope and a
pointing mirror that accomplishes cross-track pointing. SWIR is useful for studies
on land use, vegetation, soil, surface temperature and for volcano monitoring.

Unlike the other instrument subsystems, TIR subsystem has a “whiskbroom”
scanning mirror which functions both for scanning and cross-track pointing. In
the scanning mode, the mirror oscillates at about 7 Hz and, during the oscillation,
data are collected in one direction. Because of the instrument high data rate,
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restrictions have been imposed so that the average data rate is manageable by
the spacecraft data management system. This subsystem allows to study evapo-
transpiration, soil, volcanoes, surface and ocean temperature, glaciers and clouds.

Figure 1.23: ASTER subsystems and their applications.

ASTER provides Standard Data Products throughout the life of the mission; the
algorithms to compute these products were studied and implemented by the ASTER
Science Team. Different products are available: ASTER GDEM is the most used.
ASTER GDEM is in GeoTIFF format with geographic lat/long coordinates, geo-
referenced in WGS84. It has a planimetric resolution of 1 arcsecond (v30 m)
and an accuracy in elevation ranging between 10 and 25 m. The ASTER DEM
has been produced with an automated processing of the entire ASTER archive
containing 1.5-million scenes, including: stereo correlation to produce 1’264’118
individual scene-based ASTER DEMs, cloud masking to remove cloudy pixels,
removing of the residual bad values and outliers, averaging of selected data to cre-
ate final pixel values, and then correction of residual anomalies before partitioning
the data into tiles with dimension equal to 1 degree in both directions.

1.6.1.3 Global Multi-resolution Terrain Elevation DATA 2010 (GMTED2010)

The Global Multi-resolution Terrain Elevation Data 2010 (GMTED2010) is an
enhanced replacement of Global 30 Arc-Second Elevation (GTOPO30), Global
Land One-Km Base Elevation (GLOBE) model and other comparable 30 arc-
second resolution global models as for example the SRTM DSM and was created
using the best available data among these elevation models. The new model has
been generated by United States Geological Surveys (USGS) and NGA at three
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separate resolutions of 30 arc-seconds (about 1 km), 15 arc-seconds (about 500
m) and 7.5 arc-seconds (about 250 meters) (NASA, 2011). It provides global
coverage of all land areas from lat 84°N to 90°S (Figure 1.24) for several products,
but some areas, like Greenland and Antarctica, do not have available data at the
15 and 7.5 arc-seconds resolutions.

Figure 1.24: GMTED2010 global DSM.

GMTED2010 is based on data derived from eleven raster-based elevation sources.
The primary source dataset is NGA SRTM Digital Terrain Elevation Data (DTED)
1 arc-second data. For the geographic areas outside the SRTM coverage area and
to fill in remaining holes in the SRTM data, the following sources were used:

• non-SRTM DTED,

• Canadian Digital Elevation Data (CDED), at two resolutions,

• Satellite Pour l’Observation de la Terre (SPOT5) Reference 3-D,

• National Elevation Dataset (NED) for the continental United States and
Alaska,

• GEODATA 9 second Digital Elevation Model (DEM) for Australia,

• Antarctica satellite RADAR and altimeter DEM,

• Greenland satellite RADAR altimeter DEM.

Every input dataset was ingested on a tile-by-tile (1° x 1°) basis and transformed
to the geographic WGS84 system and then regridded using a bilinear resampling.
The new elevation product has been produced using the following aggregation
methods: minimum elevation, maximum elevation, mean elevation, median eleva-
tion, standard deviation of elevation, systematic subsample and breakline empha-
sis. According to these methods, seven raster elevation products have been pro-
duced at each resolution. The statistical-based approach products were generated
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using the Aggregate functions resamples within ArcGIS. The standard deviation
product was generated using a combination of two ArcGIS functions: a Blockst
function was first applied to part the input raster grid into blocks, to find the stan-
dard deviation for the specified posts defined by the neighbourhood blocks, and to
send the computed standard deviation to the post locations in the corresponding
blocks on the output raster grid. In addition, a “systematic subsampling” of the
full resolution source data was used to produce a reduced resolution version at
each of the output grid spacing. Finally, the last approach, called “breakline em-
phasis” was used to produce reduced resolution products that maintain stream and
ridge characteristics as delineated in the full resolution source data; this method
preserves the critical topographic features within the landscape by maintaining
any minimum elevation or maximum elevation value on a breakline that passes
within the specified analysis window.

The final elevation products are the seven maps generated at each of the three
resolutions, for a total of 21 different maps. All products are in a geographic
coordinate system referenced to the WGS84 horizontal datum, with the horizontal
coordinates expressed in decimal degrees. The vertical units for the elevations are
integer meters, referenced to the EGM96 geoid as vertical datum.

The different products can be used in a variety of applications. For example,
the maximum elevation product is useful for the airport runway surface heights or
to determine the height of vertical obstructions. The minimum elevation product is
useful for determining stream channel areas and the water surface. The standard
deviation product provides a measure of the texture, or local variation in eleva-
tion, of the landscape surface. The breakline emphasis product is used for many
hydrologic applications that involve watershed extraction and surface streaming
routing.

1.7 DSMs filtering to obtain DTMs
From the different techniques used for collecting elevation data, a DSM can be
usually extracted. In particular DSMs origin mostly from laser scanning, radar
interferometry, stereo processing of optical aerial or satellite images (Kraub et al.,
2011). DTMs can be generated from direct terrain measurements (e.g. from GPS
data) or extracted from DSMs. If the aim is to construct directly a DTM, use an
airborne laser sensor can be advantageous, specially in forested or build-up areas.
The sensor is able to measure the reflected part of a laser at different points. In fact
a certain amount of the emitted laser beam is reflected by the three canopy, while
other parts penetrate the canopy through holes in the foliage and reach the ground.
Therefore the last reflected laser pulse, i.e. the part of the signal which is received
at last, refers to the ground surface and it is used to extract information about
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the ground. But if the foliage is very dense, the laser beam can be completely
reflected by the foliage and no information about the ground is available. The
same can happens in urban areas with a high density of buildings. A further
filtering is therefore needed for extracting terrain information.

From LiDAR data or every kind of DSM, the corresponding DTM can be de-
rived, by the detection and removal of all the surface objects (buildings, trees,
etc.). The main problem is therefore mainly the detection of non-ground objects.
Various techniques of DSMs or LiDAR data filtering have been studied and pro-
posed from different authors in order to generate DTMs.

Kilian et al. (Kilian et al., 1996) presented some first methods to generate a
DTM from LiDAR data recorded in forested areas. The method is based on a
morphological opening operation. First a window is opened on the dataset and
inside the window the lowest point is founded. Each point inside a band width
above the lowest point is defined as an approximated ground point; using those
points a weighted surface interpolation is applied to compute the DTM. The size
of the window is a critical parameter for which there is no unique optimal value.
Therefore, the conclusion of that work was that the use of multiple openings with
different sizes is the best approach.

Axelsson (Axelsson, 1999) described a method for DTM generation based on
the progressive densification of a Triangulated Irregular Network. The basic idea
of this approach is to connect a surface from below the point cloud; in every
iteration the surface is free to fluctuate within certain values and at every iteration
some points from the point cloud are added to the TIN. The iterations proceed
until no further ground control points can be added.

Vosselmann (Vosselman, 2000) proposed a method for DSM filtering based
on slope. The points are divided in ground or non-ground points, studying the
points that are around them. In fact a point is classified as ground point if in its
surrounding no other point exist such that the height differences between these
points is higher than an allowed maximum difference.

Kraus and Pfeifer (Kraus and Pfeifer, 2002) studied a different approach for
DTM generation in wooded areas: the method is based on linear prediction. First
the ground surface is approximated; the distances of the ground surface from the
measured points are used to define weights which are exploited to compute the
DTM based on linear prediction model. A height threshold is defined in order to
classify the points as ground or non-ground points: a point is classified as a non-
terrain point if the residual height is above the threshold and as a ground point
if the residual height is below the threshold. All the non-ground points are then
eliminated from the digital model.

Wack and Zimmer (Wack and Wimmer, 2002) described a hierarchical grid-
based approach for the generation of DTMs. Starting from a coarse grid they
defined the raster height by selecting the lowest heights from the 99% of all points
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within the raster. In order to detect and remove the points that are not considered
to be ground points, a Laplacian Gaussian operator in combination with a weight
function is used.

Zhang et al. (Zhang et al., 2003) developed a new method to remove the
non-ground points from a DSM. The algorithm uses the classical morphological
opening and gradually increases the size of the window. The resulting eleva-
tion differences are used to classify ground and non-ground points by applying a
threshold which depends on the window size.





Chapter 2

The HELI-DEM project and the
data preprocessing

Most of the work done for this thesis regards a research project funded by the
European Community: the project is named HELI-DEM. This chapter is devoted
to a brief description of HELI-DEM and to a detailed description of the prepro-
cessing of the data used to achieve its aim, which is the production of a Digital
Terrain Model that covers the whole alpine area between Lombardy, Piedmont
and Switzerland.

2.1 The HELI-DEM project

In the joint management of geographic information by different institutions, for
example in the cross border between two states or regions, the problem of data
management in a federated and widespread way exists. Almost all official national
cartographic bases in Europe include Digital Terrain Models (DTMs) (Biagi et al.,
2011). For this reason, in recent years, different countries and regions have pro-
duced their own DTMs. However, since unique and general rules do not exist,
every institution has constructed DTMs in the deemed best and most appropriate
manner. As a consequence, the different available DTMs have been acquired by
different data sources and are characterized by different resolutions and accura-
cies; furthermore, they are georeferenced in different reference frames. In some
cases it could happen that the elevation data are not homogeneous and consistent
at the borders between countries or regions: in the worst cases also elevation bi-
ases can be present along the border. This is a major problem when dealing for
example with hydrogeological studies, and especially in alpine areas where hy-
drogeological risks may exist (Li and Lihao, 2004; Wise, 2000; Shaw, 2005). For
example, indeed this analyses strictly require the consistent knowledge of slopes

57
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and aspects, that can be significantly corrupted by the merging of not consistent
height datasets. When an event like a landslide happens at the border between two
countries or regions, making use of the available DTMs is not possible if a bias is
present between the elevation data that covers the landslide area. In such cases a
unique and integrated DTM which covers the whole interest area could be useful
to analyse the scenario. This requires that:

• the coordinates of the points inside the cross-border area have to be consis-
tent and correctly georeferenced in a unique reference frame,

• a digital terrain with a unique resolution and accuracy has to be created, so
that it is consistent between the two parts and does not present discontinu-
ities.

A transnational DTM is therefore necessary and can be obtained by merging na-
tional/regional DTMs (usually at low resolution) and local high resolution DTMs
where they exist.

In recent years, both in Italy and Switzerland, elevation data with different
reference frames, technologies, accuracies and resolutions have been produced.
The HELI-DEM (HELvetia-Italy Digital Elevation Model) project, funded by the
European Regional Development Fund (ERDF) within the Italy-Switzerland co-
operation program, aims at developing a unique DTM for the alpine and subalpine
area between Italy and Switzerland. For Italy the Regions involved are Lombardy
and Piedmont, for Switzerland two cantons are involved, Ticino and Grisons; for
all of them only the alpine parts of the territory are considered. Figure 2.1 shows
the area of interest of HELI-DEM.

The project, with a duration of 36 months, started in September 2010 and
ended in September 2013. The institutions involved in the project were: Fon-
dazione Politecnico di Milano, Politecnico di Milano, Politecnico di Torino, Re-
gione Lombardia, Regione Piemonte and SUPSI (Scuola Universitaria della Sviz-
zera Italiana). Two other institutions, SwissTopo and the IGMI (Istituto Ge-
ografico Militare Italiano) were also involved as external partners.

The goal of the project is the creation of a Digital Terrain Model which covers
the whole project area and which has to be correctly georeferenced and produced
validating and integrating all the elevation information made available by the dif-
ferent partners. This poses the problem of creating a system that would allow to
handle these data in a federate and diffuse form. To which concerns the elevation
data, this requires that the planimetric coordinates of the input data along a cross-
border zone are consistent reciprocally and correctly georeferenced into a unique
reference frame. In addition, the altimetric information should be continuous and
consistent at the nominal level of the DTMs; therefore the resolution of the final
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Figure 2.1: Area of interest of HELI-DEM project: Lombardy and Piedmont Italian
Regions and Ticino and Grisons Switzerland Cantons are involved.

DTM should be at least equal to those of the original input DTMs and the vertical
accuracy has to be in every area the best one obtainable from the input DTMs. To
fulfill these tasks the following steps have to be done:

• collection and analysis of all the elevation data available for the project
(DTMs, GPS data, geoid data, etc.), to create the HELI-DEM database,

• cross-check of the existing geoids and recomputation of a unified geoid that
covers the area of the project,

• creation of a cross-border GNSS permanent network in order to support
static and RTK GNSS surveys aimed to collect punctual high accuracy data,
for the validation and georeferencing of the data along the border line,

• cross-check of the DTMs, including cross-validation between similar reso-
lution DTMs and external validation of the DTMs, by the comparison with
higher accuracy elevation data as for example GNSS data and levelling data;
this operation is very important because it allows to choose the best data in
terms of resolution and vertical accuracy. At this purpose new algorithms
are studied and softwares for the cross-validation are implemented,

• integration of all the available and already validated DTMs to create the
final unified DTM, using the low resolution and high resolution data,

• study and implementation of algorithms firstly to integrate the low reso-
lution DTMs into a unified output DTM, then to correct the unified low
resolution DTM with the higher resolution data,
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• dissemination of the results, trough their publication on a geoportal, which
reads the output data from a geoservice, publishes them through an interface
and allows to do some basic operations on them.

2.2 Preprocessing of the data
The preprocessing of the data includes all the operations that have to be done in
order to make them usable for the project. First of all the data available for the
project are collected: the regional DTMs of Lombardy and Piedmont, the national
Swiss DTM, some high resolution DTMs as a LiDAR DTM covering the hydro-
graphic basins of Lombardy and Piedmont, and some other elevation data as for
example previously surveied GNSS markers. In addition also the geoid data are
collected. Then the different DTMs have to be cross-checked: for the overlapping
DTMs with similar planimetric resolutions a cross-validation is done; then the
low resolution DTMs have to be externally validated using the higher resolution
data available. Since the DTMs are georeferenced in different reference frames,
in order to perform the cross-check between two DTMs, it is necessary to unify
their reference frame. In addition, for the external validation of the high resolu-
tion DTMs, some higher accuracy data have to be used, as for example GNSS data
surveyed in RTK modality. A user who is performing the measures beyond the
border should connect to an Italian GNSS network when he is inside in the Italian
territory, and to a Swiss network when he is inside the Swiss territory. Problem
could pose when the RTK measures are performed along the border between Italy
and Switzerland: the user can connect to both the networks and could get different
positioning since the GNSS services implement different position modalities and
reference frames. A cross-border GNSS network expressly created can solve this
problem; the main advantages of using a common network during the cross-border
measures are:

1. from the computational points of view the uniformity of the reference frames
of the measured points coordinates and of the products delivered for the
real-time,

2. from the operational point of view the higher simplicity, because the user
can connect to one single network.

The HELI-DEM network was not strictly necessary to perform the measures re-
quired by the project, but it has been effectively created in order to test the use of
this type of network and its feasibility.

In the following sections the different steps for the preprocessing of the HELI-
DEM data are in details described.
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2.2.1 Collection of the available elevation data
The collection of the elevation data mainly involves the search and selection of
local DTMs, that are the medium/low resolution DTMs (at least 50 meters plani-
metric resolution), developed by Local Authorities (Regions or national geodetic
Authorities), that have a regional or national extension and some high resolution
DTMs.

Figure 2.2: Coverage of the local DTMs collected for the HELI-DEM project (the
values expressed in meters are the planimetric resolutions).

The data collected for the project can be divided in two categories: DTMs derived
from cartography and DTMs acquired by LiDAR techniques. The DTMs belong-
ing to the former group are characterized by low vertical accuracies (usually some
meters or tens of meters) and low resolutions (some tens of meters), but they cover
large areas of the territory, such as a whole region or in some cases an entire coun-
try, as for example the Swiss DTM released by SwissTopo which covers the whole
Switzerland area. The latter group comprehends DTMs with higher vertical ac-
curacies, in some cases better than one meter, and spatial resolutions of the order
of one meter; these DTMs cover small portions of the territory, generally river
beds, lake areas or small mountain zones (Belotti et al., 2013b). According to this
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classification the collected DTMs can be classified in two main cathegories:

1. Regional low resolution DTMs. They are the three DTMs officially released
by the Regional Authorities of Lombardy, Piedmont and Switzerland; ac-
cording to the ISO/TC classification (Table 1.3) they are DTMs of Level 1
to 3 and they have resolutions between 10 and 50 meters.

2. Local medium and high resolution DTMs. They are two DTMs realized
through LiDAR techniques: the former, produced by the Piedmont Region,
covers the whole Piedmont area, the latter, named PST-A DTM, is realized
by the Italian Ministry of Environment under the Piano Straordinario di
Telerilevamento Ambientale (Extraordinary Plan of Environmental Remote
Sensing) and covers the stripes corresponding to the valleys of the main
river basins of Lombardy and Piedmont.

Figure 2.3: Overlapping areas of the DTMs collected for the HELI-DEM project.

Figure 2.2 reports the overall picture of the coverage of the local DTMs collected
for the project. The overlapping areas between the collected DTMs has been
defined. A graphical representation of the areas where two or more DTMs exist
is shown in Figure 2.3: the 24% of the whole project territory has an overlap of at
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least two regional/national DTMs. The 15% of the Lombardy Region is covered
also by an high resolution DTM, Piedmont is covered for the 100% by an high
resolution DTM.

All the collected DTMs are stored in ASCII grids (usually ESRI ASCII) with
an assigned cellsize; they are in cartographic coordinates (∆E,∆N ) in case of
Piedmont and Lombardy regional DTMs and in geographic coordinates (∆φ,∆λ)
in case of Swiss and PST-A DTMs.

In the following sections the DTMs collected during the project and their char-
acteristics are described.

In addition ASTER and GMTED global DSM, freely available from the offi-
cial websites, have been collected for the project area. But the accuracy analysis
performed on these data demonstrated that the elevation information contained in
them would not have improved the quality of the HELI-DEM product obtained
using only the local DTMs. So the global DSMs have been however collected
but they have not been used to create the final unified DTM. Their characteristics
are reported in the Section 1.6.1. The collected DTMs are briefly described in the
following.

2.2.1.1 Regional DTMs

LOMBARDY REGION DTM (LEVEL 1, TABLE 2.1)

About the generation of the DTM. The vectorial base of the altimetric model
has been done through vectorization and merging of the raster files of the sections
1:10’000 of the official regional cartography, by a densification of the contour
lines and analyses of the elevation points. A TIN model containing the elevation
data has been produced and then converted to a grid model with a grid spacing
equal to 20 meters. Reference contour lines (50 m, 100 m) have been completed
where they presented interruptions with the help of elevation points. Auxiliary
curves (10 m, 20 m, 40 m, 60 m, 90 m) have been added only inside areas with
low altimetric gradient, while ordinary curves (30 m, 80 m) have been traced con-
tinuously on the whole territory. Points belonging to buildings have been excluded
from the original set of elevation points. To obtain the TIN structure from contour
lines an algorithm implemented on GIS MGE (Intergraph) has been used. The
conversion from TIN to grid has been performed through bilinear interpolation
algorithms.

PIEDMONT REGION DTM (LEVEL 1, TABLE 2.2)

About the generation of the DTM. The DTM has been acquired by photogram-
metry in two different ways. For the middle-north territory some altimetry ele-
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Resolution:
20 meters
Extension:
Lombardy - mountainous area
Year of production:
2002
Reference frame:
Roma40
Coordinate system:
Gauss Boaga West zone, orthometric heights
Accuracy:
5-10 m (in height), 2 m (planimetry)
Format of memorization:
ASCII grid (ESRI)
Organization of the files:
Sections 1:10’000 Lombardy Region

Table 2.1: Lombardy Region DTM.

ments, that are necessary during the creation of the regional official cartography,
have been acquired through photo-restitution, as for example contour lines with
equidistance of 10 meters, elevation points and breaklines; then elevation points
have been interpolated on a grid with spatial resolution of 50 meters. On South
Piedmont, on the contrary, the interpolation has been done from the scanner pro-
files derived from stereoscopic models of frameswith an interval equal to 60 me-
ters.

SWISSTOPO DTM, DHM25 (LEVEL 2, TABLE 2.3)

About the generation of the DTM. The digital model provided by SwissTopo
has been derived from DHM25. The DHM25 model1 has been obtained from
contour lines of maps 1:250’000 and on the border with other nations from maps
1:50’000. The precision depends on the one of the cartography map. Cross-check
of the model with reference and control points revealed a standard deviation of
1.5 m in the Jura mountains, 2 m in Prealps zone and Ticino and 3-8 m in Alps.

1http://www.swisstopo.admin.ch/internet/swisstopo/it/home/products/height/dhm25.html
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Resolution:
50 meters
Extension:
Piedmont region
Year of production:
’90s (reorganized in 2003)
Reference frame:
WGS84 - IGM95 (ETRF89)
Coordinate system:
UTM zone 32 North, orthometric heights
Accuracy:
2.5 m (in height), 4 m (planimetry)
Format of memorization:
ASCII grid (ESRI)
Organization of the files:
Sections, Sheets, entire Region

Table 2.2: Piedmont Region DTM.

Resolution:
1” sexagesimal ('25 meters)
Extension:
Switzerland
Year of production:
2001
Reference frame:
ETRS89
Coordinate system:
geographic, orthometric heights LN02
Accuracy:
1.5 - 3 m (in height)
Format of memorization:
ASCII grid
Organization of the files:
Grids with constant dimension (3601x3601 points)

Table 2.3: Switzerland SwissTop DTM.
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2.2.1.2 Medium and high resolution DTMs

PIEDMONT REGION DTM 5M (LEVEL 4, TABLE 2.4)

About the generation of the DTM. The DTM has been acquired through pho-
togrammetry with LiDAR instrumentation. An automatic classification and a
manual purification have been performed on the collected data.

Resolution:
5 meters
Extension:
Piedmont Region
Year of production:
2012
Reference frame:
WGS84 - IGM95 (ETR89)
Coordinate system:
UTM zone 32 North, orthometric heights
Accuracy:
0.3 m (in planimetry and height)
Format of memorization:
ASCII grid (ESRI)
Organization of the files:
Sections, Sheets, entire Region

Table 2.4: High resolution (5 m) Piedmont Region DTM.

MINISTRY OF ENVIRONMENT PST-A LIDAR DTM (LEVEL 4, TABLE 2.5)

About the generation of the DTM. The DTM was created as product of the Ex-
traordinary Project of Environmetal Remote Sensing; its goal is the generation
and the sharing to the Public Administrations of the territorial information. The
project provided the acquisition, by the Ministry of Environment, of data produced
by Remote Sensing with LiDAR techniques (from aerial platform) and interferom-
etry technique (from satellite platform) and the following cataloging of these data
inside the Bank of the National Cartographic Geoportal (PCN). The final prod-
uct of this project was the creation of a database for supporting decision-making
processes in all areas interested by hydrogeological risk.
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Resolution:
0.0001 sexagesimal degrees ('1 meters)
Extension:
Piedmont and Lombardy
main hydrographic basins
Year of production:
still under development and testing
Reference frame:
WGS84 - IGM95 (ETR89)
Coordinate system:
geographic, orthometric heights
Accuracy:
about 1 m (in height)
Format of memorization:
ASCII grid (ESRI)
Organization of the files:
Grids with constant dimensions
(1’000 x 1’000 points)

Table 2.5: High resolution (1 m) Ministry of Environment PST-A LiDAR DTM.

2.2.1.3 Geoid models

As for the Digital Terrain Models, also for the geoid the main available models
for the study area have been collected in the full accurate version. They are:
the Italian geoid Italgeo2005, the Swiss geoid CHGeo2004 and the two global
models, EGM2008 and GOCESPWR2.

These models, all recently realized, have different reference frames and res-
olutions. The data collected for the project are stored in ESRI grid format and
cover the same area (45°N - 47°N in latitude and 7°E - 11°E in longitude).

Italgeo2005 is the official geoid model of Italy, it covers the national territory
and some small neighbouring areas. It is consistent with the altimetric national
model of IGMI, with the zero reference height on the Genoa marigraph. The
vertical accuracy of the model is about 10 cm and the resolution is 3’ ('5 km).

CHGeo2004 is the official Swiss DTM, with a precision of the order of 2-3
cm and a resolution of 30” (less than 1 km). Outside Switzerland direct measures
were not available, but the model has been regularized using local models of the
neighbouring countries.

EGM2008 is a global model of the Earth gravitational field, with a resolution
of 5’ ('10 km) and a vertical accuracy of the order of 5-7 cm inside the HELI-
DEM area.
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GOCESPWR2 is a global geoid model derived by satellite observations; even
if the spatial resolution is low ('80 km), the observations have been acquired by
the same instrument all over the world and for this reason this model does not
contain biases. Its vertical accuracy is of about 4 cm.

Geoid models have been used to convert ellipsoidal to orthometric heights (and
vice-versa), when required, during the project. The two local models (Italgeo2005
and CHGeo2004) have been cross-validated and the results of the comparison is
that they present some inconsistencies and discontinuities at the border between
Italy and Switzerland, that are mainly due to the different height datum used in
the estimation of the local geoids. Therefore a unique “unbiased” geoid model
that covers the whole HELI-DEM area has to be created with an accuracy of few
centimeters. Firstly the biases of the two local geoids have to be estimated by a
least squares adjustment and after that the unbiased geoids have to be combined
by means of a collocation procedure. The detail of this work are not described
inside this thesis, because they have not been part of this thesis work, but they are
described in detail in another previous work (Biagi et al., 2013c).

2.2.2 Implementation of the GNSS transnational reference net-
work

To experiment a GNSS real time positioning system in a transalpine area and to
validate the DTMs collected and produced during the project, a GNSS transna-
tional network of permanent stations has been set up. First step has been the
analysis of the status of already operating permanent stations (Biagi and Sansó,
2006; Cina et al., 2004; De Agostino and Manzino, 2011) able to provide data
for real time positioning: most of all the permanent stations located inside the
HELI-DEM area and some other stations of the neighbourhood areas (in order to
enhance the geometric configuration) have been selected. The stations belong to
the already existing GNSS permanent networks: GPSLombardia2 for Lombardy,
GNSSPiemonte3 and GeoTop for Piedmont and AGNES4 for Switzerland. Agree-
ments with the managing institutions have been taken in order to obtain data in
real time from the selected stations.

Figure 2.4 shows the permanent stations belonging to these networks. The
network presents a high variability in height, going from a station with an eleva-
tion of 300 meters (Novara - NOVR) to a station higher than 3500 m (Jungfrau
Joch - JUJO). This variability can have a significant impact on the modelling of
atmospheric errors (tropospheric delays of the signal) of the network. Table 2.6

2http://www.gpslombardia.it/
3http://gnss.regione.piemonte.it/frmIndex.aspx
4http://www.swisstopo.admin.ch/internet/swisstopo/en/home/topics/survey/permnet/agnes.html
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Figure 2.4: GNSS permanent stations inside the HELI-DEM project area (area in
grey) (Biagi et al., 2013c).

contains the list of the HELI-DEM stations with their relative original network.
Before doing tests in real time, the three networks have been adjusted with the
BERNESE 5.0 software (BSW5.0) in the IGS08 reference frame. The network
adjustment has been done according to the EPN Processing Instruction for Local
Analysis Centres guidelines. 14 sections with a duration of 24 hours, correspon-
dent to the GPS days from 269 to 282 (from the 26th September to the 9th October
2011), have been processed. The permanent stations of the HELI-DEM network
have been adjusted by constraining the barycentre of five permanent stations be-
longing to the IGS network, BZRG, GENO, IENG, PADO, ZIMM, highlighted in
Figure 2.5, to their official coordinates. The network has been adjusted in IGS08,
with 2011.8 as reference epoch. The software that manages the network to pro-
vide a real time data and corrections is Spider 4.2. Once the positioning service
has been activated, three operations have been done:

• Italian and Swiss surveys to verify the quality of the RTK positioning at
different heights,

• measurement surveys useful to validate the existent DTMs and the final
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DTM,

• measurement surveys to support some levelling campaigns, that have been
done to re-survey some lines of the old levelling networks of Lombardy,
Piedmont and Switzerland.

Station Network Managing Authority Elevation (m)
Bormio BORM GPS Lombardia GPS Lombardia 1263.4
Chiavenna CHIA GPS Lombardia GPS Lombardia 391.6
Como COMO GPS Lombardia GPS Lombardia 292.3
Gavirate GAVI GPS Lombardia GPS Lombardia 343.7
Lecco LECC GPS Lombardia GPS Lombardia 311.1
Sondrio SOND GPS Lombardia GPS Lombardia 529.2
Vercelli VERL - Politecnico di Torino 183.9
Biella BIEL GNSS Piemonte GNSS Piemonte 480.5
Domodossola DOMS GNSS Piemonte GNSS Piemonte 365.6
Gozzano GOZZ GNSS Piemonte GNSS Piemonte 416.6
Novara NOVR GNSS Piemonte GNSS Piemonte 218.6
Andermatt ANDE AGNES SWISS-TOPO 2384.3
Jungfrau JUJO AGNES SWISS-TOPO 3634.6
Locarno Monti LOMO AGNES SWISS-TOPO 438.0
Samedan SAME AGNES SWISS-TOPO 1759.2
San Bernardino SANB AGNES SWISS-TOPO 1702.2
Zermatt ZERM AGNES SWISS-TOPO 1931.2

Table 2.6: Permanent network stations inserted inside the HELI-DEM transnational
network.

To verify the correctness of the operation and the quality of the permanent HELI-
DEM network for the real time positioning, some GNSS measures have been
done, choosing some portion of the territory with high elevation variability. In
Piedmont for example the Val Sesia Valley has been chosen because it presents
high morphological variability. The results of these surveys allow to confirm that
the network works well, also at high elevations (Biagi et al., 2013c).

2.2.3 Transformation between different reference frames
As said in Section 2.2.1, the input elevation data collected within the project are
georeferenced in different reference frames and coordinates. Some DTMs are in
ETRF89: the Switzerland DTM and the PST-A LiDAR DTM produced by the
Ministry of Environment in geographic cooordinates, the two Piedmont Region
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Figure 2.5: HELI-DEM network: in red the refererence frame constraining stations, in
blue the HELI-DEM stations.

DTMs with a planimetric resolution respectively of 50 and 5 m in cartographic
coordinates. The Lombardy DTM is instead in the old Italian Roma40 reference
frame, Gauss Boaga projection. In order to merge the collected DTMs into a
unique archive, all the data have to be expressed in a common reference frame. In
Appendix A the reference frames mentioned here are briefly described.

The choice of the final reference frame has been done uniquely, because the
HELI-DEM project has a transnational extension and is founded by the European
Community. According to the EUREF (IAG Reference Frame Sub-Commission
for Europe) guidelines, the reference frame of the final unified DTM has been
chosen to be the ETRF2000. Note that the transformation between ETRF89 and
ETRF2000 could in principle be avoided because the differences between dif-
ferent realizations of ETRFyy have a magnitude of few centimeters and are very
small with respect to the grid spacing of the original DTMs and of the final unified
DTM. On the contrary, the transformation is not negligible in case of Roma40, be-
cause the differences between Roma40 and ETRFyy have a magnitude of hundred
meters and are very variable on the national territory, as can be seen in Figure 2.6.
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Figure 2.6: Corrections in longitude between the Roma40 and ETRF89 (sexagesimal
seconds) reference frames on the HELI-DEM area of interest.

To transform all the data to ETRF2000 a software for performing DTMs transfor-
mation between different reference frames and coordinates has been implemented.
The program, called GK2CNV, allows the transformation among the different
above described reference frames (ETRF2000, ETRF89 and Roma40) and coor-
dinate systems. The program can receive in input a list of 3-D coordinates, a single
DTM (in the most used ASCII formats) or a list of DTMs. The output is always
a list of 3-D coordinates, independently of the type of input data. Even in case
of a gridded input in fact the center of each cell in the original reference frame is
converted in a tern of coordinates in the final reference frame: the transformation
of a grid from a reference frame to another produces a set of scattered points al-
ready regularly distributed but not no longer located on the nodes of an oriented
grid. It follows that in case a grid is transformed from its original reference frame
to another, it is necessary to regrid the output.

GK2CNV software is developed in FORTRAN language under the GNU (Gen-
eral Public License5). The transformation among reference frames is performed
according to Euref guidelines and their Italian adaptation written by IGMI (Al-
tamimi and Boucher, 2001; Donatelli et al., 2002) and already implemented in the
VERTO software. In case of transformation from Roma40 to ETRFyy , the trans-
formations are based on latitude, longitude and height shift values, gridded for the

5http://www.gnu.org/licenses/gpl-2.0.html
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Figure 2.7: Initial screen of the GK2CNV software (Biagi et al., 2013b).

entire national territory with a spatial resolution of 5’ in latitude and of 7’30” in
longitude (Figure 2.8). A total of seven sets of grids, georeferenced in the Roma40
reference frame (differences with respect to ETRF89) and in the ETRF89 refer-
ence frame (differences with respect to ETRF2000) are distributed by IGMI. The
vertices (more than 800) used for the calculation of the national transformation
parameters between the different frames belong to the National geodetic network
IGM95.

In the most common case, in which the point to be transformed does not co-
incide with a grid node, the shift value is obtained interpolating the four nodes
closest to the point through a bilinear interpolation algorithm .

During HELI-DEM, the GK2CNV program has been used for all the pro-
cedures in which transformations between reference frames or coordinates were
necessary.
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Figure 2.8: Structure of the VERTO grids.

2.3 Comparisons between DTMs

To check the accuracy of the available DTMs and to decide which DTMs can
be used for the creation of the final unified DTM, some cross-validations be-
tween the different elevation products have been performed. To cross validate
the DTMs, two different analyses have been carried out. The first is the cross-
validation between cross-border DTMs with similar planimetric resolution and
height accuracies, where they overlap, i.e. at the border between their domain.
The second comparison, which can be considered as an external validation, has
been performed between low and high resolution DTMs in the areas where the
latter ones exist. Within the project, several comparisons have been carried out by
the different research units. All them are described in detail in the project reports.
In the following only the analyses performed by the author of the thesis will be
discusses.

Since these DTMs are not all in the same reference frame, before doing the
cross-validations some datasets have been transformed to a common reference
frame. To do that, the program GK2CNV which allows to transform a list of
points or a grid from one input reference/coordinate frame to another one has
been used (details of the program are in 2.2.3).

It has to be taken into account that the aim of this work of comparisons be-
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tween different DTMs is only an assessment of the accuracies of the available
DTMs; the correction of the DTMs has been not part of this thesis work and also
of the HELI-DEM project. Another specification has to be done before dealing
with the results of the comparisons and validations: the σ of the differences and
of the Least Squares, when appears in the tables of the statistics, are not repre-
sentative of the input data. In fact the correlations of the input data have not been
considered and for this reasons the analyses have to be considered as consistency
evaluations and not significance analyses.

2.3.1 Cross-validation between similar DTMs
The cross-validation between similar DTMs has been performed on the low or
medium resolution regional and national DTMs, that are the regional Lombardy
DTM with a planimetric resolution of 20 m, the regional Piedmont DTM with a
planimetric resolution of 50 m and the national Switzerland DTM with a planimet-
ric resolution of about 30 m. Their characteristics are reported in section 2.2.1.
With these low-resolution DTMs three cross-validations have been carried out,
considering each time a different couple of DTMs:

1. Lombardy DTM and Switzerland DTM,

2. Lombardy DTM and Piedmont DTM,

3. Piedmont DTM and Switzerland DTM.

The cross-validations have been executed implementing proper procedures in MAT-
LAB environment. Details of the comparison between the Lombardy and the
Switzerland DTMs are described below. Analogous procedures have been adopted
for the other comparisons, that have been done by Politecnico di Torino (Biagi
et al., 2013a) and are not described in this thesis.

A preprocessing of the Lombardy data has been necessary before performing
the comparisons. In fact, studying the slope and aspect of the DTM, it has been
highlighted that it presents some problem in the data. The first problem affects
only one grid (grid A3) of the DTM. The East-Northern part of this grid, which
covers the northern area of Lago Maggiore, near Luino (Figure 2.9), does not
follow the exact profile of the Lombardy regional border.

The anomalous morphology of these data is visible in the left image of Fig-
ure 2.10, which shows the slopes of the original Lombardy A3 grid. In the East-
Northern side of the grid, the slopes have all the same values and the data seems
to be located on a uniformly inclined plane. Since these erroneous data are out-
side the Lombardy boundary and this area is covered also by the Swiss DTM, this
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Figure 2.9: Area of the Lombardy DTM which presents some incorrect data.

Figure 2.10: Slope of Lombardy DTM grid A3 which presents incorrect data: on the left
the original data, on the right the corrected data. Values of slopes in degrees.
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piece of DTM is not strictly necessary. For this reason these incorrect data have
been deleted from the Lombardy grid.

The second problem has been found in the part of Lombardy DTM which pro-
trudes in Piedmont. In fact, even if the border between Lombardy and Piedmont
splits Maggiore Lake and Ticino River in two parts (Figure 2.11), both Lombardy
and Piedmont DTMs cover also a portion of Maggiore Lake and Ticino River that
is located in the other region.

Figure 2.11: Border of Lombardy and Piedmont through Maggiore Lake and Ticino
River (violet line).

Figure 2.12 shows a portion of the two DTMs: inside the red circle the area of
Maggiore Lake and Ticino River is highlighted. The part of Piedmont DTM in
Lombardy area is correct, while the part of Lombardy DTM in Piedmont area
is not correct, because Lombardy DTM prolongs the lake (conventionally at an
elevation of 193 m) for at least 12 km2 of the Ticino valley immediately below the
Ticino River river-head. In the figure the color scale has been saturated from 150
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to 250 m so that the elevation values of this area are more visible: it is visually
clear the error in the Lombardy DTM.

Figure 2.12: Portion of Piedmont (on the left) and Lombardy (on the right) regional
DTMs covering Maggiore Lake and Ticino River: in red the same border area between
the two DTMs is highlighted. The colour scale is reduced from 150 to 250 m so that the
problem in the Lombardy DTM is more visible.

As for the Luino case, also these erroneous data have been removed from the
Lombardy DTM, before performing every following analysis.
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2.3.1.1 Lombardy DTM vs. Switzerland DTM

The Lombardy and Switzerland DTMs have different planimetric resolutions and
vertical accuracies and are georeferenced in two different reference frames. Their
main characteristics are reported in Table 2.7. The two DTMs have different
but similar resolutions and accuracies; for this reason to perform their cross-
validation, no one of them can be considered as truth. Therefore the two DTMs
have been compared on some points that do not coincide with the nodes of one of
them (Biagi et al., 2012), but that are located in random positions in the overlap-
ping area. The overlapping area, shown in Figure 2.13, is entirely included in the
Italian territory: Lombardy DTM is in fact cut in order to cover only Lombardy,
while the Swiss DTM occupies part of the Lombardy area near the border between
the two countries.

LOMBARDY DTM SWITZERLAND DTM
Planimetric resolution 20 m 2.8 · 10−4 deg (w30 m)
Elevation accuracy 5-10 m 1.5-3 m
Reference frame Roma40 - Gauss Boaga ETRF89 - geographic coordinates

Table 2.7: Main characteristics of Lombardy and Switzerland regional DTMs.

Figure 2.13: Overlapping area between Lombardy and Switzerland DTMs. In gray scale
the Switzerland DTM, in colors the Lombardy DTM, in red the border of their

overlapping area.

The set of points (set of their 2-D coordinates) on which the two DTMs have
been interpolated was extracted from a uniform random variable, so that they are
located inside the limits of the overlapping area. The number of extracted points
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has been chosen so that the inter-distance between two nearest points in both x
and y directions is of about 100 meters. A denser mesh would imply much longer
computation times.

Since the two DTMs are georeferenced in two different reference frames,
firstly the points have been extracted randomly in the ETRF89 reference frame
in geographic coordinates. The Switzerland DTM has been interpolated directly
on the 2-D extracted coordinates, while to interpolate the Lombardy DTM, the
coordinates of the points have been previously converted using the GK2CNV pro-
gram from ETRF89 (φ, λ) to Roma40 (East, North).

For each point two elevations have been obtained, through exact bicubic in-
terpolation from the nodes of the Switzerland DTM (hS) and then from those of
the Lombardy DTM (hL). To perform the exact bicubic interpolation in one point
with known planimetric coordinates, the 16 nearest nodes around it are searched.
Because the nodes are on a regular grid, it is possible to use an exact bicubic inter-
polation, described in detail in Section B.1.3.1. Then for each point the elevation
difference, ∆h = hS − hL , has been calculated. NO-DATA value was assigned
to a difference in two cases:

1. the extracted point is outside the area of one of the two DTMs,

2. one of the interpolated elevations (or both) results equal to NO-DATA, that
happens if at least one elevation of the 16 nearest points is equal to NO-
DATA.

Several statistical analyses have been done on the elevation differences:

• computation of some statistical values, maximum, minimum, mean, stan-
dard deviation, only for the points with a useful value,

• division in classes and estimation of the percentage of points that belong to
each class,

• adaptation test to a Gaussian to verify if the sample is normally distributed,

• analysis of linear correlation of the differences with some orographic pa-
rameters, in order to verify if the elevation differences depend on the origi-
nal points elevation or slope,

• covariance analysis in order to verify the spatial correlation between points.
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Figure 2.14: Overlapping area between Lombardy and Swiss DTMs and density of the
randomly extracted points. In colours the areas belonging to lakes (no comparisons on

them) are highlighted.

Results

Figure 2.14 shows the distribution of the points with valid differences. The points
belonging to lake areas, highlighted in figure, have been deleted from the set of
differences before computing the statistics: in fact these areas are memorized with
different reference values in the two DTMs. This is not due to measurement errors
in one of the two DTMs, but probably different values have been assigned to the
free water surface of the lakes in the two DTMs. For example points belonging
to Como Lake have a value of 197 m in the Lombardy DTM and 199 m in the
Switzerland DTM, while to Truzzo Lake a value equal to 2050 m is assigned in
the first DTM and 2080 m in the second, with a constant difference of 30 m for
all the points belonging to this lake. In order to exclude from the dataset points
belonging to lakes, the histogram of the differences has been studied. For each
lake, a pick with a constant value exists in the histogram; each pick has been
identified and removed, deleting all points with differences equal to that value.
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Number of valid points 256’737
Mean -0.1 m
Std 18.9 m
Maximum 352 m
Minimum -256 m

Table 2.8: Statistics of the elevation differences between Switzerland and Lombardy
DTMs.

In Table 2.8 the statistics of the useful differences of the interpolated elevations of
the global overlapping area between Lombardy and Switzerland are reported. The
differences are distributed with a mean value almost equal to zero. Considering
that the nominal standard deviation of the Swiss DTM is equal to 5 meters and
those of the Lombardy DTM is equal to 10-15 m, their difference should have
a standard deviation of σ =

√
σ2

1 + σ2
2 ≈ 13.4m. The standard deviation ob-

tained from the comparison is greater, but it is at least comparable. To this regard
it should be taken into account that this comparison is relative to an area with
alpine and pre-alpine orography, that is morphologically complex. On the other
hand, some significant anomalies, which are differences that reach 300 meters, are
present.

Figure 2.15: Histogram of the elevation differences between Lombardy and Swiss
DTMs.

From the histogram of the differences (Figure 2.15) and the subdivision of the
points in different classes depending on the difference values (Table 2.9) it can be
seen that most of the points, about the 85%, have differences lower than 20 meters
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Differences (m) Percentage with respect to
the total number of points

∆H < −100 0.2%
−100 ≤ ∆H < −40 2.0%
−40 ≤ ∆H < −20 5.6%
−20 ≤ ∆H < −10 11%
−10 ≤ ∆H < 0 29%

∆H = 0 0.0%
0 < ∆H < 10 32%
10 ≤ ∆H < 20 12%
20 ≤ ∆H < 40 5.7%
40 ≤ ∆H < 100 1.8%

∆H ≥ 100 0.1%

Table 2.9: Classes and percentage of elevation differences between Lombardy and Swiss
DTMs.

and so acceptable with respect to the nominal accuracies of the two DTMs; only
the 4% of the differences is higher than 40 meters and the 0.3% exceeds 100 m.

A normality test has been done to verify if the distribution of the differences
fits a Gaussian distribution with mean and standard deviation equal to those of the
data (-0.1 m and 18.9 m respectively), computed inside the interval −3σ ÷ +3σ,
where σ is the standard deviation of the differences. The result of the test is shown
in Figure 2.16.

As can be seen, there is no good adaptation between the measured heigh differ-
ences distribution and the Gaussian distribution; in particular the empirical values
are more concentrated around the mean and they tend to differ from the theoretical
distribution, in particular in the neighbourhood of ±σ. This is confirmed also by
the classical chi square adapting test, that is not satisfied.

To obtain some information about the spatial distribution of the differences,
following the same classification shown in Table 2.9, that is the subdivision of
the interpolated points in eleven different classes depending on the differences
between the two DTMs, a map of the differences has been created: a different
colour has been assigned to each class.
From a simple visual inspection the differences seem to present an anomalous
spatial distribution: the highest values (dark red and dark blue) are concentrated
in some specific areas, that correspond only in some cases to the most mountain-
ous zones. The anomalous distribution is evident if the modulus of the differences
is plotted and, over this, the grids subdivision of the Lombardy DTM is over-
lapped (Figure 2.17). Grids B2 and C2 contains the highest differences; even
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Figure 2.16: Normal test of the differences between Lombardy and Swiss DTMs
(theoretic distribution in red, real distribution in blue).

if both grids cover mountainous areas, it seems strange that they present worse
differences with respect for example to grid B1, which is closer to the Alpine
watershed and presents smaller difference values.

The empirical covariance of the differences has to be studied in order to verify
if a spatial correlation between the planimetric positions of the points exists. In
fact the degree of similarity between pairs of surface points can be described by a
correlation function (Li et al., 2005), described as follows:

R(d) =
Cov(d)

Cov(0)
(2.1)

where Cov(d) is the covariance of all the points with horizontal distance d, and
Cov(0) is the covariance in the origin. The mathematical function of Cov(d) is:

Cov(d) =

Nd∑
i=1

(Zi −M)(Zi+d −M)

Nd − 1
(2.2)

where Zi is the elevation of the point i, Zi+d is the elevation of a point with an
horizontal difference of d from point i, M is the average height value of all the
points; the sum is computed on the Nd couples of points with reciprocal distance
equal to d. In general the values of Cov(d) decreases at the increase of d.
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Figure 2.17: Absolute values of the elevation differences between Lombardy and Swiss
DTMs, divided in 6 classes. The borders of the Lombardy DTMs grids are overlapped.

The analysis of covariance of the differences between Italy and Swiss DTMs
have been performed on some areas with an extension of few kilometers. Here
only one example is shown (Figure 2.18): the covariance function is relative to
3000 points that are located inside an area of 5 km2 inside grid C2 of the Lombardy
territory. The maximum distance between points is of about 1 km. Covariance
values of the differences between Lombardy and Swiss DTMs have been plotted
against the distance between pairs of data points. From the graph it can be seen
that a certain spatial correlation exists between the elevation differences. The
empirical covariance halves at an interdistance between points of about 90 m.
The empirical covariance function follows an exponential trend. In the figure the
exponential model function

Cov(d) = a · eb·x + c (2.3)

in which values of 360.5 , −45040 and 10 have been associated to the three coef-
ficients a, b and c, has been plotted on the same graph of the empirical covariance.
The exponential model seems to well fit the empirical values. Other tests repro-
duce similar results.
Other analyses have been done in order to verify if a certain correlation exists be-
tween the differences and the territory orography. Therefore the linear correlation



86 The HELI-DEM project and the data preprocessing

Figure 2.18: Empirical covariance function (blue points) of the differences between
Lombardy and Swiss DTMs and exponential model (red line).

coefficient between differences and elevations has been computed: this coefficient
resulted not significative and so no dependency of the differences from terrain el-
evations exists. Since the terrain slope is more representative of the orographic
complexity of the terrain, for every extracted point the slope has been computed
with the usual algorithms (Li et al., 2005).
As for the elevations, also in this case the correlation between the absolute values
of the differences and the slopes has been estimated. Again, the correlation be-
tween differences and slopes is not significative. An example of this analysis is
shown in Figure 2.19, where the differences between Lombardy and Swiss DTMs
of points belonging to Lombardy grid C2 have been plotted respectively against
terrain elevations (Figure 2.19(a)) and terrain slopes (Figure 2.19(b)).

In conclusion the worst differences follow regular cuts that have nothing in
common with orography, but that seem to have some relation with the shapes of
some digitalization panels: this situation is particularly visible in grids B3 and B2
(Figure 2.17). For example in this grid it seems that two different operators have
done the digitalization or the photogrammetric restitution in a not consistent way:
in fact only a part of the grid has high differences, while the others are low, but
with a net division.

To better study this phenomenon some additional analyses on smaller areas
have been executed, considering each time a single grid of the Lombardy DTM
and the Swiss grid that is superimposed to it. The two grids are thus compared
on the points that are located inside the overlapping area between the two grids,
among all the dataset of points extracted from the whole overlapping area. As
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(a)

(b)

Figure 2.19: Correlation between differences (Lombardy-Switzerland) in elevation and
original elevations (a) and slopes (b).

examples the worst and the best areas are presented here.
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Grid C2: Area included in grid C2 presents the worst differences between Lom-
bardy and Swiss DTMs. The number of useful points that fall inside this grid is
32’698 and the statistics of the differences are summarized in Table 2.10.

Number of useful points 32’698
Bias -4 m
Std 29 m
Maximum 352 m
Minimum -256 m

Table 2.10: Statistics of the elevation differences between grid C2 of Lombardy DTM
and grid e009n46 of Switzerland DTM.

Figure 2.20: Histogram of the elevation differences between grid C2 of Lombardy DTM
and grid e009n46 of Switzerland DTM.

In this area the statistics of the differences are actually worse with respect to those
of the whole overlapping area between the two DTMs. In fact, the mean equal to 4
meters and the standard deviation equal to 29 m are far higher with respect to the
global ones (mean of 0.1 and std of 18 m). Figure 2.20 shows the histogram of the
differences: the values are less concentrated around the mean and the 13.4% of the
points presents a difference greater than 40 meters. Also in this case the results of
the normality test and of the analyses of the correlations between differences and
elevations/slopes indicates that the differences sample does not follow a Gaussian
distribution and does not depend from original elevations or slopes.
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Grid D1: Area included in grid D1 presents the best difference values among
all the Lombardy grids. In fact, as can be seen from Table 2.11, the statistics are
in this case better than those of the whole overlapping area.

Number of useful points 36’801
Mean 0.3 m
Std 11 m
Maximum 79 m
Minimum -84 m

Table 2.11: Statistics of the elevation differences between grid D1 of Lombardy DTM
and grid e010n46 of Switzerland DTM.

Figure 2.21: Histogram of the elevation differences between grid D1 of Lombardy DTM
and grid e010n46 of Switzerland DTM.

Figure 2.21 shows the histogram of the differences. Also in this case the normal-
ity test and the estimation of correlation between differences and elevations and
slopes show that also for this area the sample does not follow a Gaussian distribu-
tion and no correlation exists between the differences and the terrain orography.

Also in this case the normality test and the estimation of correlation between
differences and elevations and slopes have been performed: the results are that
also for this area the sample does not follow a Gaussian distribution and no corre-
lation exists between the differences and the terrain orography.
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To have a general idea, the statistics of the elevation differences in all the grids
are summarized in Table 2.12.

Grids couple Mean (m) Std (m) Max (m) Min (m)
A4 - e008n45 -0.1 16 173 -168
B1 - e009n46 -0.4 14 93 -177
B2 - e009n46 3.0 20 195 -206
B3 - e009n46 -1.0 17 131 -128
B4 - e009n46 -0.1 20 129 -212
C2 - e009n46 -4.0 29 352 -256
D1 - e010n46 0.3 11 79 -84
D2 - e010n46 2.0 16 113 -207
D3 - e010n46 -5.0 12 84 -64

Table 2.12: Statistics of the elevation differences between all the grids couples of
Lombardy and Switzerland DTMs.

2.3.2 Cross-validation between low and high resolution DTMs
The cross-validation between low and high resolution DTMs is performed com-
paring the regional DTMs with the high resolution DTMs available for the HELI-
DEM project area. In particular in Lombardy the high resolution PST-A DTM is
present and covers only the hydrographic basins; in Piedmont two high resolution
DTMs are available, again PST-A DTM which covers the river basins, and the
regional DTM which covers the whole region with a planimetric resolution of 5
meters. For a detailed description of these DTMs see section 2.2.1. For Switzer-
land only one DTM is available, the national low resolution DTM, and so in this
case no cross-validation between low/high resolution DTMs is possible. Three
cross-validations have been performed:

1. Lombardy regional DTM and PST-A LiDAR Ministry of Environment DTM,

2. Piedmont regional DTM and PST-A LiDAR Ministry of Environment DTM,

3. Piedmont regional DTM and 5 meters Piedmont DTM.

Among these comparisons, the author of this thesis has worked on the first one.
For this reason the comparison between the Lombardy regional DTM and the PST-
A DTM is in detail described below. Analogous procedures have been adopted by
Politecnico di Torino for the other comparisons (related to Piedmont), that are not
described here.
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2.3.2.1 Lombardy Regional DTM vs. Ministry of Environment PST-A Li-
DAR DTM

The low resolution Lombardy regional DTM (LR DTM) and the high resolution
PST-A LiDAR DTM of Ministry of Environment (HR DTM) are georeferenced in
different planimetric reference frames and have different resolutions and vertical
accuracies. Their main characteristics are reported in Table 2.13.

Lombardy Region DTM PST-A LiDAR DTM
Planimetric resolution 20 m 1 m
Elevation accuracy 5-10 m 10-50 cm
Reference frame Roma40 - Gauss Boaga ETRF89 - geographic coordinates

Table 2.13: Main characteristics of Lombardy regional DTM and PST-A LiDAR DTM.

In Figure 2.22 the area covered by the two DTMs is represented: only the part of
the two DTMs that falls within the HELI-DEM project area has been considered.
It should be noted that the Lombardy DTM covers the Lombardy project area for
a total of 12’068 km2, while the PST-A LiDAR DTM covers only one sixth of
this territory for a total of 2’342 km2. The very partial overlap between the two
DTMs does not allow in any way, even if desired, a complete correction of the
low resolution DTM through the high resolution data.

Figure 2.22: Area covered by the regional Lombardy DTM (on the left) and the
Lombardy part of the PST-A DTM (on the right).

The PST-A DTM is characterized by higher resolution and accuracy; therefore
in the comparison it has been considered as truth. The two DTMs have different
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reference frames and coordinates systems; therefore, before performing the cross-
validation, the Lombardy regional DTM has been transformed using the program
GK2CNV from its original reference frame to ETRF89, geographic coordinates
(reference frame and coordinate system of the PST-A DTM). The result is a list of
3-D coordinates, that clearly are almost regularly spaced but no more on a regular
grid.

The PST-A LiDAR DTM covers only a portion of the Lombardy territory,
therefore the comparison has been done only in the portion of the Lombardy
territory where also the LiDAR model exists. To perform the comparison, for
each point (3-D coordinates) of the Lombardy regional DTM, it has to be verified
whether the point is present also inside the PST-A DTM or not. In the posi-
tive case, a square window of (20 × 20) m2 is considered around the position of
the point, and all the nodes of the PST-A DTM that fall inside this window are
searched. Then, they are averaged and their mean (HHR) is compared to the low
resolution height (HLR). For each point a difference is in this way computed as
∆H = HLR − HHR. The dimension of the window has been chosen equal to
20 m, because the points of the transformed LR DTM are spaced approximately
20 meters, and the area of influence of each point is about (20 x 20) m2: inside
an area of that dimension about 400 HR DTM nodes (with a inter-distance of 1
meters) are present.

Results

In Table 2.14 the global statistics of the differences, without the NO-DATA values,
are summarized.

Number of useful points 4’048’660
Mean, µ(∆H) 0.5 m
Std, σ(∆H) 6.6 m
Maximum, max(∆H) 204 m
Minimum, min(∆H) -138 m

Table 2.14: Statistics of the elevation differences between Lombardy DTM and PST-A
LiDAR DTM.

Considering the nominal accuracies of the Lombardy DTM, the statistics of the
differences are distributed as expected, with a mean lower than one meter and
a standard deviation smaller than ten meters. To verify the existence of global
biases, the differences have been clustered in eight classes, according to their
absolute values: the results are reported in Table 2.15. The 79% of the points has
a difference lower than 5 meters and only the 7% of the differences is greater than
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10 meters. According to Figure 2.23 the highest values seem to be concentrated in
mountainous areas, as for example the area in the North part of Valtellina Valley
and in the are North of Lago D’Iseo.

Differences (m) Percentage with respect to
the total number of points

0 ≤ |∆H| < 5 79%
5 ≤ |∆H| < 10 14%
10 ≤ |∆H| < 20 6.0%
20 ≤ |∆H| < 50 1.2%
50 ≤ |∆H| < 100 0.2%
|∆H| ≥ 100 0.01%

Table 2.15: Classes and percentage of the absolute values of elevation differences
between Lombardy and PST-A DTMs.

Figure 2.23: Absolute values of the differences between Lombardy and PST-A LiDAR
DTMs.

Some detailed analyses on the differences have been done. A first analysis has
been performed according to the subdivision of the Lombardy DTM in grids, se-
lecting each time all the points that fall inside the area covered by one of the grids
of the LR DTM, that are shown in Figure 2.24 .

In Table 2.16 the statistics of the differences are reported grid by grid. Grids
A4, A5, B1, D1, E4 and E5 present the worst statistics (high mean and stan-
dard deviation). A comparisons between these results and those obtained by the
comparison of Lombardy and Swiss low resolution DTMs (Table 2.12) has to be



94 The HELI-DEM project and the data preprocessing

Figure 2.24: Subdivision of the Lombardy DTM in grids.

done. Grids B2, B4 and C2 had high values in the previous case; here B2 and B4
grids present good statistics, while for grid C2 unfortunately no comparison can
be done because no overlap exists between PST-A and Lombardy DTMs. Grids
D5, E5 and E6 have in this case high difference values, but no comparison can
be done because these statistics were not considered in the previous analysis; a
detailed analysis demonstrated that the highest values of these grids are due to
isolated outliers. Finally grid D1 presents here a high maximum value, while in
the previous case statistics were acceptable: this grid covers Valtellina area that
will be analysed in detail in the following paragraphs.

In some grids, a strange phenomenon is visible. One example is given in
Figure 2.25, where the differences in grid B1, plotted over Google Earth 3-D
map, are shown. The area covered by grid B1 is located in the Northern part
of Lombardy, near the border with Switzerland: in particular this area covers
part of the Valley of San Giacomo. The differences seem not to be randomly
distributed but they seem to follow a strange sistematism: the positive differences
are concentrated on one side of the valley, the negative differences on the other
side.

To better analyse this phenomenon, the investigation has been extended con-
sidering the entire Valley of San Giacomo. Table 2.17 reports the statistics of
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Grid Mean [m] Std [m] Min [m] Max [m]
A4 0.5 8.7 -100 60
A5 -0.6 7.8 -96 48
B1 -1 7 -74 73
B2 0.5 5.2 -88 125
B3 0.1 4.4 -69 73
B4 0.9 3.8 -39 55
B5 0.7 3.1 -48 104
C2 No overlap
C4 0.3 4.8 -83 98
C5 0.9 3.4 -38 59
D1 2.8 9.5 -61 192
D2 0.4 6.5 -98 43
D3 0.8 4.3 -80 59
D4 0.9 7.5 -75 92
D5 0.6 4.8 -89 154
D6 0.2 7 -26 44
E2 1.8 3.1 -7 13
E4 -0.9 8.7 -48 122
E5 0.9 8.7 -115 210
E6 0.5 6.6 -21 204

Table 2.16: Statistics of the elevation differences between Lombardy and PST-A LiDAR
DTMs, grouped by grids.

the differences for this valley and Figure 2.26 shows the histogram of the differ-
ences. The differences have been subdivided in twelve classes (Table 2.18). From
a overall analysis, the statistics of the differences are satisfactory. In fact mean
and standard deviation, equal respectively to -0.5 and 6 meters, are not significant
with respect to the LR DTM accuracy; moreover, the most part of the values (the
93%) are between ±10 m as in the general statistics.

Number of useful points 10’817
Mean, µ(∆H) -0.5 m
Std, σ(∆H) 6 m
Maximum, max(∆H) 81 m
Minimum, min(∆H) -77 m

Table 2.17: Statistics of the elevation differences between Lombardy and PST-A DTMs
on the Valley of San Giacomo.
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Figure 2.25: Differences of elevations between Lombardy DTM B1 grid and PST-A
DTM, plotted in 3-D on Google Earth (in red positive differences, in blue negative

differences).

Figure 2.26: Histogram of the differences between Lombardy and PST-A DTMs on the
Valley of San Giacomo.
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Differences (m) Percentage with respect to
the total number of points

∆H < −100 0.0%
−100 ≤ ∆H < −50 0.3%
−50 ≤ ∆H < −20 0.5%
−20 ≤ ∆H < −10 3.1%
−10 ≤ ∆H < −5 15.7%
−5 ≤ ∆H < 0 39.9%
0 < ∆H < 5 31.2%
5 ≤ ∆H < 10 5.9%
10 ≤ ∆H < 20 2.2%
20 ≤ ∆H < 50 0.9%
50 ≤ ∆H < 100 0.1%

∆H ≥ 100 0.0%

Table 2.18: Classes and percentage of elevation differences between Lombardy and
PST-A DTMs on the Valley of San Giacomo.

Figure 2.27: Differences of elevations between Lombardy and PST-A DTMs on the
Valley of San Giacomo.

However, as has been detected in case of grid B1, also considering the whole San
Giacomo Valley, a local bias seems to be present, as can be seen in Figure 2.27.
Firstly a strange artefact is visible: in the upper left part of the image, a group
of points with very high positive differences distributed along a horizontal path
is present. From a check of the elevation data of the two DTMs, it has been
highlighted that this problem is due to a local bias in the Lombardy regional DTM.
In addition in this valley in the West slope (the lower part of the figure) a negative
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bias between Lombardy and PST-A DTMs appears; in the other slope an opposite
bias is present. Such a behavior could be justified by a translation of the two DTMs
with respect to the valley axis. Moreover this phenomenon interests not only the
San Giacomo Valley but other valleys of Lombardy. Therefore a procedure to
estimate biases between DTMs has to be implemented to verify the existence of
translations; the procedure is explained in the following paragraph.

Estimation of the translation between Lombardy and PST-A DTMs

To verify the existence of a translation or a bias of the regional DTM with respect
to the local PST-A LiDAR DTM, which has been considered as truth, an algorithm
in MATLAB environment has been implemented. The estimate of the translation
is performed by Least Squares (Koch, 2007).

The height of a point P can be described by:

h(P ) = f1(xP ) + ν1

h(P ) = f2(xP ) + ν2
(2.4)

where f1 and f2 are respectively the P height functions of DTM1, which is the
one that has to be verified (in this case the Lombardy LR DTM) and DTM2,
considered as truth (in this case the PST-A LiDAR high resolution DTM). ν1 and
ν2 are the observation noises of the two functions. xP =

[
xP yP

]T are the
planimetric coordinates of point P.

In absence of translation and biases, the value of the two DTMs in P coincide
and clearly the following equation is verified:

f1(xP ) = f2(xP ) (2.5)

Let’s then suppose that a translation t =
[
tx ty

]T and a bias h exist in DTM1.
The functional model becomes the following:

f1(xP ) = f2(xP + t) + h+ +v (2.6)

This model can be linearised by the following equation (Biagi et al., 2012):

δf(xP ) = f1(xP )− f2(xP ) = ∇f2(xP )t+ h+ v (2.7)

where∇f2(xP ) is the gradients vector of DTM1, computed by the usual numerical
approximation. The gradients are used to fill the design matrix of the linearised
Least Squares system. δf(Pi), i = 1, 2...,M are all the observed differences.
The grid containing the gradients and the grid containing the differences between
high and low resolution DTMs have the same cellsize, because the differences are
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those computed between the low resolution DTM and the high resolution DTM
subsampled on the low resolution grid.

Therefore the following system can be built:


δf(P1)
δf(P2)
...

δf(Pn)

 = y
0

=


∇xf1(P1) ∇yf1(P1) 1
∇xf1(P2) ∇yf1(P2) 1

... ... ...
∇xf1(Pn) ∇yf1(Pn) 1


 tx
ty
h

+


ν1

ν2

...
νn

 = Aζ+v

(2.8)
In the equation Q = I . Solving the linearised Least Squares system the three
unknown parameters can be estimated (ζ̂ = (ATA)−1ATy

0
):

• t̂x, t̂y, that are the translations respectively in x and y directions,

• ĥ, that is the elevation bias.

From the usual Least Squares equations (see section B.2.1) the sigma a posteriori
can also be estimated.

Figure 2.28: Planimetric translations (represented by the red narrows) between the
Lombardy LR and the PST-A LiDAR high resolution DTMs, evaluated by grids partition.



100 The HELI-DEM project and the data preprocessing

Figure 2.29: Landslide of Val Pola (Valtellina area, in Sondrio province), came off the
28th July 1987.

The translations and height bias have been estimated by clustering in different
ways the differences: firstly considering the official cartographic partition in grids
and then considering the natural orographic partition in valleys. In the first case
the estimated translations for the individual grids are always smaller than ±1.5m,
and their global mean is 0.3 meters. In Figure 2.28 the translation vectors are
shown; each arrow represents the translation of the Lombardy DTM grid with
respect to the PST-A DTM. The statistics, subdivided by grids, are summarized
in Table 2.19. No systematic translations or biases seem significant at the global
regional scale or in the individual sheets: the only anomalous case is given by grid
D6. For which concerns the second study, or better the analysis of the differences
by single valleys, no significant translation or biases exist also in this case, with
estimates always smaller than 4 and 2 meters respectively. These results are in all
cases acceptable if compared to the nominal accuracy of the LR DTM. Also in
the Valley of San Giacomo no significant translation or bias seem present. In Val-
tellina area (Adda River Valley) some anomalies seem to exist, with a maximum
difference of 200 m: for that reason the comparison has been performed in this
valley non only considering the entire valley but also dividing it in strips.

From this analysis and from a deep study of the history of that valley, the dif-
ferences that reach 200 m are located in Val Pola, where the 28th July 1987 a land-
slide (an image of it is shown in Figure 2.29) came off from the Zandila Mountain
and 40 million cubic meters of material fall down, overwhelming and completely



2.3 Comparisons between DTMs 101

destroying the villages of Sant’Antonio Morignone and Aquilone (in the province
of Sondrio). In the landslide area the two Lombardy and PST-A DTMs are in
disagreement because the first one has been created respectively before and after
the natural disaster. However, local biases seem to be present, if considering both
the results of the translations and biases analysis and the differences between the
Lombardy DTM and the LiDAR DTM. For that reason, a deeper check, that is de-
scribed in the following section, has been carried out through external validation
of the two DTMs using geodetic/GPS data.

Grid Number useful nodes tx [m] ty [m] h [m] σ̂0 [m]
A4 331’411 1.1 -0.3 0.5 4.3
A5 721’275 1.2 4.1 -0.7 7.7
B1 10’790 1.7 3.3 -1.5 6.7
B2 126’346 0.7 4.1 0.3 5.0
B3 164’647 -11-1 1.2 -0.2 3.5
B4 160’130 -1.1 -1.4 0.9 3.8
B5 777’608 0.8 0.3 0.7 3.1
C2 No overlap
C3 244’752 0.3 1.5 0.1 3.3
C4 103’128 -1.7 1.9 0.3 4.7
C5 167’141 1.3 2.5 0.8 3.3
D1 60’566 -2.3 6.4 2.3 8.7
D2 200’537 0.6 2.7 0.3 6.5
D3 231’121 0.6 1.2 0.8 4.2
D4 290’753 -0.9 3.0 0.8 5.1
D5 303’989 0.6 1.4 0.6 4.8
D6 37’472 12.4 -33.1 0.5 6.8
E2 422 3.5 6.3 -0.6 2.8
E4 17’811 -0.2 1.5 0.8 8.6
E5 87’614 -10.5 1.9 -1 7.7
E6 10’872 -1.0 -4.9 -0.2 2.1

Table 2.19: Translations and biases between the Lombardy DTM and the PST-A LiDAR
DTM (tx, ty are the estimated planimetric translations, h is the estimated bias, σ̂0 is the

a-posteriori sigma).



102 The HELI-DEM project and the data preprocessing

2.4 External validation of the DTMs through GPS
data

From the comparison between the two DTMs available for Lombardy, the LR
Lombardy regional DTM and the Ministry of Environment PST-A LiDAR DTM,
some local biases seem to exist. In order to check if these biases are really present,
the two DTMs have been externally validated, using GPS data. Two different
approaches have been used:

• at first, both DTMs have been compared in the points corresponding to the
monographs of the zero order IGM95 Italian geodetic network benchmarks,

• then, the PST-A DTM has been compared with respect to ad hoc surveyed
RTK GNSS measures for a particular case study.

In the following sections, the two analyses and the obtained results are described
in detail.

2.4.1 DTMs comparison with IGM95 benchmarks
The Lombardy regional DTM and the PST-A DTM have been compared with
the GPS data of the zero order geodetic network IGM95 (details in section A.3).
The GPS results of the IGM95 geodetic benchmarks are catalogued inside the
so called “IGM95 monographs”, that facilitate the localization and describe their
characteristics.

The monographs, one for each benchmark, contain the following information:

• the name of the benchmark,

• the geographic and cartographic coordinates in ROMA40 reference frame,

• the geographic and cartographic coordinates in ETRF2000 reference frame,

• the orthometric and geodetic heights,

• some photos and schema useful to recognize instantly the point and its lo-
cation.

An example of monograph of a geodetic point located in Cassano (Lombardy) is
shown in Figure 2.30.

The monographs can be partially downloaded from the official website of
IGMI, where on a map (Figure 2.31) the geodetic benchmarks are represented
with different symbols depending on their type. From the map it is possible to
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Figure 2.30: Example of IGM95 free monography of a geodetic point.

select a point and to download its monograph. The coordinates free downloadable
from the website have an accuracy of about one arcsecond for geographic coordi-
nates and of the order of the decameter for cartographic coordinates. The freely
available data can be used to identify the benchmark and reach rapidly it. The
accurate ETRF2000 and the Roma40 coordinates can be bought from IGMI.

To perform the comparison between the two DTMs and the IGM95 points,
firstly the IGM95 benchmarks located in the HELI-DEM study area have been
selected. The accurate monographs were not available by the partners for all
the identified benchmarks but were only partial and related to benchmarks re-
surveyed in the last years. For this reason only recently re-surveyed IGM95 bench-
marks have been used for the check, in order to guarantee their cm accuracy. In
total 64 IGM95 points are available inside the area covered by the LR DTM and
45 of them are located also inside the area of the HR DTM (Figure 2.32).

The comparison has been executed interpolating the orthometric elevation of
the considered DTM on each of the selected IGM95 points. Clearly, in case of the
Lombardy DTM, the ROMA40 cartographic planimetric coordinates have been
considered to perform the comparison; in case of PST-A LiDAR DTM, the co-
ordinates have been previously transformed to ETRF89, using the tools available
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Figure 2.31: IGMI website with the map where the IGM95 monographies can be
downloaded.

(a) (b)

Figure 2.32: IGM95 points that fall inside the area of the Lombardy LR DTM (a) and
inside the area of the PST-A DTM (b).

on the GPSLombardia website. In this way for each point the difference between
the estimated DTM elevation and the elevation of the IGM95 point has been com-
puted. In Table 2.20 the statistics of the differences for the two DTMs are reported.
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LR DTM - IGM95 HR DTM - IGM95 HR DTM - IGM95
(all points) (only selected points)

N° of points 64 45 28
Mean (m) -1.38 0.45 0.06
Std (m) 3.45 0.84 0.13
Min (m) -13.36 -0.16 -0.16
Max (m) 6.35 4.63 0.32

Table 2.20: Statistics of the differences between the two DTMs (Lombardy and LiDAR)
and the IGM95 points.

In the comparison between the LR Lombardy DTM and the IGM95 points, the
mean difference is about 1 meter and the standard deviation is 3 meters: these re-
sults are consistent with the nominal accuracy of the DTM. On the other hand the
comparison with the high resolution PST-A LiDAR DTM requires more detailed
analyses. On the whole set of points, the mean difference is about 45 cm, with a
standard deviation of 84 cm and a maximum value of 4.63 meters. These values
are unacceptable if compared to the nominal accuracy of the PST-A DTM (less
than 50 cm in elevation). Making a deep analysis of the results, just 17 points
among the total of 45 present differences greater than 30 cm. Checking the char-
acteristics of these benchmarks on the relative monographs, all of them are not
located on the ground but are monumented on artefacts that clearly are not in the
DTM, like for example walls or road embankments. Therefore these points have
been excluded from the whole set before computing the statistics of the differ-
ences. And so on this regard, despite the small number of check points, these
results are completely satisfactory: in fact after the removal of the point on arte-
facts, the mean is about 6 cm, with a standard deviation of 13 cm and a maximum
values of 32 cm.

2.4.2 PST-A LiDAR DTM comparison with RTK surveys

Even if in the comparison between the LR Lombardy DTM and the Ministry of
Environment PST-A LiDAR DTM the results are acceptable and also the compar-
isons of the two DTMs with the IGM95 benchmarks (Table 2.20) are very satis-
factory, in some areas differences between the two DTMs greater than 10 meters
are present: probably the high differences are due to some incorrect data in the
Lombardy DTM. In order to verify this statement and the general correctness of
the PST-A DTM, in areas where big differences exist between the LR Lombardy
DTM and the PST-A DTM, the latter has to be validated with some more accurate
data. However, no IGM95 monographs are available in these areas; therefore, ad
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hoc GNSS surveys have been planned in order to collect useful GNSS data also
there. RTK (Real Time Kinematic) survey seems adequate, because it provides
accuracies typically better than one decimeter.

To collect GNSS RTK data twelve zones have been chosen among areas with
differences between LR and HR DTMs greater than 10 m. Attention has been
paid to Valtellina valley because in this area, during the HELI-DEM project, IGMI
(Geographic Military Italian Institute) has performed some levelling measures, to
re-survey some already existing levelling lines. In Lombardy the surveyed lines
cover a total of more or less 200 km along the Adda River valley (Figure 2.33).
The twelve areas, shown in Figure 2.34 and located along Adda River valley, have
been selected for their accessibility and their good satellite visibility (in order to
limit potential obstructions). Trough Google Maps it has been possible to select
the areas via computer without physically reconnoiter on the places before the
surveying campaigns.

Figure 2.33: Levelling lines resurveyed by IGMI.

The characteristics (geographic position, length of the RTK survey path and medium
height) of the areas are summarized in Table 2.21. Areas VT01-VT02 and VT03
are localized in the West side of the Valley, between Colico and Sorico cities,
while areas from VT05 to VT12 are in the East side between Sondrio and Bormio.
VT01 to VT06 are below 500 m of elevation, VT07 and VT10 are from 500 m to
1000 m, VT11 and VT12 are above 1000 m.

RTK measures have been realized with Leica RX 1200 receivers. Rover re-
ceivers communicated with the HELI-DEM permanent network by UMTS con-
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Figure 2.34: Selected areas in Valtellina Valley for the external validation of PST-A
DTM with GNSS RTK surveys. In the map are indicated: the twelve areas selected for

the RTK surveys (VT01-VT12), the Permanent Stations of the HELI-DEM GNSS
network (HELI-DEM PS) and the IGM95 benchmarks.

Id L (m) h (m) φ λ

VT01 420 213 46°08’27.19” 9°22’40.41”
VT02 508 243 46°08’45.36” 9°23’04.54”
VT03 1029 201 46°09’02.57” 9°24’29.45”
VT04 697 204 46°09’02.74” 9°24’30.21”
VT05 379 328 46°09’34.39” 9°57’31.41”
VT06 1083 357 46°09’32.60” 10°01’33.33”
VT07 908 520 46°14’18.85” 10°13’25.74”
VT08 2488 542 46°15’24.32” 10°14’49.69”
VT09 1161 795 46°18’51.51” 10°18’21.74”
VT10 1175 910 46°19’53.33” 10°19’57.67”
VT11 1609 1155 46°26’02.20” 10°21’27.60”
VT12 472 1277 46°29’11.20” 10°21’10.03”

Table 2.21: Positions of the RTK survey areas: L: length of the path, H,φ, λ:
approximate ITRF2008 position of the area.

nections. Contrary to the usual surveying practice, the measures have been per-
formed not monumenting benchmarks, but just surveying height profiles on given
paths; in this way elevation profiles have been collected not by scattered points
but by trajectories. Measures have been performed along roads, embankments or
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easily accessible paths. Along flat sections, stop&go measures with a duration of
5 seconds (5 epochs, one epoch per second) have been carried out approximately
every 20 meters. In slope sections, stop&go measures have been taken more fre-
quently, spaced about 10 meters, always with a duration of 5 seconds. Every path
has been surveyed twice to have a double check of the results. In addition the
surveys campaigns have been repeated two times, the former in June/July 2012,
the latter in October 2012. Survey conditions were not always optimal, due to the
presence of some unavoidable vegetation and obstructions. Therefore, in some
places, ambiguity resolving has not been possible. In any case, for each study
area, at least 50 points have been surveyed in each campaign; in total 1300 RTK
points have been collected. Considering the alpine nature of the case study, the
number of collected points is succesfully. Colico zone (areas VT01, VT02 and
VT03) provides the only one exception. Indeed, in October campaign, few points
have been collected due to significant problems in GNSS data acquisition in the
whole zone. Probably, this was probably caused by electromagnetic disturbance
emitted by some repeaters present in the zone (Telespazio Radio Antenna).

RTK method has been chosen due to its advantages in terms of costs, times
and reliability. To give an example of costs of the performed campaigns, it has to
be considered that:

• the first identification of each area from maps prepared during the planning
never involves significant times; travelling times from an area to the next
were always less than 30 minutes,

• the survey of each area has required 35 minutes in average for the dou-
ble surveys (forward and backward paths) with an average of 70 surveyed
points.

Therefore the method presents low cost compared to a significant numerosity of
points.

Data collected during surveys, stored in memory cards, have been downloaded
and analyzed using Leica Geo Office software. The software allows to visualize,
import, manage and process GNSS data and RTK results. Then, the RTK re-
sults have been converted to text files for further analyses with other GIS and
statistic softwares. The external validation of the PST-A DTM has been done
by its comparison with the RTK collected data. Since the RTK results are in
ITRF2008 while PST-A DTM is in ETRF89, before the comparison, RTK results
have been converted to ERTF89 by the standard transformations. In order to com-
pare the estimated elevation to the RTK height, the latter has to be transformed
from geodetic to orthometric by applying the undulation of the official Italian
geoid Italgeo08 (Barzaghi et al., 1987). After the conversion, PST-A DTM and
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RTK points have been compared in the following way. Each RTK results consists
of the 3-D coordinates of a point measured on the ground. A simple routine has
been implemented in MATLAB: its inputs are the DTM grids and a list of the RTK
estimated coordinates. For each RTK point, the sixteen nearest nodes of the DTM
are searched; the elevation assumed by the DTM in the RTK point is estimated
by exact bicubic interpolation from the sixteen nodes. The elevation difference
between the elevation obtained by DTM interpolation and the RTK orthometric
height is computed. Clearly, in this way, horizontal RTK errors are neglected, but
for the purpose of this comparison they can be considered as not significant.

The statistics of the differences of the two survey campaigns (June/July and
October 2012) are reported in Tables 2.22 and 2.23.

Id N° points O %O Mean (cm) Std (cm) Max (cm)
VT01 48 1 2 14 9 31
VT02 60 1 2 12 13 32
VT03 40 0 0 18 8 38
VT04 22 1 4 19 6 40
VT05 50 0 0 4 4 17
VT06 72 0 0 -5 3 14
VT07 60 7 12 5 13 45
VT08 64 0 0 11 8 28
VT09 55 0 0 4 6 25
VT10 48 5 10 -3 10 36
VT11 7 4 6 7 8 35
VT12 39 0 0 13 6 27

Table 2.22: Statistics of the elevation differences between interpolated PST-A DTM and
GNSS-RTK (first survey campaign on June/July 2012). Id, number of surveyed points

(N° points), number of outliers (O) - differences greater than 50 cm, percentage of
outliers (%O), mean, standard deviation, maximum.

The results are in general satisfactory. As example the differences obtained for
area VT09, located in Tiolo (Sondrio province), with a path 1 km long, is shown
in Figure 2.35.

In this case all the differences are lower than 45 cm in both the survey cam-
paigns; only one outlier exists in the South-West part of the area in the data col-
lected during the second campaign. In total, 10 results present differences greater
than 1 m; in any cases all the 43 results that have differences greater than 50 cm
have been considered as outliers and have been removed from the datasets. At
first, visual inspections of RTK/DTM profiles evidence that most of outliers are
clearly caused by RTK survey problems and do not represent DTM blunders. As
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Id N° points O %O Mean (cm) Std (cm) Max (cm)
VT01 35 1 3 2 12 23
VT02 7 0 0 7 17 31
VT03 18 1 5 2 15 19
VT04 36 3 8 2 12 19
VT05 68 0 0 3 8 37
VT06 50 2 4 -1 5 7
VT07 93 0 0 5 12 37
VT08 90 3 3 13 6 27
VT09 70 1 1 6 10 42
VT10 77 10 13 5 17 39
VT11 101 2 2 2 9 30
VT12 61 1 2 7 7 19

Table 2.23: Statistics of the elevation differences between interpolated PST-A DTM and
GNSS-RTK (second survey campaign on October 2012). Id, number of surveyed points

(N° points), number of outliers (O) - differences greater than 50 cm, percentage of
outliers (%O), mean, standard deviation, maximum.

Figure 2.35: GNSS RTK points and absolute height differences with respect to PST-A
LiDAR DTM - area VT09.

expected, these points are located under vegetation or in obstructed sites. Part of
them regards sparse points, the others affect close points in small and particularly
obstructed areas and are repeated in both the campaigns. In any case, results are



2.4 External validation of the DTMs through GPS data 111

generally satisfactory for almost all the areas, because outliers percentages are
acceptable.

Two exceptions exist, areas VT07 and VT10. Area VT07 is localized near
Lovero (in Sondrio province); the path is 900 meters long and with a height dif-
ference from the beginning to the end equal to 45 meters. In Figure 2.36 the
progressive differences between the PST-A DTM and RTK GNSS points of both
the survey campaigns are shown. During the first campaign 7 outliers are present
(represented in red and brown in Figure 2.37), while the other difference values
are between 0 and 30 cm. This problem is not repeated during the second survey
campaign. For this reason the problem is probably due to a prolonged wrong am-
biguity resolution during the first campaign that happened in an area that, from a
GNSS point of view, should be defined good.

Area VT10 (Figure 2.38) is located near Sondalo (in Sondrio province): mea-
sures have been executed along a paved road 600 meters long that climbs orthog-
onally a steep slope of the valley, with a total height difference of 44 m. The
elevations of the RTK points on the side of the road towards the valley are sys-
tematically higher than those on the PST-A DTM; this survey contains also most
of the outliers, with elevation differences greater than 1 meter. This bias is prob-
ably due not to a wrong ambiguity resolution as in the previous case, but to some
problems in the PST-A LiDAR DTM; probably the very high differences are due
to some errors in the horizontal georeferencing of the DTM or in the filtering used
to produce the DTM from points clouds acquired by LiDAR.
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(a)

(b)

Figure 2.36: Progressive differences (cm) between PST-A DTM and RTK points in area
VT07: first campaign (a) and second campaign (b).
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Figure 2.37: GNSS RTK points and absolute height differences with respect to PST-A
DTM - area VT07.

Figure 2.38: GNSS RTK points and absolute height differences with respect to PST-A
LiDAR DTM - area VT10.





Chapter 3

Analyses on different DTM
interpolation methods

The problem of DTM interpolation is of interest when unifying different partly
overlapping DTMs on a common grid. This is the particular case of the HELI-
DEM project. In order to decide which interpolation procedure will be adopted,
several analyses have been carried out. First of all the comparison between bilin-
ear and bicubic polynomial surfaces to re-grid DTMs is presented.

When interpolating an input DTM on an output grid, the input nodes used to
estimate the elevation of an output node can be geometrically distributed in a way
that might cause numerical instability of the interpolation system. In these cases
a simple interpolation could not produce good results; some approaches useful to
stabilize the system exist and have been studied and implemented.

Finally, various methods to merge different overlapping DTMs on a common
grid have been analysed and compared. All the implemented procedures and
the obtained results are described in this chapter and are necessary to justify the
choices taken to create the output HELI-DEM DTM.

3.1 Regridding by polinomial interpolation: com-
parison between bilinear and bicubic surfaces

The regridding of a DTM on a new grid implies an interpolation. To do that dif-
ferent interpolators can be adopted. A first classification divides the interpolators
between exact and approximate. In the following they will be called interpola-
tors and approximators respectively. An interpolator creates a model that passes
through all the available data, or observations, and allows the complete recon-
struction of the entire sample; on the other hand an approximator applies statistical
methods, like Least Squares, to estimate a smoother function that fits the obser-
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vations. Interpolators have the disadvantage that the observation errors, if some
one exist, are not filtered and thus are propagated into the model. Approximators
are instead not affected by this problem, because errors can be filtered; but their
disadvantage is that also actual details can be lost in the smoothing. Details are
not reported here because in this context it would be dispersive with respect to the
discussion on their application to our data; more details are instead contained in
Appendix B.

In general, to predict a DTM in a point P = (xP , yP ), interpolators are used.
Indeed, stored elevations have been usually already filtered for the errors. Typ-
ically, in GIS softwares the most commonly applied interpolators are splines or
polynomial surfaces. At the beginning of the HELI-DEM project, attention has
been focused on the polynomial surfaces and in particular on the already well
known bilinear and bicubic ones. In literature some comparisons between bilin-
ear and bicubic polynomial interpolators already exist. For example Rees (Rees,
2000) demonstrates that simple bilinear or bicubic interpolation is an adequate
approach when DTMs have to be interpolated to higher resolutions, saying also
that “for real data, bicubic interpolation is significantly more accurate than bilin-
ear interpolation for resolution-doubling”. Also Kidner (Kidner, 2003), always
referring to interpolation of a DEM in positions different from the original nodes
of the model, says that any algorithm which uses more than the closest four grid
vertices is always more accurate than a simple bilinear interpolation; in particular
the work states that “interpolation accuracy will significantly increase, over the
bilinear interpolation, if the search neighbourhood is extended from the nearest
four vertices to the nearest sixteen vertices”.

Analyses have been carried out to confirm if the bicubic polynomial surface
gives better results with respect to the bilinear approach also on our case study. To
compare the two different polynomial surfaces interpolators, the following proce-
dure has been implemented:

• interpolation of the original grid on the midpoint of the original nodes,

• re-interpolation from the new points back on the original grid nodes,

• computation of the differences between the estimated and the original ele-
vations for all the DTM grid nodes.

In both cases an interpolation has been performed. In case of bilinear surface,
the four neighbourhood nodes are used to estimate the elevation of each node, in
case of bicubic surface the number of neighbourhood nodes is sixteen. Figure 3.1
shows the schema of the procedure of interpolation in case of bilinear surface.

Details of bilinear and bicubic interpolations and the relevant equations are
reported in Appendix B.
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Figure 3.1: Schema of the procedure of bilinear interpolation on the intersections
between grid nodes (1° interpolation) and back-interpolation on the original nodes (2°

interpolation).

These analyses have been performed on different DTMs, characterized by differ-
ent resolutions. In particular here the results of the application of the bilinear and
bicubic interpolators on the Lombardy low resolution regional DTM (for details
see 2.1) and on the high resolution LiDAR DTM of Ministry of Environment (de-
tails reported in Table 2.5) are compared. Both the DTMs are composed by sev-
eral grids, and, since Lombardy has a territory morphologically heterogeneous,
the grids cover different types of terrain (lowland, hill or mountain). To better
analyse the behaviour of the two different polynomial surfaces in the different
types, the interpolation has been performed selecting for each DTM one or two
grids belonging to different terrains.

3.1.0.1 Comparison between bilinear and bicubic interpolations on Lom-
bardy regional low resolution DTM

Six grids of the Lombardy regional DTM have been taken into account to perform
the analysis: two grids covering plain terrain (grids A5 and E6), two covering
hilly terrain (grids C5 and D5) and two covering mountainous terrain (grids B3
and C2). The statistics of the original elevations and the extensions of the six
grids are summarized in Table 3.1. The morphology of the grids is shown in Fig-
ures 3.2, 3.3, 3.4 and the location of the considered grids is shown in Figure 2.24.

The statistics of the differences between re-interpolated and original elevations
have been computed for the six grids after the removal of all the cells with no data
value. The statistics (summarized in Table 3.2) are not reported for each grid, but
they have been grouped by type of terrain.
As can be seen from the table, statistics are in general satisfactory, with stan-
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LOWLAND
GRID A5 GRID E6

mean (m) 289 91
std (m) 56 24
max (m) 472 203
min (m) 145 56
Covered area (km2) [40 x 15] [16 x 25]

HILL
GRID C5 GRID D5

mean (m) 435 565
std (m) 251 328
max (m) 1400 1954
min (m) 153 65
Covered area (km2) [40 x 25] [40 x 25]

MOUNTAIN
GRID B3 GRID C2

mean (m) 1002 2304
std (m) 598 563
max (m) 2637 4025
min (m) 195 708
Covered area (km2) [40 x 25] [40 x 25]

Table 3.1: Statistics of the elevations of six grids of the Lombardy regional DTM.

dard deviations always better than the nominal accuracy of the Lombardy regional
DTM. The statistics of the differences obtained by bicubic interpolation are better
than those obtained by bilinear interpolation. In particular the standard deviations
obtained in the bicubic case are almost half of those produced by bilinear method.

In addition, also slope and aspect have been studied. Slope and aspect are cal-
culated for each point of the grid, by comparing the point elevation with that of
its neighbours. The slope is the maximum inclination in a cell. The aspect is the
angle between the North and the direction of the slope; it is measured clockwise
from North direction. As for elevations, also for slopes and aspects the analy-
sis has been performed evaluating for each grid node the difference between the
original slope/aspect value and the one obtained after the two-times interpolation.
This procedure has been done both with bilinear and bicubic interpolation.

In Tables 3.3 and 3.4 the statistics obtained respectively for slope and aspect
are reported. Also in this case the statistics of the differences are better in case
of bicubic approach. The statistics of the aspect of lowland terrain are worse than
those of mountainous terrain; this can be easily justified thinking about the two
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LOWLAND HILL MOUNTAIN

Differences between re-interpolated and original elevations
B

IL
IN

E
A

R bias (m) v0 v0 v0
std (m) 0.4 1.5 2.5

max (m) 12.5 34.9 54.3
min (m) -11.5 -33.4 -55.8

Number of useful data 1’871’340 3’986’923 3’080’219

B
IC

U
B

IC

bias (m) v0 v0 v0
std (m) 0.2 0.8 1.4

max (m) 8.8 21.4 38.4
min (m) -7.7 -24.1 -34.9

Number of useful data 1’852’977 3’960’833 3’053’164

Table 3.2: Statistics of differences in elevation between the original values and those
obtained after two-times exact bilinear/bicubic interpolation on the six selected grids of

the Lombardy regional DTM, grouped by terrain typologies.

types of terrain. In case of mountain, slope and aspect are easily recognizable even
if the differences in elevations between the forward and backward interpolation are
high: if a cell of the grid has for example a slope of 10 degrees in North direction,
it is difficult that after the interpolation even if the new elevation is very different
from the original one, the cell assumes the opposite direction of aspect. On the
other hand in flat terrains, if the difference in elevation is very low, it can happens
that if the DTM is almost flat, and has a very low slope (less than 0.5 degrees) and
a certain aspect value, after the interpolation, the slope can varies a little and the
aspect can assume the opposite direction (difference equal to 180 degrees).

From the analyses, in case of the Lombardy low resolution DTM, the use of
bicubic interpolation seems for every type of terrain better with respect to bilinear.
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LOWLAND HILL MOUNTAIN

Differences between re-interpolated and original slopes

B
IL

IN
E

A
R bias (deg) 0.2 0.7 0.4

std (deg) 1.3 2.1 4.5
max (deg) 30.0 42.4 70.3
min (deg) -20.4 -33.1 -72.2

Number of useful data 1’871’340 3’986’923 3’080’219

B
IC

U
B

IC

bias (deg) v0 0.2 v0
std (deg) 0.7 1.2 2.6

max (deg) 18.5 23.1 58.3
min (deg) -15.3 -25.6 -65.0

Number of useful data 1’852’977 3’960’833 3’053’164

Table 3.3: Statistics of differences in slope between the original values and those
obtained after two-times exact bilinear/bicubic interpolation on the six selected grids of

the Lombardy regional DTM, grouped by terrain typologies.

LOWLAND HILL MOUNTAIN

Differences between re-interpolated and original aspect

B
IL

IN
E

A
R bias (deg) v0 v0 v0

std (deg) 11.3 9.7 13.6
max (deg) 180.0 180.0 180.0
min (deg) -180.0 -179.9 -180.0

Number of useful data 1’871’340 3’986’923 3’080’219

B
IC

U
B

IC

bias (deg) v0 v0 v0
std (deg) 9.6 6.6 8.9

max (deg) 180.0 179.9 180.0
min (deg) -180.0 -179.9 -180.0

Number of useful data 1’852’977 3’960’833 3’053’164

Table 3.4: Statistics of differences in aspect between the original values and those
obtained after two-times exact bilinear/bicubic interpolation on the six selected grids of

the Lombardy regional DTM, grouped by terrain typologies.
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(a)

(b)

Figure 3.2: Grids A5 (a) and E6 (b) of the Lombardy low resolution regional DTM,
covering lowland terrain.
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(a)

(b)

Figure 3.3: Grids C5 (a) and D5 (b) of the Lombardy low resolution regional DTM,
covering hilly terrain.
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(a)

(b)

Figure 3.4: Grids B3 (a) and C2 (b)) of the Lombardy low resolution regional DTM,
covering mountainous terrain.
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3.1.0.2 Comparison between bilinear and bicubic interpolations on Lidar
high resolution DTM

The comparison between bilinear and bicubic interpolations has been performed
also with six grids of the LiDAR high resolution DTM. Even in this case the
grids have been chosen such that they cover different terrain typologies: two grids
belong to plain terrain (grids D46051034 and D46160966), two to hilly terrain
(D46081032 and D45810986) and two to mountainous terrain (D46031023 and
D46501037). In Table 3.5 the statistics of the original elevations and the exten-
sions of the selected grids are summarized.

LOWLAND
GRID D46051034 GRID D46160966

mean (m) 411 264
std (m) 25 1
max (m) 489 269
min (m) 379 260
Covered area (km2) [1 x 1] [1 x 1]

HILL
GRID D46081032 GRID D45810986

mean (m) 555 486
std (m) 88 51
max (m) 823 636
min (m) 443 391
Covered area (km2) [1 x 1] [1 x 1]

MOUNTAIN
GRID D46031023 GRID D46501037

mean (m) 1863 1951
std (m) 59 146
max (m) 1998 2276
min (m) 1730 1627
Covered area (km2) [1 x 1] [1 x 1]

Table 3.5: Statistics of the elevations of six grids of LiDAR PST-A high resolution
DTM.

In Table 3.6 the statistics of the differences between the twice interpolated eleva-
tions and the original ones, grouped by terrain typologies, are reported after the
removal of all the no data values.

Statistics are good in all the three cases, if compared to the nominal accu-
racy of the LiDAR DTM. In general, as for the case of Lombardy regional DTM,
statistics obtained with the use of a bicubic model are better than those obtained
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LOWLAND HILL MOUNTAIN

Differences between re-interpolated and original elevations
B

IL
IN

E
A

R bias (m) v0 v0 v0
std (m) 0.09 0.18 0.10

max (m) 1.97 6.25 1.47
min (m) -1.83 -6.37 -1.47

Number of useful data 4’705’954 7’973’846 6’160’438

B
IC

U
B

IC

bias (m) v0 v0 v0
std (m) 0.06 0.13 0.07

max (m) 1.44 5.93 1.32
min (m) -1.36 -5.81 -1.18

Number of useful data 4’660’680 7’921’666 6’106’328

Table 3.6: Statistics of differences in elevation between the original values and those
obtained after two-times exact bilinear/bicubic interpolation on the six selected grids of

the PST-A DTM, grouped by terrain typologies.

by bilinear. Also in this case the comparison between bilinear and bicubic inter-
polators has been also performed considering slope and aspect of the original and
final DTM. In Tables 3.7 and 3.8 the statistics obtained respectively for slope and
aspect are reported. The statistics of the differences provided by bicubic approach
are better than those of the bilinear case.

Hill presents anomalies both in the elevation and aspect differences. In par-
ticular the maximum and minimum values both in bilinear and bicubic cases are
higher than those of the other terrain types; also in case of aspect the differences
of the hill terrain present greater values if compared to the others. For this reason
a deeper analysis has been performed on the two grids covering hilly terrain. One
example is given by grid D46081032: the elevations and aspects of the original
grid are shown in Figure 3.5. The morphology of the terrain is identifiable and
some artefacts as riverbanks and roads are visible.

In this case the differences in elevation, slope and aspect follow a non random
distribution: the highest differences are in fact located along recognizable paths
(riverbanks, roads, etc.). This can be seen in Figure 3.6 where the differences in
elevation and aspect are reported: differences equal to zero have been coloured in
yellow to better have a visual inspection of their distribution.

In conclusion it can be stated that higher order polynomials follow the shape
of the terrain better than bilinear, especially where morphology is rough. Since the
terrain covering the area of interest of the HELI-DEM project is for the major part
hilly or mountainous, it was decided to use the bicubic approach to interpolate the
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LOWLAND HILL MOUNTAIN

Differences between re-interpolated and original slopes

B
IL

IN
E

A
R bias (deg) 0.3 v0 0.2

std (deg) 2.9 3.2 2.9
max (deg) 37.3 34.3 15.2
min (deg) -43.0 -58.9 -27.2

Number of useful data 4’705’954 7’973’846 6’160’438

B
IC

U
B

IC

bias (deg) 0.1 v0 v0
std (deg) 1.8 2.1 1.8

max (deg) 25.0 27.9 15.6
min (deg) -34.7 -56.4 -19.1

Number of useful data 4’660’680 7’921’666 6’106’328

Table 3.7: Statistics of differences in slope between the original values and those
obtained after two-times exact bilinear/bicubic interpolation on the six selected grids of

the PST-A DTM, grouped by terrain typologies.

LOWLAND HILL MOUNTAIN

Differences between re-interpolated and original aspect

B
IL

IN
E

A
R bias (deg) 0.4 -0.2 0.2

std (deg) 25.4 18.5 8.3
max (deg) 180.0 180.0 180.0
min (deg) -180.0 -180.0 -178.4

Number of useful data 4’705’954 7’973’846 6’160’438

B
IC

U
B

IC

bias (deg) 0.1 v0 v0
std (deg) 19.9 14.5 5.7

max (deg) 180.0 179.9 177.6
min (deg) -179.9 -180.0 -179.4

Number of useful data 4’660’680 7’921’666 6’106’328

Table 3.8: Statistics of differences in aspect between the original values and those
obtained after two-times exact bilinear/bicubic interpolation on the six selected grids of

the PST-A DTM, grouped by terrain typologies.

input DTMs on the output grid. The main disadvantage of the bicubic approach is
that it might be more affected by ill-conditioning problems: this issue is analysed
in detail in the following section.
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(a)

(b)

Figure 3.5: Elevations (a) and aspect (b) of the D46081032 PST-A grid (values in
degrees clockwise from North direction).
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(a)

(b)

Figure 3.6: Differences between the double-interpolated and original elevations (a) -
only differences different from 0 are represented - and aspects (b) of the D46081032

PST-A grid.



3.2 Instability of the interpolation systems: problems and possible solutions 129

3.2 Instability of the interpolation systems: prob-
lems and possible solutions

Bicubic approach provides the best results on the HELI-DEM data, and so it will
be used in each DTM regridding. In particular an interpolator will be preferred
in order to keep the original information contained inside the input elevation data
as unchanged as possible. The use of an exact bicubic interpolator implies that
to estimate the elevation of a certain output node, the sixteen nearest input points
have to be searched, and from them, the system is constructed. The matricesA (in
case of interpolation) and N (in case of LS solution) can be therefore computed
and the elevation of the interpolated node (Equations B.17 and B.18).

The good conditioning of a system depends on the relative position of the in-
put points. Particular spatial distributions around the predicted node produce a
system that can be ill conditioned and unstable and, as a consequence, the ele-
vation estimated from the original points can result erroneous. In Figure 3.7 an
example of bad configuration on real data is shown: the sixteen nearest points are
not homogeneously distributed and they present a void area on the right.

Figure 3.7: Example of bad configuration of an exact bicubic system on real data.

If the observations used to construct the system are well distributed,A matrix
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in case of exact system andN matrix in case of Least Squares system (for details
on equations see Section B.1.3) are easily invertible; on the contrary if observa-
tions are badly distributed, some problems can occur in the inversion of theA/N
matrix, also if the coordinates are normalized as explained in Appendix B.2.1.

The problem of ill-conditioning has been faced in order to implement efficient
methods to stabilize the system. The parameter that defines the well or bad con-
ditioning is the condition number1 of the design A matrix constructed from the
sixteen observations (in case of exact system) and of the N matrix (in case of
Least Squares system). In fact the condition number of a matrix is an important
parameter to verify if the matrix is stable or not. If the condition number tends
to infinite the matrix is called singular and is not invertible; in case the condition
number is high but not infinite, the matrix is theoretically invertible, but in prac-
tise the estimates are not stable. When the matrix is singular (condition number
infinite) or ill-conditioned (high condition number) some approaches can be used
to stabilize and solve the system:

1. increment of the number of observations (Least Squares with a redundant
number of observations, LSRO),

2. Tychonoff Regularization,

3. Singular Value Decomposition (SVD),

4. Finite Elements regularizations.

Clearly, by introducing redundant observations a Least Squares system has to be
solved instead of an interpolation. The methods are presented belows.

1. Least Squares with a redundant number of observations. This method is
based on the addition of redundant observations to the iso-determined system. If
the system is originally unstable, it can be stabilized adding some new observa-
tions. If the new points are located in positions that previously were empty or
with too few data, after their addition, the new configuration of the global set of
points will be better and the system will became more stable. Clearly the addition
of new observations leads from the original iso-determined system (ξ = A−1z) to
the solution of a Least Squares system (ξ = N−1ATQ−1z).

In this case, an iterative approach is implemented: if the original system is still
ill conditioned, a new observation (the nearest that has not been yet included) is
added at each step to the observations vector. At each step N is recomputed and

1The condition number of a matrix is the ratio between the highest and the minimum eigenval-
ues.
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its condition number is compared with a certain threshold. When the resulting
system is well conditioned, that is when the new condition number is lower than
the threshold, the interpolation is finally performed. The final system is redun-
dant (the number of observations is greater than the number of parameters) and is
solved by Least Squares (equations in Section B.2.1).

To study the other three methods, let now suppose that a system (Kξ = η) has
to be solved withK squared and not rank deficient: in our case the system can be
either the isodetermined problem (K = A, η = z) or the redundant LS system
(K = ATQ−1A, η = ATQ−1z).

Let now suppose that K is not rank deficient but presents some ill condition-
ing. The three following approaches can be implemented to improve the solution
of the problem.

2. Tyochonoff Regularization. Given a system ξ = K−1η to be solved, where
ξ are the unknown parameters, in some cases the usual solution:

ξ̂ =


â00

â10

...
â33

 = K−1η (3.1)

doesn’t produce a good result, because the matrix K is ill conditioned. In this
case a further condition can be added to guarantee the regularity of the estimated
model:

ξ̂ =


â00

â10

...
â33

 = (K + αI)−1η (3.2)

where α is the regularization parameter and can be chosen of different types; one

possibility, that has been applied in this work is α = 10−6λ, where λ = 1
n

n∑
i=1

λi,

(λi are the eigenvalues of the K matrix). This choice is consistent with many
references on the solution of ill conditioned problems (Takos, 1999).

3. Singular Value Decomposition. The SVD method is based on the theorem
of linear algebra for which the K matrix can be expressed as the product of a
column-orthogonal matrix U , a diagonal matrix S whose elements are the singu-
lar values of the original matrix and the transpose of an orthogonal V matrix.



132 Analyses on different DTM interpolation methods

K = USV T = U


s11 0 ... 0
0 s22 ... 0
... ... ... ...
0 ... ... snn

V T (3.3)

Since theK matrix is squared, thenU , V and S are squared matrices of the same
size. In additionUTU = UUT = I . The same holds for V . IfK is of full rank,
the coefficients are real positive valued and can be ordered s11 > s22 > ... > snn.
The inverse ofK can be then computed as:

K−1 = V S−1UT = V


1
s11

0 ... 0

0 1
s22

... 0

... ... ... ...
0 ... ... 1

snn

UT (3.4)

If K is almost singular some terms si are almost zero and their inverse is almost
infinite. Therefore the inverse of the K matrix cannot be computed. To let the
matrix K be invertible, the elements 1

sii
that are greater than a certain threshold

are set to zero. In this way S is calculated putting in the diagonal 1
sii

if sii is
greater than the threshold, or zero if sii is smaller than the threshold.

In practice, with the SVD method, the number of estimated parameters is re-
duced, or better the parameters that cannon be estimated are set to zero and only
the parameters that are estimable are actually estimated.

4. Finite Elements. This method is halfway between a deterministic and a
stochastic method. It is based on the addition of a pseudo-observation to the orig-
inal observations (the elevations of the points) used to construct the system. The
pseudo-observation is the elevation of the interpolation point estimated using an
interpolation function simpler than the bicubic; in particular it can be obtained by
linear interpolation on the triangle that contains the point.

Given the set of input points, the TIN (triangulated Irregular Network) of them
is constructed and the triangle that contains the interpolation point is searched
(Figure 3.8). The triangle that includes the interpolation point P (Figure 3.9(a))
can be found by applying the following search rules (Li et al., 2005). If P is inside
the triangle, then (Figure 3.9(a))

• P must be on the left of the vector connecting the vertices 1 and 2 of the
triangle,

• P must be on the left of the vector connecting the vertices 2 and 3 of the
triangle,



3.2 Instability of the interpolation systems: problems and possible solutions 133

Figure 3.8: Example of TIN constructed with the Least Squares system observations
(the green dots are the original observations, the red triangle is the interpolation point,

the blue triangle is the one that contains the interpolation point).

• P must be on the left of the vector connecting the vertices 3 and 1 of the
triangle.

(a) (b)

Figure 3.9: Triangle of the TIN used to construct the pseudo-observation in the Finite
Element method: the point can be within one single triangle (a) or can be within in the

line between two triangles (b).

To check the relative position of P with respect to each one of the above sides vij ,
the determinant of the matrix  xi yi 1

xj yj 1
xP yP 1


has to be calculated. In the formula (XP , YP ) are the coordinates of the interpola-
tion point. If the determinant is positive the three points are in anticlockwise order
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(the point is on the left side), if the determinant is null the three points are on a
straight line, if the determinant is negative the three points are in clockwise order
(the point is on the right side).

If the three determinants have mixed or all negative signs, P is not inside the
triangle and the search must continue. Two results are possible:

1. if the determinants of the three matrices are all positive, the point is on the
left of all the three vectors and therefore the point is inside one triangle,

2. if two determinants are positive and the third one is null, the point lies on
one line joining two triangle vertexes and therefore the point is between two
adjacent triangles.

With respect to the two cases, the elevation of the interpolation point that will
be used as pseudo-observation for the Least Squares system is computed in two
different ways.

In the first case the elevation of the interpolation point is computed by Least
Squares using the three elevations of the vertexes of the triangle that contains the
point as observations and the elevation is computed using the 3-D plane formed
by the triangle. The observation equation is:

z(x, y) = a00 + a10x+ a01y (3.5)

Three equations are obtained from the three vertexes of the triangle:
z1 = a00 + a10x1 + a01y1

z2 = a00 + a10x2 + a01y2

z3 = a00 + a10x3 + a01y3

(3.6)

The elevation of the interpolation point that is then used as pseudo-observation
is therefore estimated through the resolution of the system (section B.1.1). Note
that if a local coordinates system is defined imposing the interpolated point as the
origin, the system becomes:

z̃P,pseudo−obs = a00 (3.7)

In the second case it is not necessary to interpolate the elevation using the three
vertexes of the triangle, but simply it is sufficient to compute the elevation using
the equation of a straight line connecting two points in a 3-D space:

xP − x1

x2 − x1

=
yP − y1

y2 − y1

=
zP − z1

z2 − z1

(3.8)

The elevation of the point P is estimated by the formula:
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z̃P,pseudoobs =
xP − x1

x2 − x1

(z2 − z1) + z1 (3.9)

In both cases the estimated elevation of point P is then added as pseudo-observation
to the original Least Squares system

Znew =


z1

z2

...
zn

ẑP,pseudoobs

 =


1 x1 y1 ... x3

1y
3
1

1 x2 y2 ... x3
2y

3
2

.. ... ... ... ...
1 xn yn ... x3

ny
3
n

1 0 0 ... 0



a00

a10

...
a33

 (3.10)

All the four methods have been implemented. Several tests have been performed,
that demonstrated the substantial equivalence of them. deeper details are not re-
ported in this thesis. Since Thyconoff is already a well known method and Finite
Element is a method that has to be still studied and optimized, attention has been
paid on the other two methods: the reduction of parameters with the SVD ap-
proach and the addition of number of observations with the LSRO solution. In
Chapter 4 the two methods are in detail analysed and compared using real data.

3.3 Different procedures to merge and interpolate
DTMs on an output grid

Different procedures can be adopted to produce a unified output DTM from differ-
ent original elevation data. In general, three independent operations are necessary
regardless of the order:

• alignment of the available DTMs to a common reference frame,

• interpolation of the DTMs on the output grid,

• merging of the interpolated elevations between two or more DTMs, where
they overlap.

The order in which the operations are performed depends on the type of adopted
procedure. Three different procedures have been studied and implemented. The
first two methods are both considered as Direct methods and will be called respec-
tively DirectAndAverage and DirectOnMerged. They are similar because their
first operation is the alignment of the input DTMs to the final output reference
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frame. The two procedures differ then in the order by which the operations of
merging and interpolation are performed. In the former the input DTMs, pre-
viously transformed from their original reference frames to the output reference
frame, are independently interpolated on the output grid and then merging is ex-
ecuted computing, inside the overlapping areas where two or more DTMs are
present, the average of the elevations obtained from the individual interpolations.
In the latter the DTMs, after their reference frames alignment, are all unified into a
unique dataset that is then interpolated on the output grid. Both solutions, possible
and valid, have been implemented and compared.

The third and last studied procedure (called Inverse method) acts in an oppo-
site way with respect to the Direct methods: in this case for each input DTM the
nodes of the output grid are back-transformed from the output reference frame to
the input reference frame. Each input DTM, still gridded, is interpolated on the
back-transformed output points. The interpolated heights are then assigned to the
output nodes. Finally, as for DirectAndAverage method, the individual estimated
elevations are averaged in the overlapping areas.

In order to find the best procedure to perform the merging of the available data
for the HELI-DEM project, some preliminary analyses have been performed on
real data. Within HELI-DEM and for its final purposes the two merging Direct
procedures have been studied and compared. The results of this comparisons
are discussed in the following paragraphs. At the conclusion of the project, for
completeness, also the Inverse method has been tested and compared to the others.
This work is in detail described in Chapter 5.

3.3.1 Comparison between the two Direct methods in the in-
terpolation of the input DTMs on the output grid

The output unified DTM has to be obtained from the unification of the three avail-
able low resolution elevation models: the two Lombardy and Piedmont regional
DTMs with a planimetric resolution of 20 and 5 meters and the Swiss national
DTM with a planimetric resolution of 1 second (about 30 meters). All of them
have to be converted from their original reference frames to the reference frame
of the output grid, ETRF2000. It has to be considered that, when a grid is trans-
formed from its original reference frame to another, the resulting dataset is no
more regularly gridded but the output points (terns of coordinates) are distributed
following a spatially regular geometric pattern. In Figure 3.10 an example is pro-
vided: on the same graph the nodes of a small portion of the final HELI-DEM
grid and the nodes of the Lombardy regional DTM after their transformation from
their original reference frame (Roma40) to ETRF2000 are plotted.

The test has been performed on a small study area located near Como Lake
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Figure 3.10: Lombardy DTM data transformed from their original reference frame
(Roma40) to those of the output HELI-DEM grid (ETRF2000): in red the output grid

nodes, in blue the input transformed elevation data.

and called Triangolo Lariano (Figure 3.11) with an extension of about 56 km2:
the area covers a portion of the output HELI-DEM grid with 200’000 (400 x 500)
nodes. The statistics of the original elevations inside this area are summarized in
Table 3.9.

Statistics (m) of elevations
Mean 660
Std 345
Maximum 1679
Minimum 197

Table 3.9: Statistics of the input data of the case study area (Triangolo Lariano, near
Como and Lecco).

This area has been chosen because it is covered by two of the three low resolution
models, the Lombardy and the Swiss DTMs. Their original differences are shown
in Figure 3.12: they have mean equal to 2.1 m and standard deviation equal to 20
m. 21 differences are greater than 100 m and the maximum value is 123 m. The
differences are spatially correlated and rather smooth (Biagi and Carcano, 2013):
in any case discontinuities and breaklines exist.
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Figure 3.11: Area used as case study (Triangolo Lariano in lombardy, between Como
and Lecco). Coordinates of the central point of the area: λ = 9.22°East,

φ = 45.86°North.

The two DTMs have been interpolated and merged on the output grid following
the two different DirectAndAverage and DirectOnMerged approaches. In both
cases the interpolation of the input data is performed though a bicubic exact sur-
face that, for each node of the output grid, passes through the sixteen nearest
observations.

To analyse the efficiency of the two methods and compare them, first of all the
conditioning of the exact system is analysed. In this case the comparison is made
between the condition number of theAmatrix of the exact bicubic system in case
of individual interpolation of the Lombardy DTM (first part of DirectAndAver-
age method) and the condition number of theA matrix of the system obtained by
the interpolation of the merged dataset of Lombardy and Swiss DTMs (DirectOn-
Merged method). The condition numbers are shown in Figure 3.13. The colour
scale of the two images has been levelled to have a better visual comparison.
The individual interpolation of the Lombardy DTM presents condition numbers
smaller than the unified interpolation: in fact in the left image the condition num-
ber never exceeds 107 and the 99.5% of the nodes has a value lower than 102.5. In
case of preliminary merging of the two DTMs the condition number reaches the
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Figure 3.12: Elevation differences of Lombardy and Swiss DTMs inside the case study
area of Triangolo Lariano (values in m).

value of 1010 in some nodes and is greater than 102.5, 105, 107 and 109 respectively
in the 99.5%, 83.25%, 24.75% and 0.62% of the nodes.

Figure 3.13: Condition number of theA matrix of the system obtained through bicubic
interpolation of the Lombardy DTM (first part of DirectAndAverage method on the left)

and of the dataset obtained by the merging of the Lombardy and Swiss DTMs
(DirectOnMerged method, on the right) - Triangolo Lariano case study.
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Also the final DTMs resultant from the application of the two methods have
been compared. Figure 3.14(a) shows them: on the left the result of the average
of the elevations obtained by individual interpolation of the two DTMs on the
final grid, on the right the DTM resultant from the interpolation of the merged
dataset. The first result does not present artifacts and its roughness is consistent
with those of the individual interpolations. In the second case the interpolated
grid contains significant outliers and present artificial roughness due to the local
inconsistencies between the two input datasets. The problem is clearly due to
the spatial pattern of the unified Lombardy and SwissTopo datasets and also to
the bias existent between the two DTMs: in fact the interpolation surface has to
follow points that are located on two different surfaces. Therefore this method
strictly requires a regularization approach to stabilize the system. Also the aspect
of the final interpolated grids helps to better understand the good or bad efficiency
of the two methods. Figure 3.14(b) shows the aspect of the final resultant DTM
for the two cases of DirectAndAverage method and DirectOnMerged method: the
second method clearly produces sparse outliers moreover, even where no outliers
are present, a visual inspection highlights that the aspect obtained with the first
approach is better than the one obtained with the second.

Since the first approach is performed computing for each node the average of
the two results obtained by individual exact bicubic interpolation of the Lombardy
and Swiss DTMs, in practice it is like if the elevation was obtained by a total of 32
points (16 belonging to Lombardy DTM and 16 belonging to Swiss DTM). Theo-
retically the comparison between the two methods should be therefore performed
not considering in both cases the result of the exact interpolation, but considering
for DirectAndAverage method the result of the average of the exact interpolations
(and so the 32 points) and for DirectOnMerged method the interpolation obtained
through 32 points instead of the 16 used in the previous comparison. Also this
comparison has been then performed. The results are not reported here because
the results are not so better with respect to the previous case and DirectOnMerged
method continues to produce some problems.

At the end of this analysis it can be concluded that between the two Direct
interpolation and merging methods, DirectAndAverage method seems to produce
better results than DirectOnMerged method. Therefore it has been decided to
use the first method to interpolate and merge the three low resolution DTMs on
the output HELI-DEM grid. In any case, also with this method, it can happens
that the bicubic interpolation produces an unstable system and can bring to an
erroneous estimation of the elevation of the considered interpolation node. In
fact, even if with the first method this problem seems to happen in a very small
number of cases, in those cases the system has to be regularized applying one
of the procedures described in section 3.2. This problem will be analysed in the
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(a)

(b)

Figure 3.14: DTM (a) and aspect (b) obtained by the application of DirectAndAverage
(figures on the left) and DirectOnMerged (on the right) methods on the merging of

Lombardy and Swiss DTMs on the Triangolo Lariano case study area.

following paragraphs.

3.3.2 Comparison between SVD and LSRO solutions to regu-
larize unstable systems

Ill conditioning problems are only caused by the reciprocal position of input points
with respect to the interpolated node. In all the cases in which the exact bicubic
interpolation does not produce a satisfactory result, a procedure that regularizes
the system and stabilize it has to be adopted. The stability of the system can be
evaluated checking the condition number of theAmatrix. The threshold by which
a system is considered stable or not is set to 102.5. In fact it has been studied that
this value is a conservative threshold.

Two methods have been compared on the case study. The first is the SVD
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approach, in which the number of parameters is reduced to the maximum number
of estimable ones; the second approach is called LSRO and consists on the addition
of a certain number of observations besides the original sixteen. For details on
the two methods see section 3.2. The area of Triangolo Lariano has been used
also in this case as study area. The two DTMs of Lombardy and Switzerland
have been interpolated independently on the output grid and for both DTMs the
two regularization methods have been used to regularize all the ill-conditioned
nodes. In this case only 915 nodes (the 0.46%) present a condition number that
overcomes the threshold and require a system regularization. In Table 3.10 the
number of parameters removed with the use of the SVD solution and the number
of observations used in case of LSRO solution are summarized.

LSRO SVD
1 added point / removed parameter 199 896
2 added points / removed parameters 607 16
3 added points removed parameters 109 3

Table 3.10: Number of nodes (with respect to the 915 that require a regularization) for
which 1,2,3 points are added to the initial 16 observations in case of LSRO solution or
1,2,3 parameters are removed from the 16 original parameters in case of SVD solution

(Triangolo Lariano case study).

With LSRO solution, one, two or three redundant observations are added, while in
SVD solution one, two and three eigenvectors are annihilated. In case of SVD for
the majority of the 915 nodes (97.92%) only one parameter has to be removed to
reach the stability of the system; in the other case for the 78.25% of the 915 nodes
not only one point has to be added to the sixteen initial ones, but at least two points
are necessary. This is in some way expected, because annihilation is selective on
the less significant eigenvectors, while redundant observations are added simply
on a distance criterion. In both cases, after the regularization of the 915 nodes, all
the interpolated elevations of the output grid are well estimated and the resultant
DTM is smooth and does not present outliers or irregularities anymore.
As example, Figure 3.15 displays the interpolated DTM regularized through LSRO
solution and its aspect. LSRO and SVD have been compared by computing for
each node their differences: the statistics are summarized in Table 3.11.
The statistics suggest that the two regularization solutions lead to the same result.
Both methods can be therefore used to stabilize the system in all the cases of
ill-conditioning.

Some additional analyses have been performed in order to test the two reg-
ularization methods. The statistics, contained in Table 3.12, are referred to the
Triangolo Lariano case study. The Lombardy DTM is interpolated on the output
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(a)

(b)

Figure 3.15: DTM (a) and aspect (b) resultant from the interpolation of the Lombardy
DTM (with LSRO regularization) on the Triangolo Lariano case study area.

grid nodes and then back interpolated on the original nodes. In the table the terms
ExBic, LRRO and SVD refer to the differences obtained between the original and
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Statistics (m) of elevation differences
Bias 0.05
Std 0.5
Maximum 4.8
Minimum -2.5

Table 3.11: Statistics (m) of the differences between the elevations obtained through
Lombardy DTM interpolation on the output grid with SVD and with LSRO

regularization (Triangolo Lariano case study).

the back interpolated elevations through the use of respectively an exact bicubic
system, the LRRO solution in case of ill conditioning system and the SVD solu-
tion. The comparison between ExBic and LSRO confirms the usefulness of the
introduction of a regularization approach when the interpolation is ill conditioned
instead of the simple use of the sixteen observations. The two rows containing
ExBic - LSRO results in the regularized nodes proves that the regularization has
the expected effect on nodes where conditioning is really needed. LSRO and SVD
provide consistent results and only 10 regularized interpolations deviate more that
5 m from the corresponding interpolations. The same test has been applied to the
SwissTopo input data. In this case, the maximum condition number is smaller
than 102.5: indeed, SwissTopo elevations are already gridded in ETRF and, in
this case, never present a critical spatial configuration for bicubic interpolation.
The statistics of exact bicubic interpolation are similar to those provided by the
regularized interpolation on Lombardy dataset.

Mean Std Max Min
ExBic 0.3 6.4 92.6 -1031.0
LSRO 0.3 5.3 39.3 -56.8
ExBic - LSRO (102.5 ≤ CN < 105) 0.0 0.5 6.3 -3.7
ExBic - LSRO (105 ≤ CN ) 148.9 581.3 2714 -127.0
LSRO - SVD 0.1 0.5 4.3 -2.5
ExBic (SwissTopo) 0.3 5.0 37.2 -25.2

Table 3.12: First five rows: Lombardy tests. ExBic: differences in the input points
between original and back interpolated elevations using Exact Bicubic interpolation.
LSRO: same differences using LSRO solution in case of ill-conditioning. ExBic - LSRO

(102.5 ≤ CN < 105): differences between Exact Bicubic and LSRO interpolations in
the (858) regularized nodes with 102.5 ≤ CN < 105. ExBic - LSRO (102.5 ≤ CN ):
differences between Exact Bicubic and LSRO interpolations in the (20) regularized nodes
with 105 ≤ CN . LSRO - SVD: differences between LSRO and SVD interpolations in all
the regularized nodes. SwissTopo tests: only ExBic is reported. CN: Condition Number.



Chapter 4

The unified DTM: preprocessing
and final computation

The main final product of HELI-DEM is a unified DTM obtained through the
merging of the available data. In particular the output grid, with a spatial resolu-
tion of 2·10−4 sexagesimal degrees both in longitude ad latitude and georeferenced
in ETRF2000, can be obtained unifying into a unique output grid the low resolu-
tion (regional and national) DTMs. In order to find the best procedure to create
the final model a preprocessing has been performed on the original data. Once the
low resolution final DTM has been produced, some analyses have to be done to
decide how the high resolution available data can be used to enhance it.

In this chapter the final adopted procedure and the obtained results are in detail
described. Finally a geoserver ad-hoc created to store the input data and the output
products is then described.

4.1 Characteristics and creation of the unified HELI-
DEM DTM

The final product of HELI-DEM is a unified DTM which will cover the whole
project area (Figure 2.1). The model should be obtained through the merging of
the available low/medium resolution DTMs. For the Switzerland area a unique
DTM (DTMCH25) is available, in the ETRF89 reference frame, geographic co-
ordinates (λ, φ), with a grid spacing of 1” equal in longitude and latitude (about
30 meters). Lombardy is covered by the regional DTM, originally gridded in
Roma40, in Gauss-Boaga coordinates (East, North) with a grid spacing of 20 me-
ters. In Piedmont two DTMs with regional extension are available. One has a
spatial resolution of 5 meters and is georeferenced in ETRF89, UTM coordinates;
since for this area it is the DTM with the highest accuracy, it is reasonable to use

145
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only that for the Piedmont contribution.
The output DTM, which will be called in the following HD-1 DTM, will be

obtained by harmonization, filtering and interpolation of the Lombardy, Piedmont
and Swiss DTMs. As previously already said, the model will be georeferenced
in ETRF2000 and will be expressed in geographic coordinates. HD-1 will cover
the whole area of interest of the project and will have a resolution comparable
with those of the input DTMs. The area of interest is included inside a geographic
rectangle whose limits are 7.80◦ East and 10.70◦ East in longitude and 45.10◦

North and 46.70◦ North in latitude. The HD-1 model will be computed on a
grid with a spacing of 2 · 10−4 sexagesimal degrees both in longitude ad latitude:
this has the disadvantage that the cells are not metrically square, because at the
latitudes of the HELI-DEM area ∆φ = 2 · 10−4 corresponds to 22 m and ∆λ =
2 · 10−4 corresponds to 15 m. however, the use of geographic coordinates avoids
the problem of the management of different cartographic zones, which does not
concern the actual extension of the project area, but that could pose some problems
in case of a future extension of the area of interest of the DTM. The choice of a grid
spacing equal in longitude and latitude is a standard that allows the use of the data
also with GIS programs that not accept grids with different grid spacing values in
the two directions. The resolution is on one hand comparable with the resolutions
of the Lombardy and Swiss DTMs, while on the other hand it is a subsampling
of the Piedmont DTM, but it is however acceptable. The output matrix will be
composed by 8’000 rows and 14’500 columns for a total of 116 millions nodes.
The computation of HD-1 DTM is described in the following paragraphs.

From the analysis described in Section 3.3.1 DirectAndAverage method seems
to be the best for the HELI-DEM case. In accordance to the adopted procedure,
the first operation is the transformation of the three DTMs from their original
reference frame to ETRF2000. After the transformation each DTM is a list of
three-dimensional points that have to be interpolated on the output grid. No data
values have to be deleted from the datasets. After this operation the number of
useful data are 29’287’577, 607’997’593 and 19’400’361 respectively for Lom-
bardy, Piedmont and Switzerland. The total number of useful data is about 650
millions.

The elaboration of the data can be synthetically schematized as the sequence
of three main operations:

1. pre-elaboration, to prepare the input data,

2. elaboration, or interpolation of the DTMs to create HD-1,

3. post-elaboration, or correction of possible anomalies and outliers.
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4.1.1 Pre-elaboration of the input data
After the reference frame transformation, the 650 millions of data belonging to the
three datasets of Lombardy, Piedmont and Switzerland, although almost regularly
disposed, are no more gridded and have to be memorized as sparse points. A
validation is necessary before using them to create the HD-1 DTM.

The first validation has been performed to verify if some duplicate points, or
better points with coincident planimetric coordinates, exist in the datasets. If this
occurs, the duplicate points have to be removed. In particular this operation is
necessary for Piedmont data, because the 464 grids (files) in which the DTM is
originally memorized, present overlaps: unfortunately sometimes nodes with the
same planimetric coordinates have different elevation values. These nodes rep-
resent inconsistent observations and can cause problems during the interpolation
of HD-1 DTM. This set of duplicate points is composed in most cases by a cou-
ple of points, but in some cases the coincident points can be also three or four.
The implemented approach is to find for each group of N coincident points the
maximum and minimum elevation values and to compute their difference; if the
difference is greater than 5 meters, the N points are rejected and deleted from the
dataset, otherwise the group is substituted by a single point which has the same
horizontal coordinates of the N points, while the stored elevation is the mean of
their elevations.

The analysis of multiple points has revealed the presence of:

• 8’762’749 couples of coincident points, of which 14’725 have been deleted
because their difference exceed 5 m, while the others have been averaged,

• 65’980 terns, including 47 to be eliminated,

• 11’145 quaterns of points, among which 36 have been deleted.

The statistics of the coincident points, included those with differences higher than
5 meters, are reported in Table 4.1. About 103’000 and 15’000 groups present
elevation differences that exceed 1 and 5 meters respectively. Thus the anomalous
differences with respect to the nominal vertical accuracy of the Piedmont DTM
(' 1 m) represent the 0.12% of the number of coincident points groups and the
0.015% of the total number of points belonging to the Piedmont dataset.
In Lombardy and Swiss DTMs no overlapping points are present.

4.1.2 Elaboration of input data to create the unified DTM
The three DTMs, converted to the output reference frame, have been indepen-
dently interpolated on the output final grid. To perform the interpolation and es-
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Number of coincident points groups 8’839’874
Mean 0.05 m
Std 0.39 m
Maximum 34.61 m
Minimum 0.00 m

Table 4.1: Statistics of the differences between the maximum and minimum elevations
of the groups of coincident points belonging to Piedmont LiDAR DTM with planimetric

resolution 5 m.

timate the elevations of the nodes of the final grid, the choice has been fallen on
the use of a bicubic method, because from the analyses reported in 3.1 a bicubic
approach resulted better than a bilinear. Since the number of parameters to be
estimated is sixteen, a bicubic interpolation requires a minimum of sixteen obser-
vations. As discussed in Section 3.2 the problems of ill conditioning that can occur
when the observations are badly distributed around the interpolation node can be
in most cases solved increasing the number of observations. The bicubic inter-
polation is therefore performed using a minimum of 32 observations. Using 32
observations a Least Squares solution is adopted (formulas in Section B.2.1). The
32 nearest points are searched inside a window opened around the interpolation
node with a dimension of about 4000 m2 (200 x 200 m): this value allows to have
about 100 points for Lombardy and Switzerland and 1600 points for Piedmont.

To verify if the system constructed by the 32 observations is stable, the N
matrix of the system is computed and its condition number is evaluated and com-
pared to a threshold equal to 105 (that corresponds to the threshold of 102.5 adopted
for A in case of exact bicubic). Following the LSRO approach described in Sec-
tion 3.3.2, if the condition number is smaller than the threshold, the elevation
is estimated; on the contrary, if the condition number exceeds the threshold, the
number of observations is incremented: at each step other 32 nearest points are
added to the system and the condition number of theN matrix is again computed.
The process ends when one of the two following conditions is verified:

1. the condition number of theN matrix is acceptable,

2. the condition number of the N matrix is still too high, but all the points
located inside the window have been added to the system.

In case condition 1 is verified, the elevation of the node is therefore estimated. If
condition 2 is verified, the elevation of the node can not be estimated with a good
condition of the system, and so a different approach is used. The number of obser-
vation is reset to 32 (the 32 nearest points) and a bilinear surface is adopted: this
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is like a drastic reduction of parameters by applying the SVD approach discussed
in 3.2.
Following this procedure the three datasets have been independently interpolated
on the output grid. The statistics of the three interpolated DTMs are summarized
in Table 4.2.

Mean Std Max Min

L
O

M
B

. Number of points 32.0 0.3 96 32
Condition number 9211 4226 105 2300

Sigma (m) 0.1 0.1 27.7 0.0

P
IE

D
M

. Number of points 32.1 3.2 1392 32
Condition number 9245 4369 105 2313

Sigma (m) 0.6 0.6 91.2 0.0

SW
IT

Z
. Number of points 32.0 0.2 64 32

Condition number 7927 3840 105 2593
Sigma (m) 0.6 0.6 23.5 0.0

Table 4.2: Statistics of the results of the individual interpolation of the three low/medium
resolution input DTMs on the output HD-1 grid, before the average results operation
(total of 22’822’816, 33’746’321, 35’699’169 useful nodes respectively for Lombardy,
Piedmont and Switzerland datasets). Number of points: number of points really used
to interpolate the elevation of each node. Condition number: condition number of the
final system. Sigma: final standard deviation of the interpolated heights by Least squares
system.

At the borders of the regions an erosion has been performed. In fact, when inter-
polating an input DTM on the output nodes located along the DTM border, the
interpolation of the node is anyway possible because the observations used to es-
timate the elevation of the node are searched inside a square window of 4000 m2.
Therefore it can happens that the interpolation is performed also for the nodes that
lie near the border of the input DTM but outside it. In these cases the observa-
tions are concentrated only in one side of the window and since their distribution
is not homogeneous, the system can result ill-conditioned; with the regularization
solutions it can happens that the interpolation is however performed but produc-
ing a non optimal solution. The erosion has been performed deleting, for each
interpolated DTM, a buffer five cells large.

At this point a unique final unified DTM has to be obtained. To do that the
three interpolated and eroded DTMs have been averaged. Therefore each node of
the output unified HD-1 grid assumes a value equal to:

• the average of three elevations if all the three interpolated DTMs have useful
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values in this node,

• the average of two elevations if only two of the three interpolated DTMs
have useful values in this node,

• the value of the elevation assumed by one of the three DTMs, if only this
DTM exists in this node,

• no data value if none of the three DTMs exists in this node.

Figure 4.1 shows HD-1 DTM.

Figure 4.1: Unified HELI-DEM DTM (HD-1) obtained through the merging of
Lombardy, Piedmont and Swiss low/medium resolution DTMs.

In total about 72 millions nodes are actually interpolated, the other nodes of the
rectangular output grid (8000 x 14500 nodes) are outside the project area and
assume no data value.
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4.1.3 Post-elaboration of the unified DTM: correction of the
nodes belonging to lakes

Points belonging to lakes require a dedicated post elaboration. In some DTMs
they are memorized with a constant reference value, while in others the value is
variable in space (of the magnitude of few centimeters). In addition the conven-
tional elevation attributed to lakes can be different in the different DTMs. During
the creation of HD-1 a reference constant value is set for nodes belonging to the
surface of each lake: after the interpolation of the coastlines, this constant value
is computed as the minimum elevation among all the coastline points.

The interpolation of points that are near a lake countour have proved to be
less reliable, because points belonging to lakes introduce false elevations in the
interpolation dataset and therefore in the interpolation estimate itself. For this
reason for the major lakes (Como Lake, Maggiore Lake, Lugano Lake, Iseo Lake,
Orta Lake) some corrective measures have to be applied. For each lake, a buffer
with a width of 100 meters, which extends from the border of the lake to the
inland, has been created; then points belonging to this area have been interpolated
using only the input points that fall inside the buffer.

4.2 Correction of HD-1 DTM with high resolution
PST-A DTM

In the previous section the creation of the unified low resolution HD-1 DTM from
the three low resolutions Lombardy, Piedmont and Swiss DTMs, has been in detail
described.

In addition to the low resolution elevation data used to create HD-1, also a high
resolution LiDAR DTM is available. This DTM has a resolution of 10−5 degrees
and a vertical accuracy better than 0.5 meters; it covers the stripes corresponding
to the valleys of the main river basins of Lombardy and Piedmont (Figure 4.2). It
is named PST-A.

Cross-validations and external validations on the available DTMs highlighted
the following results: the Lombardy and Piedmont models have almost every-
where accuracies comparable with the nominal ones but some anomalous areas
exist, where their differences in elevation are significantly different from those in
the PST-A DTM; in these situations, deeper analyses though GNSS surveys con-
firmed the correctness of the LiDAR data. Clearly, HD-1 is affected by the same
anomalies of the input models that have been used to create it. However, HD-1 can
be improved using the elevation information contained inside the PST-A DTM, at
least where this last is available.



152 The unified DTM: preprocessing and final computation

Figure 4.2: PST-A LiDAR DTM: only the portion which is overlapped to HD-1 is
shown.

One possible approach can be the correction of HD-1 DTM by the simple
substitution of HD-1 values with those of PST-A. This approach is too simple and
can introduce problems at the borders of areas covered by PST-A: in fact, when
some global biases in elevation or some high punctual differences exist, the simple
substitution can introduce discontinuities. An example is shown in Figure 4.3,
where a bias of 8 m, with differences at the border up to 4 m, is present. In many
spatial analysis operations, the introduction of such artificial biases may be more
harmful than smooth errors or biases.

4.2.1 Adopted procedure

In general, the problem is the correction of a low resolution DTM (model that has
to be corrected) with a local model with higher resolution and accuracy, avoiding
the introduction of jumps at the border between zones in which the correction data
are present or not. The problem can be solved simply properly filtering the cor-
rections before their application. The filtering must be studied in order to produce
a reasonably smooth model, which at the same time preserves as much as possi-
ble the accuracy of the correction. The proposed procedure has been previously
calibrated and tested on simulated data and then applied to HELI-DEM data. It is
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Figure 4.3: Example of discontinuity between PST-A and HD-1 DTMs: Oglio River
valley.

however a general methodology that can be shown schematically in the following
way:

1. computation of the corrections (differences between high resolution and low
resolution DTMs),

2. appropriate filtering of the corrections,

3. application of the filtered corrections to the model that has to be corrected.

Computation of the corrections

Corrections have to be computed on the nodes of the low resolution model; to
this purpose the high resolution DTM has to be subsampled on the low resolution
nodes, for example by the use of the next nearest node or some properly average
operations. The nodes where the high resolution model does not exist assume no
data value. Then the matrix containing the differences between high resolution
and low resolution elevations has to be computed: differently from what is gen-
erally applied in the algebra of matrices, the differences corresponding to no data
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value in the first DTM, are set to null. In the following the model of the differences
is called “corrections model”.

Filtering of the corrections by low pass filter

A low pass filter allows to smooth the discontinuities where corrections pass from
null value to a value different from zero. In fact when a low pass filter is applied
to a function, it produces a signal smoother than the original one; this effect is
realized by the removal of the highest frequencies that compose the signal. In this
particular case discontinuities can be considered as high frequency signals which
have to be removed or at least smoothed. The application of a low pass filter can
be described as the convolution of a signal with an appropriate mask which, in a
bi-dimensional and discrete case, can be seen as a matrix of coefficients, in which
i and j represent the distance in the two directions from the filter origin, it means
the center of the mask; the sum of all the coefficients must be equal to one and the
coefficients are null outside the window in which the filter is defined.

Moving average is the simplest low pass filter, in which the coefficients inside
the window have all a constant value. In this case the coefficients go from null
value (outside the window) to a constant value inside the window without continu-
ity (Figure 4.4). Once applied, the moving average assigns to the central element
the average of the surroundings elements.

Figure 4.4: Example of moving average 3x3 low pass filter matrix.

Others filters, as for example the Butterworth Filter, present a smoother behaviour.
The Butterworth Filter is described by the following equation (Biagi and Derma-
nis, 2002b):

f(i, j) =
1

1 +
[
i2+j2

D2
0

]n =
1

1 +
[
d
D0

]2n = f(d) (4.1)

where n is the order of the filter and describes the attenuation factor.
The function assumes maximum value in the origin, where fmax = f(0, 0) = 1

and is halved at a distance d = D0. The Butterworth Filter is an isotropic filter,
that is a filter in which the value f(i, j) = f(d) depends only by the distance
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d =
√
i2 + j2 from the origin. In Figure 4.5 the matrix of a low pass Butterworh

filter with dimension 5x5 is shown.

Figure 4.5: Example of low pass Butterworth filter (D0 = 2, n = 2).

The frequencies domain and the Fourier Transform. As said in the previous
paragraph, the application of a filter to a signal can be seen as the convolution
of the signal with a mask of appropriate coefficients. It is useful to introduce the
Fourier Transform and the frequencies domain.

The Fourier Transform of a generic function f(x) is:

F (u, v) =

+∞∫
−∞

+∞∫
−∞

f(x, y)e−i2π(ux+vy)dxdy (4.2)

where the linear frequency u = 1/T is used (T is the corresponding period). In
case of a N ×M matrix containing values as the matrix that describes a DTM,
where data are arranged into a discrete and regular grid (composed byN rows and
M columns), it is more useful to give a definition of the Fourier Transform in two
dimensions. In this case the Fourier Transform is called DFT (Discrete Fourier
Transform) and is expressed as:

Fuv =
1

NM

N∑
n=1

M∑
m=1

fnm e
−i 2π (un

N
+ vm

M ) (4.3)

where u = 1, 2, ..., N , v = 1, 2, ...,M ; its inverse (IDFT - Inverse Discrete Fourier
Transform) is given by:

fnm =
N∑
u=1

M∑
v=1

Fuv e
i 2π (un

N
+ vm

M ) (4.4)
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Matrices Fuv and fnm are in exact relation one to the other: if the DFT is used
to compute Fuv, so the application of the IDFT will reproduce exactly the input
fnm. The coefficients for the development of the discrete Fourier Transform Fuv
are complex numbers Fuv = FR

uv + iF I
uv, where FR

uv represents the real part and
F I
uv is the imaginary part; these numbers can be represented also in polar form:

Fuv = FR
uv + iF I

uv = |Fuv| (cos Φuv + i sin Φuv) = |Fuv| eiΦuv (4.5)

where |Fuv| =
√

(FR
uv)

2 + (F I
uv)

2 is the amplitude or spectrum and Φuv = arctan F I
uv

FR
uv

is the phase. The DFT of a matrix produces two matrices with the same dimen-
sion, FR

uv and F I
uv or |Fuv| and Φuv. The coefficients FR

uv and F I
uv are not indepen-

dent: in fact, from the following relations:

cos
[
2π
(un
N

+
vm

M

)]
= cos

[
2π

(
(N − u)n

N
+

(M − v)m

M

)]
(4.6)

sin
[
2π
(un
N

+
vm

M

)]
= − sin

[
2π

(
(N − u)n

N
+

(M − v)m

M

)]
(4.7)

it follows that:

FR
uv = FR

N−u,M−v F I
uv = −F I

N−u,M−v

|Fu,v| = |FN−u,M−v| Φu,v = −ΦN−u,M−v (4.8)

The first two relations should be combined in a complex form:

Fuv = F ∗N−u,M−v (4.9)

where z∗ = a− ib is the conjugate of the complex number z = a+ ib. This means
that it is not necessary to compute all the coefficients FR

uv, F
I
uv, but only half of

them.
Let’s consider the convolution in discrete bi-dimensional case between two

matrices fij and hij , where hij is the matrix that contains the signal to be filtered
while fij is the filter. The result of their convolution is the matrix gij:

gij = hij ∗ fij (4.10)

Switching to the frequency domain, for the convolution theorem applied to dis-
crete case:
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gij = hij ∗ fij ⇒ Huv · Fuv (4.11)

where Guv and Fuv are the discrete Fourier Transform of the input matrix and
filter respectively.

The discrete convolution theorem can be systematized as shown in Figure 4.6

Figure 4.6: Fourier Transform: convolution and relations in the space and frequency
domain.

From the computational points of view, a DFT is an onerous operation; the
Fast Fourier Transform allows to exploit the recursive characteristics of the func-
tion (Brigham, 1988). For example in a bi-dimensional case with n x n dimen-
sions, it allows the reduction of the number of operations from n4 to n2log2 (n):
if n = 1000 the number of operations decreases from 1012 to 107.

The filtering in frequency of the differences HR-LR. The Butterworth filter
seems to provide a good solution for the filtering problem. This filter indeed
gives more weight to information of the central node of the window and decreases
with continuity. In this case study matrices are big: in fact HD-1 and so also the
matrix containing its differences with PST-A are composed by 116 millions cells.
A methodology for the computation of the convolution between the corrections
matrix and the filter is represented by the application of the discrete convolution
theorem, it means trough the concatenated implementation of two FFTs, a scalar
product between the two FFTs and finally an inverse FFT. Summarizing:

1. computation of the model of corrections,

2. construction of the Butterworth Filter,

3. computation of the FFTs of both corrections and filter,

4. product of the two FFTs,
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5. Inverse FFT (IFFT) of the product for the reconstruction of the filtered cor-
rections.

Calibration and recursive application of the filter. To study the behaviour
of the Butterworth Filter first of all the filtering procedure has been applied on
simulated models, in order to empirically calibrate both the filter parameters and
its application modalities.

A simulated model has been created on a grid with row and column indexes
(x and y directions) that go from 0 to 100 and with a cellsize equal to 1 (N = M
= 101). Also a matrix containing simulated corrections already subsampled on
the nodes of the previous grid has been constructed: this model occupies only
the central part of the grid (cells from 40 to 60 contain valid values in both di-
rections); the corrections are set all to a constant difference equal to 3 meters
(Figure 4.7(a)). A discontinuity of 3 meters at the borders of the corrections is
present. At the beginning a Butterworth filter with the following characteristics
D0 = 2, n = 2, N = M = 5 has been generated. The results of the application
of the filter on the simulated corrections is reported in Figure 4.7(b): the discon-
tinuity at the border remains too abrupt even after the filtering. Smoother results
can be obtained increasing the filter dimension but this can cause a significant
loss of information in the corrections (Figure 4.7(c)). Another solution to smooth
the results is to apply again the filter to the corrections already filtered with the
first iteration: in this case the discontinuity is smoothed but some information is
missing (Figure 4.7(d)). In addition the filter should act preferably outside the
corrections model, in order to smooth any discontinuities, but leave unchanged
the corrections. Alternatively, the filter can be applied iteratively: at each iter-
ation the original corrections different from zero replace the filtered corrections
(Figure 4.7(e) and 4.7(f)). In this way the filter acts preferably in the area out-
side the corrections, smoothing the transition and preserving the corrections. The
approach of filtering - substitution - filtering can be iterated any desired number
of times, to properly smooth the discontinuities: the resultant effect is shown in
Figure 4.8, where on the same graph the results of five consequently iterations are
reported.

Note a final technical aspect. For the last iteration it has been chosen to leave
the filtered corrections also inside the area covered by the model, rather than re-
place them again with the original values. In fact, some analyses on the slopes
distribution of the real HELI-DEM case have shown that PST-A, even when sub-
sampled, presents a roughness greater than HD-1. The choice of the use of filtered
corrections at the last iteration avoids to produce a final DTM affected by morpho-
metric inhomogeneities. The adopted procedure is schematized in the flow chart
reported in Figure 4.9.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.7: Application of Butterworth filter on simulated data. Simulated data (a). Ap-
plication of Butterworth filter D0 = 2, n = 2, N = M = 5 one time (b). Application
of Butterworth filter D0 = 20, n = 2, N = M = 51 one time (c). Application of
Butterworth filter two times D0 = 2, n = 2, N = M = 5 (d). Corrections filtered at
the first iteration and consequent substitution of the original corrections (e) - the red line
represents the input dataset for second iteration - and result of the second iteration (f).
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Figure 4.8: Filtered corrections after 5 iterations of filtering - substitution - filtering.
Different colour lines represent the different iteration steps; at last iteration (red line) the

substitution is not performed.

Figure 4.9: Flow chart of the corrections filtering procedure.
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4.2.2 Application of the adopted procedure to HD-1 DTM
The procedure described in the previous paragraphs has been applied to produce
the final HELI-DEM DTM. First of all the corrections model has been created,
computing the differences (Figure 4.10 on the left) between the subsampled PST-
A LiDAR DTM and the HD-1 DTM; a Butterworth filter with five iterations has
been applied to the corrections. The filtered corrections have been then applied
to HD-1: this corrected DTM will be called in the following HD-2. To visually
analyse the benefits of using an iterative filter, firstly the results related to an area
localized in the basin of Oglio River (Figure 4.10 on the right) have been analysed.
In addition, from this area a cross section has been extracted to evaluate in detail
the effect of the adopted procedure: in Figure 4.11 the original and the filtered
corrections are represented. As can be seen, the final filtered corrections follow
the trend of the original ones reducing high frequencies.

Figure 4.10: Differences between PST-A LiDAR DTM and HD-1 DTMs (on the left)
and georeferencing of Oglio River section used as case study to test the behaviour of the

adopted filtering procedure (on the right): differences values in meters.

In order to visualize the effect of the filter in a three dimensions, in Figure 4.12
the differences between PST-A and HD-1 DTMs inside Oglio River valley area
are shown, before and after the application of the filter: particularly, the clear
effect of the filtering at the border of the PST-A DTM is evident. For the same
Valley, in Table 4.3 the statistics of the differences before and after the application
of the correction are summarized: the bias is removed and the standard deviation
is significantly reduced. The small residual differences are due to the fact that in
the last iteration the filtered corrections are used instead of the original ones.
Also the statistics of the differences for the global project area has been computed
and are reported in Table 4.4. In this case the improvement given by the correction
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Figure 4.11: Profile of the differences between PST-A and HD-1 DTMs of Oglio River
section: original corrections in blue, filtered corrections correspondent to the different

iterations represented by the coloured lines.

bias (m) std (m) max (m) min (m)
PST-A - HD-1 (original) -1.9 5.8 36.7 -42.7
PST-A - HD-2 0.0 1.1 23.1 -22.5

Table 4.3: Statistics of the differences between PST-A LiDAR DTM and HD-1 DTM
(before the correction)/HD-2 DTM (corrected DTM): Oglio River area.

is even more evident: these results, that can be considered as internal validation,
are satisfactory.

bias (m) std (m) max (m) min (m)
PST-A - HD-1 (original) 0.3 6.0 186.8 -174.6
PST-A - HD-2 (corrected) 0.0 0.4 108.4 -97.4

Table 4.4: Statistics of the differences between PST-A LiDAR DTM and HD-1 DTM
(before the correction)/HD-2 DTM (corrected DTM): global HELI-DEM area.

4.2.2.1 Validation of the corrected DTM with RTK measures

The internal validation of the HD-2 DTM, i.e. its comparison with the PST-A
DTM, gives very satisfactory results; for its external validation the RTK measures
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Figure 4.12: Differences between PST-A and HD-1 DTMs of the Oglio River Valley:
original corrections above and filtered corrections below.

already collected in the Valtellina area (Adda River Valley) and described in Sec-
tion 2.4.2 have been used. This analysis is useful to evaluate if the correction
actually leads to an improvement of the final product. The elevations of the GPS
points (943 points in total) of all the areas have been collected and merged into a
unique dataset. Then HD-1, the subsampled PST-A and HD-2 have been interpo-
lated through bicubic interpolation on the GPS points. In all the three cases the
differences between the models and the GPS elevations have been computed.

bias (m) std (m) max (m) min (m)
HD-1 - RTK 3.4 5.5 24.2 0.0
PST-A - RTK -0.3 1.0 7.2 0.0
HD-2 - RTK -0.4 1.7 8.8 0.0

Table 4.5: Statistics of the modulus of the differences between HD-1, PST-A and HD-2
DTMs and RTK points (Valtellina area).

Table 4.5 summarizes the statistics for the three comparisons. The statistics of
the comparison between PST-A LiDAR and RTK are significantly worse with
respect to those reported in Tables 2.22 and 2.23 which were related always to the
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comparison of the LiDAR DTM and RTK measures: in this case the LiDAR DTM
is subsampled to 2 · 10−4 degrees (' 20 meters), while the original cellsize of the
DTM is 10−5 degrees (' 1m). In any case, they are, as expected, much better
than those of HD-1. The statistics also demonstrate the reliability of the applied
correction: the mean and standard deviation of the differences between HD-2 and
RTK are better than those of HD-1 and are more similar to those of PST-A. The
residual differences are due to the last application of the filter in which the original
LiDAR data are not substituted.

4.3 Creation of the HELI-DEM geoserver to pub-
lish the input and final elevation data

The data collected for HELI-DEM project and the final products (the two DTMs
HD-1 and HD-2) have to be made accessible to the community, using appropriate
methods of publication of geographic data. The publication of geographic data is
performed through the implementation of a geoserver (geoweb service), that is a
web service oriented to the distribution of geographic data (Peng and Tsou, 2003).
The realization of a geoserver allows to realize a decoupling between the data
provider and the user: the server publicly displays to the client its functionalities,
through the use of standard interfaces. These interfaces are independent (hence the
decoupling) from the implementation. In the following the concept of geoservice
and its standards are described and then also the choices made to generate the
structure of the HELI-DEM geoserver.

To achieve a high level of accessibility to the data and thus to facilitate the
fruition it is appropriate to move towards a distribution that occurs following stan-
dard procedures. In the context of the sharing and distribution of geographic
referenced data, the Open Geospatial Consortium (OCG1) is an important actor
for which concerns the definition of standard procedures. OGC is an interna-
tional consortium with more than 400 members, belonging to different skills: pri-
vate societies (multinational as for example ESRI, Autodesk or Oracle, but also
small societies, as for example OpenGEO which deals with the development of
GeoServer or Camptocamp involved in the development of open source software
such as OpenLayers), government agencies (NASA, USGS) and universities (Po-
litecnico di Milano and La Sapienza Università di Roma in Italy). OGC aims
to participate to the development of standard interfaces called OCG Web Service
(OWS) which goal is to support interoperable solutions for the exchange of ge-
ographic data. In that way, using OCG standards, it is possible to provide data
and services independently from the operating system, from the GIS software and

1OGC - http://www.opengeospatial.org/



4.3 Creation of the HELI-DEM geoserver to publish the input and final elevation
data 165

from the user configurations.
In Figure 4.13 the basic functioning scheme of a OWS service is shown: the

client sends a standard request to the server; accordingly, the server accesses data,
processes them, and sends the response to the client. Different types of requests
exist, according to the OWS implemented service. In any case some basic el-
ements are common: a GetCapabilities operation, to which the server answers
with a list of processes or available data, a Describe request, to which the server
answers with the description of a particular dataset or process, and finally a Get-
Data or GetService, to which the server answers implementing a certain process
or providing the required data. In this case the WCS, WFS and WMS standards
have been taken into consideration, because they are directly implemented in the
geoservice.

Figure 4.13: Basic functioning schema of a OWS service.

WCS (Web Coverage Service2) standard defines an interface to provide raster
data. This standard provides the following three types of requests:

• GetCababilities: request made by the client to the server in order to have
the description of the server properties in terms of metadata relating to the
service (service name, manager, contacts, etc.) and the list of the published
data,

• DescribeCoverage: the name of a certain layer published by the server is
specified and its proprieties (geographic extension, original reference frame,
other reference frames in which the dataset is available, the supported output
formats) are obtained,

• GetCoverage: this operation is required by the dataset; the client specifies
how he wants to get the dataset, in accordance with the characteristics of
the service offered by the server, indicating for example the resolution, the
output format, the extension of the area of interest, the reference frame.

2http://www.opengeospatial.org/standards/wcs
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WFS (Web Feature Service3) standard defines an interface to provide vectorial
data. WFS provides the following standard requests (the first three are features of
the basic version of WFS):

• GetCapabilities: to obtain a description of the server proprieties in terms of
general data regarding the service,

• DescribeFeatureType: returns the description of the characteristics of a cer-
tain vectorial layer (feature) provided by the service,

• GetFeature: here the name of the feature which has to be obtained and some
additional parameters ae specified (reference frame, geographic extension,
attributes list, etc.),

• LockFeature: provides a locking mechanism for a feature in order to ensure
consistency during editing operations, preventing simultaneous requests for
modification by multiple clients,

• Transaction: this request allows to create, modify and delete the elements
of a feature published by a WFS server (a WFS server that supports trans-
actions is called Transactional WFS).

New functionalities have been introduced with the new 2.2.0 version of the stan-
dard:

• GetPropertyValue: allows to query the WFS server by specifying the value
of a property of the feature,

• GetFeatureWithLock: same operation of the GetFeature, but in this case the
requested features are locked even if their modification operation has not
yet been started (transaction),

• CreateStoredQuery: creates a query and saves it on the server making it
available for future uses,

• DropStoredQuery: deletes a query saved on the server,

• ListStoredQueries: gives a list of the queries saved on the server,

• DescribeStoredQueries: gives a description of the queries saved on the
server.

3http://www.opengeospatial.org/standards/wfs
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In output, a WFS service can make available the data according to different for-
mats, such as GML2, GML3, shape files, GeoJSON.

WMS (Web Map Service4) defines an interface to provide raster data as in case
of WCS. In this case the output dataset is an image and the numeric matrix of the
data is not given. The possible requests to the WMS are:

• GetCapabilities: to obtain the description of the server properties in terms
of general information,

• GetMap: with this operation the client makes a request, specifying the raster
layer he wants to obtain, the interest geographic extension, the reference
frame, the resolution and the output format,

• GetFeatureInfo: this operation allows to query the specified raster: speci-
fying the coordinates of the point of interest the value of the raster in that
point can be obtained,

• GetLegendGraphic: this operation requires to the server the generation of
an image which illustrates the graphic legend of the raster.

To implement the HELI-DEM geoserver, Geoserver5 program has been used.
Geoserver is a multi-platform program, written in Java language, which allows
to elaborate, visualize and share geographic geo-referenced data (Brovelli et al.,
2011) at local level or in a distributed context using the standard published by
the OGC. GeoServer is an Open Source project which relies on a large commu-
nity of developers distributed around the world; it implements WMS (1.1.1 and
1.3 versions), WFS (1.0 and 1.1 versions), Transactional WFS (it allows to per-
form a vectorial editing on the published data), WCS (1.0 and 1.1 versions) and
WPS (1.0 version). Regarding input data, Geoserver provides support for access-
ing spatial data from databases (PostgreSQL/PostGIS, ArcSDE, DB2 e Oracle)
and through GDAL6 libraries allows to access to the main raster formats (TIFF,
bigTIFF, geoTIFF, Arc/Info ASCII Grid, GRASS raster, PNG, GIF and many oth-
ers). The output data can have different formats: JPEG, GIF, PNG, PDF, SVG,
KML, GeoRSS, shape file. Furthermore Geoserver allows to instantaneously re-
project the data published on WMS and WFS services using the EPSG7 internal
database which supports hundred of different reference frames. The Geoserver
software has been selected and installed on a server which is physically located in

4http://www.opengeospatial.org/standards/wms
5http://geoserver.org/
6http://www.gdal.org/
7http://www.epsg.org/



168 The unified DTM: preprocessing and final computation

the Geomatics Laboratory of Como Campus of Politecnico di Milano. The pro-
duced DTMs, HD-1 and HD-2, have been loaded and are available on the HELI-
DEM geoserver. The access to the geoserver is free but not interactive. The users
can access to these data and interact with them only trough a cartographic geo-
portal expressly created by SUPSI, the Swiss partner in the HELI-DEM project.
The geoportal offers to users some of the most commonly used features in ter-
rain analysis: extraction of a portion of data, coordinates conversion, computation
of contour lines for predefined elevations, profiles extraction, identification and
morphometric characterization of basins. This part is not discussed here but is
described in detail in (Cannata et al., 2013).



Chapter 5

Inverse approach to interpolate the
final HD DTM

The HELI-DEM unified DTM has been created following the Direct method de-
scribed in Section 4.1, where the three different medium and low resolution avail-
able DTMs have been firstly transformed to the reference frame of the final output
grid, then they have been independently interpolated and finally averaged in the
overlap areas. The Direct approach has proved several numerical problems that
have been overcame by numerical regularizations. However, these problems can
be completely bypassed by another approach that has been studied at the conclu-
sion of the project.

In the following paragraphs the alternative method will be described; it will be
tested using the HELI-DEM data and the output DTM will be cross-checked with
the input data.

5.1 Description and implementation of the Inverse
method

As already briefly explained in Section 3.3, the main difference between Direct
and Inverse methods is the way in which the input DTMs are interpolated on the
output grid. In particular in the former the input DTMs are transformed from
their original reference frames to the reference frame of the output grid; then each
transformed DTM is interpolated on the output grid and at the end the output
DTMs are averaged in the overlap areas. HD-1 has been obtained following this
procedure. The Inverse procedure is similar to the first one for the operations
that are done: reference frame transformation, interpolation and merging through
average. However, instead of the transformation of the input DTMs from their
reference frames to the reference frame of the output grid, the opposite occurs:

169
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the output horizontal coordinates of the nodes of the final grid, defined in the out-
put reference frame, are back-transformed to the original reference frame of each
input DTM. Each input DTM is therefore interpolated on the back-transformed
horizontal coordinates of the output nodes. Since the input DTMs are gridded
in their original reference frame, a bicubic interpolation is always possible: it is
fully described in Section B.1.3.1. If at least one of the sixteen points has nodata
value, nodata value is assigned to the interpolation output node. Therefore nodata
is assigned to all the nodes that fall on the border of the input DTM. For the merg-
ing in the overlap areas, different methods can be implemented. At present, the
simple average is computed. At this point for each input DTM a dataset contain-
ing the 3D coordinates (horizontal coordinates in the input reference frame and
interpolated elevation) of all the output nodes is available. The dataset has then
to be transformed again to the output reference frame; this can be done simply
assigning each interpolated elevation to its node of the output grid; obviously this
requires that the indexes of the positions of the nodes on the output grid have
been previously saved. In this way for each node of the output grid located in the
position (i, j) the following data are available: the horizontal coordinates and N
interpolated elevations

[
zij,1 ... zij,N

]
, whereN is the number of input DTMs

to be merged. Considering that the values zij,1, ...zij,N can assume a real value or
a nodata value, the average is computed in this way:

z̄ij =
zij,1 + ...+ zij,n

n
where n is the number of valid elevations (real values). Two possibilities exist:

• if n = 0, nodata value is assigned to the output node,

• if n ≤ N , the result is the simple average of the n real values.

The main advantage of using the Inverse approach with respect to the Direct one
is that the interpolation on the output grid is performed from gridded data. For
each output node, the sixteen nearest points are by definition well distributed in
a square around it and no problems of ill-conditioning due to a bad distribution
of the points exist. Therefore the estimation of the elevation through the system
constructed with the sixteen points is well conditioned and it is not necessary
to stabilize the system through the solutions described in the previous Chapter.
Another advantage is that in this case it is not necessary to apply, at the end of
the interpolation on the output grid, an erosion of the resultant elevation matrix.
With this method, since the interpolation is performed only where sixteen input
nodes are found, the interpolation is not possible on the border and outside the
input data. In addition the research of the nearest points is much faster than in the
Direct approach, because they are distributed on a regular grid and the search can
be performed by simple indexing on rows and columns.
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5.2 Application of the method to the HELI-DEM
case study

The Inverse method has been implemented and tested on the HELI-DEM data.
The idea is to produce a DTM with the same characteristics of HD-1 (Section 4.1):
for simplification it will be called in the following HD-1b. The nodes of HD-1b
coincide with those of HD-1. It has been decided to produce it by unifying the
three low resolution DTMs of Lombardy, Piedmont and Switzerland. Differently
from HD-1 where the Piedmont LiDAR DTM was used, in this case for Piedmont
the choice has fallen on the regional DTM with a planimetric resolution of 50
meters. The first reason of this decision is the fact that the Piedmont regional DTM
does not seem affected by significant biases or errors, while the LiDAR Piedmont
DTM with 5 meters horizontal resolution has some problems as for example the
overlapping but not consistent nodes. Moreover, for this thesis a first verification
result is necessary: since the regional dataset is smaller than the LiDAR one,
the computation time to process it should be reduced. The routines useful to
perform the inverse approach have been implemented in MATLAB environment.
The output grid has been converted from ETRF2000 to the three input reference
frames, and each one of the three input DTMs has been interpolated on the grid
nodes (Figures 5.1, 5.2, 5.3).

Figure 5.1: Result of the interpolation of the Lombardy DTM on the output HD-1b grid.
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Figure 5.2: Result of the interpolation of the Swiss DTM on the output HD-1b grid.

Figure 5.3: Result of the interpolation of the Piedmont DTM on the output HD-1b grid.
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Some statistics have been computed on the three interpolated DTMs. In par-
ticular they have been compared considering the different couples of them. In
Table 5.1 the differences between the two interpolated DTMs of Lombardy and
Switzerland are summarized.

Statistics of elevation differences (m) Switzerland-Lombardy
Number of useful nodes 67’850’049
Bias -0.2
Std 18.6
Maximum 377.2
Minimum -283.5

Table 5.1: Statistics of the differences obtained by individual interpolation of the Swiss
and Lombardy DTMs on the HD-1b output grid.

Obviously the valid values are located only in the overlap areas. The differences
are acceptable with respect to the nominal accuracies of the DTMs: the statistics
are very similar to those obtained from the comparison between the two original
Swiss and Lombardy DTMs, summarized in Table 2.8. The distribution of the
differences is shown in Figure 5.4.

Figure 5.4: Differences obtained by individual interpolation of the Swiss and Lombardy
DTMs on the HD-1b output grid.



174 Inverse approach to interpolate the final HD DTM

The anomalous differences are located in the same anomalous areas relevant to
the comparisons between the two original datasets. In the same way in Table 5.2
and Figure 5.5 the statistics and the distribution of the differences obtained by
individual interpolation of the Lombardy and Piedmont DTMs on the HD-1b grid
are reported.

Statistics of elevation differences (m) Lombardy-Piedmont
Number of useful nodes 265’047
Bias 1.6
Std 5.1
Maximum 45.4
Minimum -104.1

Table 5.2: Statistics of the differences obtained by individual interpolation of the
Lombardy and Piedmont DTMs on the HD-1b output grid.

Figure 5.5: Differences obtained by individual interpolation of the Lombardy and
Piedmont DTMs on the HD-1b output grid.

In Table 5.3 and Figure 5.6 the results for Swiss and Piedmont DTMs comparison
are summarized.
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Statistics of elevation differences (m) Switzerland-Piedmont
Number of useful nodes 4’377’023
Bias 1.1
Std 20.1
Maximum 321.6
Minimum -268.2

Table 5.3: Statistics of the differences obtained by individual interpolation of the Swiss
and Piedmont DTMs on the HD-1b output grid.

Figure 5.6: Differences obtained by individual interpolation of the Swiss and Piedmont
DTMs on the HD-1b output grid.

For the two cross-checks between Piedmont and Lombardy DTMs and Switzer-
land and Piedmont DTMs, in both cases the statistics are similar to those obtained
by the cross-validations of the original models: these comparisons have not been
reported in this thesis but are reported in detail in (Biagi et al., 2013a). In general,
from the three comparisons it seems that Piedmont DTM has a general bias in
elevation of 1 meter with respect to the Lombardy and Swiss DTMs; but in both
cases the number of useful points on which the statistics have been computed is
small. Moreover this value is not significant if considering the nominal vertical
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accuracies of the original DTMs. However in general the statistics are comparable
with the nominal accuracies of the DTMs.

In order to verify the correctness of the interpolation method, each of the three
interpolated DTMs has been back-interpolated on the nodes of the correspond-
ing input DTM. This has been achieved following this procedure: for each in-
put DTM, its nodes have been transformed from their original reference frame to
ETRF2000, then their elevations has been estimated interpolating the correspond-
ing final DTM through exact bicubic interpolation. The elevations thus obtained
have been compared to the original ones. In Figure 5.7 the differences for the
Lombardy DTM are shown and in Table 5.4 the statistics are summarized.

Figure 5.7: Differences between back-interpolated and original Lombardy DTMs (only
the differences with an absolute value equal or lower than 3 meters are shown).

In the figure, to better visualize the distribution of the differences, only the dif-
ferences whose absolute value is equal or lower than 3 meters have been plotted,
because the 99.1% of the nodes belongs to this group. These differences are ho-
mogeneously distributed inside the region. Even if the maximum and minimum
differences are high, statistics are good, with mean and standard deviation lower
than a meter. In Table 5.5 the differences have been divided in eleven classes.
Despite the presence of few nodes (6’828 with respect to the total of 30’028’763)
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Cross-check results (m) for Lombardy
Number of useful nodes 30’028’763
Bias v 0
Std 0.8
Maximum 222.7
Minimum -141.2

Table 5.4: Statistics of the differences between back-interpolated and original Lombardy
DTMs.

whose differences exceed 10 meters, the other 99.9% of the nodes has differences
lower than 10 meters. In particular the differences whose absolute value exceeds
50 meters represent some computation anomalies; these differences regard how-
ever only 18 points and are all concentrated in one area. These differences are still
under analysis.

Differences (m) Percentage with respect to
the total number of points

∆H < −100 v 0% (5 points)
−100 ≤ ∆H < −50 v 0% (4 points)
−50 ≤ ∆H < −20 v 0% (116 points)
−20 ≤ ∆H < −10 0.01%
−10 ≤ ∆H < −3 0.47%
−3 ≤ ∆H < 3 99.10%
3 ≤ ∆H < 10 0.45%
10 ≤ ∆H < 20 0.01%
20 ≤ ∆H < 50 v 0% (104 points)
50 ≤ ∆H < 100 v 0% (6 points)

∆H ≥ 100 v 0% (3 points)

Table 5.5: Classes and percentages of elevation differences between back-interpolated
and original Lombardy DTMs.

Back-interpolated and original Swiss DTMs do not present any anomalous value.
This is probably due to the fact that the interpolation nodes are better disposed
with respect to the original nodes than in the case of Lombardy. Figure 5.8 shows
the distribution of the differences with an absolute value lower than 1 meter (98%
of the nodes). From Tables 5.6 and 5.7 it can be seen that statistics are good,
without the presence of high values of minimum and maximum, about the 100%
of the differences are lower than 10 meters and the 99.9% lower than 3 meters.
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Figure 5.8: Differences between back-interpolated and original Swiss DTMs (only the
differences with an absolute value equal or lower than 1 meter are shown).

Cross-check results (m) for Switzerland
Number of useful nodes 11’909’270
Bias v 0

Std 0.3
Maximum 17.9
Minimum -17.8

Table 5.6: Statistics of the differences between back-interpolated and original Swiss
DTMs.

Also for Piedmont (Figure 5.9) the differences between the back-interpolated and
original DTMs are satisfactory. All the nodes have differences (Table 5.8) smaller
than 7 meters, with mean and standard deviations comparable with the vertical
nominal accuracy of the Piedmont DTM. Also in this case the differences have
been divided in eleven classes (Table 5.9) and, obviously, they are concentrated in
the three central classes, with the most part of the data (99.99%) with an absolute
difference lower than 3 meters. In all the three cases however the differences are
acceptable if considering the nominal accuracies of the DTMs and the greatest
differences are located in mountainous areas.
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Differences (m) Percentage with respect to
the total number of points

∆H < −100 0%
−100 ≤ ∆H < −50 0%
−50 ≤ ∆H < −20 0%
−20 ≤ ∆H < −10 v 0% (31 points)
−10 ≤ ∆H < −3 0.04%
−3 ≤ ∆H < 3 99.90%
3 ≤ ∆H < 10 0.04%
10 ≤ ∆H < 20 v 0% (34 points)
20 ≤ ∆H < 50 0%
50 ≤ ∆H < 100 0%

∆H ≥ 100 0%

Table 5.7: Classes and percentages of elevation differences between back-interpolated
and original Swiss DTMs.

Figure 5.9: Differences between back-interpolated and original Piedmont DTMs (only
the differences with an absolute value equal or lower than 0.5 meter are shown).
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Cross-check results (m) for Piedmont
Number of useful nodes 3’489’389
Bias v 0

Std 0.2
Maximum 6.7
Minimum -6.8

Table 5.8: Statistics of the differences between back-interpolated and original Piedmont
DTMs.

Differences (m) Percentage with respect to
the total number of points

∆H < −100 0%
−100 ≤ ∆H < −50 0%
−50 ≤ ∆H < −20 0%
−20 ≤ ∆H < −10 0%
−10 ≤ ∆H < −3 v 0% (3 points)
−3 ≤ ∆H < 3 99.99%
3 ≤ ∆H < 10 0.01%
10 ≤ ∆H < 20 0%
20 ≤ ∆H < 50 0%
50 ≤ ∆H < 100 0%

∆H ≥ 100 0%

Table 5.9: Classes and percentages of elevation differences between back-interpolated
and original Piedmont DTMs.

The unified final DTM has been constructed computing the average of the three
DTMs in their overlapping areas. The resultant DTM (HD-1b) is shown in Fig-
ure 5.10: its statistics are summarized in Table 5.10.

Statistics of elevations (m)
Number of grid nodes 116’000’000
Number of real valued grid nodes 88’477’603
Mean 1’301
Std 920
Maximum 4’616
Minimum 17

Table 5.10: Statistics of the elevations of HD-1b DTM.
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Figure 5.10: Unified HD-1b DTM resultant from the average of the three Lombardy,
Piedmont and Swiss DTMs interpolated on the output grid.

At present the merging of the three interpolated DTMs has been performed through
the simple average of the results in the overlap areas. However some analyses, that
for time reasons can not be included in the thesis, useful to understand if at the
borders between the different DTMs some inconsistencies have been introduced
are being carried out.

The correction of points belonging to lakes has been performed following the
same procedure described in Section 4.1.3 for the case of HD-1. As for the case
of HD-1, also in this case a correction with PST-A has been applied to HD-1b; the
final result will be called in the following HD-2b. The corrections are applied in
the same way described in Section 4.2.2. As for HD-1 and HD-2 (Table 4.4), the
comparisons between HD-1b/HD-2b and PST-A are satisfactory (Table 5.11). In
fact the correction of HD-1b makes it much more similar to PST-A.

bias (m) std (m) max (m) min (m)
PST-A - HD-1b (original) -0.35 4.6 97.1 -184.9
PST-A - HD-2b (corrected) 0.0 3.9 90.7 -132.1

Table 5.11: Statistics of the differences between PST-A LiDAR DTM and HD-1b
(before the correction)/HD-2b (after the correction): global HELI-DEM area.
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5.2.1 Validation of HD-1b and HD-2b DTM with RTK mea-
sures

HD-1 and HD-2 were externally validated through a comparison with the RTK
points previously acquired for the external validation of PST-A in Valtellina Val-
ley. This comparison is in detail described in Section 4.2.2.1. The same analysis
has been performed for HD-1b and HD-2b. The two DTMs have been interpo-
lated through bicubic interpolation on the RTK points and the differences have
been computed; their statistics are summarized in Table 5.12. Also the statistics
of the differences between PST-A and RTK measures are reported for a compari-
son: they are the same of Table 4.5.

bias (m) std (m) max (m) min (m)
HD-1 - RTK 3.4 5.5 24.2 0.0
HD-1b - RTK 1.9 3.8 12.1 0.0
PST-A - RTK -0.3 1.0 7.2 0.0
HD-2b - RTK -0.4 1.6 8.0 0.0

Table 5.12: Statistics of the modulus of the differences between HD-1b/PST-A/HD-2b
DTMs and the 943 RTK points acquired in Valtellina area. In order to do an immediate

comparison also the differences between HD-1 and RTK are reported.

Considering the vertical accuracies of the input DTMs used to construct HD-1b,
the statistics are good both in case of HD-1b and HD-2b. As expected, the statis-
tics demonstrate again the reliability of the applied correction: the mean and stan-
dard deviation of the differences between HD-2b and RTK are better than those
of HD-1b and are more similar to those of PST-A.

Since the 943 points have been surveyed inside the twelve areas described in
Section 2.4.2, a deeper analysis of the correction can be here done considering
individually the zones. The most clamorous case in which the operation of the
correction can be appreciated is the comparison of the three DTMs with the 64
RTK points surveyed in area VT02.

bias (m) std (m) max (m) min (m)
HD-1b - RTK (area VT02) 4.0 3.9 11.7 0.0
PST-A - RTK (area VT02) 0.1 0.1 0.2 0.0
HD-2b - RTK (area VT02) 0.2 0.7 1.3 0.0

Table 5.13: Statistics of the modulus of the differences between HD-1b, PST-A and
HD-2b DTMs and RTK points (64 points in area VT02 in Valtellina Valley).
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The statistics of this analysis are summarized in Table 5.13: as for the global set
of points, also considering only the 64 points of this area, the values of mean and
standard deviation of the corrected DTM are more similar to those of the PST-A
than in case of HD-1b. In addition here HD-1b presents, in terms of bias and
standard deviation, worse values with respect to the global comparison (where
the bias is about 2 meters): in area VT02 HD-1b has a bias of about 4 meters
compared to the RTK points.

Figure 5.11: Progressive differences (cm) between HD-1b/HD-2b/PST-A DTM and
RTK points in area VT02 in Valtellina Valley.

In order to verify the existence of such bias, in Figure 5.11 the differences between
the three DTMs and the 64 points have been plotted on the same graphs, putting
the points in increasing order of distance from the starting point. In the graph the
bias of the unified DTM before the correction is clearly visible, with some points
that present differences up to 11 meters. The differences between PST-A and
RTK in this scale of representation are hardly recognizable because they are about
zero. HD-2b follows the trend of the HD-1b case, but its differences are more
similar to the high resolution case. This analysis confirms then the usefulness of
the correction of HD-1b with the high resolution DTM.

Considering the global case, the statistics of the two DTMs obtained by the in-
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verse merging approach (HD-1b and HD-2b) are better than those obtained by the
direct approach (HD-1 and HD-2): this allows to affirm that the two approaches
lead to satisfactory results and even better in the case of the second method.
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In Italy and Switzerland, elevation data produced with different reference frames,
technologies, accuracies and resolutions are available. The problem is that at
the border between the two countries the different elevation models can be not
consistent and can present some local biases. This can poses significant problems
for specific tasks, like for example hydrogeological modelling. In these cases in
fact a unique Digital Elevation Model would be very useful in order to analyse the
scenario by a unified input dataset.

The HELI-DEM (HELvetia-Italy Digital Elevation Model) project, funded by
the European Regional Development Fund (ERDF) within the Italy-Switzerland
cooperation program, aimed at developing a unique DTM which would cover the
alpine area between the two Italian Regions of Lombardy and Piedmont and the
two Swiss Cantons of Ticino and Grisons. The project, with a duration of 36
months, started in September 2010. Its main goal was the creation of a unified
Digital Terrain Model that covers the whole project area and is correctly georef-
erenced. This final product should be produced validating and integrating all the
elevation data made available by the different project partners. The altimetric in-
formation have to be continuous and consistent at the nominal level of the input
DTMs; therefore the resolution of the final DTM has to be at least equal to those
of the original input DTMs and the vertical accuracy has to be in every area the
best one obtainable from the input DTMs.

The two official regional DTMs of Lombardy and Piedmont and the national
Swiss DTM were available. The Lombardy DTM, georeferenced in the Roma40
reference frame, Gauss Boaga cartographic coordinates, is characterized by a
planimetric resolution of 20 meters and a vertical accuracy of about 10 m; the
Piedmont Region DTM has a planimetric resolution of 50 meters, a vertical ac-
curacy of 5 m and it is in ETRF89, cartographic coordinates. Also the Swiss
DTM is in ETRF89 but in geographic coordinates, has a horizontal resolution
of about 30 m and an accuracy of 2-3 m in height. Then two medium and high
resolution DTMs were available, both acquired by LiDAR technique: the former
covering the whole Piedmont Region with a planimetric resolution of 5 meters
and a vertical accuracy of 0.5 m, the latter, named PST-A, covering the main river
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basins of Piedmont and Lombardy and created by the Ministry of Environment
inside the Piano Straordinario di Telerilevamento Ambientale (Extraordinary Plan
of Environmental Remote Sensing), PST-A; this was the most accurate and reso-
lute available DTM (respectively 10-50 cm of vertical accuracy and about 1 m of
planimetric resolution). Both the two LiDAR DTMs are in the ETRF89 reference
frame, the former in cartographic coordinates, the latter in geographic coordinates.

Basically these elevation data had to be merged to create a unique model.
To do that several preliminary analyses have to be taken into account. First of
all, since the data were in different reference frames, they had to be aligned to
the same reference frame. Then, before their merging, the data had to be cross-
validated in order to check their reciprocal consistency and the possible presence
of biases; in addition they had to be externally validated in order to check their
accuracy.

To cross validate the DTMs, two different analyses were carried out. The first
was the cross-validation between cross-border DTMs with similar planimetric res-
olution, where they overlap, i.e. at the border between their domain. The second
comparison, which could be considered as an external validation, was performed
between low and high resolution DTMs in the areas where the latter ones was
present. In this thesis firstly the cross-validation between the Lombardy and the
Swiss DTMs is described in detail. Since the two DTMs had similar resolutions
and accuracies, they were compared on some points located in random positions
in their overlap area: the results were comparable with the nominal accuracies
of the two input datasets; moreover they did not present global biases. However
the differences presented an anomalous spatial distribution probably due to the
restitutions rather than to the orography of the territory. Then the Lombardy Re-
gion DTM was externally validated with the PST-A: in this case the comparison
was performed inside the areas where the latter was present, subsampling it on the
nodes of the former and computing their differences. The differences were accept-
able considering the whole set of points, but in some areas local biases seemed to
be present. After the identification of the critical areas where the discrepancies
exceeded acceptable values, in order to check the correctness of PST-A a compar-
ison with some ad hoc surveyed RTK GNSS measures was performed; the RTK
points were surveyed in twelve zones in the area of Valtellina Valley (Adda River
Valley). The comparison with RTK points confirmed the correctness of PST-A.

All these operations represented some preliminary analyses to verify if the
available data were useful for the creation of the final product of the project. The
unified model had to be obtained through the merging of the available low/medium
resolution DTMs. In particular the regional DTM was chosen for Lombardy area,
the national Swiss DTM for Switzerland; for Piedmont the choice firstly fell on
the LiDAR DTM with a planimetric resolution of 5 meters which covers the whole
region. The output model, called HD-1, was obtained by harmonization, filtering
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and interpolation of these three models. HD-1, georeferenced in ETRF2000 ref-
erence frame in geographic coordinates, had to be computed on a grid defined
inside a geographic rectangle whose limits are 7.80◦ East and 10.70◦ East and
45.10◦ North and 46.70◦ North and with a spacing of 2 · 10−4 sexagesimal de-
grees both in longitude ad latitude: the output matrix is composed by 8’000 rows
and 14’500 columns for a total of 116 millions nodes. Various analyses were per-
formed in order to find the suitable interpolation and merging method. First of
all in fact the regridding of gridded data on a new grid implies an interpolation.
Since the stored elevations have been usually already filtered for the errors, atten-
tion has been focused on the so called interpolators, or better the predictors that
pass through the observations and in particular on the already well known bilinear
and bicubic polynomial surfaces. The comparison of the two models to interpolate
originally gridded elevation data led to affirm that bicubic is better than bilinear,
especially in mountainous area, as in case of HELI-DEM. A bicubic interpolator
was therefore used to regrid the input DTMs. To merge the input DTMs to cre-
ate the output HELI-DEM DTM, a Direct approach was used: the three DTMs
were converted from their original reference frame to the reference frame of the
output grid; then each DTM was independently interpolated on the nodes of the
output grid; finally the results were averaged inside the overlapping areas. Where
possible, an exact bicubic model was used to predict the elevation of the output
nodes, in order to reproduce as much as possible the input data. In some cases
it happened that, due to the bad configuration of the input points, the estimation
was not possible; in all these cases two different solutions were used: the addition
of new observations to the system and the removal of some interpolation surface
parameters.

Since the direct approach proved several numerical problems that had been
overcame by numerical regularizations, an Inverse approach has been studied at
the conclusion of the project, in order to bypass these problems. The main differ-
ence between Direct and Inverse methods is the way in which the input DTMs
are interpolated on the output grid. In the Inverse procedure the input grids
are not transformed from their original reference frames to the one of the out-
put grid, but the output horizontal coordinates of the nodes of the output grid
are back-transformed from the output reference frame to the original reference
frame of each input DTM. Each input DTM is therefore interpolated on the back-
transformed horizontal coordinates of the output nodes. The advantage of this
method is that a bicubic exact interpolation is always possible and well condi-
tioned. This second product is called HD-1b.

In order to use also the information available in the PST-A high resolution
DTM, this was used to correct HD-1 and HD-1b. The correction of each DTM was
performed studying a suitable method that allowed to correct the low resolution
data inside the areas where PST-A was present, without introducing biases at the
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borders between the two. The correction was implemented performing a Fast
Fourier Transform solution. In order to test the accuracy and the consistency
of the two unified products and of the two corrected products, various analyses
were performed: the external validation of the DTMs with RTK points allowed to
affirm that the Inverse method provides better than the Direct method. Moreover,
the implemented approach to correct the output low resolution DTM with high
resolution data where they are available proves to be effective.

The output DTMs have been published on a geoservice, which is a multi-
platform program, written in Java language and which allows to elaborate, visual-
ize and share geographic geo-referenced data using the standard published by the
OGC. In order to do that a Geoserver software has been selected and installed on a
server which is physically located in the Geomatics Laboratory of Como Campus
of Politecnico di Milano.



Appendix A

Reference systems and frames

The definition and realization of a Terrestrial Reference System is fundamental
for spatial geodetic positioning.

A Terrestrial Reference System (TRS) is a spatial reference system that rotates
with the Earth during its diurnal motion. It is defined by a set of conventions,
algorithms and constants that determine the origin, the scale and the orientation
of the system; its realization (TRF, Terrestrial Reference Frame) is performed
through some constraints derived from physical and geometric observations from
ground or space.

A catalogue of the Reference Frames is a geodetic distribution through the
coordinates of fundamental points, such as the fundamental celestial bodies, the
VLBI, SLR and GPS Permanent Stations for global networks or the coordinates
of the zero order geodetic points for national networks.

A Reference Frame is characterized also by its accuracy, defined by the pre-
cision of the points that materialize it, and by the deformation in time, which
represents the temporal variation of the positions of the points that materialize the
reference frame (Caldera and Visconti, 2006).

Since the position of every point on the Earth changes in time due to the
planet motions, periodic updates of the Reference System realization are needed
to model the deformations.

A.1 ITRS and ITRF
ITRS (International Terrestrial Reference System) is a global reference system
coherent at planetary scale. ITRS is defined with the following characteristics:

• origin in the center of mass of the Earth,

• Z axis that passes through the Terrestrial Conventional Pole,
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• X axis defined by the intersection between the reference meridian (Con-
ventional Greenwich) and the plane orthogonal to the Z axis (Conventional
Equator),

• Y axis, so that it completes the counter-clockwise tern,

• lengths scale coherent to the time scale of the terrestrial geocentric dynamic
(TCG),

• time evolution of the axes positions in order to assure a condition of non-
rotation with respect to the tectonic plate.

In the estimation, the coordinates at an assigned zero epoch and the linear veloci-
ties of the ITRF stations are estimated.

The Terrestrial Conventional Pole (CTP) is defined as the mean of the po-
sitions of the pole during a certain time period. Different realizations of ITRS
developed by the IERS (International Earth Rotation and Reference Systems Ser-
vice) have occurred; they are called ITRFyy, where the letter F highlights the
fact that it is a specific realization of the ITRS, while the letters yy indicate the
year of realization. The realizations are estimated by combining adjustments of
the Permanent Stations networks of VLBI (Very Long Base Interferometry), SLR
(Satellite Laser Ranging) and GPS. Each realization distributes the Cartesian geo-
centric coordinates x0 =

[
x y z

]
of the Permanent Stations that have been

used in the adjustment at a certain epoch t0 and their velocities ẋ0 =
[
ẋ ẏ ż

]
,

with hypothesis of linear displacement in time.
A coordinates estimation in a generic epoch t, different from the initial epoch

t0, is:

x(t) = x0 + ẋ(t− t0)

σ2(t) = σ2
0 + σ̇2(t− t0)2

Some fundamental realizations are:

• ITRF89 (epoch t0 = 1994.0), the first one,

• ITRF97 (epoch t0 = 1997.0), the first that was based on long time series,

• ITRF2008 (epoch t0 = 1997.0), the current one.

In particular ITRF2008 realization is estimated as:

• Z axis computed from observations of the VLBI Permanent Stations,

• geocenter position determined by observations of SLR satellite orbits,
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• time derivatives of the axes position determined adding constraints of non-
rotation with respect to the geodynamic model NNR-Nuvel-1A,

• lengths scale determined by observations of the VLBI and SLR Permanent
Stations,

• combined adjustment of the VLBI, SRL and GPS networks.

Some Reference Systems defined at continental or national scale exist; in Italy for
example the ETRF2000-RDN Reference Frame is relevant.

Figure A.1: ITRF2008 horizontal velocity field (Altamimi et al., 2001), in red the
vectors representing the estimated velocities, in green the major plate boundaries.

A.2 ETRS89
To give a static description of the European territory for cartographic applications,
the European Reference Frame IAG commission has started the ETRS89 Refer-
ence System through the use of the EPN (European Permanent Network) GPS
Permanent Stations. ETRS89 is defined coincident to the ITRS at epoch 1989.0,
but it follows consistently the geodynamic motion of the steady part of the Euro-
pean plate, which more or less coincides with the central zone of the continent.

Up to ITRF2000, one ETRFyy realization of ETRS89 corresponds to each
ITRFyy realization and it is distributed through the coordinates and velocities of
the European Stations. In the following, ETRF2000 remained even if ITRF has
been updated. At present the transformation between each ITRFyy and ETRF2000
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is provided; this transformation, is described by a similarity transformation that
uses six parameters linearly dependent on time, combined with a linear propaga-
tion of the geodynamic velocities of the point to be transformed. At present epoch
(w 2014.0) in Italy the differences between ITRFyy and ETRFyy have currently
a magnitude of 40-50 cm in planimetry.

A.3 ETRF89 - IGM95
Many nations have their own official ETRS89 realization. In Italy, the realization
of ETRS89 has been firstly materialized by the IGM95 network of the Istituto
Geografico Militare Italiano (IGMI). IGM95 is composed of about 2000 bench-
marks, surveyed from the nineties by GPS surveys; they have been adjusted in
ETRF89, and constitute a classic network of first order: the network is character-
ized by a vertex each 300 km2 and a maximum distance between benchmarks of
the order of 20 km. IGM95 is distributed by the IGM monographs.

The network has been determined using differential GPS techniques and con-
straining seven EPN points located in Italy to their ETRF89 coordinates, estimated
at epoch 1989.0. The network has been also linked to the triangulation and level-
ling Italian networks.

Up to 2008 IGM95 had three problems (Biagi, 2009):

1. Italy does not homogeneously belong to the European Plate: since 1989.0
deformations of some centimeters have been occurred between the Northern
and Southern regions of Italy,

2. instruments and elaboration methods used in the ’90s were less accurate
than those used today,

3. in 20 years, some local deformations may have occurred on the benchmark
monumentations.

A.4 ETRF2000-RDN and ETRF2000-IGM95
In order to obviate the IGM95 obsolescence, in 2007 IGMI has began a new pro-
cess to update the national network from a static to a permanent reference frame:
this was done by the institution of an official national GNSS permanent network,
adjusted in ITRF2005 and distributed in ETRF2000 (t0 = 2008.0). In particular,
the following operations were performed.

• Definition of a national permanent network of GNSS permanent stations,
called Rete Dinamica Nazionale (Dynamic National Network, RDN),
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Figure A.2: IGM95 geodetic network.

• Adjustment of the network in ITRF2005 and in ETRF2000,

• Connection and adjustment in RDN of IGM95, in order to update its bench-
marks coordinates.

In details, RDN is composed of 100 permanent stations, selected among the Ital-
ian existing stations by following the criteria of homogeneous distribution and
quality. The network was processed for one month in the global ITRF2005 ref-
erence frame. These estimated coordinates were transformed to ETRF2000 at
epoch 2008.0, by applying the official international transformation published by
EPN. therefore, IGM95 baselines have been again adjusted in ETRF2000-RDN
to newly estimate IGM95 bemchmarks coordinates in ETRF2000. Note that the
original IGM95 network has not been re-surveyed and re-adjusted: the old IGM95
set of baselines has been connected to RDN by surveying some baselines from 45
RDN permanent stations to at least three IGM95 nearest benchmarks each. After
that, all the original surveyed IGM95 baselines have been adjusted again using the
RDN ETRF2000 coordinates as constraint.
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Therefore, ETRF2000-RDN is only a partial update of ETRF89-IGM95: al-
though the reference frame is updated, ETRF2000-RDN partially still suffers of
the technical problems described in the previous sections. In any case, for cartho-
graphic purposes, ERTRF2000-RDN and ETRF2000-IGM95 are not the official
Reference Frames for Itay.

A.5 ROMA40 - Gauss Boaga
Roma40 is the Italian historical Reference System, referred to the astronomic data
and established in 1940.

The Roma40 Reference System is realized by terrestrial techniques. The ref-
erence ellipsoid is the International 1924 Hayford ellipsoid. It is locally oriented
so that its normal direction coincides to the gravity vertical passing trough the
geodetic vertex of Roma Monte Mario measured in 1940.

Two different projections exist with respect to the meridians used as reference:
West and East fuses. They are posed respectively at 9° and 15° with respect to the
Greenwich meridian. Each projection covers a zone with an amplitude equal to
6°, separated by the meridian located at 12°. A cartographic projection defines
the method to project on a Cartesian plane the coordinates of points located on the
ellipsoid surface. The Roma40 Gauss-Boaga projection was proposed in 1940 by
the IGMI. The Roma40 coordinates can be obtained “a posteriori” through trans-
formation procedures and for this reason are not much accurate. This procedure is
a mathematical transformation that computes the cartographic coordinates (x, y)
on the plane from the geographic coordinates (φ, λ).

The Roma40 Reference Frame was performed using the IGMI geodetic net-
work of the first, second, third and forth order. The coordinates are expressed
in meters. To avoid the use of negative values for longitude, a coordinate equal
to 1500000 m (instead of zero) is assigned to the central meridian of West fuse,
called false West. In the same way a false East equal to 2520000 m is given to the
East fuse. In this way the first value of the longitude coordinate indicates in which
fuse the point is located (value 1 for the west fuse, value 2 for the East fuse). The
accuracies of the coordinates are about 10 cm at the local scale and 1 m at the
national scale.
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Grid interpolation methods

In Digital Terrain Modelling, interpolation is used to obtain the elevation of a
point that doesn’t coincide with the stored nodes. Two implicit assumptions are
usually adopted by the interpolation techniques:

• the terrain surface is continuous,

• there is a high spatial correlation.

Interpolation techniques can be classified according to different criteria. By the
size of the used area, two different types of interpolators can be distinguished:
global or local interpolators. In the first approach the surface is constructed by
using the complete dataset of measured points that fall inside the interest area;
from this surface the height of any other point within this area can be estimated
from this surface. Global interpolators are more suitable for flat terrain or however
for terrains with few abrupt changes in slope and height. Determining a single
function which is mapped across the whole region, they have the disadvantage
that a change in an input value affects the entire resultant surface. On the other
hand local interpolators use only a window containing a sample of input points
and not the whole dataset. Local interpolators are preferred for rough terrains and
a change in an input value only affects the results within the considered window.

According to the exactness of the surface, the interpolation surface can be in-
terpolator or approximator. An interpolator reproduce the observed values; in
other words the result is a surface that passes through the observations. An ap-
proximator smooth the input data and the resultant surface doesn’t pass exactly
through the observed points. In case of best fitting the differences between ob-
served and estimated values are minimized and the surface is the best possible fit.
Approximators are used when there is some uncertainty about the given surface
values, because in many data sets there are global trends, which vary slowly, over-
lain by local fluctuations, which vary rapidly and produce uncertainty (errors) in
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the recorded values. The effect of smoothing will therefore be to reduce the effects
of error on the resulting surface.

To construct a surface interpolation, a deterministic function or a probabilis-
tic model can be used. In the deterministic interpolation the parametric model is
a-priori decided: then the parameters are estimated. Stochastic methods incorpo-
rate the concept of randomness and the field model offers assessment of errors
with predicted values. Splines and Inverse Distance Weighted are examples of
deterministic methods, Kriging is a stochastic method.

Finally, interpolation can take place in either the space domain or in the spec-
tral domain. Most interpolation techniques for terrain modelling are specifically
designed for the space domain, but it is also possible to transform the data into a
frequency domain and interpolate there.

In the following paragraphs the main interpolation methods used for the anal-
yses described in this thesis are presented.

B.1 Exact interpolators of linear surfaces

The main problem of this thesis is the re-gridding of already filtered and grid-
ded data, and not the creation of a digital model from original elevation data, that
have to be cleaned by their errors. For this reason the choice of the interpolation
method has fallen on a deterministic method and in particular on polynomial sur-
faces. In addition, since we want to keep the information contained in the DTM as
unchanged as possible, where possible, an interpolator is preferable with respect
to an approximator.

This section discusses some polynomial models to interpolate a linear surface
that fits exactly to the input points.

B.1.1 Simple linear interpolation

A plane can be determined by three points; the mathematical function of a plane
is:

z = a00 + a10x+ a01y (B.1)

where a00, a10 and a01 are the three coefficients and (x, y, z) is the set of co-
ordinates of a point belonging to the surface. To compute these three coeffi-
cients, three input data with known coordinates, P1(x1, y1, z1), P2(x2, y2, z2) and
P3(x3, y3, z3), are required to build an isodetermined system as follows:
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 a00

a10

a01

 =

 1 x1 y1

1 x2 y2

1 x3 y3

−1  z1

z2

z3

 (B.2)

Once the coefficients a00, a10 and a01 are computed, the value zP of any point
P with a given set of planimetric coordinates (xP , yP ) can be estimated by sub-
stituting them into B.1. If the input points are aligned, the system can not be
solved and the elevation of the point P can not be estimated; in fact in this case
the determinant of theA matrix is null and the matrix cannot be inverted.

B.1.2 Bilinear interpolation
A bilinear interpolation can be performed for any four points that are not posi-
tioned along a line. The mathematical function is:

z = a00 + a10x+ a01y + a11xy (B.3)

where a00, a10, a01 and a11 are the set of coefficients. They can be determined
by four equations that are formed by making use of the coordinates of four input
points: P1(x1, y1, z1), P2(x2, y2, z2), P3(x3, y3, z3) and P4(x4, y4, z4). The system
is the following: 

a00

a10

a01

a11

 =


1 x1 y1 x1y1

1 x2 y2 x2y2

1 x3 y3 x3y3

1 x4 y4 x4y4


−1 

z1

z2

z3

z4

 (B.4)

As for the linear model, the height zP of any point P with known coordinates
(xP , yP ) can be estimated once the coefficients a00, a10, a01 and a11 are computed,
substituting its planimetric coordinates into equation B.3.

If the four known points are distributed on a regular square grid (Figure B.1
on the left), a simplified formula can be used to estimate directly the elevation of
point i:

zi = z1

(
1− ∆x

d

)(
1− ∆y

d

)
+z2

(
1− ∆y

d

)(
1− ∆x

d

)
+z3

(
∆x

d

)(
∆y

d

)
(B.5)

In this formula, points 1, 2, 3 and 4 are the four nodes of the square grid, and d is
the length of the grid interval. This configuration is optimal. Some configurations
produce on the contrary unsolvable systems: one example of bad configuration is
shown in Figure B.1 on the right. It is simply demonstrable that this kind of con-
figuration, which corresponds simply to the previous one, but rotated, produces an
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Figure B.1: Bilinear interpolation for square grids: optimal configuration on the left,
bad configuration on the right.

unsolvable system. In fact assigning for example coordinates (0,0) to the baricen-
ter of the rhombus and the following coordinates to the four nodes: 1 (-1,0), 2 (0,-

1), 3 (1,0), 4 (0,1). The design matrix, which becomesA =


1 −1 0 0
1 0 −1 0
1 1 0 0
1 0 1 0

,

is clearly singular.

B.1.3 Bicubic interpolation
A bicubic function can be used to interpolate a grid DEM. The mathematical func-
tion is as follows:

z = f(x, y) =
3∑
j=0

3∑
i=0

ai,jx
iyj =a00 + a10x+ a01y + a20x

2 + a11xy + a02y
2+

+ a30x
3 + a21x

2y + a12xy
2+

+ a03y
3 + a31x

3y + a22x
2y2 + a13xy

3+

+ a32x
3y2 + a23x

2y3 + a33x
3y3

(B.6)

where a00, a10, ... a33 are the sixteen coefficients to be determined, by the con-
struction of sixteen equations. To solve the system sixteen points with known 3-D
coordinates are needed. The system is the following:
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a00

a10

a01

...
a33

 =


1 x1 y1 ... x3

1y
3
1

1 x2 y2 ... x3
2y

3
2

... ... ... ... ...
1 x16 y16 ... x3

16y
3
16


−1 

z1

z2

...
z16

 (B.7)

The height zP of any point P with horizontal coordinates (xP , yP ) can be es-
timated, once the coefficients are computed, substituting its planimetric coordi-
nates into equation B.6. As for bilinear interpolation, also in this case a simplified
formula exists.

B.1.3.1 Exact bicubic interpolation on a regular grid

If the observations are located on a regular grid, the interpolation on a point with
know planimetric coordinates can be done using the sixteen nearest nodes (Biagi
and Dermanis, 2002a).

Figure B.2: Procedure of estimation of a point elevation through exact bicubic
interpolation.

Considering the configuration of the interpolation point and of the observations
shown in Figure B.2, to compute the value in the interpolation point (I, J), four
cubic interpolations can be performed along the first axis (for example j) and
then a second interpolation can be done along the second axis (axis i). It has
to be considered that a cubic interpolation allows to determine the third order
polynomial, characterized by four unknown parameters, that passes through four
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points in which the value of the polynomial is known. In the first step the four
nodes of each of the four lines are used to compute the value of the point belonging
to the same line and with J coordinate, following the schema:

hi−1,j−1 hi−1,j hi−1,j+1 hi−1,j+2 → hi−1,J

hi,j−1 hi,j hi,j+1 hi,j+2 → hi,J
hi+1,j−1 hi+1,j hi+1,j+1 hi+1,j+2 → hi+1,J

hi+2,j−1 hi+2,j hi+2,j+1 hi+2,j+2 → hi+2,J

(B.8)

Each interpolated value is given by the following expression:

hk,J =− 1

6
(J − j)(j + 1− J)(j + 2− J)hk,j−1+

+
1

2
(J + 1− j)(j + 1− J)(j + 2− J)hk,j+

+
1

2
(J + 1− j)(J − j)(j + 2− J)hk,j+1+

− 1

6
(J + 1− j)(J − j)(j + 1− J)hk,j+2

(B.9)

with k = i− 1, i, i+ 1, i+ 2.
At the second step the four values hi−1,J , hi,J , hi+1,J , hi+2,J are used to perform
the cubic interpolation along the i axis, in order to obtain:

hI,J =− 1

6
(I − i)(i+ 1− I)(i+ 2− I)hi−1,J+

+
1

2
(I + 1− i)(i+ 1− I)(i+ 2− I)hi,J+

+
1

2
(I + 1− i)(I − i)(i+ 2− I)hi+1,J+

− 1

6
(I + 1− i)(I − i)(i+ 1− I)hi+2,j+2

(B.10)

The same result can be obtained if the interpolation process is inverted, thus at the
first step four cubic interpolation are performed to compute hI,j−1, hI,j , hI,j+1,
hI,j+2 and then the last interpolation is done along the j axis obtaining hI,J .

B.2 Best interpolation of linear surfaces
This section discusses interpolation of bicubic when it is obtained from redundant
observations by approximation approach.
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B.2.1 Least Squares interpolation of a local surface
To describe a terrain model, an interpolation function that approximate the terrain
can be used. In fact a surface passing through all the observations is not necessar-
ily an approximation better than other kinds of surfaces: if the area is wide and
there are many input observations available, it is necessary to use very high-order
polynomials to achieve the exact interpolation of the surface. In this case, unstable
oscillations can be caused by this type of function. Best interpolation (instead of
exact interpolation) of curved surfaces is a method widely in use and the theory
behind it is based on considering small variations on the terrain surface are so
complex that they can be treated as a stochastic process.

There are many possibilities to best interpolate a surface, depending on the
definition of “best”. In case of Least Squares approach, the term “best” means
that the sum of the square errors is minimized. The mathematical expression is:

n∑
i=1

e2
i = min (B.11)

where ei are the residuals of input data from the interpolation surface and n is the
total number of input points. The Least Squares condition says that the surface
that produces the least sum of square errors is the best.

The commonly used functions for curved surface interpolation are the second-
order and third-order polynomials and bicubic functions. Depending on the func-
tion chosen, the number of parameters to be determined and, as a consequence,
also the minimum number of needed observations, changes: if N is the number
of parameters to be estimated, at least N observations are needed to solve the
Least Squares system. In the following formulas a bicubic polynomial is used
as observation equation; in this case the number of parameters is 16 and so at
least 16 observations are necessary. The bicubic equation is given by B.6. With
M (M ≥ N,N = 16 in case of bicubic) input points M equations can be con-
structed. The system is the following:

z = Aξ+ν =


z1

z2

...
zn

 =


1 x1 y1 ... x3

1y
3
1

1 x2 y2 ... x3
2y

3
2

... ... ... ... ...
1 xn yn ... x3

ny
3
n



a00

a10

...
a33

+


ν1

ν2

...
νn

 (B.12)

where (xi, yi, zi) are the 3-D coordinates of each observation. A is a [n x 16]
matrix and it is called “design matrix”; ξ is the vector with dimension [n x 1]
containing the N unknown parameters that have to be estimated by Least squares.
To vector z of the observations is associated a covariance matrix Czz:
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Czz =


σ2

1 σ12 ... σ1n

σ21 σ2
2 ... σ2n

... ... ... ...
σn1 σn2 ... σ2

n

 (B.13)

The diagonal of the matrix contains the variances of the observations; in other
positions the covariances between couples of observations are present. The co-
variance observations matrix can be expressed also by:

Czz = σ2
0Q (B.14)

where σ2
0 is the a-priori variance or a common variance, matrixQ is the cofactors

matrix (Q = I if the observations are independent and with equal precision).
The residuals can be written as follows:

ν1

ν2

...
νn

 =


1 x1 y1 ... x3

1y
3
1

1 x2 y2 ... x3
2y

3
2

... ... ... ... ...
1 xn yn ... x3

ny
3
n



a00

a10

...
a33

−

z1

z2

...
zn

 (B.15)

and simplified as:

ν = Aξ − z (B.16)

To estimate the unknown parameters, the vector ξ̂ is computed by the well known
LS solution:

ξ̂ =


â00

â10

...
â33

 = N−1ATQ−1z (B.17)

where N = ATQ−1A. If exactly 16 observations are used and are independent
and with equal precision (Q = I), the parameters are estimated by the solution of
the exact system:

ξ̂ = A−1z (B.18)

In this case, the bicubic surface acts as exact interpolator.
The height zP of any point P with known coordinates (xP , yP ) can be esti-

mated, once the coefficients are computed, substituting its planimetric coordinates
into equation B.6, or, similarly, by:
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ẑP =
[

1 xP yP ... x3
Py

3
P

]

â00

â10

â01

...
â33

 (B.19)

In case of a redundant system, the sigma a-posteriori can be estimated by:

σ̂2
0 =

ε̂TQ−1ε̂

n−N
(B.20)

where ε̂ = z − ẑ, n is the number of observations and N is the number of param-
eters (in case of bicubic model N = 16).

From the a-posteriori sigma the estimated parameters covariance matrix Cξ̂ξ̂
and the estimated observations matrix Cẑẑ can be computed:

Cξ̂ξ̂ = σ̂2
0N

−1 (B.21)

Cẑẑ = σ̂2
0AN

−1AT (B.22)

Coordinates normalization. In Figure B.3 an example of bad distribution of the
input points around the interpolation node that produce an unstable exact bicubic
system is shown. The example is taken from a real case discussed in this thesis:
the output grid is the HELI-DEM unified DTM grid and the input points used for
the interpolation are the nodes of the Lombardy regional DTM.

In bicubic interpolation some elements ofA matrix contains sums of the third
order of th coordinates while other terms are of the very small; for example the
first column filled with M ones. It can happens that when computing the inverse
of theA orN matrix, some instability problems can occur. For this reason it can
be useful to perform a normalization of the coordinates of the observations and
the interpolation point in order to rescale the values in A between 0 and 1. The
coordinates of the interpolation point (xP , yP ) are set to zero. Also the coordinates
of the observations (xi, yi) have to be transformed:

xi,new =
(xi − xP )

∆X
yi,new =

(yi − yP )

∆Y
(B.23)

where ∆X = max|xi − xj|,∀i, j and ∆Y = max|yi − yj|, ∀i, j.
As a consequence, since the coordinates of point P are (0,0) and all parameters,

apart from the first one a00 depend on the planimetric coordinates of the observed
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Figure B.3: Example of bad configuration of a bicubic exact system.

point, the coordinates normalization allows to simply equation B.6 so that the
elevation of the interpolation point can be estimated with the formula:

ẑP = ẑ(0, 0) = â00 (B.24)
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