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Abstract

The present work focuses on the development of computational tools to model tur-
bulent premixed combustion for spark-ignition engine applications in the context of
RANS simulations. The model covers all the stages of combustion process, starting
from early flame kernel development to its fully developed phase. After a brief gen-
eral introduction to the problem, through asymptotic theory, the behaviour of laminar
flames is analyzed to underline its fundamental physical properties. This is considered a
basic step to understand the more complex behaviour of turbulent flames, which, other-
wise, would be very difficult to be interpreted. Afterwards, three of the most employed
models in literature (Flame Surface Density, Flame Speed Closure and G-Equation ap-
proach) to simulate turbulent premixed flames are described and compared. At the
conclusion of this analysis, the G-Equation model is selected for the further develop-
ments which led to implement a new solver. This exploits a Lagrangian approach to
describe the initial stages of flame development; then it shifts to a more canonical Eu-
lerian approach, when the advanced phase of combustion is described. Afterwards, to
check its predictive capabilities, the model is tested against the experimental data pro-
vided by a laboratory engine with optical access. All the models used in this work were
implemented within the OpenFOAM framework, as a contribution to the library "Lib-
ICE", developed by the Internal Combustion Engine group of the Energy Department
of Politecnico di Milano.
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CHAPTER1
Introduction

Combustion has been the key technology for domestic heating, transportation and power
generation during the last century: about 85% of the world’s energy comes from com-
bustion. The success of this technology is linked to the availability of fossil fuels at
low-price, the controllability of combustion process and the low installation costs com-
pared to other alternatives (e.g. nuclear power plants). On the other hand, some prob-
lems have recently arisen: first, the growing awareness of the limited availability of
fossil fuels, accelerated by the increasing energy demand of countries like China, India
and Brazil. Second, the greater attention dealt to the health effects and environmental
implications of combustion products. It is well known that combustion of fossil fuels
produces emissions of carbon dioxides (CO2) and pollutants such as nitrogen oxides
(NOx), soot, unburnt hydrocarbons (UHC) and carbon monoxides (CO). While the
last products directly affect human health, but can also be reduced with proper after-
treatment devices, the first one is unavoidable and it is believed to significantly con-
tribute to global warming. Concerning passenger cars, electric propulsion systems are
currently considered as a possible future alternative to IC engines. Anyway, in the near
future the ICE will still provide the key technology for vehicle propulsion. In particu-
lar two different combustion processes characterize most of the engines currently em-
ployed in automotive sector: non premixed combustion in Diesel engine and premixed
combustion in spark ignition (SI) engines. Given the prospect of easy improvements in
terms of efficiency, Diesel engine has been developed a lot in the last twenty years. Its
prevalence has increased over the time, going from an almost exclusive use for com-
mercial vehicles, like tracks, to cover half of total vehicle fleet. Nowadays SI engine
is starting to regain attention for different reasons: first, the amount diesel fuel and
gasoline that can be produced from fractional distillation of oil is roughly the same and
vehicle fleet should be balanced in order to burn both of them. Second, Diesel engine
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Chapter 1. Introduction

has reached a mature level of development and further improvements are harder to be
achieved than before. Third, SI engine is quite flexible in terms of use of different fuels
(methane, LPG, hydrogen) and it seems to be the favored choice for hybrid engine con-
cepts, due to their reduced weight/power ratio. One of the possible strategies that can be
used in order to improve SI engine efficiency is to replace throttling at partial loads with
lean or diluted (with exhaust gas recirculation) mixtures. Another one is to exploit the
capability of direct injection spark-ignition engine in order to create stratified mixture.
Both of these strategies are still actually not fully exploited because of resulting impor-
tant operational instabilities of the engine (i.e. cyclic dispersion). In order to overcome
these difficulties, a deeper understanding of ignition and flame propagation processes
is required. Considering the limitation of actually available experimental techniques to
study combustion, theory and computational fluid dynamics (CFD) are becoming very
important support tools. Moreover, because of the increasingly development costs of
ICE, the concept of virtual development supported by computational fluid dynamics is
becoming more and more important.

1.1 Thesis outline

The description of the combustion process requires the solution of the well know Navier-
Stokes equations with the addition of the transport equations for hundreds of species
(fuel, oxidizer and radicals) and a non-linear system of even more reactions. The solu-
tion of such equations (direct numerical simulation, DNS) for industrial scale problems
is currently and will remain in the next future prohibitive. Within this context, the devel-
opment of simplified models and numerical tools which deal with turbulent combustion
is important for three reasons: first, they are useful to understand the physical mecha-
nisms which govern the phenomenon, since they make explicit those parameters which
are hidden in the many equations solved in DNS (synthesis process). Second, they pro-
vide a way to process the experimental data and obtain some physical quantities which
cannot be directly measured (analysis process). Finally, due to their lower computa-
tional time, they serve as an useful tool to speed up the engine design phase, reducing
the time and costs which are necessary for experimental investigations. Following these
three aims, this work will first provide a review of the known physical processes occur-
ring in premixed combustion and the different available modelling strategies. This is
an important step, since turbulent combustion has been studied over the past 60 years
and the amount of literature on the topic is impressive, dispersive and sometimes con-
tradictory. After a general introduction on combustion modelling problem, it will be
illustrated how to turn a reaction based problem into a simpler one, where no more
reaction description is needed. This will be done with the help of asymptotic theory
which exploits the multiscale nature of premixed combustion to decompose the process
into large and small-scale interacting phenomena. If only large scale effects are to be
described, small scale processes can be taken into account limiting the description to
only their connections with large scales. These relations require the definition of sum-
mary parameters which identify the global mechanism of the phenomenon. The details
of small scales are lost, but the computational time is also reduced. This description
will be applied to laminar flames, which are the basic brick on which turbulent com-
bustion modelling is built. Then turbulence related aspects will be briefly discussed
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1.1. Thesis outline

and it will be shown that, contrary to combustion, this is not a multiscale process, as
the scales involved create a limited continuous spectrum. Afterwards, some modelling
approaches to connect turbulence with premixed flame will be reviewed. As turbulence
can be described with three different degrees of accuracy, three modelling strategies
are necessary. In particular, the more accurate the turbulence model is, the more effects
will be implicitly described by Navier-Stokes equations. For higher modelling levels,
these effects need to be described explicitly by means of additional relations. After
a short section related to models for direct numerical simulation, which just provide
a logical step for what comes next, models from RANS/LES approaches will be dis-
cussed. In particular the most employed models in literature (flame surface density,
flame speed closure model and G-Eqaution approach) will be compared in order to
understand which one is best suited for the description of combustion process in spark-
ignition engines, in the context of RANS approach. Then a chapter will be dedicated
to spark discharge, initial flame kernel development and modelling approaches. Finally
all the previous descriptions will contribute to define a combustion model for RANS
applications, which has been implemented within the OpenFOAM framework. After
the description of the main features of the model, a preliminary test to understand its
potentiality will be proposed. The thesis is structured as follows:

• In chapter 2, a general introduction to combustion modelling problem is given.
The basic reacting flows equations are briefly introduced; it is discussed the need
of providing simplified models which allow to get a solution without solving these
equations, as they are too computationally expensive. A model classification is
proposed to underline their domain of validity. Finally some issues related to
model validation are presented.

• In Chapter 3 an overview of laminar premixed flames, seen as the base for un-
derstanding turbulent premixed combustion is given. In particular, a set of global
parameters and equations to describe the physics of laminar flames, is presented.
Their aim is to replace the reaction mechanisms which characterize the combus-
tion behaviour of a mixture.

• In Chapter 4 the physics of turbulence and its interaction with premixed flame are
discussed. The main premixed turbulent combustion models available in literature
are presented and compared with respect to their ability to simulate the flame
development. Comparison is achieved through basic test cases which underline
the essential properties of each model, removing all the unnecessary effects. The
end of the chapter is addressed to the relations which describe developing and
fully developed turbulent propagation speed.

• In Chapter 5 an overview of ignition process, including spark channel formation,
ignition devices and early flame kernel development is given. Empirical correla-
tions and simplified models are used to further analyze these phases.

• In Chapter 6 a comprehensive model which has been implemented in OpenFOAM
to simulate combustion for SI engines is presented. The model is designed to
describe the flame development since its very first stage.

• In Chapter 7 the previous comprehensive model is tested against the data related
to flame propagation in an engine-like geometry with optical access.
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Chapter 1. Introduction

• In Chapter 8 the thesis closes with a discussion of the results and an outlook for
future developments
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CHAPTER2
Introduction to turbulent combustion modelling

This chapter is a general introduction to combustion modelling. First, the reacting
flows equations are presented, as they can describe any kind of combustion problem.
Afterwards a brief discussion about the significance of models is proposed. Then com-
bustion processes will be classified in order to better define the physical problem which
is described in the rest of thesis. Finally, after a brief discussion about the logical steps
followed in this work, some issues related to models validation will be discussed.

2.1 Governing equation of reacting flows

The most general way to describe any kind of combustion process of gases is to solve
the conservation equations of reacting flows. These differ from standard Navier-Stokes
equations as the reacting gas is a mixture of multiple species which must be tracked
individually and that change in times due to chemical reactions whose rate requires
specific modelling. The reacting flows conservation equations are:

• Conservation of mass:
∂ρ

∂t
+∇ · (ρU) = 0 (2.1)

• Conservation of species k:

∂ρYk
∂t

+∇ · (ρ(U + Vc)Yk)−∇ ·
(
ρDk

Wk

W
∇Xk

)
= ω̇k (2.2)
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Chapter 2. Introduction to turbulent combustion modelling

• Conservation of momentum:

∂ρU

∂t
+∇ · (ρUU) = ρg −∇

(
p+

2

3
µ∇ ·U

)
+

+ ∇ ·
[
µ
(
∇U +∇UT

)]
(2.3)

• Conservation of total enthalpy:

∂ρht
∂t

+∇ · (ρUht) =
∂p

∂t
+ ρgU−∇ ·

[
2

3
µ (∇ ·U)U

]
+

+ ∇ ·
[
µ
(
∇U +∇UT

)
U
]

+ Q̇+

+ ∇ · (λ∇T ) + ρ
N∑
k=1

hkDk
Wk

W
∇Xk (2.4)

The only unknown terms of the previous system are the mass reaction rates ω̇k which
appears in the conservation of species equations. Without reactions (ω̇k = 0), these N +
5 equations together with the equation of state of the mixture constitute a closed system
of partial differential equations. Given a chemical system ofN species reacting through
M reactions:

N∑
k=1

ν ′k,jMk ⇐⇒
N∑
k=1

ν ′′k,jMk, for j = 1,M (2.5)

Where Mk is a symbol for species k, and the progress rate of reaction j Qj:

Qj = Kf,j

N∏
k=1

X
ν′k,j
k −Kr,j

N∏
k=1

X
ν′′k,j
k (2.6)

Where Kf,j and Kr,j are respectively the forward and reverse rates of reaction j
and are related through an equilibrium constant which only depends on the species of
reaction j and temperature. Given the Arrhenius equation:

Kf,j = Af,j(T )βjexp

(
Ej
RT

)
(2.7)

where Ej is the activation energy of the reaction, ω̇k can be finally computed as:

ω̇k = Wk

M∑
j=1

(ν ′′k,j − ν ′k,j)Qj (2.8)

With these relations, the reacting flows equations are closed and can be solved if
the mesh size and time step resolution are small enough to solve all the scales which
characterize the problem (see section 4.1.2 for more details). The non-reacting part (ω̇k
= 0) can be directly derived from first principles (for more details see [96] or [123])
and, even if some simplifications have been adopted in the proposed version (like the
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2.2. The purposes of models

Hirschfelderand-Curtiss approximation), these involve negligible errors. The chemical
kinetic part can be theoretically derived from statistical mechanics and non-equilibrium
thermodynamic theory. The selection of the chemical mechanism (species, reaction and
constants Af,j , βj and Ej) is more critical as, for many fuel (except perhaps hydrogen
and methane), reduced mechanisms which are able to reproduce the combustion be-
haviour of the mixture for different temperatures, pressures and compositions, are not
available, while detailed mechanisms are too complex to be used in multidimensional
domains. Even with simplified mechanisms, the correct resolution of such equations
requires an enormous amount of computational power, as the reactions have a large va-
riety of time and length scales which have to be solved. The smallest scales determine
the total computational time (for example if the mesh is very fine because of one stiff
reaction of one specie, then also the other equations will be solved on the same mesh
while it shouldn’t be necessary). Up to now, not many 3D DNS cases have been com-
puted [37], [54] and all of them are limited to academic problems. Even accounting
for the significant increase of the available computational power during the last decade,
the prediction of industrial-relevant applications using the method of Direct Numerical
Simulation remains impossible in the foreseeable future. Moreover, unless of a tech-
nology revolution, it cannot be even expected that computational power will increase in
the near future at the same rate of the last decades [79]. As a consequence, developing
simplified models is still of great importance.

2.2 The purposes of models

In the previous section, the need of simplified models was introduced as a way to reduce
the computational power and make the study of combustion in industrial configurations
possible; so models are seen as design tools. In the next lines, other points of view
to see modelling purposes will be given. Direct numerical simulations can be seen as
experiments (they are sometimes called experiments) providing some advantages, like
the complete control of the set-up and the availability of many accurate information
which cannot be provided by modern measurement instruments, and some disadvan-
tages, like long computational time, which limits the number of tests and the size of
the domain. Moreover there can be some errors related mainly to the selected chem-
ical reaction mechanism and physical properties. From a gnoseologic point of view,
simplified models can be seen as the result of a synthesis process as they describe the
main mechanisms that govern the phenomenon hidden in the many equations which are
solved within DNS context. Indeed, in many of these models, quantities and parame-
ters which are not present in reacting flows equations are introduced. These parameters
are fewer than the variables of reacting flows equations and allow a faster and direct
description of the problem. Moreover the comparison of different systems (in terms
of composition, fuel, environment) becomes much more intelligible. Finally, because
of the complexity of the problem, in many contexts, the accuracy of the models is not
enough to describe the whole combustion process, but can anyway provide some useful
information. In these cases, models require the aid of experimental data to compensate
their lack of accuracy. Numerical parametric studies of quantities, which cannot be
controlled in experiments, and computed values of quantities, which cannot be mea-
sured, provide a deeper physical insight of the problem and a more comprehensive way
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Chapter 2. Introduction to turbulent combustion modelling

to post-process experimental data.

2.3 Combustion models classification

This section intends to classify the combustion models depending on their level of
detail, governing mechanism, problem scale ratio or strategy. modelling of turbulent
combustion mainly concerns three aspects: turbulence, chemical reactions and the in-
teraction between flow field and chemistry. Each of these fields includes very challeng-
ing problem: for example, turbulence has a hundred years research tradition and, even
if many progresses have been done, it is still not considered solved. Combustion mod-
els are usually focused on the third aspect, while for the first two, their "stand alone"
description is usually employed, even if this is not completely correct, especially for
turbulence models. Models can be classified based on:

• The level of details with which turbulence is described. Specifically, three families
can be identified: Reynolds Averaged Navier-Stokes (RANS) equations models,
Large Eddy Simulations (LES) and Direct Numerical Simulation (DNS) [98]. The
first family solves a set of equations whose variables are the time (for statistically
steady flows) or ensemble averaged (for statistically unsteady flows) quantities
of the flow; all the scales related to turbulence are modelled. The second family
solves a set of equations whose variables are the filtered quantities of the flow;
the filter size is usually linked to the mesh size and sub-filter turbulence scales are
modelled. DNS solves the instantaneous quantities and all the turbulence scales.
In this work only RANS approaches will be addressed, even if much of these
approaches can be directly applied to LES computations. More details will be
given in chapter 4.

• The state of the mixture before the reactions activation, which leads to two very
different types of combustion: non premixed combustion (fuel and oxidizer are
separated before combustion occurs) and premixed combustion (fuel and oxidizer
are already mixed before combustion occurs). The key mechanisms governing
these two processes are respectively mixing (turbulent diffusion effect at large
scales) and propagation (reaction-diffusion at small scales). As a consequence,
models which describe these two configurations are very different (based on some-
how opposite assumptions) and are not interchangeable. A third situation is par-
tially premixed flame whose models actually employ a bit of both the previous
approaches (depending on the level of incomplete mixing state before combus-
tion). In this work only premixed combustion will be covered.

• Scale ratio analysis, which leads to the characterization of different regimes. In
particular, for premixed combustion, according to Peters [92], four regimes can be
identified: the wrinkled flamelets regime, the corrugated flamelets regime, the thin
reaction regime and the broken reaction regime. In the first two regimes the small-
est turbulent scale is bigger than the thicker combustion scale. As a consequence,
chemical reactions are confined into a thin layer, the flame structure remains the
same of the laminar case and the flame can be considered as an hydrodynamic dis-
continuity which separates burnt from unburnt gas. In the last regime, turbulence
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2.4. Logical structure of this work

completely changes the structure of the flame, leading to quenching, while in the
third regime stands in the middle. More details will be given in chapter 4.

• The strategy employed to obtain models are essentially two. The first one takes
into advantage of the relative magnitude of different controlling parameters and/or
the disparate scales. Specifically, reacting flows equations are rewritten in order
to outline some terms depending on the previous parameters/scales, which are
known to be small from experimental evidence; then the equations are expanded
in Taylor series with respect to these variables and higher order terms are ne-
glected. The obtained simplified relations are correct in the limit of the assumed
smallness of the considered scale ratio. Accuracy improvements can be achieved
retaining higher order terms. The second strategy implies the manipulation of re-
acting flows equations to change the variables of the problem (for instance from
instantaneous to averaged/filtered variables) with more suitable ones. After this
process, in the derived equations some terms, which are not written as function of
the new variables, appear. They can be added to the set of the variables of the prob-
lem together with new transport equations (higher momentum equations) or they
can be directly rewritten as functions of the already known variables by means of
theoretical or empirical considerations. The merits of the model resulting from
this second strategy rely on whenever it reproduces sensible results that compare
favorably with experiments. Following Van Dike definition [31] the models ob-
tained with the first strategy are called rational, as they derive from expansion
process, and describe the asymptotic behaviour of the equations. In contrast the
second strategy is called irrational or phenomenological and relies on physical in-
tuitions of the author. Examples of rational models will be described manly in
chapter 3; examples of irrational models will be found in chapter 4.

2.4 Logical structure of this work

The objective of this work is not only to describe the development of a premixed com-
bustion model implemented in OpenFOAM, but it tries to define, according to literature,
a series of logical steps which should be followed to achieve the final model. This se-
quence is the result of the decomposition of the global phenomenon into an ordered
series of interconnected elementary mechanisms. Actually, the description of some
of these steps has not yet exhaustively covered, because of their complexity and the
difficulties in carrying out experimental measures. In addition, this split helps to delin-
eate strengths and weaknesses of models and the aspects which require further inves-
tigations. Engine environment is commonly associated with the corrugated flamelets
regime. The paradigm which characterizes this regime is that the flame retains a lami-
nar like structure and the interaction between turbulence scales and flame front is purely
kinematic. As a consequence, the description of the flame dynamic does not require the
solution of chemical reactions, but the flame can be regarded as a propagating surface
which is wrinkled by turbulent eddies. The logical sequence to build a model based on
these assumptions should involve the following steps:

1. Characterize the mixture and the chemical reaction scheme with some global pa-
rameters and relations describing the kinematic behaviour of the corresponding
laminar flame.
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Chapter 2. Introduction to turbulent combustion modelling

2. Identify turbulence scales affecting the flames and the global parameters which
describe these scales.

3. Model the interaction between turbulent scales and the flame with some relations
which rely on the previously defined global parameters.

The structure of the following chapters will try to follow this outline and informa-
tion available in the literature will be organized according to this logic. The author
hopes that this structure will make it easier to understand the state of the art of the
topic, modelling issues and limits of the proposed approach and some ideas of future
developments.

2.5 Experiment and modelling issues

The problem of turbulent combustion is very complex as it involves the interaction of
strongly non linear processes. In order to make the problem mathematically handy, ra-
tional models usually introduce simplifications (for example constant density combus-
tion) that make their results appear quite dubious a priori. Irrational models are usually
developed under less restrictive assumptions, but are based on physical intuitions and
lack of the rigor guaranteed by mathematical derivation. As a consequence, their so-
lution must be compared with more reliable results of the problem. These results can
be obtained by the DNS or by experiments. As already stated, DNS have some minor
modelling issues, but their greater problem is related to computational time and mem-
ory storage, as many simulations are required in order to compute the quantities which
are predicted by simplified models (such as the ensemble average) or to estimate the
response to the variation of some parameters. Moreover, for many situations (like high
pressure environments), DNS are so expensive that no computation have been actually
carried out. As a consequence, nowadays only experiments are suitable for models val-
idation. The problem is how to design an experiment in order to obtain reliable and
useful data. In order to explain some issues related to this topic, a simple historical
example is described.
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Figure 2.1: Historical measurements of the maximum laminar flame speed for methane/air mixtures at
ambient temperature and pressure. Old data obtained from [5] and [58] with recent measurements
taken from [44] and [87].

Figure 2.1 shows the measurement of the maximum laminar flame propagation
speed (a fundamental parameter for premixed combustion theory) for methane/air mix-
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tures at the same environment conditions over the past 60 years from different authors.
Among the quantities which characterize turbulent combustion, laminar flame propa-
gation speed is one of the less complicated to be measured. From the picture, it can
be noticed that before the half of the eighties, the measurements show a large scatter,
which has been considerably reduced in the last twenty years. This reduction was not
due to the development of new measuring techniques, but to the finds of asymptotic
theory described in [20], [75] which introduced a physical relation between laminar
flame speed and another parameter known as stretch. Then the new experiments were
designed in order to take into account this new parameter. Experimental data were cor-
rected and the scatter reduced to much lower values. Reminding that this problem is not
considered completely solved, as new corrections and experimental procedures are still
proposed [127], this case is a powerful example which represents a successful applica-
tion of a model to analyze experimental data. In particular it shows how a simplified
model was able to make explicit a physical mechanism which was included in the re-
acting flows equations, which were already well known at the time. Moreover it shows
one of the few examples where the results of a model were used to correct experimen-
tal data and not the reversal. For turbulent cases the problems are more complicated:
models quantities, like ensemble Favre averages, are difficult to be measured directly
and usually some correlations and assumptions (not always completely justified, see for
example section 4.6.2) are used in order to obtain values for the comparison. Moreover,
some of the statistical quantities which characterize turbulence flows, like the integral
length scale, are harder to be accurately measured, also because their definition is not
easy to be converted into a measuring technique. Finally, various definition of quanti-
ties which represent the same parameter, for example the laminar flame thickness, can
be found in literature. In many works the results are shown in terms of non-dimensional
numbers, and, even if the formulas employed to obtain these numbers are clearly stated,
it is not always clarified which definition has been used to define the quantities which
enter in these formulas.
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Figure 2.2: Measured planar turbulent burning velocity St reduced by the laminar flame speed SL and
normalized with the mean square root of velocity urms for different Damkohler numbers: black dots
values are the data reported by different authors, red dots are their sector average.

As a second example, Figure 2.2 shows the experimental results taken from the
quite well known Leeds group’s data collection [13]. The values have been rearranged
in order to underline the relation between some non-dimensional parameters. These
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Chapter 2. Introduction to turbulent combustion modelling

parameters are the Damkohler number, the root mean square of flow velocity, the lam-
inar flame speed and the turbulent burning speed. The figure shows a large scatter of
values; their local average (red dots) shows a trend, but the standard deviation is close
to the average value. Because of the problems previously reported, it is not clear if this
scatter is due to lack of well defined correlation between the chosen parameters or to
the incompatibility of the different experimental configurations or to the uncertainties
of the measurements or if the turbulent burning velocity is a very unstable parameter.
If the last case is true, even the existence of this parameter could be questioned. The
author thinks that a further development of turbulent combustion theory and models, in
conjunction with more accurate experimental techniques, can resolve these issues and
can provide a deeper understanding of the governing mechanisms, increasing at the
same time the accuracy of the results predicted by numerical simulations. The example
reported in Figure 2.1 supports this encouraging prospect.
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Laminar flame modelling

Premixed combustion requires complete mixing of fuel and oxidizer at molecular level.
Chemical reactions are initiated by a local temperature increase above the cross-over
temperature of the mixture. Beyond this value, chain-breaking reactions dominate over
chain-branching reactions. The balance between heat release and heat diffusion results
in the propagation of a thin layer where the all reactions are confined. Because of the
large range of spacial and time scales involved, for many applications the resolution
of chemical reactions is the most computationally demanding part of premixed com-
bustion. As a consequence, the first important stage is to build up a simplified model
to replace this complex chemical mechanism with something which is able to describe
only a part of its physics in an efficient way. The main interest of this work is directed
towards the prediction of heat release, which requires only the kinematic description
of this thin layer. In this chapter, aspects of laminar flame propagation are analyzed in
order to find a set of parameters and relations to describe their kinematic behaviour.

3.1 The Planar laminar flame

The solution of reacting flows equations presented in section 2.1 involves many time
and space scales, which are strictly related to the value of activation energy of the
many reactions which compose the chemical mechanism. The simplest combustion
problem that can be solved is the laminar planar steady state configuration which can
be considered one dimensional and, thanks to local refining strategies, can be solved
quite quickly. Many optimized solvers have been developed for this task [40], [47]. In
this work the opensource code FlameMaster by Pitsch Group [1] is used.

Figure 3.1 shows an example of temperature profile and heat release rate of a sto-
ichiometric methane mixture. The balance between heat release related to reaction
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Figure 3.1: Temperature and heat release profiles of a stoichiometric methane/air mixture at 300 K and
1 bar. Temperature is made non-dimensional by means of the unburnt value, while the heat release is
scaled on its maximum value.
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Figure 3.2: Mass fraction profile of methane, water and carbon dioxide for a stoichiometric methane/air
mixture at 300 K and 1 bar. The values are scales on their corresponding maximum value.

progress and heat diffusion results in the propagation of a thin layer, where the temper-
ature of the mixture increases from the unburnt value to the adiabatic flame temperature
and the mixture composition changes from reactants to products. Looking at the tem-
perature and heat release profiles, three zones can be identified:

• the preheat zone, which is characterized by a change of temperature and species
concentrations which is essentially due to diffusion and is chemical inert.

• the inner reaction zone, in which the fuel is consumed to form intermediate species
(like CO).

• the oxidation layer, where the intermediate species are oxidized (see figure 3.1)
and temperature rises to the adiabatic flame value.

The flame propagates normal to itself towards the unburnt gas with a speed known
as laminar flame speed SL. This quantity is a thermo-chemical property of the mixture
and is an eigenvalue of the system of the reacting flows equations. In order to make the
flame steady in 1D computation, the mixture at the inlet is introduced with a velocity
equal to the laminar flame speed. This set-up is also used in experiments. In particular,
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3.1. The Planar laminar flame

due to heat release and mass conservation, the velocity at the outlet is equal to the ve-
locity at the inlet multiplied by the ratio between the adiabatic flame temperature and
inlet/unburnt gas temperature. In the preheat zone, chemical reactions are negligible
and a balance between convection and diffusion exists. In this zone, the mixture tem-
perature rises towards the reaction zone until the thermal energy reaches the activation
energy of chain-breaking reactions. In the inner reaction zone, diffusion-reaction bal-
ance exists and most of the heat is released. Finally, intermediate species are oxidized
to combustion products, primarily formed by CO2 and H2O, in the oxidation zone.
While the fuel is completely consumed in the reaction zone, formation of CO2 and
H2O requires a more time. Due to the higher velocity at outlet, this time corresponds
to a long tail of the flame after the reaction zone which is observed in Figure 3.2. Vari-
ous relations have been proposed to identify a length scale which characterizes the zone
in which the reaction-diffusion process is confined. The first relation is derived by a
convection-diffusion balance in the preheat zone, which gives:

δL =
λ

ρcpSL
(3.1)

While SL is always associated with the inlet velocity and it is uniquely defined for
the mixture, λ, ρ and cp should be computed at the interface between preheat zone and
inner layer reaction zone. Usually the properties of that interface are not known a priori
and are hard to be identified. A possible approach to estimate them is to compute the
properties at the unburnt gas conditions and then to correct them with respect of the
adiabatic flame temperature using the formula proposed in [96]:

δL = 2
λu

ρucp,uSL

(
Tad
Tu

)0.7

(3.2)

Where the subscript ”u” means that the quantity is computed at unburnt mixture
conditions. On the contrary, in many experimental works relation 3.1 is computed with
the properties at unburnt condition as they can be easily measured. In this case, the
obtained thickness is commonly known as diffusion length. The second relation is
based on the spatial increase of temperature:

δL =
Tad − Tu
max | ∂T

∂x
|

(3.3)

This relation better represents the physical meaning of this parameter, but requires
the 1D temperature profile, which depends on the chemical mechanism selected for the
considered fuel. Figure 3.3 shows a comparison of the laminar flame thickness com-
puted with these three different expressions. As can be noted, δL obtained by 3.1 at
unburnt conditions and 3.3 are of the same order of magnitude, but quantitatively the
second value is 5-6 times bigger than the first. Relation 3.2 gives results which are
much closed to the value obtained with 3.3. In literature both 3.1 and 3.3 are com-
monly employed and some problems can arise when comparing the results depending
on non-dimensional numbers which require δL. Equation 3.2 can be used to estimate δL
referred to the temperature gradient definition, when only few are available. In general
the flame thickness of common fuel at ambient pressure is a fraction of millimeter. At
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Chapter 3. Laminar flame modelling

higher temperatures and pressures, which are typical engine environment, this value
decreases even further.
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Figure 3.3: Laminar flame thickness for different equivalence ratio of methane-air mixture at 1atm and
25◦C. The black line correspond to the maximum temperature gradient definition (Eqn. 3.3), the red
line with Eqn. 3.2 and the green line with the diffusion length (Eqn. 3.1 with unburnt gas properties).

From the computation of 1D laminar flames many important parameters can be es-
timated. Some of them have been already introduced like the laminar flame speed and
thickness, others will be presented in the following sections. Before proceeding with
the discussion, some kinematic definitions related to laminar flames will be given:

• Absolute flame speed: flame front speed relative to a fixed reference frame, it will
be indicated with V .

• Displacement flame speed: flame front speed relative to the flow, it will be indi-
cated with S.

• Consumption speed: speed at which reactants are consumed, it will be indicated
with C.

For example, in the planar case, the flame propagation speed changes in space and it
increases towards the burnt gas zone, while the absolute velocity is constant and equal
to zero. The consumption speed is only one for every mixture composition as it is
defined as the volume integral across the whole flame thickness. In the planar case it is
equal to the inlet velocity.

3.2 Asymptotic analysis of unstretched laminar flame

In this section some concepts related to asymptotic theory applied to laminar flame
studies are introduced. This is done in order to clarify the limits and potentiality of
this approach to study the physical mechanisms which are the objects of the present
work. First the common hypothesis used to simplified the reacting flows equations are
presented and their validity is discussed; then the resulting non-dimensional system of
equations will be presented and finally an example of asymptotic result will be given.
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3.2. Asymptotic analysis of unstretched laminar flame

3.2.1 Asymptotic theory assumptions

Asymptotic methods take advantage of the relative magnitude of the different control-
ling parameters and/or the disparate scales to replace a complicated problem by a sim-
pler one. In order to identify these parameters for laminar flame studies, the following
assumptions are usually employed:

• The reaction mechanism, at least for the description of the dynamic of the flame,
can be replaced by a single irreversible global reaction:

νEME + νDMD =⇒ Products (3.4)

ν =
νEWE

νDWD

(3.5)

Φ =
YE,u
νYD,u

(3.6)

ω̇ = A (ρXD)nD (ρXE)nE exp

(
Ea
RT

)
(3.7)

Where the subscriptsD andE indicate respectively deficient and excess reactants,
ν is the mass weighted stoichiometric coefficient ratio and Φ ≥ 1 corresponds to
the equivalence ratio for rich mixtures and the air excess index for lean mixtures.
Even if some analyses have been conducted with simplified chemical mechanisms
up to four reaction [93], [105], the results with a single global reaction are more
significant and can be generalized to any fuel; so only this case is considered here.
With a single global reaction mechanism, there is no oxidation layer, but only pre-
heat and inner reaction zone. An example of resulting temperature profile is given
in figure 3.4. The parameters of the global reaction (the constants in equation 3.7)
change with the mixture composition. They can be computed starting from the
planar solution with the detailed chemical mechanism and exploiting some rela-
tions derived from asymptotic theory, as proposed in [113]. Between them, the
most important parameter is the activation energy Ea which is usually represented
by means of the non-dimensional number dedicated to Zel’dovic:

Ze =
Ea(Tad − Tu)

RT 2
ad

(3.8)

and represents the sensitivity of the flame to temperature changes.

• The activation energy of the global reaction, i.e. the Zel’dovic number, is very
large. The value of Ze is typically in range between 5 and 15. The lower this
value, the higher will be the error associated with the neglected higher order terms
which arises when asymptotic analysis is carried out.

• The properties of the mixture λ, µ, Dk can change with temperature and pressure,
but the Lewis and Prandtl numbers are constant. Effects of the change of mixture
composition across the flame on the previous properties are not considered.

Lek =
λ

ρcpDk

=
Dth

Dk

(3.9)
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Pr =
µcp
λ

=
ν

Dth

(3.10)

Where Dk is the binary diffusion coefficient with respect to nitrogen of species
k, which is realistic if the oxidizer is air. Because thermal diffusivity Dth, binary
diffusion coefficient Dk and the kinematic viscosity ν have essentially the same
temperature and pressure dependence, this assumption is realistic.

• The product Ze(Le − 1) = O(1). This means that the Lewis number of the
species which form the mixture should be close to one. This is generally not true,
but the fact that Ze is not very high can compensate the error introduced by this
approximation.

• Low Mach number approximation. This assumption is valid for many industrial
applications and even for spark-ignition engines if only the combustion process is
studied.
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Figure 3.4: Example of non-dimensional temperature (T/Tu) and non-dimensional heat release profile
(ω/ωmax) for a 1 step global reaction mechanism with Ze = 10. The preheat zone is about five times
δL, while the reaction zone (ω 6= 0) is about δL/Ze.

3.2.2 Asymptotic theory: governing equations

In order to write the reacting flows equations in non-dimensional form and to under-
line the scales which will be exploited for the analysis, scaling quantities must be de-
fined. Specifically velocity is scaled on the planar (unstretched) laminar flame speed
(from now named S0

L). A generic hydrodynamic length scale L which characterizes the
problem is used as length scaling quantity. δ = δL/L defines the ratio between diffu-
sion thickness (Eqn. 3.1 using unburnt gas properties) and the hydrodynamic length.
θ = (T −Tu)/(Tad−Tu) is used as non-dimensional temperature. All the other quanti-
ties are scaled with their value in the unburnt gas zone. The resulting non-dimensional
low Mach number reacting flows equations are:

∂ρ

∂t
+∇ · (ρU) = 0 (3.11)

∂ρU

∂t
+∇ · (ρUU) = −∇ (p) + δPr∇ (λΣ) (3.12)
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3.2. Asymptotic analysis of unstretched laminar flame

∂θ

∂t
+∇ · (ρUθ)− δ∇ (λ∇ · θ) =

γ − 1

γ
δ−1ω (3.13)

∂YD
∂t

+∇ · (ρUYD)− δLe−1
D ∇ (λ∇ · YD) = −δ−1YD,uω (3.14)

∂YE
∂t

+∇ · (ρUYE)− δLe−1
E ∇ (λ∇ · YE) = −δ−1νYD,uω (3.15)

ρ[1 + (σ − 1)/σ] = P (t) (3.16)

∂P

∂t
=
γq

V

∫
V

ω dV (3.17)

ω = DaρnD+nEY nD
D Y nE

E exp

(
Zeσ (θ − 1)

1 + (σ − 1) θ

)
(3.18)

Da =
λ

ρucpS2
L

Aρn−1
u WD

νD
YD,u

exp

(
Ea
RT

)
(3.19)

Where Σ is the viscous stress tensor, γ is the heat capacity ratio,Da is the Damkohler
number (defined as the ratio of flow time on reaction time), σ is the ratio of unburnt
on burnt gas densities and q is the heat release parameter. P (t) is the average pressure
of the system which can be computed from the integral of heat release in the whole
volume V of the system 3.17, while p is the hydrodynamic pressure. In open systems
P (t) = 1.

3.2.3 Asymptotic theory: laminar flame speed computation

As a simple example of application of asymptotic process, the derivation of an expres-
sion to compute the laminar flame speed for mixture far from stoichiometry is proposed.
The following analysis will clarify some of the concepts which were introduced in the
previous sections about the structure of a laminar flame. The problem to be solved is
a planar flame which propagates against a flow whose velocity is constant and equal to
the opposite of the propagation speed. This property implies that the absolute velocity
of the flame is zero and the problem is steady. The hydrodynamic length is equal to
the diffusion length δL, time derivatives are zero and spatial derivatives are different
from zero only in one direction (x direction). x = 0 is the position of the reaction
zone, whose thickness is proportional to δL/Ze and tends to zero for large activation
energy. The unburnt side is located in the negative region of x. Being the mixture far
from stoichiometry, only the deficient mass fraction equation is needed. For positions
sufficiently remote from x = 0 (preheat zone and burnt zone) ω is negligible and the
resulting equations are:

ρ

(
1 +

σ − 1

σ

)
= 1 (3.20)

ρU = 1 (3.21)

∂θ

∂x
− ∂2θ

∂x2
∼ 0 (3.22)
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Chapter 3. Laminar flame modelling

∂YD
∂x
− Le−1

D

∂2YD
∂x2

∼ 0 (3.23)

ω = DaρnDY nD
D exp

(
Zeσ (θ − 1)

1 + (σ − 1) θ

)
(3.24)

The solutions of equations 3.22 and 3.23 with the corresponding boundary condi-
tions are:

θ =

{
exp(x), if x < 0

1, if x > 0
(3.25)

YD =

{
YD,u(1− exp(Lex)), if x < 0

0, if x > 0
(3.26)

These solutions are not valid near x = 0, which is the reaction zone position, where
ω is no more negligible. In this region the sum of equations 3.22 and 3.23 is:

∂(θ + YD)

∂x
− ∂2(θ + Le−1YD)

∂x2
= 0 (3.27)

Integration of 3.27 across the reaction zone (from x = 0− to x = 0+) and the
continuity of variables at x = 0 give the following jump relations (namely the value on
the burnt side minus that on the unburnt side):

[[θ]] = [[YD]] = 0 (3.28)

[[
∂θ

∂x
]] + Le−1[[

∂YD
∂x

]] = 0 (3.29)

Introducing a stretching coordinate transformation x = Ze−1ξ in the governing
equations and looking for solutions in the form:

θ = 1 + Ze−1φ(ξ) + ... (3.30)

YD = Ze−1ψ(ξ) + ... (3.31)

Da = Zen+1(Λ + Ze−1Λ2 + ...) (3.32)

The following equations are obtained:

Ze−1∂φ

∂ξ
− ∂2φ

∂ξ2
= Λσ−nDψnDexp(φ) (3.33)

Ze−1∂ψ

∂ξ
− Le−1

D

∂2ψ

∂ξ2
= −Λσ−nDψnDexp(φ) (3.34)

It can be noted, that in the reaction zone, the convective term is a higher order term
with respect to the conductive and reaction terms. Summing as before 3.33 and 3.34,
the following relation is obtained:

LeD
∂2φ

∂ξ2
+
∂2ψ

∂ξ2
= 0 (3.35)
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3.2. Asymptotic analysis of unstretched laminar flame

Whose solution is:

LeDφ+ ψ = 0 (3.36)

The solution of 3.33 and 3.34 must match θ and YD as ξ → ±∞. Expanding 3.25
and 3.26 near x = 0±, the matching relations are:

φ =

{
1 + ξ, if ξ→ −∞
0, if ξ→ +∞

(3.37)

ψ =

{
−YD,uLeDξ, if ξ→ −∞
0, if ξ→ +∞

(3.38)

Neglecting the convective term, multiplying 3.34 by ∂ψ
∂ξ

and integrating from ξ →
−∞ to +∞ and from ψ =∞ to 0, the following relation is obtained:

1

2

(
∂ψ

∂ξ
|+∞−∞
)2

= −ΛLeDσ
−nD

∫ 0

∞
ψnDexp

(
− ψ

Le

)
dψ (3.39)

which, for the matching relations 3.38, is equal to:

1

2
Y 2
D,uLe

2 = ΛLenD+2
D σ−nDΓ(nD + 1) (3.40)

Remembering relations 3.32 and 3.19, the dimensional laminar flame speed is:

S2
L =

ρnD
b

ρu

νDWD

Y 3
D,u

2AΓ(n+ 1)(λ/cp)

Le−nD
D ZenD+1

exp

(
Ea
RTad

)
(3.41)

A more comprehensive formulation of the laminar flame speed, which includes vari-
ation of the properties with temperature and for general mixture composition, can be
derived with the same (but more tedious) procedure and it is:

S2
L =

2Ag(nD, nE;Ze(Φ− 1)/LeE)(λb/cp)

ρ2
uZe

nD+nE+1
LenD

D LenE
E ·

·
νnE
E Y nD+nE−1

D,u ρnD+nE
b

νnE−1
D W nD+nE−1

D

exp

(
Ea
RTad

)
(3.42)

with:
g(a, b;Z) =

∫ ∞
0

ςa(ς + Z)bexp(−ς) dς (3.43)

Equation 3.42 is able to explain many trends which are well documented by exper-
imental data. For example, at higher adiabatic flame temperature correspond higher
propagation speed value and thinner flame structure. It also explains why the maxi-
mum propagation speed is close but not at stoichiometric conditions for which Tad is
the highest. In fact, the product LenD

D LenE
E moves the flame speed peak a little to the

lean side for light fuel, like hydrogen, and to the rich side for heavier fuel like iso-
octane. Moreover asymptotic process also shows how to increase the accuracy of the
prediction. For example if higher order terms of equation 3.32 are kept, the accuracy
of the predicted flame speed can be improved for realistic activation energy values.
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Chapter 3. Laminar flame modelling

3.3 Asymptotic analysis of stretched laminar flame

In this section, the discussion is focused on possible modifications of laminar flame
speed due to the interaction of the flame with the flow field. In particular different
relations between flame speed and stretch rate which has been developed in the years
are reviewed. Moreover some equations and experimental techniques to estimate the
governing global parameters are presented. The effect of flow field and shape of the
flame are considered with one parameter known as stretch rate K. Its definition for a
surface is:

K =
1

A

dA

dt
= SL∇ · n− n · E · n = SLκ+Ks (3.44)

Where A is the area of the surface, n is the direction normal to the flame front pointing
to the burnt side, E is the rate of strain tensor 1/2(∇U + (∇U)T ), κ is the curvature
of the surface, Ks the strain rate and Vf is the absolute velocity of the flame U −
SLn. Equation 3.44 is the most commonly adopted formulation to define stretch rate
in large activation energy asymptotic theory context, which implicitly considers the
flame as a surface with negligible thickness. Another approach employed to take into
account also the thickness of the flame is the integral analysis derivation [19]. These
two approaches give different results, but, even if the second one seems to be more
comprehensive, it requires some ad hoc assumptions. It has been recently completely
proved in [38] that the first approach, once extended and correctly applied, can be
used also inside the flame (preheat zone) and gives results which agree very well with
numerical simulations. For this reason only this second approach is discussed.

Even if Markstein presented in [72] an empirical formulation which connects stretch
rate with flame speed, only after the theoretical works of Clavin and Matalon [20], [75]
the scientific community recognized that the laminar flame speed they were measuring
was affected by the geometric configuration employed in the experiments. In order to
evaluate a propagation speed which only depends on mixture composition and thermo-
dynamic conditions (pressure and temperature), known as unstretched laminar flame
speed (S0

L), a perfect planar flame configuration should be employed. Because such
configuration is quite hard to be faithfully reproduced, extrapolation from stretched
data to zero stretch value is commonly employed [127]; such approach requires the
knowledge of a relation between stretch and flame speed. For weakly stretched flames,
asymptotic analysis is able to derive the value of laminar flame speed subject to stretch,
applying the same methodology shown in the previous section, but with two additional
steps: first, a curvilinear coordinate system (χ1, χ2, n) is introduced in order to gen-
eralize the equations to every flame shape. n is the direction normal to the flame and
χ1, χ2 are two directions tangential to the flame in the point. Second, the considered
hydrodynamic length L is no more equal to δL, but it is much bigger (L >> δL). Sec-
ond, the stretching process, which was previously applied only to the reaction zone, is
also employed to describe the rest of flame structure. As a consequence, two stretching
coordinates are introduced: η = δ−1n for preheat zone and ξ = Ze−1η for the reac-
tion zone. From the analysis of the flame structure (see [74]), the jumping conditions
across the whole flame and the corrected flame propagation speed with respect to the
unstretched value are:
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3.3. Asymptotic analysis of stretched laminar flame

• jumping conditions:

[[ρ(U− Vf )]] = δ
σ − 1

σ
γ1K (3.45)

[[n× (U× n)]] = δ{−(λbPr + γ1)(n× (∇× n)) +

+2Pr(λb − 1)(n× (E · n)× n)} (3.46)

[[p+ ρ(U · n)(U · n− Vf )]] = δ{γ1[[n · ∇p]] +

+
σ − 1

σ
γ1VfK + Γκ+ 2Pr(λb − 1)(n · E · n)} (3.47)

• Propagation speed with respect to unburnt side:

SL,u = S0
L − αδLK (3.48)

• Propagation speed with respect to burnt side:

SL,b = σ(S0
L − (α +

σ − 1

σ
γ1)δLK) (3.49)

Where:

α = γ1 +
Ze(Leeff − 1)

2
γ2 (3.50)

Leeff = LeD + (LeE − LeD)
nDg(nE, nD − 1;Ze(Φ− 1)/LeE)

g(nD, nE;Ze(Φ− 1)/LeE)
(3.51)

Γ = (σ − 1)γ1 + (2Pr − 1)γ3 + 2Pr(σ − 1)λb (3.52)

γ1 =
σ

σ − 1

∫ σ

1

λ(x)

x
dx (3.53)

γ2 =
1

σ − 1

∫ σ

1

λ(x)

x
ln

(
σ − 1

x− 1

)
dx (3.54)

γ3 =

∫ σ

1

λ(x) dx (3.55)

The product αδL is known as Markstein length and α as Markstein number. The
term γ1 is associated with thermal diffusion, while Ze(Leeff − 1) is associated with the
contribution due to inequality of thermal-mass diffusion. It can be noted that, due to the
jumping conditions across the flame, two different Markstein numbers can be defined:
one with respect to unburnt gas Mau and the other with respect to the burnt gas Mab.
While both relations 3.48 and 3.49 can be used to describe the motion of the flame,
only Mab has a corresponding physical quantity which can be measured. In literature
other Markstein numbers have been identified [10], one associated with the stretch rate
MaK and another one associated only to curvature Mac. As all these definitions can
generate confusion, in order to clarify the meaning of all these quantities, the extended
relation [7] which is valid inside the flame is presented:
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Chapter 3. Laminar flame modelling

SL = S0
L − δL{K

[
α−

∫ σ

θ

λ(x)

x(x− 1)
dx

]
−
[∫ σ

1

λ(x)

x
dx.

]
+

+κSL

[∫ σ

θ

λ(x)

x− 1
dx.

]
} (3.56)

where:
θ = 1 + (σ − 1)exp(η) (3.57)

η is the stretched coordinate inside the preheat zone and after the reaction zone. In
particular η → −∞ corresponds to the leading edge of preheat zone; the reaction zone
starts at η → 0− and ends at η → 0+. The region after the reaction zone ends at
η → +∞. Equation 3.56 shows that the laminar flame speed is linearly dependent on
both stretch rate K and curvature κ and can be rewritten as:

SL = S0
L −MaKδLK −MacδLκ (3.58)

Which shows the existence of the two Markstein numbers identified in [10]. If equa-
tion 3.56 is computed on the burnt side (η → +∞), Mac becomes zero and Eqn. 3.56
reduces to the relation 3.49, which represents the motion of the iso-surface T = Tb.
On the un burnt side (η → −∞), equation 3.56 does not become relation 3.48. This
is because Mau is a parameter which describes the motion of the whole flame seen as
a surface and takes into account the variation of temperature along the preheat zone;
hence it does not characterize the motion of the leading edge of the preheat zone. More-
over, distinction of curvature and stretch Markstein number is meaningful only inside
the flame, but it is not required to define the motion of the flame. In summary, among
the all parameters,Mab is the most significant one because it can be measured [50], [87]
and it can describe the motion of the flame. Mau can be derived from the value of Mab
by means of equation 3.49. Their meaning is the same and their different values are due
to the jumping relation which abruptly changes the velocity across the flame, which is
seen as a discontinuity surface. These two Markstein numbers must be used together
with their coherent value of flame propagation speed and flow velocity. The physical
mechanism which governs the process is related to the change of temperature of the re-
action zone induced by stretching effect. In particular, looking at the definition of α, it
can be noted that this value is the summation of two contributions: the first one γ1 is due
to thermal diffusion and it is always positive (reduction of reaction zone temperature
with positive stretch), while the second term is proportional to Ze(Leeff − 1), which
can be positive or negative depending on Leeff , and it is magnified by the positive term
γ2, whose value is close to γ1. This second term is connected with non equality of
mass-thermal diffusion which can change the local total enthalpy of the mixture in the
reaction zone and the related flame temperature. In particular Leeff depends on the dif-
fusivity of the deficient and excess reactants, weighted with a term which increases the
importance of the deficient reactant as the mixture gets far from stoichiometric air/fuel
ratio. For Leeff > 1 the second term is always positive, while if Leeff a bit less than
one the whole Markstein number becomes negative. The introduction of this linear re-
lation to extrapolate the unstretched laminar flame speed has considerably reduced the
scattering previously reported in literature. Still, the measurements of the unstretched
laminar flame speed have uncertainties around 10% which is considered too much for
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3.3. Asymptotic analysis of stretched laminar flame

such a fundamental parameter. For this reason new relations to correlate laminar flame
speed with stretch have been proposed and applied in particular for spherical expanding
flames. Because the initial stages of the flame development in spark-ignition engine is
connected with this configuration, in the following some details about this problem will
be given even if it is usually regarded as an experimental issue. For spherical expanding
flames in initial quiescent velocity field, geometry considerations lead to the following
expression for the stretch rate:

K =
2

r

dr

dt
(3.59)

The experimental quantity which is usually measured is the radius of flame. Its time
evolution is used to numerically evaluate its time derivative. The problem is how to
relate the radius and its time derivative with the unstretched laminar flame speed and
the Markstein number and how to select the range of measured radius to increase the
accuracy of extrapolation to zero stretch rate. Starting from 3.49 and defining SL as the
ratio of actual propagation speed with the unstretched value, different correlations have
been proposed:

SL

(
1 +

2MabδL
r

)
= 1 (3.60)

SL =

(
1− 2MabδL

r

)
(3.61)

The first expression is derived from asymptotic results. The second one, which was
originally proposed by Markstein in 1964, correlates dR/dt with S0

L instead of the
actual value SL. Another non linear relation can be found in literature [73], [104] and
has been derived without the assumption of Ze(Le−1) ∼ O(1). For off-stoichiometric
mixture it is:

S2
Lln(S2

L) =

(
1

Su

dSu

dt
− 2σδL

r

)
ID (3.62)

Where

ID =

∫ σ

1

λ(x)

x

(
1− x− 1

σ − 1

)LeD−1

dx (3.63)

Corresponding equations for near stoichiometric mixture can be found in [49]. This
last expression should be valid for higher stretch rate than equation 3.60, as proved
in [48]. In literature also the quasi-steady version (dSu/dt = 0) of 3.62 is commonly
used to extrapolate the unstretched laminar flame speed [119]. It can be easily shown
that for SL → 1 the unsteady term decreases much faster than the stretch term and it is
negligible. The expansion of Eqn. 3.62 leads to Eqn. 3.60 withMab = σID/2, which is
different from the expression 3.49. The numerical solution of 3.62 gives results which
depends on initial conditions, but they all converge to the same line, which is the part of
the solution with a physical meaning (see Figure 3.5). For extrapolation purpose, some
kind of expansion must be applied to this relation.

With the definition of a non-dimensional radius R = r/(2MabδL), equations 3.60,
3.61 and 3.62 together with its quasi-steady version, can be rewritten as expansion in
power of R−1:

SL

(
1 +

1

R

)
= 1 (3.64)
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Chapter 3. Laminar flame modelling

Figure 3.5: Unconfined flame speed as a function of flame radius as determined by 3.62, for Leeff < 1.
The parameter on the axis are su = SL/S

0
L and Rf = r/(2MabδL). Different curves correspond

to different solutions of 3.62 depending on the initial conditions supplied. Arrows indicate tempo-
ral variation of the flame position. The separatrix solution, corresponding to the physical realistic
solution, is shown in bold line. Figure is taken from [49].

SL

(
1 +

1

R
+

1

R2
+

1

R3
+O(

1

R4
)

)
= 1 (3.65)

SL

(
1 +

1

R
+

1

R2
+

2

3

1

R3
+O(

1

R4
)

)
= 1 (3.66)

SL

(
1 +

1

R
+

3

2
R2 +

8

3

1

R3
+O(

1

R4
)

)
= 1 (3.67)

As can be noted, Markstein formulation 3.65 agrees up to the third term with the
most comprehensive relation 3.66. Its agreement is even better than the quasi-steady
version of 3.67. All these relations have been used in order to compute the unstretched
laminar flame speed and Markstein number, in particular 3.65 and 3.66 should be pre-
ferred because they are valid for high value of stretch rate (smaller radius) both for ex-
trapolation and modelling purpose. Anyway some issues on this topic still exist; in fact
Kelley in [48] applied the same extrapolation procedure to his data and the ones taken
from the Leeds group [12] for the same iso-octane mixtures and observed clear discrep-
ancy in data and extrapolated values. While these discrepancies generate a difference
of no more then 10% for the extrapolated value of unstretched laminar flame speed,
they can generate differences up to 100% for the Markstein length for lean mixtures.
In [119] it is suggested that a possible source of error could be related to the estimated
value of burnt density, which is used to compute σ, because the adiabatic temperature
usually adopted is not always reached. As an example, in [119], it is shown that for
ethanol, the oxidation layer computed with detailed mechanism can be long up to 1
cm, so that, for smaller radii, also σ could change with the radius. Instead, in [127],
it is underlined that the problems are connected with extrapolation procedure and data
acquisition, as none of the previous equations can describe the relation between flame
speed and stretch for high of this quantity.

To close this topic, two other aspects will be briefly mentioned: flame extinction
and response of the laminar premixed flame to unsteady stretch. As pointed out, stretch
changes laminar flame speed because it modifies the temperature of reaction zone with
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3.4. Instabilities of laminar flame

respect to its planar flame value. Little variations of this temperature produce signifi-
cant variation of the propagation speed because of the exponential dependence. When
the effective Lewis number is greater than one, increasing stretch rate decreases tem-
perature. When temperature becomes lower than a critical value for which reaction is
too slow to balance heat diffusion, the flame stops to propagate and usually quenches.
The parameters characterizing the phenomenon explained before can be used to cor-
rectly predict trends (mixtures characterized by high Markstein number are easier to be
quenched than mixtures with lower value), but the previous relations cannot be used
to predict quenching. This is because they were derived for weakly stretch rate, while
flame quenching is associated with high stretch values, radiation losses and other is-
sues related to chemistry (radical production/diffusion) which are not incorporated in
the one step overall reaction mechanism. Counterflow laminar flames can be employed
to estimate the extinction stretch rate of a premixed mixture, but the value could be de-
pendent on the experimental configuration, as radiation losses are geometry dependent.
Up to now, steady or quasi-steady stretch effect has been considered. The response to
sinusoidal stretch rate with different average values has been investigated numerically
in [114]. A premixed flame can move and adjust its position in response to the changes
of flow field; in particular, in [114] it is found that the response of premixed flames
depends on the product of frequency of induced stretch with the characteristic flame
time δL/S0

L. If this product is close to zero the flame moves like the steady state con-
dition, while, if it is more than one, the flame has no time to relocate itself and does
not respond anymore to stretch changes. Consumption speed CL for high frequency
is much less influenced by stretch effect: this is associated with inhibition of thermo-
diffusion imbalance mechanism, like if the effective Lewis number becomes close to
one. Moreover it was shown that increasing frequencies cause the extinction stretch rate
(corresponding to the peak of sinusoidal signal) to become greater and in particular that
this increase was stronger for mixtures with Le > 1.

3.4 Instabilities of laminar flame

In this section the response of a laminar flame to perturbation is investigated. This
analysis can provide some insight to the interaction between turbulence eddies and pre-
mixed flames. Since the seminal works of Darrieus and Landau [27], [57], it is known
that premixed flames tend to become unstable. Specifically three kinds of instabil-
ity have been identified: Darrieus-Landau, thermo-diffusion and Rayleigh-Taylor. The
first kind of instability is due to the change of flow field ahead of the flame induced by
the density drop across the flame. The second one is due to thermo-diffusion imbalance
and the last one is related to gravity effect on interface between fluids with different
densities. Only the first two kinds of instability are considered in the following.

Experiments of spherical expanding laminar flames [23], [59] show that after a cer-
tain amount of time the initial spherical like flame starts to be corrugated and to assume
a cellular like shape (see Figure 3.6).

Asymptotic instability analysis starts from the basic state solutions of spherically
growing flames discussed in the previous section. The logic is to begin with a steady
basic state; disturbances are then introduced at the time t = 0 and their following devel-
opment is observed. Because a spherical expanding flame is not a steady phenomenon,
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Chapter 3. Laminar flame modelling

Figure 3.6: Onset of cellular instabilities of the same hydrogen/propane mixture at different pressure.
Image taken from [59].

this description regards the propensity toward stability or instability at a given moment,
reflecting the tendency of the spherical flame front to become more or less distorted.
For example, if a disturbance increases, but the flame grows more rapidly, than the
induced perturbation is reabsorbed by the flame, implying stability (in turbulence con-
text, Peters in [92] refers to this effect as kinematic restoration). Instability results only
when the disturbance grows at a faster rate than the flame. The perturbed flame front is
expressed in the form r = R(t)(1 + A(t)Sn(θ, φ)), where Sn are the spherical surface
harmonics, n is a integer and A is the amplitude of the disturbance. It is the growth or
decay of A that determines instability. After solving the perturbed flow field ahead and
behind the flame with the correct boundary conditions across the flame front [4], the
following relations can be found:

A = A0
R

R0

θ(R)

(3.68)

θ(R) = ω +
δL/R

ln(R/R0)
Ω (3.69)

Ω =

(
Q1 + Ze(Leeff − 1)

Q2

σ − 1
+ PrQ3

)
(3.70)

Where ω, Q1, Q2, Q3 depend only on the density ratio of the mixture and the
wavenumber n. In particular ω is always positive and is connected with the Darrieus-
Landau instability and, taken alone, always indicates that a flame is unstable. The
terms Q1, Q2, Q3 are connected respectively with thermal diffusion, species-diffusion
and viscous effect. The relation of ω,Q1, Q2, Q3 with density ratio and n can be found
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3.4. Instabilities of laminar flame

in [4]. The growing rate of a disturbance of wavenumber n can be determined from
3.68 as:

1

A

dA

dt
=
Ṙ

R

(
ω − δL

R
Ω

)
(3.71)

Figure 3.7 shows the growth rate (equation 3.71) for different flame radii and mix-
tures; Ṙ is estimated as:

Ṙ = σS0
L

(
1− 2Mab

δL
R

)
(3.72)

The values of S0
L, σ, δL (diffusion thickness) and Mab are reported in table 7.6. It can

be seen that for small enough radii, the growth rates of disturbances are all negative,
which means that the flame is stable. As the radius increases, disturbances in a wider
and wider range of wavenumber induce instability. This range increase indicates that
the stretch rate, which is inversely proportional to the radius, is a stabilizing mecha-
nism. Moreover it can be seen that the growth rate is a non-monotonic function and has
a maximum (whose corresponding wavelength is nmax) which moves towards lower
wavelengths as the radius increases. This function is not symmetric with respect to the
maximum, but for n < nmax the growth rate decreases much faster than for n > nmax.
Setting to zero the right hand side of equation 3.71, neutral stability curves are ob-
tained. Defining the Peclet number (Pe)as the ratio of convection on diffusion terms
(SLR)/(Dth) = R/δL, the neutral stability curves are Pe = Ω. Figure 3.8 shows the
regions of stability/instability for various wavelengths as function of the Peclet num-
ber. It can be seen that for low Peclet numbers (small radii) there is no unstable region,
while the range of the wavelengths for which the growth rate is positive starts to ex-
ist and gets wider as Pe increases, after it has reached a critical value. In particular
the lower branch of the neutral stability approaches a constant line n = nmin, which
is function of σ alone, and determines the expected biggest cell size observed in ex-
periments (see Figure 3.6) Λmax = (2πR)/nnim, which increases with the radius. On
the contrary, the upper branch increases indefinitely and asymptotically tends to a line
Pe/n = Γ = const. As a consequence, the smallest cell size observed in experiments
approaches a constant value proportional to the diffusion thickness Λmin = 2πΓδL. For
realistic values of σ,Q1 andQ2 are positive for all the wavenumber, whileQ3 is positive
for all but the first few n, implying that viscosity has a stabilizing influence as thermal
diffusion term. Analyzing equation 3.70, it can be noted that for Leeff > 1 the second
term is positive and contributes to increase Pecr and stability, while for Leeff < 1 this
term is negative and can overcome the other two terms, making the flame unstable for
much lower radii. This second case is known in literature as thermal-diffusion instabil-
ity effect and it is typical of lean hydrogen flames for which Le is much less than unity.
Finally as δL decreases, smaller radii are required to reach the critical Peclet.

All the considerations written before have been verified experimentally [23], [59].
In particular lean hydrogen flames (Leeff < 1) have always shown the onset of cellular
instability for very small radii, while, for lean mixture, heavy fuels do not show instabil-
ities until very big radii are reached. Anyway, if the pressure is increased, δL decreases,
while σ, Le, Pr remain almost constant and Ze tends to increase much less than pro-
portionally. As a consequence, the critical Peclet number does not change significantly
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Figure 3.7: The growth rate for propane/air mixture at different equivalence ratio calculated for in-
creasing radii. Red line φ = 1.3, black line φ = 1.5. Selected radius: R1 = 6 mm (lower curves), R2
= 10 mm (broken lines), R3 = 20 mm (full lines).
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Figure 3.8: Neutral stability curves for propane/air mixture at different equivalence ratio. Black line
φ = 1.0, red line φ = 1.3, green line φ = 1.5.

and the corresponding radius scales proportionally to the inverse of pressure. For this
reason also lean mixtures of heavy fuels show cellular instability at high pressure.

3.5 Concluding remarks

In this chapter laminar flame theory has been reviewed, as it is considered the foun-
dation on which to build models for turbulent premixed flames. Thank to asymptotic
approach, the main mechanisms characterizing laminar flame kinematics with the cor-
responding governing parameters have been underlined. To summarize the results of
this discussion:

• assuming that a global reaction can represent the kinematic behaviour of a mix-
ture with large activation energy, a planar laminar flame can be represented by its
propagation speed S0

L , heat release parameter σ = Tad/Tu, laminar flame thick-
ness δL, the Zel’dovic number Ze and the effective Lewis number Leeff . These
parameters can be extracted by 1D steady state computations employing detailed
kinetics and using asymptotic relations [113]. S0

L and σ can be also directly mea-
sured.
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3.5. Concluding remarks

• Stretch rate changes the structure of the flame. In particular it modifies the tem-
perature of the reaction zone with respect to the unstretched value. For weak
stretched flame the departure from this value is small, but it produces a finite
change of flame speed. The parameter which governs this process is the Mark-
stein Number Ma. Various relations (equations 3.56, 3.62) between flame speed
and stretch rate were proposed. The difference among them is related to the range
of stretch rate for which they are valid. Anyway, as all these expressions were de-
rived for weakly stretch flame, they cannot be use to predict the extinction of the
flame. The Markstein number can be measured together with the S0

L, but there are
still some difficulties in the experimental procedures, which lead to values which
can differ by 100%. For this reason, the asymptotic relations 3.56, which were
validated against numerical simulations, are actually more reliable, even if their
accuracy depends on the detailed chemical mechanism adopted to find the global
reaction characteristics.

• The response of a flame with respect to a perturbation depends on the properties
of the mixture and the wavelength of the disturbance in a complex manner. The
critical Peclet number Pecr, nmin and Γ can be used to understand the range of
wavelength for which these instabilities influence the flame growth/average speed.
Thees disturbances could be related to the eddies which characterized turbulence.

It must be empathized that all the relations and mechanisms previously described are
experimentally verified in term of trends. Quantitatively, the validity of some asymp-
totic relations, like the Markstein number, has not been completely achieved because
experimental data are too scattered. Recent numerical experiments [38] have proven
the accuracy of the description provided by asymptotic theory. For high pressures (typ-
ical of SI engine environment), instabilities can develop for small radii even with heavy
fuels. As a consequence, experimental techniques are not able to measure accurately
the unstretched laminar flame speed for these conditions. 1D laminar computation with
complex chemistry could replace experiments in these situations. Anyway the detailed
mechanisms of some fuels are still discussed and their use in conditions for which ex-
perimental comparison is not possible does not guarantee the accuracy of the results.
The relations presented in this chapter provide information about the combustion be-
haviour of a mixture in a specific environment. In particular they help to identify the
mechanisms which contribute to the flame development. For example, if the radius as-
sociated with the critical Peclet number is bigger that the hydrodynamic length scale
characterizing the problem, instabilities will not play a role. As a consequence, they
give information about the applicability of models which were developed without tak-
ing into account some of these mechanisms and they provide some suggestions to cor-
rect these models. In the following chapters these concepts will contribute to analyze
some models proposed in literature and their results.
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CHAPTER4
Turbulent combustion modelling

In this chapter turbulence modelling concept related to premixed combustion will be
reviewed. First, the main aspects of turbulence and its modelling will be briefly de-
scribed, with particular emphasis on characteristic turbulence scales. Then a section
will deal with combustion models with a complete description of turbulence, focusing
on which are the information that can be obtained by such models. Then the main part
of the chapter will cover RANS/LES models. In particular the three most employed
models proposed in literature will be described. A comparison of their results on sim-
ple test cases will be discussed in order to understand which of them is more suitable
for the description of combustion in spark-ignition engine. The final part of the chapter
will be focused on the turbulent flame speed, which is the most important parameter
characterizing the selected combustion model.

4.1 Turbulence: characteristic scales and models

The previous chapter was dedicated to the description of the physics and asymptotic
models related to laminar premixed flames. In particular, the author tried to collect and
organize the results scattered in many articles written in the last twenty years to give
a comprehensive idea about the mechanisms which govern laminar premixed combus-
tion, as, in the author knowledge, there is not a single text that covers all these aspects.
On the contrary, turbulence and its modelling, being a more general argument, have
been the subject of many detailed textbooks, such as [98]. As a consequence, in the
following only the main concepts and properties which are important to understand
turbulence combustion modelling are reviewed.
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Chapter 4. Turbulent combustion modelling

4.1.1 Turbulent scales

Turbulence is the result of the amplification of the perturbations which affect a flow
characterized by a high Reynolds numbers (Re = (ρUd)/µ, where d is a characteris-
tic geometrical dimension of the flow domain). Theoretically speaking, the non linear
transport term in momentum equation 2.3 is able to describe this phenomenon if ap-
propriate boundary conditions are provided. As the overall motion of the molecules
which constitute a fluid can be described by means of some statistical quantities, like
velocity and temperature provided by the Navier-Stokes equations, also the behaviour
of turbulence can be explained through probabilistic approaches and statistical quan-
tities. The most prolific paradigm which was proposed to describe this phenomenon
is the Richardson’s energy cascade concept [102] together with the statistical descrip-
tion due to Kolmogorov [55], based on similarity analysis, which was proposed for
homogeneous turbulence at very high Reynolds numbers. For the cascade concept, tur-
bulence is seen as ensemble of eddies of different size through which the energy of the
fluid flows from the largest scales to the smallest ones. Energy transport is connected
to the break up of unstable large eddies into smaller ones; this is a kinematic process
and, at this level, viscous losses are negligible. At the smallest scales, viscous effects
are no longer negligible and the energy transferred is converted into heat. The largest
turbulent structures, known as integral scales, are of the same order of the characteristic
geometrical dimensions of the flow domain. The smallest turbulent structures, known
as Kolmogorov or dissipative scales, are bounded by the molecular mixture proper-
ties. Defining E(n) the distribution of turbulent kinetic energy in the wavelength space
(n = 2π/ln), the total turbulent kinetic energy k can be found though integration:

k =

∫ ∞
0

E(n), dn (4.1)

The total turbulent kinetic energy is also defined as:

k =
1

2
〈u′iu′i〉 (4.2)

where u′i are the fluctuating components of the velocity vector. In this model only two
parameters are needed in order to describe the energy transfer process; all the others
are related to them. In particular the smallest scales can be described by turbulent
dissipation rate ε, defined in Eqn. 4.3, and the kinematic viscosity ν.

ε = 2ν〈Si,jSi,j〉 (4.3)

Si,j =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
(4.4)

From dimensional analysis, the characteristic length (lk), turnover time (τk) and
velocity (uk) of Kolmogorov scales are:

lk ∝
(
ν3

ε

)0.25

(4.5)

τk ∝
√
ν/ε (4.6)
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4.1. Turbulence: characteristic scales and models

uk ∝ (νε)0.25 (4.7)

Considering Eqn. 4.7, the Reynolds number for Kolmogorov scales is Reη ∝ 1.
The range of scales (or wavenumber) of the order of Kolmogorov scale (lk < l < 60lk),
where viscous effects are important, is called dissipative range. The range of larger
scales up to the integral scale is known as inertial range; for them energy dissipation
is negligible and viscosity does not play a role anymore. Assuming the steadiness of
the process, the energy given to lower scale must be equal to the one taken by larger
scales. As a consequence, turbulent dissipation rate ε is equal for all these scales and,
in particular, it is equal to the one at Kolmogorov scale; so only another parameter
is needed to characterize this range. For example, if the characteristic velocity of the
eddies un is selected, characteristic length and turnover time are:

ln ∝ u3
n/ε (4.8)

τn ∝ u2
n/ε (4.9)

At the upper bound of inertial range, the energy-containing range is found. In this
range, the scales around the integral length scale ((1/6)lt < l < 6lt) contain most
(about 80%) of the total turbulent kinetic energy which is received directly from the
mean flow by turbulent production due to mean velocity gradient. Because of that
and isotropy condition, from 4.2 the characteristic velocity at integral scale ut can be
estimated as:

ut =
√

(2/3)k = urms (4.10)

and directly from that:
lt ∝ u3

t/ε ∝ k2/3/ε (4.11)

τt ∝ u2
n/ε ∝ k/ε (4.12)

Applying the definition of Reynolds number to the integral scale Ret = (utlt)/ν, using
4.11 and 4.5:

lk/lt ∝ Re
−3/4
t (4.13)

uk/ut ∝ Re
−1/4
t (4.14)

Because of the constant dissipation rate, in the inertial range:

un ∝ ut(ln/lt)
1/3 (4.15)

τn ∝ τt(ln/lt)
2/3 (4.16)

Moreover from dimensional analysis:

E(n) ∝ ε2/3n−5/3 (4.17)

The remaining range contains the scales associated with the mean flow up to the
maximum dimension of the domain. There energy transfer relation is no more valid.
Another characteristic scale which is found in literature is the Taylor microscale λ,
which is included in the inertial range. It is defined as:
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Chapter 4. Turbulent combustion modelling

λ ∝
√

15νu2
t/ε (4.18)

The corresponding Reynolds number is Reλ = (utλ)/ν and it is usually employed to
derive semi-empirical formulations of energy spectrum. For example, figure 4.1 shows
turbulent spectra as function of the Taylor Reynolds number derived from experimental
data [14].
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Figure 4.1: Non-dimensional Power spectra density for increasing Taylor Reynolds numbers. nη =
2πlk/τn is the non-dimensional wavenumber scaled with the Kolmogorov scale. The two red lines
show the power law dependence of dissipative and inertial ranges.

In order to find the previous relationship, Kolmogorov theory assumes that the tur-
bulent motions with length scales much smaller than the integral scale are statistically
independent from the motion components of the mean flow. As a consequence, for in-
ertial and dissipation ranges, a universal scaling law exists. On the contrary, the scales
in the energy-containing range of the motion may be inhomogeneous and anisotropic
and are subject to the domain geometry influence, however this information is lost in
the cascade process, so that motion at smaller scale level is homogeneous and isotropic.
This assumption has been widely confirmed for high Reynolds numbers. For interme-
diate Reynolds numbers the information from large scales is no more completely lost in
cascade process; as a consequence the shape of the spectra is no more universal as the
exponent p of E(k) ∼ k−p changes with the Reynolds number. Moreover Kolmogorov
theory assumes that the energy cascade is one way process from large to small eddies,
while experimental studies shown that energy is also transferred from smaller to larger
scales (a process called backscatter), albeit at a much lower rate, so the dominant energy
transfer is indeed the one assumed by Kolmogorov theory.

4.1.2 Turbulence models

The different strategies employed to model turbulence can be described referring to the
energy cascade concept. Direct Numerical Simulation (DNS) resolves all the scales
involved in the cascade process. As such it requires mesh size of the order of the Kol-
mogorov scale (Eqn. 4.13) and no simplification due to geometric symmetry is allowed.
Moreover high order schemes are required to avoid the introduction of a numerical dis-
sipation which could be as high as the viscous dissipation of the fluid. Furthermore

36



i
i

“thesis” — 2015/1/4 — 19:03 — page 37 — #58 i
i

i
i

i
i

4.1. Turbulence: characteristic scales and models

detailed information at boundaries are required in order to correctly simulate the de-
velopment of turbulent perturbations. Large Eddies Simulation (LES) solves only the
largest scales up to the inertial range, for which the relation that describes the cascade
process should be self-similar and the related models should be universal. In order
to do that, explicit or implicit filtering techniques are applied to the flow; the mesh
size itself is an implicit filter which cuts all the scales lower than its dimension. As
a consequence, LES requires mesh resolutions which are fine enough to simulate all
the energy-containing range. In particular near the walls the integral scale becomes
very small and the mesh is close to that of a DNS. Also in these simulations high order
schemes should be employed and mesh quality is a very important issue, so that such
simulations become quite difficult for complex geometries, like the ones encountered in
spark-ignition engines. Actually different sub-models have been proposed to describe
the energy transfer at lower scales. Usually the energy drained from the flow by tur-
bulence and the higher mixing rate are mimicked by means of an increased viscosity
(Boussinesq assumption), known as turbulent viscosity νt, which is obtained by the
models. More information can be found in [98]. Finally the last way to deal with turbu-
lence is to solve the Reynolds Average Navier-Stokes equations (RANS). In this case,
time or ensemble average is applied to the flow field equations in order to filter all the
scales related to turbulence; only the largest scales (bigger than the integral scale) con-
nected with the mean flow motion are kept. Neglecting the effect of density variations
due to pressure fluctuations, the averaged momentum equation presents one unclosed
term, known as Reynolds stress tensor, which is composed by six unclosed scalars. Six
second momentum closure equations can be derived and solved in order to find these
unknowns (Reynolds stress models); however, for every new equation, the number of
unclosed terms increases and so the related modelling issues which require more physi-
cal insight. Because of that and the higher computational time, the most used approach
is to compute two quantities which characterize energy cascade process, usually the
dissipation rate ε and the total turbulent kinetic energy k. A transport equation for
both of these parameters is usually employed (two-equations models) and an effective
turbulent viscosity is directly derived from these parameters. More information about
these models can be found in [98]. For many applications, RANS and LES conser-
vation equations are formally the same, but the computed quantities have a different
meaning. Their main difference is related to the sub-models employed to estimate the
quantity νt. Considering Kolmogorov theory, the scales in the energy-containing range
are geometry/flux dependent, so that the general validity of RANS sub-models is less
justified than for LES. On the other hand, RANS approaches are more developed and
the quantities that they compute (ε, k) represent only the global characteristic of tur-
bulence for a selected flow configuration. Instead, the corresponding filtered quantities
in LES are also determined by the mesh size employed to solve the problem. More-
over experimental correlations usually employ the global parameters which are directly
obtained by RANS sub-models, while some modifications have to be considered when
the available quantities are the filtered ones.
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Chapter 4. Turbulent combustion modelling

4.2 Turbulent combustion diagram

In the previous chapter it was shown how to characterize a premixed flame as a moving
surface of discontinuity. In particular, the multi-scale structure of premixed flames was
exploited in order to substitute a complex reacting flow problem with a set of relations
between parameters which can be extrapolated from detailed chemical mechanisms.
Moreover temporal/spatial scales which characterize premixed flames and turbulence
were previously presented. In this section, comparison of these scales will be used to
define different combustion regimes. The classic order of magnitude analysis proposed
by Borghi [8] and resumed/expanded by other authors in [91], [115] is reviewed as a
preliminary way to understand the interaction between flame and turbulence scales and
to identify the regions where different modelling concepts are required. Some of the
non-dimensional numbers which have been already introduced will be applied now to
turbulent characteristic scales. In particular, using the definition of flame thickness as
a diffusion length and assuming that Lewis and Prandtl numbers are equal to one, the
turbulent Reynolds number can be rewritten as:

Ret =
utlt
SLδL

(4.19)

Identifying the hydrodynamic scale with the integral length, the turbulent Damkohler
number is:

Da =
SLlt
utδL

(4.20)

Finally the turbulent Karlovitz number, defined as the ratio of the chemical time scale
τL = δL/SL on the Kolmogorov time, is:

Ka =
τL
τk

=
δ2
L

η2
k

(4.21)

From relation 4.11 it can be shown that:

Ret = Da2Ka2 (4.22)

Defining the Karlovitz number with respect to the reaction zone thickness, the following
relation is obtained:

Kaδ =
Ka

Ze2
(4.23)

With these quantities, the turbulent combustion diagram can be constructed (Figure
4.2). This diagram is referred to statistical planar turbulent flames. The abscissa is
denoted by the normalized turbulent length scale lt/δL , whereas the ordinate depicts
the normalized turbulence intensity ut/SL. Usually turbulent flow characteristics are
taken in the unburnt gas region. Different regions can be identified:

• laminar regime: for Ret < 1 the flow is laminar and only instabilities related to
flame dynamic are able to develop.

• Flamelets regime: region for which Ret > 1, Ka < 1, all turbulent scales are
smaller than the laminar flame thickness. The flame preserves its steady lami-
nar structure and is wrinkled and stretched by turbulent eddies. Two sub-regimes
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4.2. Turbulent combustion diagram
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Figure 4.2: Regime diagram for turbulent premixed combustion as proposed in [92].

have been defined: the corrugate and wrinkled flamelets. The bounding of the
two zones is identified by the line ut = SL. The border line underlines the idea
that, if the higher velocity associated with turbulence is lower than the laminar
propagation speed (wrinkled flamelets), the effect of turbulence is dumped out by
kinematic restoration effect (flame propagation cancels out any wrinkle). Instead,
for higher turbulence intensities, the eddies have enough time to effectively wrin-
kle the flame. Based on a similar concept, in [115], another subdivision of this
regime based on onset of Darrieus-Landau instability is underlined. In particu-
lar, as shown in section 3.4, the onset of instability is associated with a particular
wavenumber which depends on laminar flame properties. Large scale coherent
structures could prevent the onset of this instability through wrinkling because
corrugation does not allow the surface to reach the critical length scale, after which
perturbations are enhanced. On the other hand, if this is not the case, the "lami-
nar flame speed" increases by a factor of about 1.75, so the border line between
wrinkled and corrugated flamelets regimes has to be updated to this value.

• Thin reaction zone: it is the zone where Ret > 1, Ka > 1, Kaδ < 1. Large
scale eddies wrinkle the flame, while some of the small scale eddies are able to
penetrate into the preheat zone and to change the structure of the flame enhancing,
for example, heat exchange. No eddy is able to penetrate into the reaction zone
(Kaδ < 1), which should remain close to the laminar case.

• Broken reaction zone: it is the zone where Ret > 1, Kaδ > 1. In this zone small
eddies are able to penetrate into the reaction zone, to disperse the radicals which
are reacting and also to reduce the gradient of temperature. These two effects,
in combination with the high level of stretch induced by large scale eddies, are
thought to be the cause of the local extinction of the flame. If a characteristic
value of Zel’dovich number equal to 10 is taken, then, because of Eqn. 4.23, the
boundary line between thin and broken reaction zone become Ka = 100 (which
is the value reported in Figure 4.2).
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Chapter 4. Turbulent combustion modelling

This order of magnitude analysis is useful in order to underline some concepts re-
lated to turbulence/flame interaction, but it is hard to clearly define the different zones.
For example, it was shown that the preheat zone is about 5 times the diffusion length
and that the flame thickness computed with the gradient of temperature Eqn. 3.3 can be
also 6-7 time this length, which, for the same Kolmogorov scale, can give (see equation
4.21) a Karlovitz number which is 36-49 times greater (the Karlovitz ratio of the two
lines which delimit the thin reaction zone regime is just 100). Moreover at the end of
section 3.3, it was underlined that laminar flame has a different response to unsteady
perturbation; in particular it seems to be less affected by high frequency perturbation.
Finally small eddies life time could be considerably reduced because of the strong in-
crease of viscosity inside the preheat zone (µ ∼ T 1.7), so that their effect is probably
completely dumped out. Clarified all of these uncertainties problems, because of the
high pressure environment, flames in SI engines should be in the corrugate flamelets
and, sometimes, in the thin reaction zone regimes. The first of these two regimes is the
one for which the description of the flame as a surface of discontinuity is a meaningful
approximation.

4.3 The hydrodynamic model

Now that the concept of flamelets regime has been introduced to theoretically justify
the approximation of considering the flame as a surface of density discontinuity, the
best way to describe this regime without introducing more approximations is to solve
the hydrodynamic model equations [74]. The problem simplifies the low Mach number
reacting flows equations, which were presented in section 3.2.2, to an hydrodynamic
free-boundary problem. On the either side of the flame sheet identified by the scalar
field F (x, t) = 0, the incompressible Navier-Stokes equation must be satisfied, but with
different density and viscosities:

∇ · (U) = 0 (4.24)

∂ρU

∂t
+∇ · (ρUU) = −∇ (p) +

+ ∇ · µ
[(
∇U +∇UT

)]
(4.25)

with

ρ =

{
ρu : F < 0

ρb : F > 0
(4.26)

and

λ =

{
µu : F < 0

µb : F > 0
(4.27)

The problem is closed with the jumping conditions given by Equations 3.45, 3.46 and
3.47 and the surface tracking equation:

∂F

∂t
+ U∇ · (F ) = Sf |∇(F )| (4.28)
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Where Sf can be computed by means of one of the relations derived in the previous
chapter like equation 3.48. Theoretically speaking, because of the low stretch rate as-
sumption made to derive 3.48, only low value of turbulent intensities should be used.
The advantages of this approach with respect to the standard DNS with one step re-
action mechanisms are the lower computational time, the clear definition of some pa-
rameters, which makes parametric studies easier, and finally that the interaction be-
tween turbulent scales and the flame is only of advection/kinematic nature. Low com-
putational cost and clear definition of flame position give also a way to extract filter
or ensemble average quantities which can be used to quantify closure terms needed
in LES/RANS models. This approach can be used as in [22], to describe non lin-
ear effects of turbulence/flame interaction for weakly stretched flames. To extend this
model to higher level of stretch rate, the relation which gives Sf can be substituted
with flamelets libraries. These can be created by means of the 1D solution of laminar
flame in a stretched coordinate system for different imposed stretch rates. The jump-
ing relations 3.45, 3.46 and 3.47 should be updated accordingly. In order to describe
the thin reaction zone, the preheat zone should be resolved, but the inner reaction zone
can still be described by means of appropriate jumping relations, avoiding the solution
of detailed chemistry. Comparison of the results obtained with this last approach and
the previous one, with the same turbulent field, could clearly underline the difference
between thin reaction zone and corrugated flamelets regime.

4.4 RANS/LES turbulent combustion models

In this section the main models known in literature which have been developed in the
context of RANS simulations will be presented. Most of the equations and models
which will be discussed are formally the same for LES simulation; the main difference
is that the computed quantities are filtered instead of averaged. Before introducing these
models, the definition of some quantities which are used to characterize combustion in
these approaches will be given and some related modelling problems will be underlined.

4.4.1 Preliminary definitions

While for constant density flows the filtering/average operation is uniquely defined, for
combustion problems there are two different operators which can be defined:

• The Reynolds-average operator is the time-average for statistically steady prob-
lems or the ensemble-average for unsteady problems:

φ̄ =
1

T

∫ T

0

φ(t) dt

φ̄ = 1/N
N∑
n=1

φn (4.29)

• The Favre-average operator is the density weighted Reynolds-average of a quan-
tity:

φ̃ =
ρφ

ρ̄
(4.30)
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Chapter 4. Turbulent combustion modelling

• The conditioned-average operator, which is obtained using one of the previous
ensemble average operator multiplied by an indicator function I(x, t) (see section
4.4.4 for more information).

In combustion problems a point can belong to three different zones: the unburnt gas
zone, the burnt gas zone and inside the flame. The probability that this point belongs to
these three zones is respectively α(t), β(t), γ(t). By definition of probability, α(t) +
β(t) + γ(t) = 1. If the flame thickness is infinitely small or if the Damkohler number
is high enough (for example in [17] it is shown that Da > 7 seems to be high enough),
the probability γ(t) is close to zero. Then α(t) + β(t) = 1 and α(t) = 1 − β(t). The
progress variable c̄ is defined as the probability that a point belongs to the burnt gas
region c̄(x, t) = β(x, t). As a consequence, after an averaging process applied to a
physical domain, three zones can be identified by means of c̄(x, t). The two regions
where the gas is always burnt or unburnt identified respectively by the value c̄(x, t) = 1
and c̄(x, t) = 0, and a region subject to intermittency between fresh and fully burnt
gases where 0 < c̄(x, t) < 1. This last region is known as flame brush and its thickness
will be indicated as ∆t. With this assumption, any Reynolds-averaged quantity can be
related to the corresponding conditioned averages in fresh and burnt gases by means of
the following relation:

φ̄ = (1− c̄)φ̄u + c̄φ̄b (4.31)

Moreover relations between Reynolds and Favre average can be derived:

ρc = ρ̄c̃ = ρbc̄ (4.32)

c̄ =
σ · c̃

1 + (σ − 1)c̃
(4.33)

where σ = ρu/ρb. As a consequence:

φ̃ = (1− c̃)φ̄u + c̃φ̄b (4.34)

In particular the turbulent fluxes, which are generated as results of the average, can be
expressed as:

ρ̄ũ′c′ = ρ̄c̃(1− c̃)(Ub −U
u
) (4.35)

The Reynolds stress tensor components are also expressed as:

ũ′i,ju
′
i,j = (1− c̃)u′i,ju′i,j

u
+ c̃u′i,ju

′
i,j

b
+ c̃(1− c̃)(ubi − uui )(ubj − uuj ) (4.36)

And the turbulent kinetic energy is:

k̃ = (1− c̃)k̄u + c̃k̄b +
1

2
c̃(1− c̃)[

∑
i

(ubi − uui )2] (4.37)

This set of relations is known in literature as the results of Bray-Moss-Libby analy-
sis (BML) [16]. Usually, in non-reacting flows, local variations of density are quite
small and the associated non linear fluctuation term resulting from averaging process
ρ′U′ can be neglected. In combustion problems, the sharp change of density across the
flame does not allow such assumption. In order to deal with this issue, two approaches
have been used to model turbulent premixed combustion. The first and most used one
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is to derive RANS equation applying Favre-average operator. In this case the resulting
set of equations [96] is formally the same of Reynolds-average applied to non react-
ing flows and no term related to density fluctuations appears in the final equations. As
a consequence, formally, the same unclosed terms remain and usually the same clos-
ing strategies are applied. Of course this procedure is quite questionable. The second
method is to apply conditioned average technique [28] and to derive two sets of equa-
tions, one set for the conditioned variables on the burnt side of the flame and the other
one for the unburnt side [60], and an interface transport equation (see Eqn. 4.52). In
these two sets of equations the problem of density fluctuation disappears because the
conditioned density of the two zones behaves like the one in non reacting flows; for this
reason Favre-average in the context of conditioned average is practically unnecessary,
being its value very close to the Reynolds-average. The previous equations show how
to correlate the quantities obtained with the two procedures. These relations underline
some problems which can come out in modelling phase. For example, Eqn. 4.35 shows
that the sign of the turbulent flux of the progress variable depends on the difference be-
tween the conditioned velocity of the two regions. This relation can describe the well
known transition from gradient to counter-gradient transport (the product ρu′c′∇c can
become positive in some points of the domain), which has been extensively reported in
literature [107], while the classic gradient assumption used with Favre-averaged equa-
tion cannot. Moreover equation 4.37 shows that the Favre turbulent kinetic energy is
not just the sum of the weighted average of the conditioned value on both side of the
flame, but that another terms related to intermittency phenomenon appears. This term is
not related to the physical turbulent motion, but to the definition of Favre-average. This
last observation underlines another problem related to turbulent combustion modelling
with Favre-averaged quantities: most of experiments and theoretical derivation does
not account of the effect of flame on turbulence and implicitly correlates the unclosed
terms with the turbulence properties of the unburnt side (u′ui,j , l

u
t ), while the variables

obtained with Favre-average equations are not correlated only to these quantities, as
shown in Eqn. 4.37. For these reasons the second modelling approach should be pre-
ferred to the first as it can better describe the interaction between flame and turbulence
and is more consistent with the relations provided by experiments. On the other hand,
this approach is computationally expensive (it doubles the number of equations to be
solved), and actually no formulation for modelling Reynolds stress tensor terms has
been proposed yet, but some attempts to find closure relations are in progress [17]. It
is clear from the previous considerations that Favre-averaged equations are formally
simpler, but hide the complexity of the problem in the fewer modelling terms, which,
for this reason, should be treated with more care. In the following, only models based
on the first strategy will be discussed, but some references to the conditioned average
quantities will be mentioned. In this introduction it is just pointed out the issues im-
plicitly related to this kind of modelling approach. Three models will be discussed:
the first one is the G-Equation model, which was first proposed by Williams [51] and
then developed by other authors, in particular Peters [92]. The second one is known
as the flame surface density model (FSD) [121] and has been developed by different
groups for quite a long time. The third approach, which shares many common features
with the first two, was proposed by Zimont [129] and Weller [124] independently and
it is known in literature as Flame Speed Closure model or referring to the two authors
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name (Weller’s model). All these models have been introduced to study planar flame
configurations (V-shape/Bunsen flames). Then, they were initially applied to internal
combustion engines with minimal changes. This last aspect will be further discussed in
the last section of this chapter.

4.4.2 G-Equation model

The G-Equation model is the application of the level set approach [3] to turbulent com-
bustion problem. A scalar Field named G(x, t) (in the early works it was named F )
is used to represent a distance function from the average flame front position. Starting
from equation 4.28, Peters [92] derived the following Favre-average evolution equation
for G:

∂ρ̄G̃

∂t
+∇ ·

(
ρ̄ŨG̃

)
= (ρ̄uSt)|∇G̃| − ρ̄D̃tκ (4.38)

where the curvature term κ is equal to ∇ · n, with n the normal direction of the
flame towards the unburnt gas region (n = −∇G̃/|∇G̃|). For convenience, the value
G(x, t) = 0 is associated with the mean flame front position and the positive region of
G(x, t) points toward the fully burnt gas side. D̃t is given by the employed turbulence
model and the only remaining unknown term is St, which is the turbulent burning ve-
locity. Peters provided also a modelling equation to compute these quantities; however
also other correlations, like experimental ones, can be used, provided that they repre-
sent the motion of the averaged flame front, which is seldom the case. The position of
the average flame front, for the previous definition of the progress variable, defines the
iso-surface c̄ = 0.5. Actually, G(x, t) = 0 could represent any iso-surface, providing
that St models the motion of that surface. For example, if the leading edge of the flame
brush is chosen (for example associated with c̄ = 0.05), then Ũrms ∼ U rms,u for equa-
tion 4.37, which is more consistent with the measured one. The last modelling part is
to associate every value of G(x, t) with a corresponding value of c̄. Peters proposed a
transport equation for the variance of G, G̃”2(x, t) which is associated with the flame

brush thickness by the relation ∆t =

√
G̃”2(x, t)/|∇G̃|. With these quantities it is

possible to correlate the progress variable with the value assumed by G. For example
from the analysis of experimental results taken by different authors shown in [63]:

c̄ = 0.5 + 0.5 erf

 G
√

2

√
G̃”2(x, t)

 (4.39)

Alternatively, a transport equation of the progress variable (see equation 4.40) can be
solved, correlating the reaction term with the value of G as done, for example, in [80].
More details of G-Equation approach will be given in chapter 6.

4.4.3 Flame surface density model

A general average transport equation for the progress variable c̃ can be written as:

∂ρ̄c̃

∂t
+∇ ·

(
ρ̄Ũc̃

)
+∇ ·

(
ρ̄ũ′c′

)
= ˜̇ω (4.40)
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where ρ̄ũ′c′ is the turbulent flux term resulting by averaging procedure and ˜̇ω is a
generic source term. In some works the previous relation is derived from the energy
conservation equation, assuming an adiabatic system and a constant heat capacity and
equidiffusive mixture. c is identified as a non-dimensional temperature (θ in section
3.2.2). Even if this seems to be also a result of relation 4.31, it can led sometimes to
misunderstand. For example, in some DNS works iso-temperature surfaces inside the
structure of the flame, after averaging, are identified with c̄, which in the context of
BML analysis has a completely different physical meaning. In order to avoid such con-
fusion, the derivation from [124] will be presented in the next section. This derivation
is more coherent with flamelet concepts and BML analysis than the previous method.
The flame surface density model describe ˜̇ω as the product of the flame surface density
Σ by the local consumption rate per unit of flame area ρu〈CL〉.˜̇ω = ρu〈CL〉Σ (4.41)

The flame surface density Σ(x, t) measures the probability of a surface being in the
point at coordinate x at time t. Let δA be the area of a surface within the volume
δV , then Σ(x, t) is the expectation of δA/δV . A high flame surface density at a given
location in the flow corresponds to a high turbulent reaction rate. An analytical transport
equation of Σ has been derived in [97] using geometrical considerations. The final
result is very similar to the stretch rate relation 3.44 and it is:

∂Σ

∂t
+∇ · (〈U + SLn〉sΣ) = (∇ ·U− nn : ∇U− SL∇ · n) Σ (4.42)

where the operator 〈〉s is the surface mean, SL is the propagation speed of the surface
and ~n is the normal to the flame front pointing towards the fresh gases. The source term
proportional to Σ on the right hand side is the stretch rate. Using Favre decomposition,
equation 4.42 can be rewritten as:

∂Σ

∂t
+∇ ·

(
ŨΣ
)

+∇ · (〈U′〉sΣ) =
(
∇ · Ũ− 〈nn〉s : ∇Ũ

)
Σ

+ 〈∇ ·U′ − nn : ∇U′〉sΣ
− ∇ (〈SLn〉sΣ) + 〈SL∇ · n〉sΣ (4.43)

The terms in this equation which need to be modelled are the turbulent flux (third term
on the left hand side), the stretch rate associated with turbulent component of velocity
(second term on the right hand side) and the last two terms on the right hand side of
equation, which are related to kinematic restoration and curvature effects. Different
closure models based on heuristic arguments have been proposed in literature. The
final formulation assumes the following form:

∂Σ

∂t
+∇ ·

(
ŨΣ
)

= ∇ ·
(
νt
σΣ

∇Σ

)
+ κmΣ + κtΣ−D (4.44)

where gradient assumption has been employed to model the turbulent flux, κm rep-
resents the stretch rate associated with average velocity, κt indicates the stretch rate
associated with turbulence and D is a destruction term which is introduced in order to
eliminate flame surface when c̃ → 1. The propagation term ∇ (〈SLn〉sΣ) in this form
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is neglected, but unless U is very high, it should not. In RANS simulation, also stretch
associated with average velocity (κm) can be neglected, while for LES it is kept. The
turbulent stretch rate term κt is taken to be proportional to the inverse integral scale
turnover time ε̃/k̃ and is corrected with an efficiency function Γ(u′/SL, lt/δL) which
was derived from DNS computation of vortex flame interaction [78]. The term D is
constructed in order to become big near c̃ → 1; usually this value is inversely pro-
portional to c̃(1 − c̃) or more simply (1 − c̃). For more examples of closure models
see [30]. Even if these papers are quite old, more recent works [21] still use the same
closure models.

4.4.4 Flame speed closure model

This model was firstly developed based on empirical observation by Zimont [129].
Weller started from flame surface density theory and conditioned average technique to
derive a model [124] whose final version is very close to the one previously proposed
by Zimont. More recently Lipatnikov [62] started from equation 4.40 and derived a
more general form of the Zimont’s one. In particular Weller used the relation Σ =
Ξ|∇c̄| and derived a transport equation for Ξ starting from 4.42. Ξ is called wrinkling
factor (or wrinkle density) and is defined as the flame area per unit area resolved in the
mean propagation direction (equation 4.53). Weller first defined an indicator function
I(x, t) such as it is 1 for points belonging to the unburnt gas zone and 0 for points
belonging to the burnt zone; then he defined a zone volume fraction α(x, t) as the
probability of a point(x, t) being in unburnt gas zone α = I(x, t) where the over-bar
denote the ensemble average. Then, using conditioned-averaging relations [28] for a
generic properties Q:

I∇Q = ∇IQ− lim
δV→0

1

δV

∫
S(x,t)

Qn(x, t)dS (4.45)

〈Q〉s =
limδV→0

1
δV

∫
S(x,t)

Q(x, t)dS

Σ
(4.46)

I∇Q = ∇αQ− 〈Qn〉sΣ (4.47)

I∇ ·Q = ∇ · αQ− 〈Qn〉sΣ (4.48)

I
∂Q

∂t
=
∂αQ

∂t
+ 〈QVI · n〉sΣ (4.49)

Where S(x, t) is the equation for the interface, n denotes the direction of the unit
normal to the interface, pointing towards the unburnt zone, Σ is the same defined in
the previous sub-section and VI is the absolute velocity of the interface. Replacing
Q = 1 into 4.49, remembering that the interface absolute velocity is the sum of fluid
and propagation velocity VI = UI + SI , and decomposing UIn into surface average,
it is obtained:

∂ᾱ

∂t
+ 〈UI〉s〈n〉sΣ + 〈U′In′〉sΣ = −〈SI〉sΣ (4.50)

Using Q = 1 in equation 4.47:
〈n〉sΣ = ∇ᾱ (4.51)
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from the last two relations, replacing α = 1 − β = 1 − c̄, which requires a change of
sign, it is obtained:

∂c̄

∂t
+ 〈UI〉s∇c̄+ 〈U′In′〉sΣ = 〈SI〉sΣ (4.52)

which starts to look like equation 4.40 written in non-conservative form. Defining Ξ as
the ratio of the average flame area per unit volume 〈Af〉s = Σ and the average flame
area projected onto the mean propagation direction n̂ = 〈̂n〉s (normalized vector of the
average surface normal direction), it is obtained:

Ξ =
Σ

〈As〉s
(4.53)

〈As〉s = lim
δV→0

1

δV

∫
S(x,t)

n̂ · ndS = |〈n〉s|Σ (4.54)

remembering equation 4.51:

Ξ =
Σ

|∇c̄|
(4.55)

n̂ = − ∇c̄
|∇c̄|

(4.56)

the substitution of Σ in equation 4.52 with the wrinkling factor gives:

∂c̄

∂t
+ 〈UI〉s∇c̄+ 〈U′In′〉sΞ|∇c̄| = 〈SI〉sΞ|∇c̄| (4.57)

Which can be written also as:
∂c̄

∂t
+ 〈UI〉s∇c̄+ (〈SI〉s − 〈U′In′〉s) Ξn̂∇c̄ = 0 (4.58)

Using Damkohler concept, the product 〈SI〉sΞn̂ is the turbulent burning velocity. It
is interesting to note that the term associated with the turbulent scalar flux could be
included in the definition of turbulent burning velocity, as partially done by Peters,
and that it depends on Ξ. Starting from Eqn. 4.55, Weller developed also a transport
equation for the wrinkling factor, whose final form is:

∂Ξ

∂t
+ 〈VI〉s∇Ξ = G

+ Ξn̂ · ∇〈Ut〉s · n̂−
1

Ξ
n̂ · ∇〈VI〉s · n̂

+ Ξ(〈Ut〉s − 〈VI〉s)
∇|∇c̄|
|∇c̄|

(4.59)

VI = U+SLn, is the interface absolute velocity, whileUt = 〈UI〉s+(〈SI〉s − 〈U′In′〉s)·
Ξn̂ is overall propagation velocity. The first term G represents the contribution due to
turbulence fluctuation and it is equal to:

G = −Ξ(〈n′ · ∇VI · n′〉s + 〈n′ · ∇VI〉s · 〈n〉s + 〈n〉s · 〈∇VI · n′〉s) (4.60)

The second term is associated with stretch generation, the third corrects the previous
effects on the projected area. The last two terms are associated with cusps formation
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Chapter 4. Turbulent combustion modelling

at the trailing edge (increase of Ξ) of the flame while it tends to smooth the leading
edge of the flame (decrees of Ξ). The surface average velocity can be modelled with
the conditioned average value corrected by a surface correlation term, which depends
on turbulence, using gradient assumption:

〈UI〉s = UI −DI
∇Ξ

Ξ
(4.61)

〈U′In′〉sΣ = −ΣDI∇ · 〈n〉s = −ΣDI∇ ·
n̂

Ξ

= DI
∇Ξ

Ξ
∇c̄−DI(∇ · n̂)n̂ · ∇c̄ (4.62)

Which, substituted in 4.52, gives:

∂c̄

∂t
+
(
UI + 〈SI〉s −DI∇ · n̂

)
∇c̄ = 0 (4.63)

It is noticed that equation 4.63 is formally identical to Eqn. 4.38 of the G-Equation
model, but the variable c̄ has a different meaning than G. Moreover the correla-
tion between Favre-averaged quantites and interface properties is not straightforward.
Equations 4.63 and 4.59 provide the equations needed to close the set of equations
obtained with conditioned average technique. In the present work, Favre-average equa-
tions are used, and the unknown terms of the previous equations must be closed with
relations which are function of Favre-averaged quantities. Applying the conditioned
Favre-average to the mass conservation equation for the unburnt side of the flame and
using the BML relations, it can be found:

∂ρ̄b̃

∂t
+∇ · (ρ̄Ũub̃) = −〈ρuSI,u〉sΞ|∇b̄| (4.64)

Where b̃ = 1− c̃ is the regress variable. From BML relation 4.34.

Ũu ∼ Uu = Ũ + (1− b̃)(Uu −Ub) (4.65)

It is underlined that up to now the model has been mathematically derived using only
conditioned average technique and BML assumption, which are coherent with flamelets
regime description, while the following relation starts to introduce heuristic modelling
assumption. Weller closed Uu −Ub with a jump relation similar to the laminar flame
case with the addition of a dispersion term:

Uu −Ub =

(
ρu
ρb
− 1

)
〈SI,u〉sΞn̂− D̃t

∇b̃
b̃(1− b̃)

(4.66)

The first term on the right hand side of 4.66 is self-explanatory, the second term is
introduced to model the fact that Ξ is not constant through the flame brush, but it has
its own distribution. As clearly stated in [124], the functional relation was assumed in
order to obtain a gradient like term in the final progress variable equation. Introducing
these two last relations in 4.64, making some algebraic operations (which modify |∇b̄|
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into |∇b̃|) and changing the regress variable with the progress variable, it is finally
obtained:

∂ρ̄c̃

∂t
+∇ · (ρ̄Ũc̃)−∇ · (ν̃t∇c̃) = 〈ρuSI,u〉sΞ|∇c̃|

+ ρu(c̃− c̄)∇ · (〈SI,u〉sΞn̂)

+ (c̃− c̄)〈SI,u〉sΞn̂ · ∇ρu (4.67)

The last term on the right hand side of the previous equation is negligible because
∇ρu ∼ 0. The second term instead is not negligible a priori because Ξ can change a
lot across the flame brush. Different modelling considerations have been developed for
Eqn. 4.59. The final version of the Ξ equation which is implemented in OpenFOAM is
described in [117]:

∂Ξ

∂t
+ Us∇Ξ−∇ · (ν̃t∇Ξ̃) = GWΞ−R(Ξ− 1)

+ max[(σt − σu)]Ξ (4.68)

Where the most important terms are modelled as:

Us = Ũ + (ρu/ρ− 1)〈SI〉sΞn̂−
D̃tn̂

|∇c̃|
(4.69)

GW = 0.28/τη (4.70)

R = GW
Ξeq

(Ξeq − 1)
(4.71)

For the remaining modelled quantities, see [117] (Eqn. 57 and 58). In addition to
what it is written in the cited paper, it is underlined that in the passage from Eqn. 4.59
to Eqn. 4.68, the last term associated with cusps formation in 4.59 has been deleted
for numerical issues encountered in 3D domain. This term is the main source of Ξ
inhomogeneity across the flame brush; without it, the second term on the right hand
side of Eqn. 4.67 becomes much less important and can be removed as well. As a
consequence, the simplified Weller model is reduced to the Zimont model [129] (see
Eqn. 4.73), with a turbulent burning velocity which practically increases exponentially
in time (in homogeneous turbulence cases) until it reaches the equilibrium value, for
which the turbulent velocity correlation by Gulder [41] was chosen (it is interesting
to note that, apart from the value of an experimentally tuned constant, Gulder and
Zimont turbulent velocity correlations are the same). Lipatnikov in [62], assuming self-
similarity and frozen homogeneous turbulence, showed that a general balance equation
of the type 4.72 can be reduced to an expression like the one of the simplified Weller
model. He started from the general balance equation of the progress variable:

∂ρ̄c̃

∂t
+∇ ·

(
ρ̄Ũc̃

)
= ∇ · (k(t)ρ̄Dt,∞∇c̃)− ν∇f + ω(t)W (4.72)

Where f(c̃, σ,N, ξ) ≥ 0 is an arbitrary bounded function which is equal to zero at
c̃ = 0 and c̃ = 1, N and ξ are respectively a non-dimensional velocity and a spatial
coordinate with respect to the characteristic time and length scale of the flame. f repre-
sents pressure-driven transport term (the one which is responsible of counter-gradient
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diffusion). W (c̃, σ,N, ξ) ≥ 0 represents a generic reaction rate function which shares
the same properties of f . k(t) and ω(t) are generic functions of time which tends to 1
as t→∞. Lipatnikov demonstrates that in 1D, Eqn. 4.72 corresponds to equation:

∂ρ̄c̃

∂t
+∇ · (ρ̄Ũc̃)−∇ · (ρ̄Dt∇c̃) = ρuSt|∇c̃| (4.73)

Where St is the turbulent burning speed and the turbulent diffusion coefficient is equal
to Dt = Dt,∞(k(t)− (1 + a)δt + aω(t)δ2

t (t)), with δt the ratio of flame brush thickness
on the fully developed value and 0 ≤ a < 1 is a constant. Moreover s(t) = δt(t)ω(t),
where s(t) = St/St,∞. Finally Lipatnikov demonstrated that the solution of Eqn. 4.73
together with the mass conservation equation is:

c̄ = 0.5 + 0.5erf(
√
π
x− xf

∆t

) (4.74)

Where xf =
∫
Stdt is the mean flame position (c̄ = 0.5) and ∆2

t =
∫
Dtdt. This

progress variable profile agrees well with the experimental profiles measured on dif-
ferent basic flame configurations (flame-holder, V-Shaped and spherically expanding
flames) as shown in Figure 4.3. These results will be used to process data in the next
section.

Figure 4.3: Comparison of progress variable profile given by 4.74 with experimental data obtained by
various authors for different configurations. The reverse value of the maximum gradient of c is used
to estimate the flame brush thickness of the experimental data. The profiles are centered with respects
to the position where c = 0.5. Image is taken from [62], where more about the provenience of the
experimental data can be found.

This last result shows that the use of different closure expressions for the turbu-
lent burning velocity/wrinkling factor as the one proposed in [92] does not change the
structure of the solution of Eqn. 4.73. The Zimont/Weller model can be seen as an
intermediate model between G-Equation and flame surface density. Anyway, the linear
relation between the source term in the progress variable equation and the gradient of c̃
make this model more similar to the G-Equation model.

4.5 Comparison of RANS turbulent combustion models

In the previous section, the basic theory and ideas, from which the most employed
models in literature are derived, were shown. As it could be expected, the models share
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some analogies, for example Weller’s model can be connected both to G-Equation
(Eqns. 4.63 and 4.38) and to FSD model (Eqns. 4.67 and 4.51), but their different
modelling strategies lead to final equations which behave quite differently. In this sec-
tion, the models behaviour in basic configurations is compared to understand which of
them is the most promising one for modelling combustion in SI engines from the first
stages of flame development. In literature there are many examples of computation
of the previous three models for engine applications (see [118], [6], [125]), both for
RANS and LES simulations, but their results have been seldom compared. Moreover,
in these works different expressions for the source terms in Σ equations or turbulent
flame speed correlations were used. This makes the evaluation of the behaviour of
these models difficult; the main idea that these articles suggest is that these models are
essentially equivalent. From the author experience, this is not completely true and this
section will try to show that, for RANS approaches, the numerical behaviour of FSC
and G-Equation models makes them better suited that FSD for spark-ignition engine
modelling. In particular they are better suited to be coupled with models whose aim is
to simulate the initial stage of flame kernel development. The chosen configurations for
the comparison are: a 1D planar configuration, which shows some basic properties of
the model; a 2D cylindrical flame expansion, in order to compare the effect of geometry
configuration on the results of the model and in particular the effect of stretch. Finally,
as a summary, a very simple test case with an engine like configuration is shown. The
subject of the comparison is the structure of the flame and some parameters which char-
acterize the development of the flame. These are essentially the flame brush thickness
and turbulent propagation speed. The focus of the comparison is to see which model
is less subject to modifications when some parameters, which are not related to turbu-
lence and flames properties (laminar flame speed and thickness), are changed; indeed
these parameters should not alter a lot the flame behaviour. All these models were
implemented in OpenFOAM, modifying the "XiFoam" solver [2], which is an imple-
mentation of the Weller’s model. An important modification had to be applied to make
the model coherent with BML analysis: in OpenFOAM conditioned average equations
of unburnt gas enthalpy (h̄u) and Favre-average enthalpy (h̃) are solved (their equa-
tions can be found in section 6.1). This is required because the properties of laminar
flames (tabulated or obtained by experimental correlations) are based on the unburnt
gas properties and not on the Favre-average quantities. With these two equations, it is
possible to use expression 4.34 to obtain the conditioned average burnt gas enthalpy
(h̄b). The standard code of OpenFOAM converts the progress variable into the Favre-
average mass fractions of reaction products and of reactants employing relation 4.34.
Then, these quantities are used to build a mixture composition which is used to derive
the Favre-average temperature (T̃ ) from the corresponding value of enthalpy h̃. The
problem is that, due to the non linear relation between enthalpy and temperature (cp is
obtained from JANAF coefficients), the computed T̃ does not satisfy Eqn. 4.34 applied
to temperatures. As density depends on temperature and not on enthalpy, the computed
ρ is wrong and even relation 4.33 is no more satisfied. In other words, while relation
4.34 applied to temperature is always valid, its application to mass fractions is correct
only for the simplified cases where the Lewis number is equal to one for all species and
the specific heat capacity is constant. To correct this incongruence, the code was mod-
ified in order to compute T̃ directly from the progress variable c̃ through relation 4.34,
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while the conditioned averaged temperatures of burnt and unburnt zones are obtained
from the corresponding enthalpies.

4.5.1 Planar configuration

This configuration has been the subject of many studies and it is a basic test which can
be used both for comparison and to assess the correct implementation of a model. For
this configuration some analytical solutions are known, so that some of the results could
just be theoretically provided. Furthermore, for this configuration G-Equation model
behaves like the FSC model, so it is not showed. The case set-up is a duct closed on one
side and open on the other side, as depicted in Figure 4.4. This configuration allows
to study the transient behaviour of the flame and it also shares some properties with
spherical expanding flames (the velocity increases ahead of the flame while it remains
zero at burnt gas zone). The selected mesh size is uniform and equal to 0.5 mm, as,
for higher resolution, the results were the same. All the selected numerical schemes
are fully second order in space (Peclet number ∼ 1.6 < 2.0) and time step is selected
in order to have maximum Courant number which is less than 0.5. Three information
characterize a RANS premixed combustion model: turbulent flame speed development,
flame brush thickness and structure of the flame (c̄ profile). For FSD model (Eqns. 4.40,
4.41 and 4.44), two of the many sub-models which describe the terms on the right hand
side of equation 4.44 are selected: the CFM2-a and the CFM2-b (see Table 4.1). For
FSC model the simplified Weller equation (with correspond to the Zimont model) is
employed (Eqns. 4.73 and 4.68).

Figure 4.4: Set-up of the 1D configuration test case. The duct is closed on one side in order to simulate
an expansion process and open on the other side in order to preserve the pressure value.

Symbols Model CFM2-a Model CFM2-b
km 0.0 0.0

kt αΓk
ε

k
αΓk

ε

k
D β SL+C

√
k

1−c̃ Σ2 β SL+C
√
k

c̃(1−c̃) Σ2

St,∞ from KPP-analysis
√

6αΓkCµ
σΣ

urms

√
6αΓkCµ
σΣ

(
1 + β(1 + C

√
k

SL
)
)−0.5

urms

Table 4.1: Source terms for Flame Surface Density models and corresponding turbulent flame consump-
tion speeds.

Turbulence parameters, laminar flame speed and constants of the models are im-
posed in order to obtain the same fully developed turbulent flame speed 4.4. While
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for FSC model the expression of flame speed clearly compares in the progress vari-
able equation, for the FSD model, the expressions obtained by Kolmogorov-Petrovsky-
Piskounov (KPP) analysis [43] are employed. They are given in table 4.1 . The results
of this approach are only valid for 1D configurations with constant density and frozen
turbulence. As a consequence, two tests at constant and variable density are conducted.
The parameters selected for the constant density case are kept also for the other test. To
initialize the cases, the same initial c̄ profile is imposed near the closed end of the duct.
The selected profile is provided by Eqn. 4.74, which is already the solution of the FSC
model. For FSD model such analytical profile does not exist and other profiles could
be chosen. A linear profile was also selected in order to see how this initial condition
could affect the transient result for FSD case. The initial Σ profile is provided by the
following relation: Σ = Σmaxc̃(1− c̃).
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Figure 4.5: Evolution of a planar turbulent flame for the constant density case. Figure (a) shows the non-
dimensional turbulent flame speed. Figure (b) shows the turbulent flame brush thickness evolution.
The parameters used to initialize the problem and to make the reported quantities non-dimensional
are given in Figure 4.4.
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Figure 4.6: Evolution of a planar turbulent flame for the constant density case. Figure (a) shows the
Progress variable profile. Figure (b) shows the Dependence of Σ source term on the progress variable
c. The parameters used to initialize the problem are given in Figure 4.4.

Figure 4.5 (a) shows the transient evolution of the turbulent consumption speed,
which was computed integrating the source term of equations 4.73 and 4.40 over the
whole domain and dividing the final result by the cross section area of the duct (St =
1/Aduct ·

∫
ρω̇dV ). The FSC model shows an exponential increase of consumption
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speed with a characteristic time equal to (k/ε), which is related to the first two source
terms of equation 4.68. The two CFM models show different trends and time responses
to the transient phase. In particular, two phases can be identified: an initial short phase,
in which the turbulent speed reaches about 80% of the final value, and a longer phase,
in which the flame speed slowly reaches the fully developed turbulent flame speed. Fig-
ure 4.5 (b) shows the development of the flame brush computed as the inverse of the
maximum gradient of c̄ across the flame. It is seen that for the FSC model the flame
brush increases indefinitely in time, even if the flame speed has reached the equilib-
rium value. Instead, the flame brush for the two CFM models reaches more or less a
constant value. For FSD models, the developing time of the flame brush thickness is
clearly associated with initial developing phase of the turbulent flame speed. Figure 4.6
(a) shows the structure of the flame at the end of transient of the flame speed for the
three models. The profiles were obtained centering the point for which c̄ = 0.5 and
normalizing the final results by the flame brush thickness. The FSC model shows the
typical error function profile given by equation 4.74, which is symmetric with respect to
the center of the flame. The results of FSD models, instead, are not symmetric but differ
only a little from the profile given by the FSC model. This means that the experimental
profile of this variable given in figure 4.3, with the related uncertainties, is not enough
to draw some conclusions from them. The Figure 4.6 (b) shows the source term profiles
of equations 4.73 and 4.40 across the flame brush. They are identified with Σ in both
the equations, because at constant density c̄ = c̃ and relation 4.55 is satisfied. For FSC
models Σ is a Gaussian distribution in space, as it is related to the derivative of c̄ profile.
The CFM2-a model shows a dependency which is not symmetric, but it is close to the
relation c̄(1− c̄). The CFM2-b model source term is clearly higher toward the leading
edge of the flame than at the trailing edge. As can be noted from table 4.1, the two FSD
models share three tuning parameters (α, β and C) which influence both the transient
behaviour of the flame and its final structure. For the CFM2-a model only α influences
the turbulent speed value, while for the CFM2-b model also the other two compare in
the KPP relation (see the last raw of table 4.1). It is impossible to select a set of the
three constants which guarantees the same final velocity with both formulations. As
a consequence, in order to minimize the differences, two of the three parameters were
kept constant, while α was changed in order to obtain the same equilibrium turbulent
velocity. The final considerations which the author want to underline are not anyway
influenced by this choice. Figure 4.7 shows the different transient responses for the
three models with different initial imposed profiles. It can be noticed that the consump-
tion speed of the FSC model is practically the same for both initial conditions, while
the transient behaviour of the FSD models is strongly affected by this choice. This can
be an important issue in spark-ignition engine simulation, especially if the initial stage
of flame kernel development has to be modelled. In fact, even if an ideal sub-model
was able to perfectly describe this phase, the improved accuracy provided by such a
model would be lost when switching to the main combustion model.

Now the same test case with the same parameters (but only for error function pro-
file initialization) is proposed for a variable density problem with temperature ratio of
about 4 and 8, which are respectively typical values of SI engine and ambient condition
cases. Figure 4.8 (a) shows the evolution of turbulent flame speed for the six cases
considered. It can be noticed the FSC model keeps the same profile of the constant
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Figure 4.7: Turbulent Flame speed development for different initializations of the progress variable.

density cases. The little differences between the two cases are due to small pressure
oscillations arising because of heat released during the flame initialization. Moreover,
the pressure increases a bit across the flame due to momentum conservation, which
is not considered in Lipatnikov analysis. These oscillations, which increase with the
temperature ratio, produce some noise which is amplified when gradient quantities are
computed. Both FSD models show more or less the same transient behaviour of the
constant density case, but this time the equilibrium value increases with respect to the
one predicted by KPP-analysis which, as already stated, is valid only for constant den-
sity flows. In particular this value increases with the temperature ratio. Looking at the
corresponding thickening of the flame brush (Figure 4.8 (b)) and remembering that, for
constant density case, the increase of velocity in time is related to the one of the flame
thickness, it is concluded that the two effects are linked together (showing an opposite
behaviour with respect to laminar flames). For the FSC model, as for the constant den-
sity case, these two effects are decoupled. Figure 4.9 (a) shows the c̄ profile. The FSC
model practically preserves the constant density profile (there is a little spread of c, as
the density ratio increases, which can be related to the pressure modification across the
flame), while the profile changes more with the FSD models and the progress variable
profile becomes flatter as the flame thickness increases. Figure 4.9 (b) shows the source
term as function of c̄; in line with relation 4.33, the source terms moves toward higher
c̄ as they depend on c̃.

In conclusion FSC model preserves its characteristic, as the turbulent flame param-
eters are kept constant, and it is less sensible to initial conditions, while the structure
of the flame and the turbulent velocity of the FSD models are sensitive to the two pa-
rameters studied in this section. Because of the implicit relation which links these
parameters to the flame evolution, FSD model is probably more subject to tuning con-
stant dependency than the FSC model. The FSD model has more constants which can
be tuned; KPP-analysis leads to a relation which, for different sets of constants, gives
the same fully developed turbulent flame speed, so that there are some degrees of free-
dom in order to match some other properties of the flame. Anyway, the selected set of
constants will probably be problem dependent and does not provide a clear way to find
some general relations with measured physical quantities. One of the critics moved to
the FSC model is that it is not able to predict a steady planar flame because of the con-
tinuous increase of the flame brush thickness. Weller argued that this is the result of the
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Figure 4.8: Evolution of a planar turbulent flame for variable density cases. σ = ρu/ρb. Figure
(a) shows the non-dimensional turbulent flame speed. Figure (b) shows the turbulent flame brush
thickness evolution. The parameters used to initialize the problem and make the reported quantities
non-dimensional are given in Figure 4.4.
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Figure 4.9: Evolution of a planar turbulent flame for variable density cases. σ = ρu/ρb. Figure
(a) shows the Progress variable profile. Figure (b) shows the Dependence of Σ source term on the
progress variable c. The parameters used to initialize the problem are given in Figure 4.4.

simplification of the cusps formation term in the Ξ equation (last term of 4.59), which
is able to compensate the diffusion term. As shown in the previous section, Lipatnikov
asserts in [62] that pressure driven transport term reduces Dt in time and, for very long
development time, Dt → 0, so that a finite flame brush thickness in achieved. Zimont,
instead, suggests [122] the introduction of the following term on the right hand side of
equation 4.67: a urms(2c̃ − 1)|∇c̃|. This new source term does not alter the value of
overall burning speed (the integral over the flame brush is zero in 1D), but set the value
of the final flame brush thickness to be proportional to a−1/2lt, as proven in Figure 4.10.
This term changes a bit the flame structure, as it shifts the source terms to the trailing
edge of the flame, but not enough to be clearly different from the profile reported in
Figure 4.3.

4.5.2 2D test case

In this section the same parameters and numerical set-up used in the previous test case
are applied to a different geometry configuration, which is more in line with the one
encountered in SI engines. This configuration is a 2D cylindrical expanding flame (Fig.
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Figure 4.10: Flame brush thickness after introduction of the term a urms(2c̃ − 1)|∇c̃| in the progress
variable equation. Flame brush development is shown for three values of the constant a.

4.11). The main difference with the previous configuration is that this time the flame
is subject to a decreasing stretch as the flame grows. The test case domain is a square
which represents a quarter of the axis-symmetrical real configuration. The flame is
ignited in one corner of the square; initial error function profile is imposed, but this
time an important parameter which plays a role is the radius for which c = 0.5. The
initial flame brush thickness is selected to be 20% of the radius. Only the case with
temperature ratio equal to 4 is discussed. Then some computations on a very simple
engine configuration will be illustrated to conclude the test cases section.

Figure 4.11: Set-up of the 2D configuration test case.

Figure 4.12 (a) shows the turbulent flame speed for the three models with initial ra-
dius equal to 1 cm, which is selected in order to guarantee high resolution level for the
initial structure of the flame (the mesh size is 0.5 mm near ignition point). Because of
the selected configuration, the surface of the flame increases with time and the compu-
tation of the turbulent flame speed requires the estimation of the average flame radius,
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which is achieved by the following relation:

r =
2

π
A =

2

π

∫
V

|∇c̄|dV (4.75)

St =


∫
V ρuSt|∇c̃|dV∫

V |∇c̄|dV
, For FSC model∫

V ρuSLΣdV∫
V |∇c̄|dV

, For FSD model
(4.76)

Where A is the average flame front surface and the coefficient 2 takes into account that
only a quarter of the real domain has been considered. The results of Figure 4.12 (a)
are compared with the corresponding 1D results. Like laminar flames, stretch decreases
the propagation speed of all the models. If equation 4.40 is rewritten using the gradient
assumption in cylindrical coordinates system and only derivatives with respect to the
radius are kept (because of symmetry), it is obtained:

∂ρ̄c̃

∂t
+
∂ρ̄Ũc̃

∂r
+

∂

∂r

(
ρ̄Dt

∂c̃

∂r

)
= ˜̇ω − ρ̄Dt

r
|∂c̃
∂r
| (4.77)

Where the direction of increasing r is the same of the one of flame propagation, so
that ∂c̃/∂r < 0 = −|∂c̃/∂r|. Comparison of this result with equation 4.73 makes
clear that the new term is a negative propagation velocity witch is proportional to the
stretch rate and it is somehow the equivalent of the thermal-diffusion contribution of
the Markstein number (first term in 3.48). The same effect appears in the flame surface
density equation, but the radial profile of Σ is not monotonic, and this effect should
sharp Σ profile in the middle. In fact, it also reduces the flame brush thickness with
respect to the planar case, as illustrated in Figure 4.12 (b).
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Figure 4.12: Comparison of models results for the 1D planar and 2D cylindrical configurations with
σ = 4. Turbulence properties can be found in Figure 4.11. Strain lines represent the planar case,
dashed lines the cylindrical case. Figure (a) displays the turbulent flame speed. Figure (a) depicts
the development of the flame brush thickness

As for laminar flames, the reduction of velocity is stronger for higher ratio of flame
brush thickness on average radius of the flame. Figure 4.13 shows this effect using
FSC model and exploiting Zimont’s modification (fig. 4.10) in order to change the
flame brush thickness. The propagation velocity is fixed (about 4.7 m/s); the effective
velocity is compared with the inverse of the radius, which is proportional to the stretch
rate. It can be seen that, after an initial transient during which the flame adapts its
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structure to the geometry, the combustion evolves with different trends towards the
imposed velocity; in particular for higher flame brush thickness the flame speed reaches
the planar flame value with lower rates.
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Figure 4.13: Stretch effect on turbulent Flame speed evolution for different planar flame brush thick-
nesses ∆t.

If we look at a sequences of images of flame development, we can see a clear dif-
ference between the two models behaviours. In Figure 4.14 it is shown that the FSC
model describes a flame which propagates in time while the flame brush increases its
thickness. The structure of the flame is close to the one given by the planar profile
and the flame initial profile rapidly rearranges to the stretched configuration. The FSD
model has a longer adaptation time. As can be seen in Figure 4.15, initially the flame
simply diffuses decreasing c̃ near the ignition point. Then, when its thickness has grown
enough, the flame starts to really propagate. If the transient behaviour and the modelling
of initial stages are important, then FSC model is better. Considering that, at time 1.5
ms, the average flame radius is about 1.1 cm, potentially, in an engine simulation, the
FSD model could predict an increasing flame brush thickness up to the cylinder walls.
This would increase the pressure of the chamber but with a non-physical description of
the flame growth.

Figure 4.14: Sequence of images which portrays the evolution of the flame for FSC model. The images
show the progress variable profile for three time steps in succession (Time = 0.5 ms, 1.5 ms, 3.0 ms).

In order to assess this last observation, a final test case is shown. A very simple
engine configuration, known as "pancake engine" reported in [56], was used to test the
model behaviour in an engine-like environment (hight pressure and temperature, no
frozen turbulence). As shown in figure 4.16, the combustion chamber is disk-shaped
with a nearly centrally located spark plug. As a consequence, the engine could be simu-
lated by using an axis-symmetric mesh, represented by 2D wedge. Three experimental
operating conditions were simulated for this engine (see table 4.2). The same set-up
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Chapter 4. Turbulent combustion modelling

Figure 4.15: Sequence of images which portrays the evolution of the flame for FSD-CFM2-a model. The
images show the progress variable profile for three time steps in succession (Time = 0.5 ms, 3.0 ms,
4.0 ms).

proposed in [56] is used for these simulations. This configuration was selected because
it is easy to be reproduced and fast to be computed.

Figure 4.16: Pancake engine configuration. Draft of the real geometry and of the mesh used in the
simulations.

Case Volumetric Overall Equivalence Engine T (IVC) urms (IVC) lt (IVC)
Efficiency [%] Ratio [-] Speed [rpm] [K] [m/s] [m]

1 40.0 0.87 1500 453 19.78 4.03
2 60.0 0.87 1500 429 19.78 4.03
3 40.0 0.87 1000 436 13.20 4.03

Table 4.2: Simulated operating conditions for the selected engine. Further details can be found in [56]

The models employed are modified versions of the previous solver adapted to run
with LibICE moving mesh library [69]. In this case the CFM2-a version of flame
surface density model and the G-Equation approach (more details of its implementation
will be given in chapter 6) are compared. For the second model, the simplified Ξ
equation 4.68 and relation 4.39 are used to compute the turbulent flame speed and to
convert G scalar into the progress variable. As a consequence, the results obtained with
G-Equation model and with FSC model are very similar. Therefore, only G-Equation
results are shown. These models require a specific ignition treatments, as they have
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no source term which describes ignition. In this configuration, numerical ignition is
employed to initialize G-Field and Σ. For G-Equation model, the initial flame kernel
grows linearly in time; the final radius and ramp time are given as input parameter
(respectively 3.0 mm and 8 CAD). After the flame has reached this radius, the G-field
equation is solved. For the FSD model, the same approach proposed in [9] is used. It
involves the selection of an initial radius and delay time after which Σ is initialized by
following this relation:

Σ =
At
V0

(
1− erf

(
|r − r0|

2l

))
(4.78)

where At is computed starting from the spherical surface obtained by the initial radius
(about 1.5 mm) multiplied by the turbulent stretch term of Σ equation (kt = αΓkε/k),
V0 is a normalization volume on which the area is distributed and l is a diffusion length
scale computed as l =

√
νt(t− tign). As already stated, this is just a numerical initial-

ization: no physical interpretation is given.

Figures 4.17 and 4.18 show the comparison of pressure and brunt mass fraction re-
sults for the case 1 of table 4.2, for which model constants were tuned. The peak pres-
sure could not be captured because the engine suffers from quenching near the walls,
an effect which the implemented models cannot predict. For these tests, the interest
is focused on the behaviour of the flame of the two models to obtain the experimental
data, more than the simple comparison of model results with experiment. Figure 4.19
shows the initial flame evolution for the G-Equation model. The flame shape has an
initial imposed spherical geometry, which then moves toward the head of the cylinder,
because of the mean flow. Then it starts to propagate to the whole engine. Figure 4.20
shows the same flame evolution for the FSD-CFM2-a model. Also in this case the ini-
tial shape of the flame is spherical, but it is lost in the following evolution. In particular
it can be noticed that the flame does not propagate up to -9 CAD, but essentially it
diffuses (The maximum progress variable at -9 CAD is about 0.97). Then the flame
starts to propagate. The flame surface density shown in figure 4.21 underlines better
this behaviour. In particular it can be noticed that at -9 CAD only a very small zone at
the upper-left edge can be considered completely burned; all the remaining burnt vol-
ume belongs to the flame brush which practically covers one third of the total volume
of the engine. This behaviour is not physically justified. At this time, only about 3% of
the fuel mass is burnt, so that the pressure of the cylinder is not useful to analyze this
phase.

For the sake of completeness, also the other two simulated points are shown in
Figures 4.22, 4.23, 4.24 and 4.25, for which the model constants of the previous cases
were kept equal. It can be noticed that the G-Equation model (or, more precisely,
the Zimont/Gulder turbulent flame speed correlation, equation 4.84) seems to correctly
respond to load changes (pressure changes), while the FSD model seems to scale better
with different engine speeds (probably thanks to the INTFS Γk function [78], which
appears in kt, see table 4.1). Anyway the uncertainties related to the set-up of the model
and the few information about the flame development do not allow to real support this
last argument.
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Figure 4.17: Comparison between experiments

and numerical results of G-Equation model of
cylinder pressure and burnt mass fraction.
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Figure 4.18: Comparison between experiments
and numerical results of FSD-CFM2-a model
of cylinder pressure and burnt mass fraction.

Figure 4.19: Sequence of images which portray the initial evolution of the flame in pancake engine.
Favre progress variable profile is shown for four Crank Angle Degrees before top dead centre.

4.5.3 Summary of the comparison

In this section the behaviour of the three main models employed in literature has been
tested in order to select the most promising one to simulate premixed combustion in
SI engines. The results show that the flame surface density models are very influenced
by the change of parameters which should not affect so much the flame behaviour and
which are not directly controlled by the model. This seems to imply that this approach
will probably rely much more on tuning constants than the other two models when dif-
ferent cases are studied. Moreover, as these constants are not directly associated with
the main features that a RANS simulation can represent (average turbulent flame speed
and flame brush thickness), information obtained by their tuning are not easy to be in-
terpreted. Moreover, the transient behaviour of the FSD model is associated with an

62



i
i

“thesis” — 2015/1/4 — 19:03 — page 63 — #84 i
i

i
i

i
i

4.5. Comparison of RANS turbulent combustion models

Figure 4.20: Sequence of images which portray the initial evolution of the flame for FSD-CFM2-a model.
Favre progress variable profile is shown for four Crank Angle Degrees before top dead centre.

Figure 4.21: Sequence of images which portray the initial evolution of flame surface density for FSD-
CFM2-a model. The images correspond to those of Figure 4.20.

initial increase of flame brush without propagation of the flame. When the thickness
becomes close to its full developed value, then the flame starts to really propagate. This
is due to the progress variable equation which retains a reaction-diffusion form. This
feature probably (at least for RANS simulations) does not let many possibilities to sim-
ulate the initial stages of flame development. In particular, there is not a clear way to
couple the results of dedicated sub-models employed to simulate this phase with the
main model equations without losing the supposed higher accuracy provided by their
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Figure 4.22: Comparison between experiments

and numerical results of G-Equation model of
cylinder pressure and burnt mass fraction.
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Figure 4.23: Comparison between experiments
and numerical results of FSD-CFM2-a model
of cylinder pressure and burnt mass fraction.
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Figure 4.24: Comparison between experiments
and numerical results of G-Equation model of
cylinder pressure and burnt mass fraction.
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Figure 4.25: Comparison between experiments
and numerical results of FSD-CFM2-a model
of cylinder pressure and burnt mass fraction.

use. Even more, if we consider that in a real spark-ignition engine geometry the con-
ditions are not so well defined as in these test cases (turbulence is inhomogeneous and
the mesh quality can be much lower), the problem becomes more complex and harder
to be handled. For FSC model, the flame brush thickness develops continuously but
slowly in time. Its effect on the turbulent flame speed is quite weak. This is related to
the propagative form assumed by the progress variable equation for this model. This
form is more consistent with the concept of surface propagation, but it can also intro-
duce a problem: at initial stages, if the flame brush grows faster than the propagation
speed, the progress variable could travel back to the trailing edge. If this backward
effect reaches a wall or the centre of an expanding sphere, then the flame will con-
tinue to propagate, but the maximum value reached by the progress variable will be
always less than one and the flame could propagate and cover all the engine geometry
without being able to completely burn the fuel. Even if this is unlikely to happen and
can be avoided if a sufficient large initial flame radius is selected for ignition purposes,
it anyway introduces a constraint which depends on the flow field and the mesh em-
ployed in a not obvious way. On the other hand, the FSD model allows the control of
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the flame structure by means of the functions used to correlate the source terms of Σ
equation with the progress variable and the tuning constants. This model is probably
well suited to simulate statistically stationary cases, like Bunsen or V-shaped flames,
for which many information about the structure of the flame are available and it is not
important to simulate the initial transient of the flame. In fact the correlations used for
the source terms of Σ are usually justified arguing that, at steady conditions (the sum
of source terms equal to zero), Σ assumes a shape which agrees with experimental data
(c̄(1 − c̄)). However, this clearly does not mean that the transient behaviour related to
this description is correct. The FSC model is simpler: it does not allow to change the
structure of the flame, which is anyway physically meaningful (see Figure 4.3), but it
is able to decouple the propagation speed from flame structure. This makes easier the
control of the flame evolution, which also means that it simplifies the analysis of the
results. The flame brush thickness instead is still implicitly described in the progress
variable equation and can be partially controlled by means of specific models of the
turbulent diffusivity Dt (as proposed by Lipatnikov) or applying the modification sug-
gested by Zimont (Figure 4.10). The G-Equation approach is somehow the simpler
method; it just tracks the average flame radius position and it completely decouples
flame brush evolution, propagation velocity and flame structure, which can be mod-
elled by specific equations which do not interfere between them and offer the simpler
way to control/understand the combustion process. Because of this decoupling, this ap-
proach is very flexible as it allows to use the correlations proposed by different authors
for modelling single aspects of combustion. Finally, from a theoretical point of view,
G-equation is more coherent with the concept of premixed flames seen as propagating
surfaces wrinkled by turbulence instead of a combustion process controlled by turbu-
lent mixing. As a consequence this last approach has been preferred to the others and
will be further developed in the next chapters.

4.6 The turbulent flame speed

This section is focused on the main factor which influences the results of G-Equation
combustion models: the turbulent flame speed. Many theoretical and experimental re-
lations have been developed in time for the thin reaction zone and corrugated flamelets
regimes. As pointed out in section 4.2, it is hard to clearly define the border line be-
tween these two regimes and engine working points are usually located across this line,
so that both kinds of relations could be employed for practical purposes. Anyway from
a theoretical point of view, the distinction between the two regimes can help to derive
some relations, regarded as asymptotic limit results. Usually the parameters which ap-
pear in these relations are the root mean square velocity (urms) and the integral length
scale (lt) which, together with cascade energy concepts and fluid viscosity, are roughly
able to describe all the turbulence scales. These are also the global quantities which
are measured and that RANS two-equation models can estimate. The parameters, usu-
ally selected to describe the mixture combustion properties, are the unstretched laminar
flame speed (S0

L) and the flame thickness (δL), both with the diffusion and maximum
temperature gradient definition (see Equations. 3.1, 3.3). As noticed in sections 3.3
and 3.4, also the Markstein number (Mab, which can be measured, or Mau, which can
be derived from the first one comparing relations 3.49 and 3.48) should be included in
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the description. Its influence on turbulent propagation speed is demonstrated, for ex-
ample, in the experiments shown in [11], where some couples of air-propane mixtures
(one lean and one rich) with the same laminar flame speed and density ratio show a
different response to the same turbulence field. Moreover, for low turbulence levels,
also intrinsic flame instabilities (which are characterized also by the density ratio σ)
can play a role ( [22], [115]). In the following, some relations derived for statistically
steady planar flames will be reviewed; then some considerations about the unsteady
case of spherical expanding flames, which is more significant for spark-ignition engine
configuration, will be discussed.

4.6.1 Turbulent planar flames

This case is the corresponding case of laminar planar flame. The flame is statistically
unstretched (some DNS computations show that the mean value of the stretch distri-
bution is positive, but anyway close to zero) and experiments on duct geometries can
be used to measure the flame propagation speed. In fact, for this configuration, con-
siderations about mass conservation and flamelets regimes lead to the following simple
relation:

ρuUAduct = ρuS
0
LAturb (4.79)

Where U is the inlet velocity, Aduct is the cross-section area of the duct and Aturb is the
flame area corrugated by turbulence eddies. The value of U, for which the flame is fixed
in laboratory coordinates system, gives the turbulent propagation speed: U = St =
S0
LAturb/Aduct = S0

LΞ. In general, it is not so easy to define when a turbulent flame
is motionless and other experimental configurations like Bunsen and V-Shaped flames
are usually preferred to estimate the turbulent propagation speed. These configurations
require other relations than Eqn. 4.79. For planar turbulent flames, it is well accepted
that the increase of turbulence intensity initially enhances the flame propagation speed;
at higher values, this increment becomes less prominent (blending effect) and for even
higher values the flame keeps the same propagation speed until quenching due to the
induced stretch occurs. There are different theoretically derived expressions for Ξ; most
of them share many aspects in their derivation, which is based on scales analysis. One
of the first theoretically derived expressions was proposed by Damkohler in 1940. He
considered two cases: the first one is for large turbulence scale (lt/δl >> 1 , which is
practically the corrugated flamelets regime), for which he assumed that the interaction
between the wrinkled flame front and the turbulent flow field is purely kinematic. Using
the geometrical analogy with a Bunsen flame, Damkohler related the increase of the
flame surface area to the velocity fluctuation divided by the laminar burning speed:

St
S0
L

= Ξ ∼ urms
S0
L

(4.80)

The second case represents small scales turbulence lt/δL ∼ o(1) which can be associ-
ated with the thin reaction zone. For this case Damkohler assumed that chemical time
scale τc of turbulent flame is the same of the corresponding laminar flame, while tur-
bulence only increases heat exchange in the preheat reaction zone. From dimensional
analysis:

St
S0
L

∼
(
Dt/τc
D/τc

)1/2

→ St ∼
Dt

D

1/2

∼ Da1/2urms (4.81)
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4.6. The turbulent flame speed

Where Dt ∼ urmslt is the turbulent diffusion coefficient and D ∼ δLSL is the lam-
inar diffusion coefficient (δL is defined as a diffusion length). This second case is
coherent with a mixing-controlled combustion process. For common values of turbu-
lent Reynolds numbers (Ret ∼ 4000), the relation lt/δL ∼ o(1) implies low values of
Damkohler number (Da < 1), which indicates that the flame is in the broken reaction
zone. In this regime the flame quenches and the assumption that the chemical time scale
is not altered by turbulence is at least arguable. Anyway, the previous argument can be
applied to the smallest scales in the cascade concept, for which the corresponding tur-
bulence intensity un is much lower than urms and then the Damkohler number can be
much more than one. For example, Zimont in [129] derived his relation assuming to be
in the thin reaction zone. In this regime, he argued that small eddies, penetrating the
preheat zone, change the structure of the laminar flame increasing its thickness to δnt
and reaction speed to unt, while eddies bigger than δnt corrugate the flame with purely
kinematic interaction. He applied the same Damkohler assumptions to estimate unt and
proposed the following relation for the turbulent propagation flame speed:

St = unt
∆t

λf
(4.82)

unt
S0
L

∼
(
Dnt/τc
D/τc

)1/2

→ St ∼ Da−1/2urms (4.83)

where ∆t/λf is a wrinkling coefficient Ξ for this "thickened flamelet", ∆t is the disper-
sion of the random oscillation of thickened flamelets (essentially the brush thickness)
and λf a microscale cut-off length. It is noticed that Eqn. 4.83 gives a different expo-
nent than Eqn. 4.81 as Dnt 6= Dt. After some empirical and theoretical assumption,
Zimont estimates λf and proposed the final relation:

St = ADa1/4urms (4.84)

where A = 0.5 was obtained from experimental analysis. For a critical discussion
of this final result, see [61], appendix D. The same expression, with A = 0.62 was
proposed by Gulder in [41]. In this case, the relation is only the result of extrapolation
from experimental data. In this case St increases more weakly with Da than relation
4.81. Combining both Damkohler results in a quadratic expression for the turbulent
flame surface area ratio and taking only the positive root result, Peters in [91] derived
the following relation for the propagation speed of the mean flame position:

St
S0
L

= 1− a4b
2
3

2b1

lt
δL

+

√(
a4b2

3

2b1

urmslt
δLS0

L

)2

+ a4b2
3

lt
δL

(4.85)

which can be rewritten as:

St − S0
L

urms
= −a4b

2
3

2b1

Da+

√(
a4b2

3

2b1

Da

)2

+ a4b2
3Da (4.86)

Which shows a Damkohler number dependence for low value close to Da1/2, while
for Da >> 1, the turbulent flame speed becomes Damkohler number independent
(St ∼ b1urms). The proposed modelling constants are summarized in table 6.1 in
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Chapter 4. Turbulent combustion modelling

chapter 6. Being this expression the result of the combination of the two asymptotic
relations obtained by Damkohler, Peters stated that this relation should be valid for both
corrugated and thin reaction zone regimes. All the previous relations only use δL and
SL to characterize the laminar flame behaviour. As previously pointed out, also the
Markstein number should be included as a parameter in these relations. One of the few
correlations which takes this aspect into account is proposed in [13]:

St
urms

= 1.53

(
S0
L

urms

)0.3

Da0.15Le−0.3 (4.87)

Where Mau is represented by the Lewis number. In other correlations, stretch effects
are introduced as a correction of the laminar flame speed value by a term named stretch
factor I0 which multiplies S0

L. In the author’s opinion, the Markstein number should
be considered when the relation between turbulence and flame scales is described. For
example δL could be replaced with MauδL or with PecrδL because, as described in 3.4,
asymptotic theory shows that for length scales lower that this quantity, a noise signal is
damped out (Figure 3.8). Small turbulent scales, whose energy density is low, could be
associated with this noise. As a consequence, the correct way to take this effect into ac-
count is to use this parameter directly when scaling relations are derived. This damping
effect is confirmed for laminar flames when Darrieus-Landau instability develops, but is
also seen in turbulent flames. For example the two Schlieren images taken from [116]
and reported in Figure 4.26 and 4.27 represent two developing spherical flames for
mixture with different value of Markstein number at the same turbulent flow field. In
particular, Figure 4.26 shows a near equidiffusive flame (Methane φ = 0.9) and Fig-
ure 4.27 shows a strong non equidiffusive flame (Hydrogen φ = 4.0). The turbulent
integral scale is the same for the two cases and also the turbulent Reynolds number. It
can be noted that the smallest wrinkles of Figure 4.27 are well defined and bigger than
those of Figure 4.26, even if the Kolmogorov scale is almost the same (it is even smaller
for the hydrogen case). This indicates that thermo-diffusion effect represented by the
Markstein number increases the value of the lower cut-off length for which turbulence
wrinkle the flame. This effect can be related to the kinematic restoration mechanism
identified by Peters. While Peters assumes as a first approximation a constant value for
the laminar flame speed SL = S0

L, asymptotic theory shows that, if Leeff > 1, positive
stretches reduce local flame propagation while negative stretches enhance this value.
As a consequence, small scale wrinkles, induced by low intense turbulence eddies, are
associated with strong increase of local stretch and are immediately cancelled out by
flame motion. As Peters introduced the Gibson scale (lG = (S0

L/urms)
3lt) to describe

kinematic restoration effect, a new scale, which depends also on the Markstein number,
could be introduced to describe the same effect.

Many other expressions can be found in literature. Some of them can be obtained
from KPP-analysis ( [43]) of flame surface density models. Many others use fractal
theory to derive relations like:

St
S0
L

= 1 +

(
l0
li

)Df−2

(4.88)

Where Df is the fractal dimension whose value varies between 2 (laminar case) and
7/3 (fully turbulent case) and is probably function of the ratio urms/S0

L or Ret. l0 is
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4.6. The turbulent flame speed

Figure 4.26: Methane-air mixture, φ = 0.9, p = 5
atm, δL = 0.16 mm, MabδL = 0.12 mm, R̄ =
21.87 mm, lt = 4 mm, Ret = 210.

Figure 4.27: hydrogen-air mixture, φ = 4.0, p =
5 atm, δL = 0.09 mm , MabδL = 0.35 , R̄ =
21.41 mm, lt = 4, Ret = 221.

the outer cutoff scale, which is usually associated with the integral length scale. li is
the inner cutoff scale and it can be associated with the Kolmogorov scale, which only
accounts for the turbulence, or the Gibson scale, which accounts also the kinematic
restoration effect. It could also be associated with the critical Peclet number, which
would include both kinematic restoration and non-equidiffusion effects.

All these relations developed in time clearly demonstrate that more work has to be
done, both to increase the accuracy of the available experimental data and to better
define combustion regimes which are associated with different mechanism. It must
be remembered that, in all experiments, turbulence properties are actually taken in the
unburnt zone far from the flame. Modifications of turbulence properties induced by
heat release, which are associated with σ and geometrical configuration, should be also
taken into account. Many recent experimental works are paying much more attention
to the description of the experimental tests, with the indication of some parameters
which were not considered before. Maybe, when enough new data will be collected, it
will be clearer if some of the previous relations are better then others to describe the
experimental results. Alternatively, direct numerical simulations could be very helpful
to resolve the problem, as they remove many of the uncertainties which characterize
experimental data; they directly provide all the information needed to a comprehensive
post-processing; they allow to decouple some of the many mechanisms which affect
flame propagation (for example constant density combustion can be simulated, but not
reproduced experimentally), making the analysis of the problem easier. Unfortunately,
the collection of enough data by means of DNS is still far to be possible (usually in
one paper only a single test is discussed). Hydrodynamic model provides a way to
potentially overcome this issue.
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Chapter 4. Turbulent combustion modelling

4.6.2 Turbulent spherical expanding flames

In this section the global transient behaviour of turbulent propagation speed, which is
typically encountered in SI engines, is discussed. Some modifications of the expres-
sions analyzed in the previous section, which try to incorporate these new effects, are
proposed. When a premixed mixture is ignited at the centre of a vessel, a flame kernel
is formed and starts to develop. If the mean flow field is not so intense near the spark
plug to distort the kernel, initially the flame assumes a laminar spherical shape [94];
then it starts to be wrinkled by the turbulent eddies, until it reaches a statistically steady
condition. This transient phase is connected with different physical mechanisms:

• Not all the eddies which compose the turbulent spectrum are able to wrinkle the
flame. In particular, defining δ as the ratio of the average radius of the flame on
the length scale of a generic eddy, if δ < 1, the vortex can corrugate the flame; if
δ > 1 the eddy convects the flame kernel like a particle. As the flame grows in
size, it will be wrinkled by bigger and bigger vortexes.

• The corrugation of a laminar flame front takes some time before the wrinkled
surface reaches a fully developed status. This is true also for planar flames.

• For lean mixture of fuels, whose Lewis number is bigger than one, the high stretch
rate due to curvature tends to damp out the corrugation induced by small eddies.
This could be the reason for which the flame keeps a laminar spherical shape in
the first phase after ignition.

• For planar like flames, the average stretch is close to zero. In spherical expanding
flames, this value is different from zero and decreases in time with the radius.
Some global effects, like the one analyzed in section 4.5.2, are likely to appear.

• In spherical expanding flames, the increase of flow velocity due to the change of
density across the flame is ahead of the flame. Its increase can be connected with
the relation: Ur = St(ρu/ρb − 1), where Ur it the component in the radial ve-
locity direction. As a consequence, the induced velocity gradient could increase
the turbulence intensity level of the unburnt. This affects the flame propagation
speed, creating a loop for which the flame continuously accelerates in time. To
the author’s knowledge, this effect has not been systematically considered in ex-
periments, for witch only turbulence properties without combustion are usually
measured.

This topic is quite specific and it was not extensively studied as V-shaped or Bun-
sen flames. This is probably related also to the problems arising with experimental
configurations used to investigate such unsteady processes. Bradley in [11] and more
recently in [15], analyzed some issues related to the employed experimental measur-
ing techniques and how to correlate the experiments with global average quantities. In
particular, in order to compute the ensemble average of the flame radius, high-speed
MIE scattering images should be taken, as they capture the flame density discontinu-
ities in one cross-section of the flame, while Schlieren images capture the projection of
the 3D flame on a plane. As a consequence, MIE scattering images allow to compute
the radius of the sphere "so chosen that the volume of unburned gas inside is equal
to the volume of the burned gas outside" [11]. The ensemble average of this radius
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should correspond to the position of the flame front for which c = 0.5 and its standard
deviation to the flame brush thickness. The problem is that MIE scattering requires
a planar laser sheet which, for big cross-sections, is quite demanding. The usually
adopted Schlieren imaging technique will always estimate higher radii. The meaning
of the radius obtained with such technique is not really clear, even if it has been some-
times identified (without a concrete explanation) with the leading edge of the flame
(c = 0.05). For these reasons Bradley in [11] correlated the radii obtained with the two
techniques and he found a linear correlation. Anyway, this additional passage and the
doubts about the generality of this correlation to other conditions (in particular different
density ratio) will always increase the uncertainties related to the values estimated with
Schlieren imaging technique. Apart from these difficulties, which make even harder
to understand the physics of the problem from experiments, some way to model the
effect previously listed have been proposed. Bradley in many of his group’s works, see
for example [14], proposed to compute an effective turbulence intensity which affects
the flame. Its value is estimated by the integration of the turbulent spectrum shown in
Figure 4.1. The results of this computation gives the ratio urms,eff/urms as function of
the ratio between the diameter of the flame and the integral length scale (2r/lt). urms
and lt are quantities that are usually measured or which can be computed with RANS
models. An example of results of this integration is shown in Figure 4.28. In this case
the full turbulent intensity is only reached when the flame diameter has become equal
to the combustion chamber geometrical length, which can be n-times the integral scale.
This model can be used also in RANS simulations and it was tested by the author, but
the integration process for every cell is computationally expensive and the definition of
the maximum geometrical length is not so clear as in the experiments for which it was
proposed. Moreover, the final result is significantly affected by large scale contribution
(larger than the integral length scale), for which the spectrum dependency on wavenum-
ber is more flux-dependent than the one in the inertial sub-range. As a consequence,
a simpler and less expensive way to model this effect is to use the scaling relations
presented in section 4.1 for the inertial sub-range, replacing ln with the radius of the
flame and using equation 4.15 to replace urms in the various expressions. Such problem
does not exist in LES simulations, as the filter size is practically always smaller than
the flame radius.
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Figure 4.28: Turbulence intensity ratio for increasing value of flame diameter normalized on the integral
length scale for different Taylor Reynolds numbers.
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Chapter 4. Turbulent combustion modelling

About the second point listed before, many evolution equations of turbulent flame
speed were already proposed in this chapter. For example the Ξ equation in Weller’s
model which, as already shown, describes an exponential increase of the turbulent
speed with a time constant equal to integral length turnover time τt = k/ε. Lipat-
nikov in [61], starting from relation 4.82 of Zimont’s model, made the turbulent diffu-
sivity value Dt change with time, accordingly with Taylor’s theory for mixing layers
(Dt/Dt,∞ = 1−exp(t/τt)). As a consequence, because of relation 4.82, also St evolves
in time. In particular, using Eqn. 4.89 to express the flame brush increase in time, it
can be obtained:

∆2
t =

∫
Dt,∞(1− exp(t/τt))dt (4.89)

St
St,∞

=

(
1 +

τt
t

(
exp

(
− t

τt

)
− 1

))1/2

(4.90)

where St,∞ is the fully developed turbulent flame speed, corresponding to the fully
developed turbulent diffusivity Dt,∞. t is the time after ignition or the Lagrangian trav-
eling time of the flame, seen as a particle moving from the ignition point (for example
the flame holder rod in a V-Shaped flames) to the actual position. Arguments similar to
the ones already exposed led Peters in [65] to update equation 4.85. Specifically, he pro-
posed to substitute the integral length scale with the flame brush thickness, because of
their proportionality (∆t = b2lt); then to compute the flame brush thickness through an
appropriate transport equation (Eqn. 6.14 in chapter 6 which in homogeneous, frozen
turbulent environment is simplified to ∆t/∆t,∞ = b2 (1− exp(−cst/τt))1/2). Finally
to replace urms with un = urms(∆t/∆t,∞)1/3 in equation 4.85 (the final solution is Eqn.
6.10 reported in chapter 6). Apart from the last model, which uses ∆t instead of the
flame radius, it is not clear if these models can already include the effect of the increas-
ing range of turbulent wavelength affecting flame wrinkling. For example, Lipatnikov
originally proposed his model for planar like flames configuration (V-Shaped), but then
he also applied the same model to spherical expanding flames, without considering the
average radius of the flame. Figure 4.29 shows a comparison of the transient behaviour
predicted by the use of equations 4.68, 4.90 and 6.10. It is noted that only Peters model
shows a weak dependence on the flame properties by means of the Damkohler num-
ber, while the others equations are only affected by turbulent characteristic time k/ε.
Moreover Peters model shows the smaller transient time.

The third point of the list could be included, as proposed previously, by replacing
the laminar flame thickness with the Markstein thickness or the critical Peclet number
multiplied by the laminar flame thickness; an example in which this kind of scaling
seems to work well is reported in [116], where extrapolation from experimental data
provides an expression which is formally identical to Eqn. 4.81. In this case, the
computation of the Damkohler number is different as urms is replaced with an effective
value urms,eff , which increases with the average radius, lint with the average radius of
the flame R and the diffusion thickness δL with MabδL:

St = Da1/2urms,eff

Da =
S0
LR

urms,effMabδL
(4.91)
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Figure 4.29: Comparison of the transient behaviour of turbulent flame speed models proposed in [117],
[63] and [65]. Turbulent flame speeds are scaled on the corresponding equilibrium value (t → ∞).
Time is scaled on the integral length turbulent turnover time k/ε = 0.005s. For Peters model, various
curves are reported for different Damkohler numbers.

From what explained in 3.4, it could be argued that the flame should reach a certain
radius before being wrinkled by turbulence. The critical length obtained by the Peclet
number is probably higher than the one associated with the disturbances introduced
by a turbulence field, whose amplitude is finite and not infinitesimal, but it could be
proportional to that. Because also the Markstein number represents the same physical
mechanism, these two parameters could be interchangeable.
The effect of the average stretch rate due to mean curvature is implicitly implemented
in the models, as shown in the previous section (and explicitly in equation 4.38). More
considerations about this issue can be found in [64]. It could be argued that, in these
models, this effect is associated only with turbulent quantities and not with the Mark-
stein number, which probably could play a role also on the big scales. Moreover, the
average curvature is correlated with the mean flame radius and not with turbulent length
scales, which corroborates the choice of the authors of [116] to replace the hydrody-
namic length scale lt directly with R.
Some considerations about the modification of turbulent field by premixed flames are
discussed in [66]. In this work it is stated that this topic has been considered of sec-
ondary importance by scientific community. Moreover, it is underlined that the de-
scription of these effects requires the solution of conditioned equations on which, in
the author’s knowledge, only Lipatnikov is actually working. Multiphase flow solvers,
hydrodynamic model and BML analysis could be used as a starting point to develop
this kind of approach, which should also be applied within the LES context.
In general, there are many problems when the experimental data and computed results
are compared to determine if a model is able to predict the transient behaviour of a
premixed flame. First, the uncertainties related to the fully developed quantities are
inherited in transient computation. Second, in some cases more model constants are
introduced; finally suitable experimental data cannot be easily found. For example
Bradley’s group and more recently Law’s group have made many experimental studies
about turbulent spherically expanding flames at constant pressure. In [116], the author
uses some experimental data of both groups in order to derive the already discussed
scaling law (Eqn. 4.91). The problem is that the radius they measure is obtained by
averaging Schlieren images, which cannot be clearly compared with any quantity ob-
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tained by models. Moreover, even if this radius is associated with the leading edge of
the flame, then it would be the result of two effects: flame propagation and flame brush
thickness increase. On the other hand, if a closed vessel is used and pressure measure-
ments are employed, then SL, δL and turbulence smallest scales would change in time
because of the pressure increase. As these quantities are not measured, the uncertainties
related to their change will increase the overall errors of the measurement. MIE scatter-
ing technique could provide statistical information of many quantities, including flame
brush thickness and average radius; the problem is that, in the author’s knowledge, very
few experiments are actually available with this technique [11]. A future alternative can
be the post-processing of DNS simulations, which are still very expensive.

4.7 Concluding remarks

In this chapter many physical aspects related to premixed turbulent combustion were
discussed. In particular, scales characterizing turbulence have been reviewed together
with information which can be obtained by the different turbulence models. The dis-
cussion of cascade concept shows that, while combustion is a multiscale process, this
is no more true for turbulence. The existence of time and spatial scales in premixed
combustion gives a way to analyze the interaction between turbulence and flame by
means of the combustion regime diagram. It was shown that for, the flamelets regime,
the separation between turbulence and flame scales lets the problem to be treated as
a multiscale process. Moreover, the hydrodynamic model was presented. This model
is seen as convenient way to represent combustion in DNS simulations, which is also
coherent with the others models. Then RANS models were introduced, underlining the
differences between Conditioned and Favre equations and the relations between their
quantities. For this last formulation of the problem, the main models employed in lit-
erature were reviewed; these are the flame surface density model, the flame closure
model and the G-Equation model. Their behaviours were compared by means of sim-
plified geometry. In particular it was noted that the flame surface density model is less
suitable to describe combustion in transient conditions, as this aspect is implicitly de-
scribed in the Σ equation, whose source terms were originally proposed to describe the
steady-state structure of the flame. As a consequence, the transient behaviour is simply
the result of an adjustment of the flame from the initial imposed profile to its equilib-
rium structure. The implicit description of turbulent flame propagation speed and flame
brush thickness do not clearly give the user a way to control these quantities and the
set of tuning constant is probably more case-sensitive. The opportunities provided by
the better description of equilibrium flame structure are probably useless for transient
simulation cases. On the other hand, the FSC model and even more the G-Equation
model provide a way to decouple these effects and allow to use explicit sub-model to
describe the single aspects of combustion process. As a consequence, these models are
thought to be better suited for RANS simulation, where modelling has a strong impact
on the results of simulations. Moreover, the propagative form of the progress variable
equation is more coherent with flamelets regime than the reaction diffusion equation
provided by flame surface density model. For LES simulations, transient related to the
models is much shorter and FSD models are probably less subject to these problems.
After this choice, discussion is moved to the sub-model of the turbulent propagation
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speed. Some relations valid for statistically steady planar configuration in the corru-
gated flamelets and thin reaction zone regimes were reviewed. Then the attention was
shifted to the transient behaviour typical of spherically expanding flames. Some is-
sues and modelling strategies proposed in literature to deal with it were reviewed. For
all the discussion, the author tried to distinguish modelling results from the physics
of premixed combustion, underling the limits of some approaches and providing some
suggestion/comments based on the results of asymptotic analysis. The common ar-
guments proposed by different authors in modelling phase were underlined, but the
limited availability of suitable experimental data did not allow the author to assess if
the proposed modifications could be able to improve the accuracy of the already known
correlations. Between the many relations, Zimont’s and Peters’s ones are probably the
most used and validated. As a consequence, were implemented in the model described
in chapter 6.
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CHAPTER5
modelling ignition process

In spark-ignition engines, ignition process is a very important phase. Unlike other in-
dustrial combustors like gas turbines, a non-negligible fraction of combustion time is
spent for the formation of the flame. Timing is very important as an advance or delay of
heat release of few crank angle degrees can significantly change the pressure develop-
ment inside the cylinder and, as a consequence, the mechanical work extracted by the
piston. Moreover, early combustion creates high pressure peaks, can overheat engine
walls and promotes the conditions that lead to knock. Late combustion can cause the
release in atmosphere of unburnt hydrocarbons and carbon monoxides and overheat the
exhaust gas system. Ignition process is affected by some random effects, such as the
local mixture composition, which can change because of internal exhaust gas recircula-
tion, spark discharge process, which is characterized by some statistical properties, and
the local flow motion, which can convect the flame kernel away from the spark plug,
slowing down or enhancing combustion depending on the flame size. Due to these sta-
tistical effects, pressure history can change a lot from cycle to cycle, generating the well
known cyclic dispersion problem. An high variability of working conditions associated
with this phenomenon can reduce the engine lifetime and also the performance of other
components of the system, like after-treatment or transmission devices. Cyclic disper-
sion is also an important reason for which lean mixtures are not employed for operating
points at low loads. As a consequence, a better understanding of ignition process and
early flame kernel phase can lead to the development of strategies which can reduce
cyclic dispersion and improve the whole engine performance. Moreover all the com-
bustion models introduced in the previous chapter require an ignition sub-model, as
they have no source term which represents ignition. For these reasons, this chapter
is focused on early combustion stages, in particular on spark discharge process which
ignites the mixture and the sub-sequent flame kernel development. Some simplified
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models proposed to describe these phases for RANS/LES applications are discussed.
Some details about spark discharge theory are given, as, in combustion literature, this
topic is usually little considered.

5.1 Spark discharge

Spark discharge is a process which converts a fluid into a plasma. Plasma is considered
one of the four fundamental states of the matter; it is a fluid in which a non-negligible
number of molecules or atoms are dissociated into ions and electrons. Plasmas are
characterized by being globally neutral, but conductive fluids. In literature, plasmas
are classified on the base of the ionization degree: there are the so called low ioniza-
tion degree plasmas, for which only 1% of the molecules are dissociated, and fully
ionized plasmas. Another common classification is between non-thermal and thermal
plasmas. The first type is characterized by a non-equilibrium distribution of energy be-
tween different degrees of freedom, excited states and particles; the second one by
thermodynamic equilibrium. Usually, low ionization degree plasmas are also non-
thermal and are called cold plasmas, while fully ionized plasmas are associated with
high temperature and thermodynamic equilibrium. For non-thermal plasmas, it is as-
sumed that the energy distribution can be described by several temperatures such as the
electron temperature (Te), electronic excitation temperature (Telex), vibrational temper-
ature (Tvib), rotational temperature (Trot) and translational temperature (Ttrans); typi-
cally Te > Telex > Tvib > Trot = Ttrans. In spark-ignition engines both non-thermal
and thermal plasmas can be generated. For the normally employed direct current sys-
tem, various discharge regimes exist and are shown in Figure 5.1. This diagram is
build by means of "discharge tube" [100], an experimental set-up working in steady
conditions. All these regimes are encountered in spark-ignition engine. Even if for
spark plug the discharge process is unsteady and far from the ideal conditions of dis-
charge tubes, many measured current and voltage properties are well represented by
this diagram. The goal of this theoretical part is to provide some information on the
parameters which influence the phenomenon and some simplified correlations between
these global parameters, in order to replace the solution of a more complex problem. In
particular, the quantities investigated are voltage and current.

5.1.1 Dark discharge and breakdown regimes

Plasmas can be generated in two way: by increasing the temperature of a gas up to
some thousands kelvins, for example with a laser, or by applying a strong external elec-
tromagnetic field. The second strategy is the one used in SI engines. For the standard
spark plug shape (cylindrical electrodes), the electric field between the spark gap can
be assumed homogeneous. At low voltages, the gas between the electrodes works like a
perfect insulator. As the potential difference across the gap increases beyond a thresh-
old value, a small current begins to flow. In the dark discharge regime (called with
this name because no visible radiation is emitted and is represented by line C-E of Fig.
5.1), the high electric field starts to excite the free electrons, which are always present in
air because of external ionizing sources like radiations (background ionization). These
electrons move towards the anode and along their path they collide with heavy particles.
As the voltage increases, the energy of the population of electrons is shifted to higher
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Figure 5.1: Direct current discharge regimes.

values and the probability that collision between electrons and heavy particles results
in ionization and emission of new electrons also increases. This probability is affected
mainly by three parameters: the nature of the gas which fills the electrode gap, as the
activation energy for dissociation changes with the various molecules, the applied ex-
ternal voltage and the free mean path between collisions. Electrons are accelerated by
the external electric field and acquire kinetic energy associated with a velocity oriented
as the electric field (drift velocity vd). Part of this energy, after a collision, becomes
associated with a random velocity component (from the point of view of statistical
mechanic, the energy associated with this last velocity is directly related to the temper-
ature). Because the mass of electrons is very small in comparison with the one of heavy
particles and collisions for low energy electrons can be considered elastic, most of the
energy exchanged in the collision is kept by electrons. Long free mean paths let the
electrons gain enough kinetic energy to promote ionization of heavy molecules. The
effects of external field and free mean path can be summarized by the single parameter
E/N , where E is the external electric field andN is the particle density (for ideal gases
N = p/(RT )) which is related to the free mean path (as N decreases, the free mean
path increases). Ions generated by ionization process move toward the cathode, while
electrons move towards the anode and continue to collide and to create new charged
particles, establishing a cascade mechanism. The consequence of this process is the
increase of the current flowing in the external circuit applied to the spark plug. As the
voltage increases, this current rises and a higher number of ions reaches the cathode. If
only electrons produced by background ionization are considered, defining the satura-
tion current density Jsat = e · dgap · S, where S = dn/dt is the number of electrons
produced by background ionization per unit volume, e the electron charge and dgap the
gap between electrodes, the current density at increasing distance from the cathode x
assumes an exponential form [100]:

Je =
Jsat
α · d

(exp(α · x)− 1) (5.1)

Where α is defined as the probability of ionizing collisions per unit length. It is known
in literature as first Townsend ionization coefficient and it is an exponential function of
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E/N :

α = D ·Nexp
(
− B

E/N

)
(5.2)

Where B is a constant which depends on the ionization potential of the gas and D is
another constant which still depends on the gas which fills the inter-electrodes volume:
they can be both accurately measured. In order to preserve this process, a high external
voltage across the gap is required. Its value can be estimated as the product E · dgap.
When the ions produced by collisions reach the cathode surface, they are neutralized by
the electrons flowing in the external circuit applied to the electrodes. Some of these ions
together with the photons, also generated by collisions, can extract electrons from the
cathode surface when they hit it. This electron creation mechanism is named secondary
process to distinguish it from the production of electrons by collisions, which is called
primary process. The total flux of electrons emitted by the cathode surface (Fe,c) is
equal to the sum of the emissions due to ions (Fe,i) and photons (Fe,p):

Fe,c = Fe,i + Fe,p (5.3)

Defining the secondary emission coefficient of the cathode γ as the ratio of flux of
electron emitted by the cathode on the flux of incident ions (Fi,i):

γ =
Fe,i
Fi,i

(5.4)

Using equation 5.1 and remembering that for charge conservation the flux of ions which
hit the cathode surface must be equal to the difference of the flux of electrons on the
anode (Fe,a = Fe,cexp(αdgap)) and the flux of electrons emitted by the cathode, Fe,c is
equal to:

Fe,c = Fe,p
exp(αx)

1− γ(exp(αx)− 1)
(5.5)

α · d = ln(1/γ + 1) (5.6)

Formally, when the denominator tends to zero, i.e. equation 5.6 is satisfied, the current
rises to infinite and breakdown occurs (point E in Figure 5.1). Relation 5.6 is known as
Townsend criterion and this breakdown process is said to be driven by the Townsend
mechanism. For ideal gas and constant temperature environment (N can be replaced
with p), this last relation can be rewritten in term of breakdown voltage, using relation
5.2 and E = V/d, as:

Vb =
C · p · d

ln (A · p · d/ln(1/γ + 1))
(5.7)

Where A and C correspond respectively to B and D and account the change from N
to p. This relation is known in literature as Paschen’s law [88]. From a physical point
of view, this process requires that the voltage across the spark gap is increased to Vb
(thousand of volts) and maintained constant for some time. A series of sub-sequent
cascade processes previously described have to be fulfilled until the current has risen
enough to make the process self-sustaining. At this point the high voltage across the
electrodes is no more necessary and its magnitude decreases to lower values (hundreds
of volts). Experiments showed that the Townsend theory was sometimes inconsistent
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with observations. In particular it was found than for high values of the product N · d,
another mechanism, named streamer, controls the process. This concept was originally
proposed in [67] and verified in more recent works. Streamer mechanism characterizes
the cases for which the ratio of the free mean path on the inter-electrodes gap is much
less than one. Briefly, one electron collides with many different molecules as it travels
from the cathode to the anode and the avalanche ionization process can generate a great
number of electrons, giving rise to a localized space charge which propagates in the
discharge gap creating a thin conductive channel named streamer [101]. An extended
explanation is given in the following. Assuming to have one background electron in
the volume between the electrodes which starts to move and to collide with heavy
particles; after some collisions and because of electrons diffusion, the electron density
distribution can be expressed as:

ne(x, r) = (4πDet)
−3/2exp

(
(x− vdt)2 + r2

4Det
+ αvdt

)
(5.8)

ra =
√

4πDet =

√
4πDex0

µeE
(5.9)

where t is the traveling time of the electrons from the cathode to the anode along the
axis direction. x0 = vd · t is the position along this axis and the drift velocity vd is equal
to µeE, where µe is the electron mobility. ra is the avalanche diffusion radius in the
transversal plane. Considering equation 5.8, the positive ions density is:

ni =

∫ t

0

α · vd · ne dt =
α

πr2
a

exp

(
αx− r2

r2
a

)
(5.10)

When the charge amplification factor exp(αx) is high, the production of a space charge
with its own significant electric field takes place. Since the electrons are much faster
than ions, they always run at the head of avalanche, leaving the ions behind (see the first
three picture of Figure 5.2) and thus creating a dipole with the characteristic length 1/α
(mean distance for an electron before creating an ion). The local fields in front of the
avalanche head add up and produce a field which is stronger than E. While in the zone
between the centers of the space charges of opposite signs, the resultant field is weaker
than E. When the avalanche reaches the anode, the electrons sink into the metal and
only the positive space charge of the ionic trail remains in the gap. The total electric
field is then due to the external one, the ionic trail and also the ionic charge image in the
anode as depicted in picture four of Figure 5.2. The resulting electric field in the ionic
trail near the anode is less than E. A strong primary avalanche amplifies the external
electric field leading to formation of thin weakly ionized plasma channel (see pictures
five and six in Figure 5.2), the so called streamer, which is in a non-thermal state with
the gas temperature which is only a bit higher than the initial one. This description is
valid for small spark gaps for which the streamer is created only after the avalanche has
reached the anode and is called cathode-directed or positive streamer mechanism.

The avalanche-to-streamer transformation occurs when the local field of an avalanche
becomes comparable with the external one, i.e. when the amplification αdgap is big
enough. For example, if it is assumed that all the electrode belong to a spherical vol-
ume of radius ra, for the Gauss theorem, at the tip of the avalanche the electric field
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Figure 5.2: Mechanism of formation of streamers: first electrons avalanche generates a dipole which
enhances the local electric field ahead of the avalanche, speeding up collisions process and leaving
behind a positive trail. When the electrons sink into the anode surface, a strong primary avalanche
back to the cathode is generated.

is:

Ea =
e · exp(αx)

4πε0r2
a

(5.11)

Where ε0 is the vacuum permittivity. The substitution of ra in 5.11, the relationEa = E
and the substitution of x with the spark gap d, lead to:

α · d = F + ln(d/dref ) (5.12)

where F is a constant which depends on the gas and the selected reference spark gap
dref ; its value can be obtained by fitting experimental data: for example a suggested
value is 17.7 with dref = 1 cm. Equation 5.12 is known as the Raether’s avalanche-
streamer criterion [101]. It can be used to estimate the external voltage for which there
is transition from Townsend to streamer mechanism and the breakdown voltage for this
second condition. As for the Paschen’s law, the main properties witch characterize
the breakdown voltage are summarized in the single parameter dgap · p/T . Empirical
expressions can be directly extrapolated from experimental data; for example in [89]
it is underlined that for high pressure, Paschen’s law like equation could not fit the
experimental data and the following alternative relation is proposed:

Vb = 4.3 + 136
p

T
+ 324

p

T
· d (5.13)

The main differenced between what was previously described and the actual con-
ditions in spark-ignition engines is that, up to now, only quasi-steady state conditions
have been considered. Such conditions are fulfilled only if the external circuit increases
the voltage across the spark gap with a small rate, such that the voltage is kept practi-
cally constant for the duration of the physical processes involved in breakdown. Then
a DC discharge is generated and the measured voltage is a deterministic quantity. If
this is not true, then the process assumes the characteristics of a pulse discharge and
the breakdown voltage becomes a stochastic quantity as, between the reach of the DC
breakdown voltage and the end of the process, the electric field can significantly in-
crease. In particular, looking at Figure 5.3 different delay times can be identified: ts is
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the statistical time (a period starting when the DC voltage breakdown is reached and
lasting until the incidence of an initial electron, i.e., a free electron at an energetically
favorable place to start the avalanche process), tl is the avalanche time (starting with
the appearance of the first avalanche and ending with the onset of full self-sustained
discharge), and tf is the formation time (needed for the formation of the thermal spark
channel). The statistical nature of pulse breakdown is essentially due to ts. For a de-
tailed discussion about pulse breakdown voltage measurements and related statistical
distributions, see references [86] and [85]. This aspect is simply mentioned to justify
the fact that spark discharge in SI engines should be treated as a statistical process and
that suitable measurement techniques should be employed to deal with it. Anyway, as
the induced over-voltage tends to speed up the breakdown process, the actual voltage
value usually remains close to the one of DC breakdown, which can be used as a good
approximation of the real value.

Figure 5.3: Time dependence of pulse breakdown voltage in gases. Us is the DC breakdown voltage

5.1.2 Arc and glow discharge regimes

In this section the regimes characterizing the spark discharge after breakdown are dis-
cussed. The high pressure environment and over-voltage induced by the standard igni-
tion devices, due to the external electrical circuit connected to the spark plug, generate
a breakdown driven by the streamer mechanism. At the end of this phase, a thin con-
ductive non-thermal plasma channel is created between the electrodes which sudden
decreases the resistance seen by the external circuit. Then the energy accumulated on
the electrodes surfaces of the spark plug, which behaves like a capacitor with a small
capacitance, is rapidly discharged. In [70] it is stated that, after breakdown, this energy
is high enough to produce a very high current flux which heats the spark channel and
induces the development of an arc phase which lasts only few nanoseconds and is fol-
lowed by the glow phase. A normal glow discharge (Fig. 5.1 line F-G) is a non-thermal
plasma, as the temperature of electrons is much higher than the one of heavy particles
which can remain close to the ambient value. The conductive column is quite thick
and collisions are few, which is the reason why equilibrium condition is not reached.
The current which can flow through the spark is small, usually less then 100 mA. The
current flux is almost constant and the variation of the total current is supported by the
modification of the cross-section of the conductive column. Arc discharge (Fig. 5.1
line I-K), on the contrary, is close to be an equilibrium plasma. The conductive channel
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is thin and the current fluxes are much higher with respect to the glow discharge mode.
As a consequence, collisions are much more frequent, the energy density is higher and
the local gas temperature usually reaches some thousand degrees, promoting thermal
ionization. The current supplied by arc discharge is higher than the one of glow phase
and it has no upper limit value. Moreover the voltage across the spark gap is higher for
the glow discharge. Typical examples of arc mode are lightnings and arcs produced by
welders, while common examples of glow discharge are Neon lamps or plasma globes.
The voltage across the spark gap is the sum of three contributions: the cathode sheath
voltage fall, the positive column voltage and anode sheath voltage fall. Cathode and an-
ode sheaths are the two regions very close to their respective electrodes where charge
distribution is not uniform and, as a consequence, where the electric field changes in
space. In the positive column the plasma is globally neutral and the voltage differ-
ence across it is proportional to the length of the column. At high pressure (ambient
or higher), cathode and anode sheaths are very thin regions, so that the length of the
positive column is practically equal to the spark gap distance. In the glow mode, the
voltage fall at cathode region is close to the Paschen’s law minimum and the channel
naturally adapts itself to the current changes, lengthening or shortening this layer to
keep the same voltage fall. This is why, with a fixed geometry, voltage-current profile
is practically constant for a wide range of current intensities (Fig. 5.1 line F-G). An-
ode voltage fall is usually negligible with respect to cathode one. For low current the
voltage starts to increase as the current decreases. An explanation of this effect can be
found in [111], where an increase of rotational temperature of nitrogen with increasing
current intensity is measured (see Fig. 5.4). Due to the very small relaxation time be-
tween rotational and translational degrees of freedom, these two temperatures are the
same. As the Eulerian pressure is associated with the energy of translational degree of
freedom, for the previous consideration, the rotational temperature can be used in the
ideal gas law to estimate the particle density N . As a consequence, an increase of this
temperature increases the ratio E/N and lower voltages are required to maintain the
same discharge properties. From Fig. 5.4 it can be noted that the temperature reaches
an asymptotic value as the current increases; so also the discharge voltage reaches a
constant value for high electrical current.

Figure 5.4: Variation of rotational temperature with discharge current for normal glow discharge in air
at atmospheric conditions at 100 and 300 µm electrode spacing. The image is taken from [111]

These considerations explain the glow mode voltage relations proposed in [89] and
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[52] which assume the form:

Vglow = constant+B · i−a · pm · dgap (5.14)

where the constant value is essentially related to the cathode voltage fall which remains
close to the Paschen’s minimum. The linear dependence with dgap is associated with
the positive column. B, a, m > 0 are extrapolated empirical constants. a should be
close to zero, as the relation between voltage and current holds only for small values of
this last quantity. The absence of temperature dependence pointed out in [89] could be
explained by Figure 5.4. As the gas temperature reaches the quite high value of 1300
K for very low currents, the contribution of the initial temperature could be canceled
out by the current, at least in the range considered in [89] (300-600 K). As shown in
figure 5.1, glow discharge has an upper limit current threshold which, when exceeded,
triggers new physical mechanisms that lead to the transition to arc discharge (see line
G-J in Figure 5.1). Between the many possibilities, the most accredited mechanism
which causes this transition is cathode thermionic emission. As previously mentioned,
photons and ions collisions on the cathode surface are able to knock out electrons. The
efficiency of this process is indicated by means of the Townsend secondary emission
coefficient γ, whose value for metal material is γ ∼ 10−2, which means that the process
is very inefficient. This collision mechanism is required as, at room temperature, the
conduction electrons of a metal have not sufficient thermal energy to leave the surface.
If the metals are heated above the temperature of about 1500 K, the electrons will
receive energy from the violent thermal lattice in vibration sufficient to cross the surface
barrier and leave the metal. This process is known as thermionic emission. Richardson-
Dushman equation [77] provides an expression for the saturation current density Js
which describes the current flow between the cathode and the anode due to thermionic
emission:

Js =
4πmek

2

h3
T 2exp

(
−W
kT

)
(5.15)

Where T is the surface temperature, me the electron mass, k and h Boltzmann and
Planck constants and W is the work function, which is the energy required to knock
out an electron from a Fermi level and is a characteristic of a given material, but can
be decreased by the electric field with a mechanism known as Schottky effect [53]. In
general the increase of current over a threshold value induces the formation of local
hot spots on the cathode surface which become thermionic emissions sources. Then
the conductive column collapses into a thin structure where temperature increases and
equilibrium conditions are reached. The transition current depends on material of the
electrodes and their shape and does not depend on the external circuit characteristics,
which, anyway, can trigger or not the mechanism. This current is a very difficult quan-
tity to be estimated, but it can be measured. Thermionic emission reduces a lot the
number of ions and photons required to knock out electrons from cathode surface and,
for this reason, the cathode sheath voltage fall decreases a lot because it is no more
sustained by local density charge. Because arc discharge is almost close to thermal
equilibrium, the relation between arc column voltage and current became nearly ohmic
(J = σE). To summarize these last concepts, Figures 5.5 and 5.6 show voltage and
current profile of a CDI ignition system (more details are provided in the next section)
discharging in air at atmospheric pressure for various capacitor charging voltages. It
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can be noticed that at about 275 mA there is a transition between glow and arc dis-
charge. This passage is underlined by the sudden decrease of voltage. For the case
with 125 Volt charge, the current rises well above the threshold value and the transition
occurs only two times. For the case with 105 Volt charge, an incomplete transition con-
tinuously occurs as the current value does not clearly become more than the threshold
value. Finally for the lower energy case, discharge works only in glow mode and the
voltage remains practically constant until a low current of about 10 mA is reached at
1.75 ms; then there is a low voltage increase until discharge is completed and oscilla-
tions related to the external circuit are seen.
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Figure 5.5: CDI ignition system: spark gap
voltage evolution for three capacitor charging
voltages. Data were kindly provided by Dr.
Kian Eisazadeh Far.
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Figure 5.6: CDI ignition system: discharge cur-
rent evolution for three capacitor charging
voltages. Data were kindly provided by Dr.
Kian Eisazadeh Far.

5.1.3 Ignition devices

In the previous section it was pointed out that the development of spark and the tran-
sition between different regimes is strictly connected with the external circuit, as it
determines the current flowing in the plasma. In this section, a short description of
the most employed ignition systems is provided. In the years many ignition devices
have been designed in order to improve the classic one known as transistor controlled
ignition (TCI), from capacitor discharge ignition (CDI) system [103], to laser-inducer
spark ignition [76] or rail-plug ignition system [36]. Anyway, currently only TCI and
CDI systems are produced on industrial scale and 90% of the car fleet employs TCI
system. As a consequence only these two devices are discussed. The main difference
between them is the electrical circuit, while the same spark plug can be used for both
systems. Figures 5.7 and 5.8 show a typical circuit scheme for the two systems.

These systems have to provide a large voltage difference across the spark gap in
order to trigger breakdown at hight pressure and they must do it quickly because of
the high SI engines speed. The common electrical device which characterizes the two
systems is a transformer which couples the primary circuit, connected to the battery,
to the high voltage secondary circuit, connected to the spark plug. For the TCI system
the voltage on the primary circuit side of the transformer remains close to the one of
the battery and the coil ratio of the transformer is some hundreds. At rest, the primary
circuit is closed and the battery charges the coil whose fully charged energy is 1/2·L·i2,
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Figure 5.7: Essential features of a transistor con-
trolled ignition (TCI) circuit scheme

Figure 5.8: Essential features of a capacitor dis-
charge ignition (CDI) circuit scheme

where L is the inductance of the coil. When discharge is required, a switch opens the
primary circuit and the voltage across the coil increases due to the steep change of
current which has to go to zero. The transformer multiplies this voltage which reaches
the breakdown value. After the onset of the spark, the secondary circuit works like a RL
circuit and releases a fraction of the coil energy into the gas inside the cylinder. Because
of the high resistance of the secondary circuit wire, a small amount of the stored energy
reaches the spark; 50-90% of it is lost in the process. The addition of other components
on the secondary circuit (like a capacitor in parallel with the spark plug) can increase
the efficiency of the circuit. In the years, most of the improving efforts were oriented
to deal with this issue and the responsiveness of the system. An example of current
profiles during charging and discharging phases compared with the numerical results
of the basic electric circuit configuration discussed before, is shown in Figures 5.9 and
5.10, where circuit properties where tuned in order to obtain the experimental signal.
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Figure 5.9: Current profile of the primary circuit
of a TCI ignition system
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Figure 5.10: Current profile of the secondary cir-
cuit of a TCI ignition system

The TCI system provides low current to the spark plug; as a consequence the related
discharge is the glow mode. Spark lifetime depends mostly on the inductance and resis-
tance of the transformer and is of the order of few milliseconds, while typical voltage
ramp rate is 10 kV/ms. The CDI system stores the energy on a series of capacitors on
the primary circuit. As a consequence, the energy stored is 1/2 · C · V 2; an additional
control circuit on the primary side is used to impose the final voltage which is usually
between 100-400 Volt. As a consequence the coil ratio of the transformer can be ten
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time lower that the one of the TCI system and also the corresponding wire resistance
decreases by a factor of 10. When ignition is triggered, the primary circuit is opened
and the same effect described for the TCI system is obtained. The response of the re-
sulting basic circuit looks like the ones of a RLC circuit which is a damped sinusoidal
signal. Eventually only the first half-wave is kept and auxiliary circuits are used to stop
the current flux in the opposite direction. The typical current output is of the order of
the Ampere, thus the common discharge type associated with CDI system is the arc
mode. The typical voltage ramp rate is about 100 kV/ms and the discharge time is of
the order of hundreds microseconds.

5.2 Models for spark discharge

In SI engines, the plasma column connects two systems: the electrical circuit and the
gas which fills the volume between the electrodes. The electrical circuit sees the spark
plug as a load and requires its constitutive equation (relation between voltage and cur-
rent) which depends on the geometry of the electrodes and other parameters which can
be extracted by the fluid system. The relations presented in the previous section are
enough to describe the time evolution of current and voltage. The only problem is to
know the electrical circuit components and their properties, which can be provided by
their manufacturer. Once these information are available, the numerical solution of the
obtained system of equations, which are linear and only time dependent, is easy and no
time consuming. On the contrary, the complete description of the processes involved in
the fluid part of the system is complex and can be even more computationally expensive
than a combustion problem. In general thermal and non-thermal plasmas require differ-
ent approaches. Thermal plasmas are easier to be described as standard Navier-Stokes
with some supplementary equations can be employed [39]. These additional relations
are the four Maxwell equations which form a linear system (or weakly non linear if
variable properties are considered). Their solution does not add any new issues with
respect to the ones encountered in non reacting flows equations. Moreover some rea-
sonable physical approximations can greatly simplify Maxwell equations and reduce
their additional computational cost. This approach is possible because thermal plasmas
can be considered as a reacting mixture which instantaneously reaches its equilibrium
composition. As a consequence, it can be treated as a mixture like air with particular
properties (see Figure 5.11) related to the change of composition which can be directly
obtained by correlations, as the ones proposed in [26].

Non-thermal plasmas, instead, require a completely different approach as they are
characterized by a non-equilibrium distribution of energy between the different degrees
of freedom of the molecules. modelling techniques available in literature reformulate
the problem in a more familiar fluid-dynamic context [112]. These models treat the
plasma as a reactive mixture introducing new chemical species and reactions (like ions
and excited nitrogen) and at least two temperatures, one for heavy particles and an-
other one for electrons. Each of these temperatures is computed with its own energy
equation. Simplified electron Boltzmann equation [42] can be solved to estimate the
transport properties and reaction rate coefficients, which require, as inputs, the elec-
trons temperature and the ratio E/N . When ignition is studied with this approach, a
suitable chemical mechanism witch includes ions, electrons and excited species must
be provided. As this topic is quite recent, there are more uncertainties related to these
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5.2. Models for spark discharge

Figure 5.11: Properties of a thermal air plasma: on the left specific heat at constant pressure, on the
right thermal conductivity. Fitting relations are available in [26]

chemical mechanisms than the ones employed to describe the same fuel in other situa-
tions (like auto-ignition in Diesel engines). Anyway examples of DNS simulations can
already be found in literature [112]. The need of low computational time approaches,
which are more suitable to the combustion models proposed in this work, requires some
simplifications. As a consequence, only thermal plasmas are considered in the follow-
ing. A discussion about this issue is postponed to the following sub-section.

5.2.1 Simplified models to describe spark discharge process

In this work, spark discharge is regarded as a sub-model to initialize combustion and to
compute the early flame radius. As such, only very low computational time approaches
have been testes/employed; specifically 0D and 1D models are considered. For their
nature, these approaches need to include many simplifications, but, as only global pa-
rameters are required, the inaccurate description of some details is not a priori important
if they do not influence the global result. Moreover detailed models require more infor-
mation about initial and boundary conditions which are usually not available. Maly’s
works on spark ignition process have been considered a reference for engines commu-
nity for a long time. A summary of his findings is presented in [70]. From the author’s
experience, it is quite hard to find other works on the same topic in engine literature.
Anyway, in other research contexts, many works on spark discharge process were done
and a deeper understanding of the governing mechanisms was achieved. Many of the
previous considerations were taken by these alternative sources. In light of this, what
is written in [70] is reviewed. Maly stated that, in the context of SI engines, discharge
produced by ignition devices always follows these three phases in order: breakdown,
arc phase and glow mode. As already explained, ignition devices generate a pulsed
discharge; breakdown phase is accomplished by streamer mechanism, as the discharge
occurs in high pressure environment and under high over-voltage conditions. Maly es-
timated temperature after breakdown around 60000 K and, as a corroboration of this,
he stated that he had measured traces of N4+. As can be seen in figure 5.12, where the
recent data proposed in [26] are shown, effectively N4+ only appears at temperature
higher than 45000 K. A more detailed definition of the statement "after breakdown"
must be provided, as the conductive column generated by streamer is a non-thermal
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Chapter 5. modelling ignition process

plasma at room temperature. For what the author understood, this expression refers to
the state of the gas after some nanoseconds, when the energy stored in the spark plug
is discharged, and practically also includes what was defined as "arc phase". Then, the
rise of temperature depends more on the spark plug properties than the external circuit
characteristics.

Figure 5.12: Molar fraction of N2 and O2 species in air at atmospheric pressure, for increasing tem-
perature

In order to further verify this result and to provide more information at the end of
breakdown phase, a 1D blast wave solver was implemented. An extended version of 1D
equations in Lagrangian mass coordinate system presented in [95] and [109] is solved,
both in spherical (dm = ρrdr) and cylindrical coordinate (dm = ρhdr) systems:

∂r

∂t
= u (5.16)

1

ρ
=
∂r2

∂m
(5.17)

∂u

∂t
= −r∂(p+ Y )

∂m
(5.18)

∂ε

∂t
+ (p+ Y )

∂(1/ρ)

∂m
=

1

ρ

∂

∂m

(
r2λ

cv

∂ε

∂m

)
+Q (5.19)

where 5.17, 5.18 and 5.19 are respectively the mass, momentum and energy (ε) con-
servation equations. Y is an artificial viscosity introduced to control numerical oscilla-
tion near the shock wave front andQ is the sum of energy source and sink terms. As the
expected result is characterized by high temperatures, thermal equilibrium is assumed
and the properties taken from [26] are used in the computation. As source term, the
specific power provided by the spark plug is introduced, while as sink term, radiative
losses are considered by means of the correlation of the net efficiency coefficient pre-
sented in [81]. The previous equations in addition with the equation of state ε = ε(p, ρ)
are solved explicitly in the following order: first, momentum equation is used to update
the velocity, then mass conservation is solved to compute density and finally the energy
and equation of state are iteratively solved in order to update both ε and p. The function
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5.2. Models for spark discharge

ε = ε(p, ρ) and the other properties (λ = λ(p, ρ), T = T (p, ρ), etc...) are expressed
in form of 2D table instead of employing directly the relations proposed in [26], which
are quite time consuming. Using the information provided by Maly in [70], the energy
discharged by the spark plug can be estimated as Ebd = 1/2 ·C ·V 2

bd, where C = 10 pF
is a typical value of the capacity of the spark plug and Vbd = 6kV is given as an estima-
tion of breakdown voltage at ambient condition using Eqn. 5.13. The electrical circuit
in this first stage (spark plugs and conductive channel) can be modelled as an RC cir-
cuit whose characteristic time can be estimate as R · C ∼ 1ns, where the suggested
value of the channel resistance R after breakdown is 50 ohm. The power discharged
in the system is simply estimated as Ebd/(R · C). The spark channel is modelled as a
cylinder with the typical length of 1 mm (electrodes distance). The channel radius in
which the breakdown energy is discharged is set to 0.04 mm as suggested in [70]. This
quantity should be equal to the diameter of the streamer which reaches the anode and
it could be estimated by means of Eqn. 5.9 using the spark gap length and appropriate
average transport properties. The evolution of axis temperature and pressure are shown
in Figure 5.13 for different breakdown energy. The power released is great enough to
induce an increase of pressure which generates a strong shock wave. This one rapidly
propagates away and the axis pressure decreases close to its initial value after about 2
µs. The temperature at axis position does not reach the temperature estimated by Maly
for the typical energy discharge range of spark-ignition engine (0.3-1.0 mJ as stated
in [70]), but the order of magnitude is the same. Anyway in [70] it is not mentioned
the amount of energy deposited after breakdown to reach the estimated 60000 K. For
example, referring to the same case, in [108] it is written that the energy necessary to
reach 60000 K is about 30 mJ, which is much higher than the one employed in these
computations. It is not clear however if this energy is the one effectively discharged in
the fluid in the first few nanoseconds after breakdown or the total energy discharged for
the whole duration of the discharge, which can last some milliseconds.
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Figure 5.13: Axis temperature and pressure evolution in the very fist stages after breakdown. The three
cases are computed with different discharge energies.

As pointed out by Maly, radiation losses do not seem to be important as the com-
putations of temperature with and without the net efficiency coefficient are found to
be practically the same. Figure 5.14 shows the temperature evolution at the very first
stages after breakdown for breakdown energy of 0.5 mJ. It is noted that there is a sud-
den increase of temperature (like the step at 0.35 mm for the line at 0.25 µs) far from
the axis, due to shock wave compression, and a smother increase closer to the axis, due
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Chapter 5. modelling ignition process

to thermal conduction. The maximum temperature quickly decreases, but it still keeps
a high value at the end of the computation. As the shock wave goes far from the spark
channel, the velocity field practically goes to zero and the subsequent evolution of tem-
perature profile could be computed only with a heat conduction equation as proposed
in [71]. The final temperature profile after 2 µs of this case could justify the subsequent
development of an arc phase as the electrode should be heated to high temperature and
thermionic emission could be generated. Anyway experimental evidence shows that,
after this phase, the behaviour of the plasma is driven by the current value provided by
the external circuit properties. As a consequence usually for a TCI system glow phase
starts.
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Figure 5.14: Temperature profile evolutions after breakdown. Model results are plotted for every 0.25µs.

Because glow phase is associated with non-thermal plasma, some questions about
how to model this stage without employing the very costly non-equilibrium treatment
can arise. Maly could have provided a way to partially account these effects, as he pro-
posed some efficiency functions which can be found in [70] and [71]. In particular, the
product of the efficiency functions by the input power should give the effective power
which heats the flow. For the glow phase, the proposed efficiency is lower than for the
arc phase. If these efficiencies are obtained as a results of heavy particle temperature
measurements and input power, than they could partially include non-thermal effects
within. Moreover, as the translational temperature rises, relaxation times decrease and
the distribution of energy between different degrees of freedom reaches equilibrium
faster; so, in combustion problems, the influence of non-thermal effects should be lower
than in discharge in pure air. The author has anyway some doubts about the general-
ization of the results obtained, as in some works like [128], these are confirmed, while
in other papers like [82] the resulting discharge is clearly a non-thermal plasma. This
is because the influence of the external circuit is very important as it determines the
current rise after the conductive channel has been established. For this reason it is hard
to compare the results obtained by different authors which usually employ similar, but
different ignition devices. As a comment about this part, it is noted that Maly in [70]
promoted the use of high discharge powers to form a high temperature thermal plasma.
Nowadays, instead, many researchers are trying to exploit non-equilibrium plasmas in
order to improve combustion efficiency and control, as they identified that high energy
electrons can promote radicals production and ignite a mixture also at low temperatures.
Steamers could be used to ignite big volumes as shown in 5.15 without the need of high
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discharge power and the related issues concerning spark plug surface consumption.

Figure 5.15: Example of application of non-thermal plasma for combustion. On the left streamer dis-
charge in air. On the right application of the igniter to the combustion of lean C2H4 − air mixture.

A simple 0D thermodynamic model was proposed in [108] to compute the diam-
eter and temperature immediately after breakdown, when the shock wave has moved
away from the spark channel. In this approach, the energy is supposed to be supplied
instantaneously to a constant volume vessel which then expands with an adiabatic trans-
formation from the obtained shock wave pressure to its initial value. More details are
given in section 6.3.2, here it just noted that its results are in line with the ones showed
for the 1D model and, as a consequence, can be used as an alternative way to describe
the phase immediately after breakdown.

To model the following part of the discharge, a 1D heat conduction equation can be
solved as suggested in [71] and confirmed by the computations with the blast wave
solver. In [33] an interesting study on this phase is proposed. Data of the radius of high
temperature sphere resulting from discharge in air for different energy input are shown
(Figures 5.16 and 5.17) and a simple 0D thermodynamic approach, which provides re-
markable results such as the ones shown in Fig. 5.18, is proposed. Therefore this model
was implemented and tested.

Figure 5.16: Measured high temperature kernel
radii for different discharge energies.

Figure 5.17: Discharged current profile with dif-
ferent charge levels of the CDI system capaci-
tor.

The model assumes that, after breakdown, the system can be considered at constant
pressure. Moreover, analysis of shadowgraph pictures leads the author of the article to
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Chapter 5. modelling ignition process

Figure 5.18: Comparison of experimental and computed spark radii after breakdown. Figure (a) shows
the case at lower discharge energy 24 mJ. Figure (b) shows the case at the higher discharge energy
of 81 mJ. Images were taken from [33].

conclude that, being the thermal boundary layer very thin, the system can be assumed
as developing at constant mass. Thermal equilibrium hypothesis is justified by the high
temperatures involved. As a consequence, energy and gas state equations are enough
to describe the problem: the equations proposed in [33] are reformulated as:

m0cp
∂T

∂t
= Q̇spk − Q̇rad − Q̇fall − Q̇w (5.20)

V =
m0 ·R · T
n · p

(5.21)

r =

(
3V

4π

)1/3

(5.22)

where the volume V and the temperature T are the variable of the problems. m0 is
the initial hot mass after the shock wave has moved away from the spark channel. It is
computed using the initials conditions which are partially considered as tuning variable.
Q̇spk = V · I , Q̇fall = Vfall · I are respectively the total spark energy deposited and the
energy associated with the cathode and anode falls, which is supposed to be completely
loss because of heat conduction at electrodes. I and V are measured, while Vfall is
estimated to be 165 Volt. Q̇rad is computed with net efficient coefficient data presented
in [81] (NEC data are available up to 30000 K; as a first approximation, for higher
temperatures, this value is kept constant in agreement with the trend of the data). The
wall losses Q̇w are neglected for the purpose of these simulations. In [33] it is also
stated that they play a minor role and can be considered incorporated in the cathode
and anode voltage fall losses. Finally, the number of particles n which appear in Eqn.
5.21 is a function of T and it is obtained using the data of [26], while p is constant and
it is an input parameter. As can be clearly seen by equation 5.21, the volume increase is
driven by the rise of temperature which is partially counteracted by the corresponding
increase of the number of particles due to dissociation. As shown in [33], temperature
has to reach very high values in order to obtain the experimental radius. Computation
of case with 24 mJ input energy leads to the result displayed in picture 5.19. The same
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initial temperature and radius proposed in [33] are used: the temperature is set to 7000
K and the initial radius is 0.5 mm as indicated also in Figure 5.18.
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Figure 5.19: High temperature sphere radius predicted by 0D model with and without radiation losses.
Total discharge energy 24 mJ. Black line is the result computed with properties taken form [32]. Red
lines are the results computed with properties taken form [26].

The influence of radiation losses seems to be very important in this model and also
the plasma properties. In particular, properties taken from [26] at high temperature are
quantitatively different from the ones shown in [33]. A comparison of these properties
can be seen in [32] (Figure 13). In particular in Figure 5.19, it is noticed that even with
zero heat losses, the temperature computed using the data in [26] does not reach high
enough values to give the experimental radius, while using the properties presented
in [32], the computed radius reaches the experimental value only if radiation losses are
negligible. The author of [33] states that most of the losses comes from radiation for
the high energy case and from cathode and anode voltage fall for the low energy case.
Because it was not clear how radiation losses were computed in [33] and the equations
to be solved are simple enough to be revertible, to further verify the reported results and
better understand the behaviour of the model, the computed radii shown in [33] as an
input parameter in the model and heat losses are obtained as an output. Obviously the
plasma properties obtained in [32] are used in conformity with the computation in [33].
Their values are shown in figure 5.20.

0 0.5 1 1.5 2 2.5 3
Time [ms]

0

50

100

150

200

Q
ra

d
 [

W
]

Discharge energy 24 mj
Discharge energy 81 mj

10000 20000 30000 40000 50000
Temperature [K]

0

50

100

150

200

Q
ra

d
 [

W
]

Discharge energy 24 mj
Discharge energy 81 mj

Figure 5.20: Radiation heat losses obtained by the computed radii shown in [33]. Figure on the left
shows the radiation losses in time, while the picture on the right shows the same losses as function of
temperate
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The jumps of the values shown in figure 5.20 are due to the discontinuous input ra-
dius which was obtained from extrapolation of the data of Figure 5.18. The particular
shape of the relation between radiation losses and temperature suggests that an anal-
ogous process as the one used for this verification was employed in [33] to estimate
the radiation heat losses. Theoretically speaking, assuming that the model is able to
describe the physics of the process, this methodology would provide a new way to in-
directly measure radiation losses. For example, a common way to estimate radiation
losses of thermal plasmas is to set-up an experiment 1D steady configuration for which
temperature profile is measured. Then a 1D heat transfer equation is solved and radia-
tion losses are tuned until the computed temperatures match the experimental data. The
problem is that, in this case, the dependence of radiation heat losses with high temper-
ature is unphysical. As a consequence, the results obtained by this model and reported
in [33] are unfounded.
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Figure 5.21: Temperature profile evolution throughout glow phase. Model results are plotted for every
0.3 ms

Temperature profiles computed with the 1D blast wave solver for the case where 24
mJ are discharged in air are shown in Figure 5.21. As there is no clear way to define
the radius to be compared with the experiment, only results of temperature profiles are
shown and a qualitative comparison is proposed. For glow discharge, constant current
flux assumption is employed as suggested by the theory. The reported results give the
idea that thermal diffusion plays an important role and the assumption adopted in [33]
about the negligible thickness of the thermal layer is not justified. For the 1D computed
case, 100 nanoseconds after breakdown axis temperature reaches a minimum value
of about 3000 K (not shown in the figure) before starting to rise again, as the current
provided by the electrical circuit increases. The maximum temperature does not exceed
5000 K (time 0.3 ms corresponds to the peak of power supplied by the spark as shown
in figure 5.17). When the current is no more supplied, heat diffuses very slowly and the
zone where the temperature starts to rise from the ambient value (which more or less
corresponds to the measured radius, as shadow-graph technique measures the position
of the peak of the second derivative of density), does not move as experiments suggest.
This steady value of the radius obtained by the 1D computation is around 1.6 mm.
The initial growth of the radius is affected by the increase of surface across which the
current flows, as its flux is kept constant. The other case is not computed as it is not
clear how to model the transition between glow and arc phase and in particular how to
supply the input power. Theoretically speaking, the conductive channel should collapse
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and current density and temperature should rapidly increase until the ohmic relation
J = σ · E is established (σ is the electrical conductivity which can be computed like
the other properties of thermal plasmas with the correlations proposed in [26]). In
conclusion the results of 1D model are able to reach the experimental radius without
the need of the very high and unrealistic temperature provided by the 0D approach.

5.3 Early flame kernel development

The results of the previous sections show that, after breakdown, a very hot channel with
a diameter of the order of 1 mm is formed between the electrodes. The temperature is
high enough to activate the reactions of the mixture. The high temperature region sup-
plied by the electrical power further expands, but the reaction zone of the flame usually
propagates faster and moves away from the spark. The history of flame kernel develop-
ment is then controlled by the competition between heat provided by the spark channel
and stretch effect. In section 3.3 the latest effect was analyzed by means of asymptotic
theory and it was explained that stretch tends to reduce the temperature of the reaction
zone which leads to a reduction of the propagation speed. The laminar flame speed
exponentially depends on the reaction zone temperature, so that small changes of tem-
perature produce a finite change of velocity. Analyzing expressions 3.42 and 3.62, it
follows: (

SL
S0
L

)2

= exp

(
Ea
RT
− Ea
RTad

)
(5.23)

T = Tad + T (0+) (5.24)

T (0+) =
1

S2
L

(
1

Su

dSu

dt
− 2σδL

r

)
ID (5.25)

where the temperature of the reaction zone is T and T (0+) is the perturbation term
associated with stretch effect. The substitution of 5.24 into 5.23 and the linearization of
the exponential term lead to relation 3.62. For positive values of ID, which represents
the Markstein number in this formulation, stretch reduces the flame speed. In the same
way, heat conduction from the high temperature zone of the spark channel can rise the
reaction zone temperature. Because T (0+) ∼ 1/Ze is small, the flame speed can be
influenced by spark energy deposition even if the flame front is far from the electrodes.
Specifically, heat conduction can effectively counter stretch effects, as it avoids the
reduction of the reaction zone temperature. When the flame front is close enough to
the energy deposition zone, heat conduction can even increase the flame speed up to
higher values than the one found for the unstretched case, as the reacting temperature
can be higher than the adiabatic flame temperature. Being the relation strongly non-
linear, all errors due to secondary effects, like heat losses due to cold electrodes or
uncertainties in spark energy deposition process, are amplified. Moreover asymptotic
relations are valid forR/δL >> 1; the more this ratio decreases, the more important are
the effects related to reaction mechanism which can be no more represented only by a
global mechanism. Nevertheless, the physics which governs the process is quite clear.
In [18] asymptotic methodology is applied to a simplified combustion case with the
assumptions of constant density, constant thermal properties and for mixture far from
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stoichiometry. The resulting simplified system requires only the solution of the non-
dimensional temperature and deficient reactant equations which, in spherical coordinate
system, are:

∂θ

∂t
=

1

r2

∂

∂r

(
r2∂θ

∂r

)
+ ω −H · θ (5.26)

∂YD
∂t

=
1

r2Le

∂

∂r

(
r2∂YD

∂r

)
− ω (5.27)

where:

ω =
1

2Le
· Y · Ze2 · exp

(
Zeσ(θ − 1)

1 + (σ − 1)θ

)
(5.28)

θ = (T̃ − Tu)/(Tad − Tu) (5.29)

YD = ỸD/YD,u (5.30)

Energy deposition process is represented as a boundary condition at the centre of the
sphere: r2∂T/∂r|r=ε = −Q for ε → 0. H is a non-dimensional term which takes
into account radiation losses and is considered a constant but it can assume different
values on the two sides of the flames (burnt ad unburnt zones). The relation for the
non-dimensional reaction term 5.28 can be obtained using the asymptotic value of the
laminar flame speed 3.41, with constant density assumption and n = nd = 1. An ana-
lytical solution can be derived if a quasi-steady assumption is employed, which implies
that in the coordinate system attached to the moving flame front, time derivatives are
negligible. Then the solution takes the form of a system of two non linear algebraic
equations:

ΩQ + Ωθf =

(
1

R2Le
exp (−SL · Le ·R)

)
/

(∫ ∞
R

exp (−SL · Le · τ)

τ 2
dτ

)
(5.31)

ΩQ + Ωθf = exp

(
Ze

2

σ(θf − 1)

1 + (σ − 1)θf

)
(5.32)

Where Ω = Ω(Hu, Hb, SL, R, θf ) and ΩQ = ΩQ(Q,Hb, SL, R) are quite intricate
functions given in [18] (pp. 432, 442 respectively). Given the value of one variable,
for example the flame front radial position R, then the other two variable SL and Tf
are unequivocally defined. The sum of ΩQ and Ωθf is the result of the superposition
of effects which is valid because in the burnt zone the resulting differential equations
are linear. It is noted that in [18] H is assumed to be constant on burnt and unburnt
sides of the flame in order to make the problem linear and to obtain the asymptotic
solution. Then, the same value for burnt and unburnt zone is used, while, for physical
consistency, it should be Hb ∼ σ3Hu, where σ = Tad/Tu ∼ 6− 7. As a consequence,
one of the conclusions of the paper, which states that radiation losses in unburnt zone
are important for flame kernel growth, is probably misled by this unlucky choice of
parameters. To obtain the analytical solutions it is assumed that the reaction zone is
very thin δL/Ze → 0, while no such assumption is required for the ratio δL/R. This
can provide some insight of the non linear relation between stretch and flame speed.
Comparison of analytic results 5.31 and 5.32 and numerical solutions of the equations
5.26, 5.27 are given in Figure 5.22 for different power sources.
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Figure 5.22: Comparison of analytical results and numerical solutions of asymptotic equations 5.26 and
5.27 for various power sources

The differences between the two results are connected to the unsteady terms ne-
glected in the analytical solution, which are important only on the first stages of flame
kernel development. As could be expected, the importance of ignition energy grows as
the Lewis number of the mixture increases, for example with the same ignition energy
at Lewis number equal to 1.0 and 1.3 (Figure 5.23) the minimum flame propagation
speed changes from 0.3 to 0.02.
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Figure 5.23: Effect of Lewis number on flame kernel development

The extension of the analytical solution to a variable density case could be achieved
by applying superposition of effects and the jumping conditions across the flame front
presented for example in [49]. In fact, on the burnt side of the flame, small spatial
variation of temperature makes the assumption of constant properties and density plau-
sible as a first approximation. As a consequence, the energy equation becomes linear.
Anyway, as the validity of jumping conditions requires δL/R → 0, it is not a priori
clear if this analytic solution could give more insight on the effect of energy deposi-
tion process, as the required flame radius should be big. For this reason, the author
instead tried to numerically solve an extended version of equations 5.26 and 5.27. This
extended version allows variable density and thermal properties (λ/cp) ∝ (T̃ /Tu)

β+1,
Dth ∝ (T̃ /Tu)

β and a general mixture composition, but requires constant Lewis num-
ber, reaction exponent coefficient equal to one and low Mach number approximation.
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Chapter 5. modelling ignition process

The new set of equations is:

∂ρ

∂t
+

1

rN
∂(rNρur)

∂r
= 0 (5.33)

∂θ

∂t
+ ρur

∂θ

∂r
=

1

rN
∂

∂r

(
rN
(

1

ρ

)β
∂θ

∂r

)
+ ω −H · θ +Qspk (5.34)

∂YD
∂t

+ ρur
∂YD
∂r

=
1

rNLeD

∂

∂r

(
rN
(

1

ρ

)β
∂YD
∂r

)
− ω (5.35)

∂YE
∂t

+ ρur
∂YE
∂r

=
1

rNLeE

∂

∂r

(
rN
(

1

ρ

)β
∂YE
∂r

)
− ω 3 (5.36)

Where:

ω =
Ze3

2LeDLeE(z + 2)
ΦYDYEρ

2σβ−2exp

(
Ze(T − 1)

σ + (1− σ)T

)
(5.37)

z = Ze
Φ− 1

LeE
(5.38)

All the variables are non-dimensionalized with respect to their unburnt value except
YE = ỸE/YD,u. All the parameters which are not specified here can be found in sec-
tion 3.2.3. Second order central difference implicit scheme in space and implicit Euler
scheme in time are employed as in the simplified solution case. All the equations are
solved separately using the solution of the previous time step for the other variables.
Results of the comprehensive model for three cases are shown in Figure 5.24. The three
cases represent mixtures of propane at different equivalent ratio, but the same environ-
ment condition. The density ratio varies between 3.5-4 as the unburnt gas temperature
is about 600 K, which is close to typical engine operating conditions. All the param-
eters required to complete the set-up of the case (Lewis number, Zel’dovic number,
etc..) were obtained by means of 1D computation with the mechanism proposed in [99]
and are reported in table 7.6. One of the main difference with respect to the previous
simplified case is that the stretch effect is stronger, as the burnt zone cools down much
more both because the thermal conductivity is higher and because the hot mass is al-
ways lower than the mass to be heated. As a consequence, in the tested cases ignition
by means of introduction of heat with a boundary condition is no more able to generate
a propagating flame and the energy must be provided on a larger channel.

This model was originally thought as a way to better represent the non-linear effect
of stretch on flame speed and as an approach to describe early flame kernel development
in engine simulations by constructing tables which provide the flame speed as function
of flame radius. Unfortunately the results of the model are not consistent. For example,
in Figure 5.24 the non-dimensional flame propagation speeds do not tend to one for high
radius values as in the simplified case. The reason of this behaviour is not actually clear,
but the author thinks that the expression of the laminar flame 3.42 used to make the
reaction rate ω non dimensional is too inaccurate to be applied for this numerical case.
Alternatively, being the results very sensitive to small changes of some parameters,
the problem could be numerical and could be solved with more accurate discretization
schemes or strategies to increase the coupled solutions of the different equations.
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Figure 5.24: Flame kernel grow for propane-air mixture at different equivalence ratio

5.4 Concluding remarks

In this chapter information about spark discharge process and early flame kernel devel-
opment were given. The aim of the description was mainly to give a general background
about the problem in order to be able to evaluate if some of the simplified approaches
proposed in literature are able to describe this process. It was found that, from the
electrical point of view, the problem can be solved as the spark can be described by
means of empirical correlations between voltage and current. These relations are found
to be coherent with the known theory and, as such, they are quite reliable. Concerning
the fluid-dynamic part, among the tested approaches, the 1D case seems to be able to
reproduce some of the aspects described in literature and to provide realistic results,
considering also the many unknowns of the problem. Regarding early flame kernel de-
velopment, a 1D approach with the support of asymptotic theory was investigated. Un-
fortunately, while a simplified version of this approach was successfully implemented
and tested, its extension to more realistic cases, which could provide some quantitative
results, did not give coherent results. Further investigations are required in order to
understand if the problem is conceptual (the laminar flame speed formulation used to
compute the reaction rate is not coherent with this approach or too approximated) or
simply numerical (different strategies to solve the system of equations and higher order
schemes should be used).
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CHAPTER6
A comprehensive combustion model for

spark-ignition engines

In the previous chapters, the physics of turbulent premixed combustion from ignition
to a fully turbulent flame developed has been reviewed. In particular, the author tried
to outline a logical sequence of steps to proceed from the lowest level of modelling
(DNS with detailed chemistry) to the higher level (RANS without solving reactions).
For each step, the main physical mechanisms involved were shown. It was analyzed
what it is known from experiments and theory, and the models and related parameters
proposed to describe these mechanisms. The author hopes that this description can help
to clarify which aspects at every modelling level should be described (for example, in
LES context the problem of flame development should not require specific sub-model
like RANS), which aspects require more theoretical and experimental studies and what
is lost in the modelling process (for example by the use Favre average equations in
RANS instead of conditional average). The author is aware not to have covered every
issues related to premixed combustion problem, as identification and study of these as-
pects have required the work of the whole combustion community over the last sixty
years. Anyway he thinks that this description and the related reference articles, can
provide enough information to have a clear idea of the state of the art and some sug-
gestions for future developments. In this chapter, a model which takes into account
most of the previous aspects is described. This model was originally developed for the
flame surface density approach, then, for the problems shown in chapter 4, the model
was readjusted for the G-Equation approach. Anyway, the main structure of the actual
model is shared with the previous one and a summary of its description can be found
for example in [68]. In the following, only the G-Equation version will be described.
The model can be divided in two parts: the main part, in which the Eulerian transport
equations for premixed combustion are solved, and a series of sub-models, which are
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Chapter 6. A comprehensive combustion model for spark-ignition engines

used to describe the early flame kernel development. This phase would require very
fine mesh resolutions to be described by an Eulerian approach. These two parts are
discussed in different sections.

6.1 Equations solved in the Eulerian domain

The equations solved by the main model are the Favre average version of reacting flows
equations.

• Conservation of mass:
∂ρ

∂t
+∇ ·

(
ρŨ
)

= 0 (6.1)

• Conservation of momentum:

∂ρŨ

∂t
+∇ ·

(
ρŨŨ

)
= −∇

(
p+

2

3
(µ+ µt)∇ · (Ũ

)
+

+ ∇ ·
[
(µ+ µt)

(
∇Ũ +∇ŨT

)]
+

− 2

3
∇
(
ρk̃
)

(6.2)

• Conservation of Favre specific total enthalpy:

∂ρh̃t
∂t

+∇ ·
(
ρŨh̃t

)
+∇ ·

[(
λ

cp
+ ρ̄αt

)
∇h̃t

]
=

∂p

∂t
(6.3)

• Conservation of conditioned unburnt specific enthalpy:

∂ρh̃u
∂t

+∇ ·
(
ρŨh̃u

)
+∇ ·

[(
λu
cp,u

+ ρ̄αt

)
∇h̃u

]
=

ρ

ρu

∂p

∂t
−

− ρ

ρu

D(ρK̃)

Dt
(6.4)

With:

µt = Cµ
ρk̃2

ε̃
(6.5)

αt =
µt
ρPrt

(6.6)

K̃ =
1

2
Ũ · Ũ (6.7)

The two enthalpy equations are solved in order to compute Tu, Tb. From ideal gas
law, it is possible to compute ρu, ρb. By means of the relation 4.31, the value of ρ,
which is used in all the others equations, is computed. The value of turbulent viscosity
is obtained by one of the various two-equation k-epsilon models implemented in Open-
FOAM which are not reported here, as they are formally identical to the non-reacting
flows versions which can be found in many textbook like [98]. The previous equations
are common to all the combustion models shown in chapter 4. For the G-Equation
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6.1. Equations solved in the Eulerian domain

model, equation 4.38 is also solved, where the turbulent flame speed can be selected
between the various relations described in sections 4.6.1 and 4.6.2. For consistency
with finite volume code OpenFOAM, equation 4.38 is rewritten in a conservative like
form:

∂ρ̄G̃

∂t
+∇ ·

((
ρ̄Ũ + ρuStn

)
G̃
)

= G̃∇ · (ρuStn)− D̃t,tκ (6.8)

D̃t,t =

√
cscµ2Sctk̃∆t (6.9)

Ξ = −a4b
2
3

2b1

Da

(
∆t

∆t,∞

)5/3
urms
SL

+

+

√√√√(a4b2
3

2b1

Da

(
∆t

∆t,∞

)5/3
)2

+ a4b2
3Da

(
∆t

∆t,∞

)2
urms
SL

(6.10)

St = SL(1 + Ξ) (6.11)

Where n = −∇G̃/|∇G̃| is the normal vector pointing toward the unburnt gas region.
The curvature term can be neglected as for the spatial scheme employed in a finite
volume solver, second derivatives are subject to high errors for arbitrary shapes of the
flames. Moreover its effect is negligible except for the initial stages of combustion,
for which mesh size is not fine enough to give a correct value of curvature and sub-
models are employed instead of the Eulerian equations. With the exception of n, this
formulation can be easily solved with implicit methods. The last important part is how
to convert the distance function G into the progress variable c̃. As already stated, two
strategies can be adopted: the first one is to assume that the probability density function
of finding the flame has a Gaussian shape as suggested in [126] and confirmed in [63];
then:

c̄ = 0.5 + 0.5erf(
G̃− G̃0√

2G̃′′2
) (6.12)

where the average flame position G̃0 = 0 and G̃′′2 is the variance. From the relation
between the flame brush thickness and G̃′′2 and, being G̃ a distant function such that
|∇G̃| = 1, it is clear that:

∆t =

√
G̃′′2

|∇G̃|
=

√
G̃′′2 (6.13)

The above relation is used only for dimensional consistence. As a consequence
√
G̃′′2

in 6.12 can be replaced with ∆t and other relations like the one proposed in [63] can be
employed. To compute this quantity, the equation proposed by Peters in [92] is used:

∂ρG̃′′2

∂t
+ ∇ ·

((
ρ̄Ũ + ρuStn

)
G̃′′2
)
−∇ ·

(
ρD̃t∇G̃′′2

)
=

= G̃′′2∇ · (ρuStn) + 2µt(∇G̃)2 − n∇
(
ρD̃tn∇G̃′′2

)
− csρG̃′′2

ε

k
(6.14)

As before, the equation has been written in conservative like form. All the model
constants are reported in table 6.1.
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Chapter 6. A comprehensive combustion model for spark-ignition engines

Symbols Definition Suggested Value
a1 lt = a1 · urms/ε 0.37
a2 k = a2u

2
rms 1.5

a3 τt = k/ε = a3lt/urms a3 = a1/a2 = 4.05
a4 Dt = a4lturms a4 = Cµ/Prt · a2

2/a1 = 0.78
Cµ νt = Cµk

2/ε 0.09
cs Constant in Eqn. 6.14 2.0
b1 St = b1 · urms 2.0
b2 ∆t = b2 · lt 2a3a4/cs
b3 St/SL = b3

√
Dt/D 1.0

Table 6.1: Constants value for Peters turbulent flame speed relation. For more details about their
derivation, see ( [92] pp. 132).

Alternatively Lipatnikov model [63] can be used to express the turbulent flame speed
and the flame thickness in function of local field properties and time after ignition:

∂ρ̄D̃t

∂t
+∇ ·

(
ρ̄ŨD̃t

)
−∇ ·

(
ρ̄D̃t∇D̃t

)
= ρ̄(D̃t,∞ − D̃t)

ε

k
(6.15)

∂ρ̄∆2
t

∂t
+∇ ·

(
ρ̄Ũ∆2

t

)
−∇ ·

(
ρ̄Dt∇∆2

t

)
= 4πD̃t (6.16)

St
St,∞

=

√√√√1 +

(
D̃t

D̃t,∞

)
/ln

(
1− D̃t

D̃t,∞

)
(6.17)

Where Dt,∞ = νt/Sct, St = ADa1/4urms and the suggested value for A is 0.5. This
model has the advantage of requiring less turning constants.

6.2 Numerical solution of Eulerian equations

In OpenFOAM, the previous system of partial differential equations is solved with an
iterative implicit pressure-based sequential solution procedure. Specifically, the so-
lution of unsteady RANS equations is performed by a procedure known as PIMPLE
which is in between the SIMPLE (Semi-Implicit Method for Pressure-Linked Equa-
tions, [35]) and the PISO (Pressure-Implicit with Splitting of Operators [120]) algo-
rithms. PISO was originally conceived as a predictor-corrector method to be used with
a fixed number of passes through the equations on each time step. These stages are one
outer iteration (momentum predictor) and two or more inner iterations (pressure/ve-
locity corrector). PIMPLE algorithm allows the use of more outer iterations together
with under-relaxation factors for each time step. This makes the algorithm looks like
a SIMPLE which retains the correct time derivative terms. Both momentum predictor
and pressure corrector require the solution of a sparse implicit linear system, which is
the results of the discretization of the linearized form of the previous partial differen-
tial equations; instead the velocity corrector operation is explicit. This algorithm was
originally proposed for problems where the only unknowns are velocity and pressure;
equations of additional quantities are included in each pressure/velocity corrector step
to maintain a tight coupling among the equations. At the end of the pressure/velocity
corrections, equations requiring a lesser degree of coupling are solved (e.g., turbulence
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model equations). The process is repeated as necessary, starting from the momentum
predictor, until converged solution for the current time step or global iteration is ob-
tained. Three levels of iterations are thus employed for each time step: an outer loop,
an inner loop and the iterations required to solve the linear system resulting from im-
plicit discretization of each equation. Every iteration of the outer loop corresponds
to the momentum predictor step, while every iteration of the inner loop to the pres-
sure/velocity corrector step. Because of under-relaxation factors, PIMPLE algorithm
allows less restrictive constrains related to the Courant number, which can be more
then one. Anyway, in order to correctly compute a transient stage, in general, not too
many outer iterations should be employed and time step should be adjusted in order to
satisfy convergence criteria for a small number of outer iterations. Among the many re-
solved quantities, G-Field requires particular care. The G-Equation is an application of
Level-set approach originally developed by Osher in [83] to combustion problems. Its
solution requires some attention as G-Field, for convenience, has to represent a signed
distant function; a property which is not conserved when equation 6.8 is solved. To
solve this issue, different procedures, known as reinitialization process, have been pro-
posed. For example, one of these procedures involves the solution of the additional
equation Gt +S(G)(|∇G|− 1) = 0 [90] until a steady state solution is obtained. Other
techniques like the narrow band approach [3] or fast marching method [106] were pro-
posed in order to reduce the computational time. These methods are usually proposed
for finite difference solvers with structured grids and employ high order essentially non-
oscillatory (ENO) [84] or weighted ENO [46] schemes. Unfortunately OpenFOAM is
optimized for finite volume method and non-structured mesh, so that the implemented
grid data structure is difficult to be used for schemes which require big computational
molecules. Being this work a preliminary study on turbulent combustion models and
considering that many other models do not require these particular approaches, it was
decided to used as much as possible the already available code. As a consequence,
the closest scheme which resembles ENO one, which is the linear upwind scheme, is
used to solve the G-field equation. For reinitialization process, the procedure suggested
in [90] does not always work with the available numerical schemes, so a direct way is
employed. The following steps explain in details the employed procedure; the explana-
tion is supported by Figure 6.1.

Figure 6.1: Reinitialization procedure applied to G-Field

• Equation 6.8 is solved. The updated value of the G-Field is named Gup.
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• Localization of the mean flame front position: a list of points is created. A new
point is added for every surface which connects two cells A and B for witch
G(A)up ·G(B)up < 0. The point coordinates are computed by linear interpolation:

X = XA +
Gup(A)

Gup(A)−Gup(B)
(XB −XA) (6.18)

Where XA is the Cartesian position vector of the centre of cell A. For the generic
quantity Φ which has to be set equal to the value found on the surface (like the
flame brush thickness), a weighed linear interpolation is employed:

Φ = ΦA
Gup(A)

Gup(A)−Gup(B)
+ ΦB

(
1− Gup(A)

Gup(A)−Gup(B)

)
(6.19)

• For a selected cell of the domain, the minimum distance d from the list of points
found in the previous step is computed; the final G value of the selected cell
becomes:

G̃ = H ·Gup + (1−H) · sign(Gup) · d (6.20)

where

H =
1− tanh(3(d− α∆X)/(∆X))

1− tanh(−(3α∆X)/(∆X))
(6.21)

α is set to 3 and ∆X is an estimated cell size. In this way if Gup → 0, G̃ =
Gup and the higher order accuracy guaranteed by the second order spatial scheme
employed to solve 6.8 is preserved.

• In order to reduce the computational time, only cells whose previous value of G is
lower that 2 times the maximum flamebrush thickness are considered; in fact for
the outer cells a correct value of G̃ is not essential.

This reinitialization method is quite expensive. The implementation of better per-
forming procedures is postponed to future works. Some results which prove the validity
of the implemented approach are presented in Figures 6.2 and 6.3.

Figure 6.2 shows the evolution of the iso-surface G = 0 of an expanding sphere
with fixed expanding velocity of 4 m/s. For one case the centre of the sphere is fixed,
for the other case all the points of the sphere move with a velocity of 8 m/s. The graph
compares the theoretical radius with the one computed for the fixed expanding sphere
and the moving one. The error increases with time, but its maximum value is only about
1.5 %. Euler implicit scheme in time is used; it is noted that accuracy is influenced by
the combustion Courant number which is the same (about 0.3) for both computations. A
second order scheme in time, with the same time step, decreases the maximum error to
about 0.1 %. Figure 6.3 shows the same comparison in a more complex geometry with
unstructured mesh. The same accuracy is obtained. The error increases if a complete
tetrahedral mesh is employed as the sphere starts to be wrinkled because of mesh effects
and the maximum error at the end of the computation rises to about 8%.
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Figure 6.2: G-Equation: comparison of computed and theoretical radius for a moving spherical ex-
panding geometry in a fully structured mesh.

6.3 Sub-models which describe initial stages of flame kernel

The last part of the model description concerns flame initialization and initial flame
development. As the main model has no term which is able to describe ignition and be-
cause initially the flame is small with respect to mesh size, Eulerian equations are not
able to correctly describe the problem. In many codes the physical description of this
part is usually neglected and numerical initialization is prescribed as done in chapter 4.
In the proposed model this initial combustion stage is modelled on the basis of some
of physical mechanisms which were reviewed in the previous chapters, knowing that
a trade-off between model complexity, computational effort and available information
are to be considered. In literature similar approaches have been already proposed for
example in [34], [29] and more recently in [25]. Some concepts taken from these ar-
ticles are put together in the presented model. The main idea is to use a Lagrangian
approach to describe the initial development of different flame kernels, seen as mov-
ing particles. After breakdown, the formed spark-channel is represented by a set of
Lagrangian particles, that are initially placed along a line between the two electrodes.
Each of these particles represents an ignition spot (see Figure 6.4), as it is assumed
that after breakdown, as shown in section 5.2.1, the temperature value rises enough to
always ignite the mixture. Eventually the flame could not be able to propagate because
of the high stretch induced by turbulent motion. However, because of the many uncer-
tainties related to the estimation of turbulent stretch and even more on stretch extinction
value, actually this aspect is not taken into account. These flame kernels are convected
by the mean flow and specific sub-models are used to describe their growth.
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Figure 6.3: G-Equation: comparison of computed and theoretical radius for a moving spherical ex-
panding geometry in an unstructured mesh. The radius compared is computed at the traversal cross
section in the middle of the cylinder

6.3.1 Electrical circuit and spark energy deposition model

A detailed electrical circuit sub-model is employed to simulate spark discharge process
and energy deposition in the fluid. In particular, the secondary circuit of a typical spark
discharge system TCI 6.5 is described by means of the following equations:

∂Es
∂t

= −Rsis − Vspkis (6.22)

Es =
1

2
Lsi

2
s = Ep =

1

2
Lpi

2
p (6.23)

Vspk = Vfall + 40.46lspki
−0.32
s p0.51 (6.24)

∂Es
∂t

= −Rsis − Vspkis (6.25)

ip =
Vb
R

(
1− exp

(
− tcharge
Ri/Lp

))
(6.26)

where Es is the energy stored in the coil which can be given or computed with
equation 6.26 if charge time is available. The properties of the electrical circuit can be
estimated by means of experimental data of charge process and discharge in quiescent
air, as shown for example in 5.10. Alternatively, if the electrical circuit is too different
from the previous scheme, the current profile can be directly imposed, while the voltage
across the spark gap Vspk is computed by means of the empirical relation 6.24 which
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6.3. Sub-models which describe initial stages of flame kernel

Figure 6.4: Lagrangian approach concept. On the left a schematic view of a set of flame kernels after
ignition, on the right an example of computation

Figure 6.5: Simplified scheme of a TCI system modelled in the solver

was taken from [52]. As the spark channel is stretched, the voltage across the spark
gap Vspk increases because of increasing length of the conductive channel lspk. When
it reaches a critical value, a new spark channel between the electrodes is formed (see
Figure 6.6) and the voltage decreases to the initial value. In the model this effect is
represented by the disposition of the set of flame kernels between the electrodes. This
process is known as restrike and the critical voltage should scale as:

Vrsk = Vrsk,0
d

d0

P

P0

T0

T
(6.27)

where subscript 0 refers to a nominal value equal to about 1.3 kV at the nominal con-
ditions P0 = 1bar and T0 = 298K and d0 = 1mm, which is observed in some ex-
perimental data. In Figure 6.7, the restrike voltage of the lower velocity is about 1.3
while for the higher velocity it is 1.4. This could imply that also velocity influences the
restrike voltage value for a mechanism probably similar to the one discussed at the end
of section 5.1.1. The previous scaling law is obtained assuming that restrike will occur
if E/N = (E/N)cr. From experiments, it is clear that restrike voltage is lower than
the breakdown value (it is about one tenth or lower). No experimental data are avail-
able to confirm the previous relation. Image 6.6, which is the measured voltage across
the electrodes of a spark plug inside an engine, seems at least to confirm an increase
of restrike voltage with pressure which could be partially compensated by the rise of
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Chapter 6. A comprehensive combustion model for spark-ignition engines

temperature. In the computations of next chapter, only the nominal value is used, in
line with the experimental data available for that geometry.

Figure 6.6: Restrike phenomenology: on the top voltage and current profiles in time; on the bottom
images of the spark during a restrike. After breakdown, a sudden change of voltage indicates that
restrike has occurred. Images are taken from [24]
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Figure 6.7: Voltage evolution in time across the spark gap for different flow velocities at ambient pressure
and temperature. Experimental data kindly provided by Chiba University.

6.3.2 Flame kernel growth model

A similar approach to the one proposed in [71] is used to model the initial flame ker-
nel development. Initially, because of breakdown process, the temperature rises a lot,
while flame formation is not yet completed or it is subject to a very high stretch rate.
Therefore thermal diffusion process is faster than flame propagation. As such, an heat
diffusion equation is solved:

∂Tpl
∂t

= ∇(α∇Tpl) +
ηeffQspk

ρcpV ol
(6.28)

Due to the high temperature, the gas properties are computed from the tables ob-
tained by the relations proposed in [26], while the heat exchange efficiency is taken
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6.3. Sub-models which describe initial stages of flame kernel

Figure 6.8: 1D thermal channel model: scheme of plasma velocity spl computation

from [71]. A sub-cycling procedure (∆t = 20ns) is used to solve Eqn. 6.28. The
temperature field is solved on a 1D grid representing a sector of the gas axis-symmetric
region that surrounds the spark electrodes 6.8. The mesh height is set to be equal to the
electrodes gap, while the radial length of the domain is set to 1.0 cm, which is signif-
icantly higher than the maximum diameter of the flame kernel that is reached during
this phase. To solve the steep gradient, a grid size of about 10 µm is employed. The
following initial and boundary conditions were imposed at spark time and after each
restrike event:

Tpl(r) = (Tign − Tu) · exp

(
− π

4.0

(
r

rign

)6
)

+ Tu (6.29)

where Tu is the average temperature of the mixture at ignition time computed on the
main mesh domain. The starting temperature and diameter (Tign and rign) after break-
down are estimated with the approach exposed in [110], which describes the phase im-
mediately after breakdown with a two steps 0D thermodynamic model. In the first step,
it is assumed that the conductive channel in which the energy stored in the spark plug
is discharged, behaves like a constant volume vessel. In the second step, the system is
subject to isotropic expansion from the high pressure induced by the energy discharge
process to the actual engine pressure. The relations which describe this process and
give the final temperature and diameter are:

Tign = Tu

(
1

k

(
Tbd
Tu
− 1

)
+ 1

)
(6.30)

rign =
k − 1

k
· Ebd

pπdgap(
Tbd
Tu
− 1)

(6.31)

Ebd =
1

2
· C · V 2

bd (6.32)

where Tbd is set to 40000 K, according to the computation of the previous chapter.
k = cp/cv is estimated with the average temperature computed with Tign and Tbd after a
first estimation of Tign with the average value obtained from Tu. Breakdown energy is
computed by means of relations 6.32 and 5.13. Alternatively, the 1D bast wave solver
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Chapter 6. A comprehensive combustion model for spark-ignition engines

described in section 5.2.1 can be used to compute the initial temperature profile after
breakdown. This last model is not implemented in the current solver for computational
time reasons. The initial kernel displacement velocity is computed as:

spl =
rk(t+ ∆t)− rk(t)

∆t
(6.33)

where rk corresponds to the position Tpl(rk) = Tad. To estimate the laminar flame
speed subject to stretch, equation 3.66 is used. Only curvature contribution is consid-
ered as there is no clear way to estimate the stretch induced by turbulence. In order
to take into account turbulence contribution to flame wrinkling, the same equations
presented in the previous section are rewritten for the Lagrangian description. Spatial
derivatives are neglected and partial derivatives in time become total derivatives. The
resulting expression can be integrated in time giving the following algebraic expression:

G′′2 = δ2
Lexp

(
−cs

t− t0
τt

)
+ b2∆2

t

(
1− cs

t− t0
τt

)
(6.34)

Equations 6.13, 6.10 and 6.11 are used to compute the total growth rate of the flame
kernel:

∂r

∂t
= spl +

ρb
ρu
S0
LI0(1 + Ξ) (6.35)

If Lipatnikov model is chosen, then the algebraic expressions to compute the wrinkling
factor are:

∆t =
√

4.0πDt,∞

√
(t− t0)− τt

(
1− exp

(
−t− t0

τt

))
(6.36)

Ξ = ADa1/4urms
SL

√
1− τt

t− t0

(
1− exp

(
−t− t0

τt

))
(6.37)

All the variables related to the fields, which are resolved on the main mesh, are ob-
tained averaging their values of all the cells in which the flame front is. I0 = SL/S

0
L

corresponds to Eqn. 3.66. Relation 6.35 mimics the flame kernel expansion behaviour
for which the initial velocity is high, then it decreases reaching a minimum and then
starts to increase again. spl is initially very high due to the high temperature gradient,
then it quickly goes to zero, while S0

LI0 increases with the radius and Ξ increases in
time.

6.4 Coupling the Lagrangian model with the mesh domain

A summary diagram of the whole model is shown in figure 6.10. During the simulation
Eulerian fields and Lagrangian particles are evolved with the same time step. The cou-
pling between the two parts of the model implies the exchange of information in both
direction: before the tracking algorithm is performed, the computed flow field data such
as ambient density, turbulence quantities (k and ε), laminar flame speed and velocity
field are passed to the Lagrangian part. Particles are convected by the mean flow while
they grow in size because of the flame propagation speed and thermal expansion due to
the heat transferred from electrical circuit to the gas phase. Such quantity is provided
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6.4. Coupling the Lagrangian model with the mesh domain
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Figure 6.9: Example of computed flame kernel velocity. The picture shows the separate contribution of
flame speed related to expansion of ht channel and laminar flame speed development.

by a suitable model that predicts the current and voltage evolution inside the secondary
circuit. This sub-model requires the length of the spark channel, which is easily com-
puted from the particles position. Once the tracking phase is performed, the G value is
reconstructed by means of two G-Fields: one (Gspk) is associated with the Lagrangian
particles, the other one (Gfield) is related to the field solved by Eulerian equation 6.8.
The first field is computed as follows: for each cell of the domain, the value of G is
taken as the minimum distance from the flame front represented by the flame kernels.
This quantity is computed as the magnitude of the distance between the cell centre and
the kernel position plus its radius:

Gspk = |Xcelli −Xkernel|+ rkernel (6.38)

After this computation, the cells for with Gspk = 0 are found and the average values
of k and ε are used to update turbulence properties, which are then used to computed
Ξ and G̃′′2 of the flame kernel. To move the particles, the interpolated velocity in the
position of the centre of the flame kernel is used. At the same time, the quantities
computed by the flame kernel sub-models like G̃′′2spk are mapped on the cell for which
Gspk > Gfield. When restrike occurs or the flame kernel radius exceeds a selected
value, Gspk is mapped on the Gfield by selecting the maximum value between Gspk and
Gfield.
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Chapter 6. A comprehensive combustion model for spark-ignition engines

Figure 6.10: Diagram patterns of the proposed model: interaction between sub-models, Lagrangian
particles and Eulerian mesh
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CHAPTER7
Combustion model validation

In this chapter an evaluation of the model behaviour is proposed, comparing its results
with experimental data of an engine like environment. The selected test case is an
experimental configuration which is well known in literature and it is presented in [45]
and [71]. The choice of this configuration is mainly driven by the following reasons:

• This is one of the few engine like configurations which is expressly developed to
study combustion. Experimental works on real engine configurations usually give
fewer information about combustion process.

• The geometry is simple and described well enough to be correctly reproduced.
The flow field at ignition time is practically unaffected by initial conditions, while,
for real engines, the whole gas exchange process should be computed before com-
pression with the related uncertainties.

• Many parameters which are usually fixed in real engine, can be changed in this
configuration: mixture composition, ignition system and spark positions and, as
usual, engine speed.

• Some data of the flow field are available and Schlieren images taken from two
views can describe the geometry of the flame and allow the estimation of the
burnt volume.

• Burnt volume can be used to describe the initial stages of flame development, as
pressure variations are minimal in this stage. The description of this phase is one
of the main features of the proposed model.

• The volume of the chamber is quite big and, for the combustion phase under in-
vestigation, pressure changes are quite small. As a consequence, the problem is a
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Chapter 7. Combustion model validation

bit simplified as many variables which influence combustion, like laminar flame
speed and thickness, do not change significantly during combustion because of
pressure rise.

On the other hand, this set of experiments has also some limits:

• The available experimental points for the single test are few and the uncertainties
related to the estimation process are probably rather high, as average Schlieren
images suffer the problems already discussed in section 4.6.2 and the geometry of
the flame is quite complex so that the authors of the experiment had to make some
assumptions in order to compute the burnt volume.

• No pressure traces are available which are very reliable measurements and could
be helpful to verify average cylinder mass and temperature at ignition time.

• Engine speeds are low and, for some cases, also the turbulent Reynolds num-
ber. Both turbulence and combustion models are designed to describe a very high
Reynolds number flow.

In the following the experimental apparatus and the available data are reported; then
the numerical set-up and the imposed initial conditions are discussed. Results of the
cold flow cases are shown and compared with the available experimental data. Finally a
selection of the experimental cases is solved with the proposed combustion model and
its results are presented.

7.1 Experimental configuration and test conditions

Herweg et al. in their works used a laboratory engine 7.1 which is designed to in-
duce a strong swirl motion inside a cylindrical chamber where combustion occurs. By
varying the piston speed and the spark position, i.e. in the centre of the chamber and
in a peripheral zone, Herweg et al. investigated separately the effects of mean flow
velocity and turbulence intensity on the development of the flame kernel. Thanks to
optical access, provided by two large quartz windows at both cylinder ends and two
circumferential windows, LDV measurements of velocities and turbulence intensity at
the peripheral spark position together with high speed Schlieren filming were allowed.
From the images of the flame taken from the two pair of orthogonal windows, Herweg
et al. estimated the burned volume at different crank angles. They assumed that the
flame cross section is ellipsoidal and used the images to estimate the axes dimensions
of the section point by point. The main geometrical data are summarized in Table 7.1.

The experimental data provided in [45] cover 60 operating conditions including vari-
ation of engine speed and relative air/fuel ratio. Experiment were performed consider-
ing two different spar-plug positions (central and peripheral) and ignition systems (TCI
and CDI). The complete list of the operating conditions is summarized in table 7.2

7.2 Case set-up

The main tool adopted to generate the mesh of the geometry is snappyHexMesh, a
utility included in the opensource CFD toolbox OpenFOAM [2]. Its approach is based
on the octree concept, where each cell is halved in the proximity of the boundaries,
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7.2. Case set-up

Figure 7.1: Experimental engine configuration: on the left the original sketch taken from [45], on the
right the geometry drawn by a CAD program

Quantity Value
Bore 73.0 mm
Stroke 67.0 mm
Connecting Rod Length 112.0 mm
Clearance heigth 1.0 mm
Compression ratio (from IVC to SA) 7.3
Side chamber diameter 45.0 mm
Side chamber clearance 19.0 mm
Connecting throat diameter 12.0 mm
Thin wire electrodes 1.0 mm
Spark gap 1.0 mm

Table 7.1: Geometry data of the simulated side-chamber engine

Ignition timing 350 CAD
IVC 192 CAD
Mixture inlet temperature 298 K
Pressure at ignition timing 5 bar
Fuel propane
Engine speed range 300, 500, 750, 1000, 1250 rpm
Mixture air index 1.0, 1.3, 1.5
Ignition location central, peripheral
Ignition system TCI, CDI

Table 7.2: Operating conditions tested in experiments

refining the mesh up to the adequate level. As a starting point, a closed surface which
defines the geometry domain must be provided together with an initial mesh composed
by hexahedral elements, as shown in Figure7.2.

In a first stage, the initial block mesh is converted into a castellated mesh which
approximates the shape of the geometry in a stair-step way. Then vertices are moved
to the nearest boundaries by means of a smoothing algorithm (snapping phase). There-
fore, the mesh generated adopting this strategy is predominantly hexahedral, with a
small percentage of polyhedral elements near the boundaries. These three passages are
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Chapter 7. Combustion model validation

Figure 7.2: Data needed to create a mesh with snappyHexMesh utility

shown in Figure 7.3. The work to be done, in order to obtain a good mesh without an
excessive number of cells, is to provide an initial block mesh which is already refined
where more cells are needed, possibly with cell oriented in the direction of the flux
(snappyHexMesh preserve the main features of the initial block mesh) and then select
the parameters which control snappyHexMesh algorithm. Usually the creation of the
initial block mesh and choice of snappy parameters require an iterative process in order
to obtain the best final result.

Figure 7.3: The three stages (from left to right) to build a mesh with snappyHexMesh: fist stage, a block
mesh must be provided; second stage castellated mesh is created; final stage the mesh is adapted to
the real geometry

An example of the final mesh obtained with this procedure for the configuration
with centered electrode is shown in Figure 7.4. Two refinement levels are used near the
electrodes position. Because the volume of the cylinder is greatly reduced during com-
pression, 8 meshes are created to simulate this phase. This is done in order to reduce
the number of cells and save computational time and also to avoid too big cell aspect
ratio near the duct connecting the cylinder with the side chamber. During the cold flow
computation the cells are compressed and no layer addition-removal technique is ap-
plied. When the mesh is changed, the various fields are mapped on the new mesh and
the computation starts again. Only the cells within the cylinder are subject to compres-
sion and change from mesh to mesh. The total amount of cells at IVC is about 600000
while the mesh used to simulate combustion phase (from 348 to 372 CAD, where 360
CAD is the top dead center) has about 300000 cells.

The temperature at IVC is known and it is 298 K for all test cases, while the pressure
is computed in order to obtain about 5 bar before ignition, as prescribed in the paper.
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7.2. Case set-up

Figure 7.4: Example of finite volume discretization domain used for computations: on the left a section
taken in the middle of the whole engine is shown. On the right details of the mesh of the side chamber
are shown, in particular the figure shows a section which pass through the center of the chamber and
cut it in the direction traversal to the figure depicted on the left.

Mixture composition depends on the selected test; for premixed combustion the most
convenient way to define the mixture is to give the thermo-physical properties of the
mixture, seen as a single component, without separating the various species. In partic-
ular, the weighed Janaf coefficients are provided for both the unburnt mixture and the
burnt one. The composition of the burnt gas is computed with Flamemaster at spark
time conditions and kept constant, as the change of unburnt temperature and pressure
is low enough not to considerably change the fully burnt mixture composition. Con-
sidering that temperate and pressure change within a small range, for each of the three
mixtures the laminar flame speed is provided by a 2D table which is obtained from
1D flame computations. Adiabatic conditions are imposed to all the geometry surfaces
and the final average temperature at 350 CAD, which is the ignition time, is about 600
K. Initial velocity is set to zero in the whole domain, while turbulence properties are
selected using standard relations which connect the integral length scale with the cylin-
der bore and the turbulence level with the engine speed. In this case the geometry is
too different from an usual engine to behave like it and the last two initial conditions
are questionable. Anyway it was found that because of unsteadiness of the problem
and that the geometry strongly controls the flow evolution, different initial conditions
do not practically change the final result. For one case, a complete cycle was com-
puted in order to obtain more realistic initial velocity and turbulence conditions. At
the end of the compression with these initial conditions, it was seen the final values
of velocity and turbulent intensity inside the side chamber are practically identical to
the case where homogeneous initial conditions are selected. This is a good property of
this configuration as, in standard engines, the influence of turbulent and velocity fields
at IVC are more important and their values are usually not provided by experimental
data. In Figure 7.5 the pressure profile of a case without combustion is shown in order
to assess that mesh changes and mapping procedure do not create any problem as no
discontinuity is visible.

Regarding the electrical circuit of the spark plug, current and voltage profile ob-
tained from figure 6a in [71] are used to estimate the main characteristic of the pre-
sumed TCI simplified system. The matching parameters are reported in table 7.3 and
the matching current profile is shown in Figure 7.6. With these parameters the total

121



i
i

“thesis” — 2015/1/4 — 19:03 — page 122 — #143 i
i

i
i

i
i

Chapter 7. Combustion model validation

250 300 350 400

Crank Angle Degree

0

1.0

2.0

3.0

4.0

5.0

6.0

P
re

s
s
u

re
 [

b
a
r]

Figure 7.5: Pressure development in compression phase

discharge time should be in line with experiments even if the voltage fall across the
spark gap will be a bit different from the experimental value. CDI system has not been
considered in this work, as no equivalent circuit is implemented and because the ex-
perimental results for many cases are not able to detect any difference with the other
ignition system.

Parameter Value
L secondary circuit 24 H
R secondary circuit 7500 Ohm
Charged Energy 80 mj

Table 7.3: Properties of mixture at different air-fuel equivalence ratio

0 0.25 0.5 0.75 1 1.25 1.5
Time [ms]

0

20

40

60

80

C
u

rr
e

n
t 

[m
A

]

Computed
Experimental

0 0.25 0.5 0.75 1 1.25 1.5
Time [ms]

0

0.5

1

1.5

2

2.5

3

3.5

S
p

a
rk

 V
o

lt
a
g

e
 [

k
V

]

Experimental

Figure 7.6: Comparison between profile obtained by the simplified electrical system and experimental
data extrapolated from [71] (Fig 6a): on the left current evolution in time after matching and on the
right the experimental voltage across the spark gap

The selected numerical schemes are full second order for the diffusive terms, second
order with TVD for convection terms and implicit first order scheme in time.

7.3 Results at non combusting conditions

In this section, results of cold flow computations are shown in order to describe the
properties of the flow field before the start of combustion. Because the results prac-
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7.3. Results at non combusting conditions

tically scale linearly with engine speed, for some figures only the case at 1000 rpm
is considered. During the compression phase, the cylinder pushes the flow inside the
duct which is tangentially connected to the side chamber and creates a strong swirl
motion which is not completely centered as the duct section is big enough to prevent
an axisymmetric behaviour of the flow. Initially the flow behaves like a jet flow as the
velocity field inside the chamber is close to zero. As the compression phase goes on,
the high velocity jet travels around all the chamber and starts to interact with the flow
coming from the duct (see the left picture of Figure 7.7). Initially the flow coming from
the duct has a higher momentum than the flow coming from the bottom of the chamber;
as a consequence the last flow is deviated and the motion in the chamber remains non
symmetric. As the piston comes close to the cylinder head, the velocity intensity of the
flow coming from the duct quickly decreases and the outgoing jet is deviated by the
flow inside the chamber. The structure of the motion becomes more axisymmetric and
behaves like a cylindrical rotating body. Anyway, the center of rotation never reaches
the geometrical center of the chamber.

Figure 7.7: Swirl motion inside the side chamber at 335(left) and 345(right) CAD

Radial profiles of non-dimensional velocity magnitude and turbulent intensities for
three engine speeds at ignition time (350 CAD) are shown in Figure 7.8. The line on
which the values were taken starts from the center of the chamber and arrives to the
outer surface along the direction which connects the central and peripheral electrodes
positions (see Figure 7.1). It can be seen that the velocity in the center of the chamber,
where the electrodes are located, is different from zero and the zone which is close to the
swirl center is around 2 mm below (the radius of the chamber is 22.25 mm). Velocity is
practically directed tangentially and its magnitude continues to increase up to the outer
zone of the chamber before decreasing just in the cells close to the wall. Velocity scales
almost linearly with engine speed. The turbulence intensity is much more uniform over
the whole radial direction; this is related to the radial velocity gradient which does not
change a lot with the radius and turbulent diffusion.

Figure 7.9 shows the comparison of computed and experimental average velocity
and turbulence intensities for different crank angle degrees at the peripheral spark posi-
tion. It can be noticed that the average velocity agrees well with the simulation results,
even if the initial conditions are far from being the real one. In particular the increasing
rate is in line with experiments. Experimental data seem to be more scattered with re-
spect to the change of engine speeds, while, as could be expected, the computed values
are more in line with scaling theory. The turbulence level is over-predicted by about
50%, even if the trends are similar (practically constant in time). Different turbulence
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Figure 7.8: Radial profile of non-dimensional velocity and turbulent intensities within the side chamber

models were tested (RNG, Realizable k-epsilon, standard k-epsilon) in order to see if
the results are heavily influenced by the selected model. It was found that the results of
these models were very close to the ones of standard k-epsilon model with a bit lower
turbulent intensity in line with what is usually reported. In Figure 7.7, it can be noticed
that in the zone where the duct is connected with the cylinder, there is a strong velocity
gradient and the flow entering in the duct is detached from the lower wall. This is the
main source zone of turbulent intensity which is convected into the chamber without
decaying enough. Some tests were carried out increasing the mesh refinement of the
zone and adding some layers, but still no relevant changes of the turbulence properties
inside the chamber were observed.
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Figure 7.9: Comparison of computed and LDV measurements at peripheral spark position for three
engine speeds

The main effect of the presence of electrodes is the change of the integral length
scale. Figure 7.10 shows the value assumed by this length computed as lt = 0.37·k3/2/ε
in the central cross section of the side chamber with electrodes positioned at the center
and at the peripheral position. The presence of electrodes, with the small gap distance
between them, greatly reduces the integral length scale, while, as shown in Figure
7.8, the turbulence intensity is more uniform and does not change a lot between the
spark gap. The value scales in the right way with the corresponding geometrical length
(the duct diameter and the electrode gap which is only 1 mm). Anyway the validity
of turbulence models in such a narrow zone between walls is questionable. Without
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7.4. Combustion data analysis

electrodes the integral length scale is uniform in the center of the channel and equal to
about 3 mm. Figure 7.11 shows the radial variation (on the same points of figure 7.8)
of the integral length scale for the case with central spark position for different engine
speeds. It can be noticed that the value of this quantity correctly does not change
a lot with different engine speeds, while it changes with the radius as the reference
geometrical length scale changes.

Figure 7.10: Integral length scale at the middle section of the side chamber at 350 CAD for 1000 rpm
engine speed. On the left central spark plug position, on the right peripheral spark plug position.
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Figure 7.11: Radial profile of integral length scale within the side chamber at 350 CAD for different
engine speeds.

7.4 Combustion data analysis

In [45] and [71] experimental data of estimated burned volume are reported. In par-
ticular, for each test case, the time for which the burnt volume has reached a threshold
value (respectively 0.1, 0.2, 0.3, 0.4, 0.5 and 1.0 cm3) is shown. It is reported that this
value is obtained from the average of 50 runs. Moreover in [71] some data related to
the turbulent propagation speed are reported. Considering the complexity of the flame
geometry, especially in the peripheral spark cases, there is no obvious way to derive ve-
locity from the burnt volume and no indication is given in the paper. As a consequence,
only data related to the burnt volume are investigated. The data published in [71] for
the central spark position, all engine speeds and air index ratios are presented in Figure
7.12. In this work, only experimental data with TCI ignition system are considered.

Because of the simpler flame shape, data corresponding to central spark position are
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Figure 7.12: Burnt volume as function of time after ignition for central spark position cases

considered more accurate than the one associated with the peripheral spark zone. It can
be noticed that for the case with stoichiometry mixture, burning speed increases, as ex-
pected, with the engine speed as the turbulence level increases, while the integral length
scale remains the same. Only the case at 750 rpm does not agree with these trends, as it
practically overlaps the case at 1000 rpm both at 1.0 and 1.3 air-fuel equivalence ratio.
As a consequence in the following computation this case is not considered. Table 7.4
shows more in detail the effect of the change of mixture composition. The percentages
shown are the time needed for the flame to burnt 1cm3 with respect to the correspond-
ing time at stoichiometric mixture which is taken as a reference. It can be noticed that
while this time obviously increase with leaner mixture, in general the percentage of the
delay is reduced for higher engine speeds.

Quantity λ = 1.0 λ = 1.3 λ = 1.5
300 rpm 100 % 161.2 % 216.9 %
500 rpm 100 % 141.7 % 189.1 %
750 rpm 100 % 131.2 % 180.8 %
1000 rpm 100 % 134.5 % 158.4 %
1250 rpm 100 % 136.6 % 170.7 %

Table 7.4

Figure 7.13 shows the experimental data related to the peripheral spark positions.
This case is quite different from the previous one, as the spark plug works like a flame-
holder. In fact, as the flame is convected away from the electrodes, the incoming fresh
mixture is subject to ignition by means of the spark channel which, because of restrike,
does not move very far from the electrodes. As a consequence, the flame can growth
faster than the corresponding central spark position case. For this reason, while the
total discharge time is quite irrelevant in the central position case, this is less true in the
peripheral spark position case, as a longer discharge could potentially ignite a greater
volume than a shorter one. Finally, as the velocity is higher at peripheral spark posi-
tion, the induced stretch rate could increase; this is true only if velocity gradients are
important in the tangential direction with respect of the flame front, otherwise it just
convects the flame. Table 7.5 compares the time needed for the flame to burn a volume
equal to 1cm3 with respect to the same time for the stoichiometric mixture at central
spark position, which is taken as a reference. It can be noticed that, because of the
flame holder effect, this time is reduced with respect of the central spark case for all
the tests. In particular at high engine speeds, even the leaner condition is faster than the
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7.4. Combustion data analysis

stoichiometric mixture at the central spark position. Probably, for these cases, the un-
certainties related to the measuring technique are higher than in the previous tests and
the nature of the error should induce a systematic overestimation of the burnt volume.
Anyway, the very different delay times, which decrease as the mean velocity increases,
confirm that flame burns faster in the peripheral spark position cases and that the flame
holder effect is not inhibited by the probably higher stretch rates.
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Figure 7.13: Burnt volume as function of time after ignition for peripheral spark position cases

Quantity λ = 1.0 λ = 1.3 λ = 1.5
300 rpm 83.8 % 124.5 % 136.8 %
500 rpm 81.8 % 108.7 % 133.0 %
750 rpm 76.0 % 97.8 % 114.5 %
1000 rpm 66.7 % 82.2 % 95.8 %
1250 rpm 60.2 % 74.4 % 96.7 %

Table 7.5: Experimental time delay of the peripheral spark position cases with respects to the corre-
sponding stoichiometric mixture case with electrodes placed in the centre of the chamber.

In order to further understand these behaviours, table 7.6 shows the properties of the
three mixtures at 5.0 bar and 600 K which are about the conditions at ignition time. The
data are obtained with Flamemaster, using the chemical scheme provided in [99] and
the relations defined in chapter 3. It can be noted that the diffusion thickness is very
small with respect to the integral length scale far from walls, which is about 3 mm,
and justified the use of flamelets approach. For lean mixtures, Markstein numbers are
considerably higher than the stoichiometric case because of the Lewis number associ-
ated with propane. The critical radius, beyond which flame instabilities can develop,
follows the same trend. In particular, the estimated values for lean mixtures are much
higher than the integral length scale, while, for the stoichiometric case, it is a bit lower.
This could indicate that flame instabilities can play a role for this last case, while, for
the others two, the corrugation of the surface induced by turbulence prevents the flame
to reach the conditions for which intrinsic instabilities can develop.

The laminar flames data together with flow information obtained by cold flow com-
putation allow to build a Borghi diagram which can be used to see what is the com-
bustion regime which characterizes these operational points. In Figures 7.14 and 7.15,
operating points for various radial positions at 350 CAD are plotted for different test
cases characterized by the central spark position. The line Kaδ = 1 → Ka ∼ 81 is
obtained by using a Zel’dovic number equal to 9.0. In particular 7.14 shows the data for
a stoichiometric mixture at different engine speeds. The points between the electrodes,
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Chapter 7. Combustion model validation

Quantity λ = 1.0 λ = 1.3 λ = 1.5
Temperature 600 K 600 K 600 K
Pressure 5.0 bar 5.0 bar 5.0 bar
Laminar flame speed 0.754 m/s 0.536 m/s 0.374 m/s
Laminar flame thickness 0.08 mm 0.11 mm 0.14 mm
Diffusion thickness 0.015 mm 0.023 mm 0.033 mm
Density ratio 4.22 3.78 3.50
Zel’dovich number 9.20 9.02 8.97
Effective Lewis number 1.07 1.69 1.76
Markstein number (burnt side) 1.21 3.82 4.15
Critical radius 2.38 mm 7.64 mm 11.58 mm

Table 7.6: Properties of mixture at different air-fuel equivalence ratio

for which the integral length scale is low, are placed on the left of the diagram, near the
laminar region. As the radial distance increases, the points move towards right. The
points of a single case are aligned around the same y-coordinate, as the turbulent in-
tensity is quite homogeneous. As engine speed increases, the points move towards the
broken reaction zone as the turbulence intensity changes, while the integral length scale
remains practically the same. In Figure 7.15, the points for cases with the same engine
speed (1250 rpm), but different air-fuel equivalence ratio are shown. As the mixture
composition becomes leaner, the laminar flame speed is reduced, while the diffusion
length increases; as a consequence the points move towards the broken reaction zone
both because of the increase of y-coordinate and the decrease of the x-coordinate val-
ues. At 1250 rpm corresponds the highest turbulence intensity, as a consequence all the
other points are below the line at 1250 rpm and 1.5 air-fuel equivalence ratio, which is
far from the broken reaction zone. It can be noticed that the points are placed in the
thin and corrugated reaction zone, but if the laminar flame thickness associated with
the maximum gradient is used, most of them would move into the thin reaction zone
regime.
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Figure 7.14: Position in Borghi diagram of test points for different engine speeds at stoichiometric
condition. The colors indicate the same engine speeds of figure 7.12
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Figure 7.15: Position in Borghi diagram of test points at 1250 rpm for different air-fuel equivalence
ratios. Symbols correspond to: black-square λ = 1.0, red-circle λ = 1.3 and green-triangle λ = 1.5

7.5 Combustion model results

In this section, the results of the combustion model are compared with the available
experimental data. Only the selection of points displayed in table 7.7 is considered.
In particular, the case 750 rpm is avoided as the experimental data are very close and
some times also faster then the case at 1000 rpm. Moreover higher engine speeds are
preferred as they are more relevant for real engine applications and also because the
resulting Reynolds number is higher, which is more in line with the assumptions of the
model. In other works which employ Peters relations [65] for the turbulent propagation
speed, cs is selected as tuning parameter. This constant controls the transient evolution
of the flame (see Eqn. 6.34). In this configuration, because of the low value of inte-
gral length scale near the spark plug, the transient time of the turbulent flame speed
is very fast. As a consequence, the constant b3 is selected as tuning parameter which
is related to the equilibrium propagation velocity value for low Damkohler numbers.
The equilibrium flame brush thickness is also quite small in some regions and, to avoid
numerical problems related to a steep change of fluid density, a minimum flame thick-
ness is imposed. The case for which the constant is tuned is the one with central spark
position, stoichiometric mixture and engine speed of 1000 rpm. The selected value is
b3 = 0.56, which is lower than the suggested one.

Figure 7.16 shows the results of the computation for the cases with electrodes placed
in the centre of the chamber and stoichiometric mixture composition. The computed
values correctly follow the experimental data for the four selected engine speeds. This
indicates that the uncertainties related to the turbulence intensity estimation can be at
least partially corrected by means of the selected tuning constant. The same set-up
is used to compute variable mixture composition cases with the same engine speed.
Figure 7.17 displays the results for six cases for two engine speeds and the three ex-
perimental mixture compositions. It is observed that the results of the model for lean
mixtures are always delayed with respects to the experimental data. Moreover, it is
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Engine speed air-fuel equivalence ratio Spark position
300 rpm 1.0 Central
500 rpm 1.0 Central
1000 rpm 1.0 Central
1000 rpm 1.3 Central
1000 rpm 1.5 Central
1250 rpm 1.0 Central
1250 rpm 1.3 Central
1250 rpm 1.5 Central
300 rpm 1.0 Peripheral
500 rpm 1.0 Peripheral
1000 rpm 1.0 Peripheral
1000 rpm 1.3 Peripheral
1000 rpm 1.5 Peripheral
1250 rpm 1.0 Peripheral
1250 rpm 1.3 Peripheral
1250 rpm 1.5 Peripheral

Table 7.7: Considered test cases conditions for comparison and model evaluation.

interesting to notice that the results for the 1250 rpm case are better than for the cases
with 1000 rpm for which b3 is specifically tuned. In [71] there are some indications
about the uncertainties related to the measurements which increase with leaner mix-
tures; for a burnt volume of 1cm3 the reported value is about 16%. The data shown
in [71] refer only to the 500 rpm case; as turbulence intensity and flame wrinkling in-
crease with engine speed, probably also the uncertainties related to the measurement
increase. The maximum discrepancy between computed and predicted results is about
20%, which is not far from the uncertainties associated to the measurements. Anyway,
as the error is systematic, it can be related to model deficiencies or wrong input param-
eters. When mixture composition is changed, mainly three parameters are modified:
the density ratio, the Markstein number and the laminar flame speed. Among them,
the density ratio predicted by the adopted chemical mechanism is the most correct one.
From some tests, it was found that a reasonable reduction of Markstein number does
not considerably modify the result. As a consequence, the only parameter which could
explain the systematic delay is the underestimation of the laminar flame speed given
by the chemical mechanism. In order to verify this last consideration, in Figure 7.18, a
comparison between the laminar flame speed predicted by the chemical mechanism and
some experimental data is proposed. The reported environment conditions are at ambi-
ent temperature and 3 pressure levels. It can be noticed that the chemical mechanism
predictions match the experimental data for ambient conditions around stoichiometry.
As the mixture composition moves from stoichiometry, the differences become more
important and the predicted values are always underestimated. For example for a mix-
ture with equivalent ratio equal to 0.7 at 5 bar the predicted laminar flame speed is about
20% lower than the experimental data, while for 10 bar it is 10% lower. Due the ab-
sence of experimental data for higher temperatures, it can be only indirectly concluded
that the laminar flame speeds are effectively underrated, but the underestimation cannot
be clearly quantified.

Figure 7.19 gives some information about the shape of the flame for the central spark
condition cases. It can be seen that the flame assumes a cylindrical shape, as the spark
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Figure 7.16: Comparison of experimental and computed burnt volume for different engine speeds.
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Figure 7.17: Comparison of experimental and computed burnt volume for different mixture composi-
tions. Two engine speeds are shown: 1000 rpm on the left, 1250 rpm on the right.

channel is longer than the initial radius. The flame seems to grow a bit faster along the
chamber axis direction and keeps this shape. Figure 7.20 shows the progress variable
field at the central cross section of the side chamber. It can be noticed that the flame is
slowly convected below the electrodes towards the centre of the swirl vortex. The flame
brush thickness slowly increases in time as the integral length scale is small near the
electrodes; only as the flame grows and reaches zones where the integral length value is
bigger, the flame brush increases further and becomes thicker than the imposed initial
value.

For the peripheral cases, the local high velocity stretches the spark channel, in-
creases its length and voltage fall, until restrike condition is fulfilled and a new spark
channel is created. This is well represented by the computed voltage across the elec-
trodes shown in Figure 7.21, where two cases at the same engine speed but different
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Figure 7.18: Comparison of experimental and computed laminar flame speed with the mechanism pro-
posed in [99]. All the data are taken at ambient temperature (298 K), but different pressures. Black
symbols corresponds to 1 atm, red symbols to 5 bar and green symbols to 10 bar. Experimental data
at ambient pressure are taken from [99], while higher pressure data are taken from [48].

Figure 7.19: Average flame position (G = 0) for the 1000 rpm case at stoichiometric condition with
electrodes located in the centre of the chamber for four crank angle degrees: 351, 352, 353 and 355.

electrodes positions are compared. It can be noticed that for the central spark plug po-
sition, only few restrikes occur while for the peripheral case this effect is continuously
reproduced. In Figure 7.22 the results of the computation for the peripheral electrodes
position and stoichiometric mixture cases are compared with the corresponding exper-
imental data. The same value of the constant b3 of central cases is kept. Results are
less accurate than the central spark case, but in general are quite good, especially for
low values of burnt volume. As the time increases, the model tends to predict faster
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7.5. Combustion model results

Figure 7.20: Favre progress variable fields for the 1000 rpm case at stoichiometric condition with
electrodes located in the centre of the chamber for four crank angle degrees: 351, 352, 353 and 355.

burning rates. For the 1250 rpm case, experimental data are very close to the 1000 rpm
case at initial stage, while, clearly, the computed results scale more linearly with engine
speeds.
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Figure 7.21: Comparison of the computed spark voltage between the electrodes for central and periph-
eral spark positions at 1000 rpm.

Figure 7.23 shows that electrodes work like flame holders. In fact, the high restrike
frequency creates new spark channels which continue to ignite the incoming mixture.
This effect is the main cause of the faster burning rate with respect to the central spark
position case. In fact, turbulence properties do not change a lot with respect to the other
configuration (see Figures 7.10 and 7.8), while the mean flow is about 6 times faster.
The flame shape is quite complex as it is elongated by the flow, while it is expanding
in all the outward directions. The spark channel assumes an arc form with its ends
attached to the electrodes and its centre moved away from the spark gap zone by the
high velocity of the flow. As a consequence, the zone near the electrodes in the central
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Figure 7.22: Comparison of experimental and computed burnt volume for different engine speeds. Elec-
trodes are located in the peripheral zone.

cross section of the side chamber is far from the average flame position and the progress
variable is lower than one, as depicted in Figure 7.24.

Figure 7.23: Average flame position (G = 0) for the 1000 rpm case at stoichiometric condition with
electrodes located in the peripheral zone for four crank angle degrees: 351, 352, 353 and 354.

As an example of comparison between cases with different mixture compositions for
the peripheral spark position configuration, Figure 7.25 shows model’s results for 1000
and 1250 rpm engine speeds. The computed values are clearly delayed with respect
to the experimental data, more than for the central spark position cases. Experimental
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Figure 7.24: Favre progress variable fields for the 1000 rpm case at stoichiometric condition with
electrodes located in the peripheral zone for four crank angle degrees: 351, 352, 353 and 354.

data of these three cases are very close, as if mixture properties were not affecting
flame propagation in the peripheral spark position cases. Because of the relatively low
turbulent intensities and computed Damkohler numbers, this behaviour has no a clear
physical interpretation. It is also noticed that, for the lean mixtures, the computed
results at 1000 rpm and 1250 rpm are close with respect to the crank angle. This means
that, as the propagation speed decreases, the flame holder effect is enhanced, as the
ignited volume is proportional to the mean flow velocity. This concept is depicted in
Figure 7.26: while the length of the flame is essentially the same in the direction of the
flow motion, for leaner cases the flame is much thinner. The propagation of the flame is
then much more related to elongation effect which is essentially affected by the mean
flow velocity. Table 7.8 shows the computed delay time for the twelve cases related to
the two engine speeds 1000 and 1250 rpm. The delay times are represented normalizing
the time needed to reach 1cm3 with the one of the corresponding stoichiometric central
spark position case. This manipulation helps to understand how the different parameters
which characterize these configurations affect the model predictions. All the peripheral
cases are faster than the corresponding central position cases. For increasing air-fuel
equivalence ratio, the difference between the two spark positions cases with respect to
the delay time slightly increments. This effect is magnified by the engine speed. These
trends are in line with the experimental data (see Table 7.5) for which this effect is more
significant for lean mixtures.

To conclude the evaluation of the model, in the last test the properties of the elec-
trical circuit are changed in order to reduce the discharge time and electrical energy
deposited in the fluid. Specifically, the resistance of the secondary circuit is increased
to about ten times the previous one to keep the same initial current value. In this way
the transmission efficiency of the circuit is reduced from about 10% to 1%. Compu-
tations are performed with the engine speed of 1000 rpm and a stoichiometric mixture
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Quantity Engine speed λ = 1.0 λ = 1.3 λ = 1.5
Central spark position 1000 rpm 100.0 % 151.8 % 198.7 %
Peripheral spark position 1000 rpm 66.6 % 118.3 % 160.5 %
Central spark position 1250 rpm 100.0 % 147.5 % 188.8 %
Peripheral spark position 1250 rpm 64.5 % 108.8 % 138.5 %

Table 7.8: Computed time after ignition needed to burn a volume of 1 cm3. The values are given as
a percentage with respect to the corresponding stoichiometric mixture with electrodes placed in the
centre of the chamber.
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Figure 7.25: Peripheral spark location: comparison of experimental and computed burnt volume for
different mixture compositions. The two graphs represent respectively the 1000 rpm cases on the left
and 1250 rpm cases on the right

Figure 7.26: Average flame position (G = 0) for the 1250 rpm, peripheral spark position case with
different mixture compositions: images are shown with increasing air-fuel equivalence ratio (1.0, 1.3
and 1.5) from left to right at 355 CAD.

for both the central and peripheral spark zone positions. The two cases are indicated as
long and short discharge. Figure 7.27 (a) compares the current profiles of the selected
cases. The position of the electrodes does not influence a lot the discharge process
for two reasons: the voltage fall across the spark gap is much lower than the one of
the secondary circuit wire and because, even if the restrike frequency is higher for the
peripheral spark case, the average voltage is quite the same. Figure 7.27 (b) compares
the burnt volumes of the four cases. For both configurations, the decrease of the power
discharged in the fluid reduces the initial flame propagation velocity. Analyzing the
time needed by the two cases to reach the same burnt volume, for the central spark
position case, the delay between short and long discharge initially increases up to 0.19
CAD at 354 CAD, than it remains constant. For the peripheral spark position case, the
delay increases continuously. The difference becomes greater when the discharge ends
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as the electrodes do not anymore act as flame holders as shown in Figure 7.28. This last
effect is also reported [45] when the experimental data with the TCI ignition system are
compared with those with the CDI electrical circuit.
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Figure 7.27: Effect of different discharged powers: figure a) shows the discharge current profiles; fig-
ure b) shows the burnt volume evolution; l.d indicates long discharge case, while s.d means short
discharge.

Figure 7.28: Differences between a long and short discharge for the peripheral spark case: average
flame position (G = 0) for the long discharge case on the left and the short discharge case on the
right at 355 CAD.

7.6 Summary

In this chapter the behaviour of the proposed comprehensive model was evaluated with
the help of experimental data of a particular laboratory engine configuration with op-
tical access. The model is able to reproduce the results of the experiments for the
stoichiometric mixture composition for different engine speeds using the same con-
stants. In particular it is able to represent the effect of mean flow contribution when the
spark plug is positioned in the peripheral zone. For lean mixtures the results are less
good as the laminar flame speeds predicted by the chemical mechanism are probably
underestimated. Also the uncertainties of the experimental values are higher with these
mixtures as reported in [71]. Anyway, the main features and trends of the experiments
are correctly predicted. In particular, the higher burning rate for the peripheral spark
position cases, which is more prominent for lean mixtures and high engine speeds.
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The effect of different charging times/electrical circuits is also taken into account. The
flame initially burns faster if higher electrical power is discharged, but the gain in time
is quite limited for the central spark position case. For the peripheral case, the flame
holder effect increases the difference between the various electrical circuits, probably
even more if lean mixtures are considered. The flame shape and development are re-
alistic since the first stages, with a fully burnt core and a flame brush thickness which
increases in time, even if, in this configuration, it remains quite thin. Further validation
is required, in particular with configurations for which more experimental data for a
single set-up are available and more information about initial conditions are measured.
These first results are encouraging, but more work has to be done especially to increase
the computational efficiency of the model. As this is done, an extension of the approach
to stratified combustion can be considered.
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CHAPTER8
Summary and conclusions

In the present work a detailed analysis about modelling premixed combustion in spark-
ignition engines is proposed. The arguments of the discussion are supported by infor-
mation taken from literature and by numerical simulations performed by the author,
which required the implementation of appropriate solvers. As a result of this analysis,
a new combustion solver was implemented within the OpenFOAM framework. This
model describes premixed combustion since the very early stages of flame develop-
ment. The work can be summarized in the following points:

• In the first part of the work it is shown how to exploit the multiscale physics of
premixed flames to simplify a very complex and numerical demanding problem,
which requires the solution of many reactions, into a problem where the flame is
represented by a moving surface. This representation is designed to describe the
kinematic behaviour of the flame and, as a consequence, the heat release rate in
internal combustion engine simulations. The jumping relations across the flame
surface and the equation which describe the dependence of flame propagation
velocity on flow field represent the chemical properties of the reacting mixture.
Asymptotic approach gives a rigorous way to find such relations and global pa-
rameters. It also clearly identifies the limits for which such equations are valid.
The provided relations, because of their simple nature, are able to identify the
physical mechanisms governing many of the effects which have been experimen-
tally found. As a consequence, they also give some clues about what has to be
modelled and how to do it. A list of global parameters (Zel’dovich number, effec-
tive Lewis number, Markstein number, critical Peclet number, unstretched laminar
flame speed, laminar flame thickness) with the associated mechanisms and asymp-
totic relations are provided. This set of parameters defines the reacting behaviour
of a mixture. For some of them, experimental results and empirical correlations
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are available in literature. For many others, experimental uncertainties are very
important (like for the Markstein number); the provided asymptotic relations in
conjunction with 1D steady computations of reacting flows with detailed reac-
tion mechanisms (for which free open-source solvers are available) can be used to
complete the list.

• Once the flame properties have been identified, the discussion has been moved
to turbulent combustion modelling. In particular, the typical quantities which are
encountered in high level models (RANS and LES) have been clearly defined with
their correct physical meaning, in order to avoid misunderstanding or wrong inter-
pretation of DNS and experimental data. These quantities are the Favre, Reynolds
and conditional average which are related by the well known BML relations. Un-
fortunately, for unsteady problems there are not many works in literature where
DNS or experimental data can be really elaborated in order to obtain these quan-
tities as it would require the repetition of the same experiment or computation
for various times, which is quite expensive. Then models applied to turbulent
combustion in the context of RANS and LES approaches have been reviewed. In
particular, distinction between Favre and conditional average equations is under-
lined. The modelling limits of the first approach, which is practically the only
one actually employed, are specified. A comparison among the most used mod-
els in literature has been proposed to understand which of them is more suitable
to describe flame propagation in unsteady situation in the context of RANS ap-
proach. It is concluded that G-Equation and Flame speed closure model (or Zi-
mont/Weller’s model) due to their propagative form are able to decouple the flame
structure from the turbulent flame speed value. This is an important property for
a RANS model as the information available are useful only to define the fully
developed flames. To model the unsteady behaviour of flames like the ones en-
countered in spark-ignition engines, suitable sub-models or transport equations
must be provided. These relations would be very hard to be coupled with a flame
surface density approach. The transient behaviour of this model is connected with
a reaction-diffusion mechanism and depends a lot on initial conditions. Flame
surface density models are eventually more suitable for LES simulations or sta-
tistically steady cases than unsteady RANS. Correlations and properties of the
turbulent flame speeds are then proposed.

• To close the discussion about the aspects that a combustion model for SI engine
simulations should deal with, spark ignition process and early flame kernel devel-
opment are analyzed. Basic notions related to spark discharge theory are discussed
together with ignition system devices, as the behaviour of the spark channel is
heavily influenced by the connected electrical circuit. The aim this part was to
identify the main parameters and mechanisms which influence spark discharge
to provide some information about the kind of relations which can be used to
compute quantities like breakdown voltage or the dependence between discharge
voltage and current. These relations are needed if the energy discharged in the
fluid has to be computed. Unfortunately there are not many published experi-
mental works on these topics and a theoretical background is important in order
to understand if relations found for different conditions can be directly imported
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in spark-ignition engines environment. The obtained information are used in a
1D blast wave solver developed to estimate flow conditions after breakdown. Re-
sults of the model essentially confirm the findings presented by Maly in [70] with
some differences. From 1D computations it is clear that breakdown is always
able to ignite a mixture which is not eventually able to further expand because of
stretch effect. Laminar flame kernel growth is governed by the competition be-
tween heat transfer form the hot plasma channel to the flame front position and
the high stretch which characterizes small radius kernels. Asymptotic approach
for a simplified case (mixture far from stoichiometry at constant density and prop-
erties) is used to show this effect and the non-linear relation between stretch and
flame speed. An attempt to extend this approach to a more realistic case (variable
density, general equivalent ratio and variable thermal properties) is made, but the
results are not coherent with expectation. As a consequence, it cannot be used
to extended, as originally planned, the validity of asymptotic relations. Further
studies are needed in order to understand if the problem is related to numerical
errors or because the asymptotic relation 3.42, used to write the equations in non-
dimensional form, is too inaccurate for the case object of the study.

• Finally all the previous concepts are used to develop a combustion model based
on G-Equation approach. The model take into account spark discharge process
and early flame propagation by means of a Lagrangian description of the spark
channel. A set of particles is introduced in the geometrical domain and each of
them represents the geometrical centre of a flame. These kernels expand with a
velocity computed with various sub-models which take into account spark energy
deposition, curvature stretch effect and the turbulent properties of the flow. When
restrike occurs, the previous set of flame kernels is converted into G-field of the
main domain and the flame further develops by means of an Eulerian description.
The model is tested against the experimental data provided in [71]. By the com-
parison it is concluded that the model is able to represents many features of the
experimental case. In particular it is able to reproduce the interaction between the
mean flow and the spark channel, which is an aspect usually neglected in many
models. Moreover, the effect of discharged energy and mixture composition are
investigated. It is found that the experimental trends are qualitatively correctly
reproduced. For stoichiometric mixture the results are quantitatively good, while
for lean mixtures the predictions are less accurate. Uncertainties related to the
adopted value of the laminar flame speed is probably the main reasons for this
lower accuracy. Globally, the results are promising, but further validations with
better defined experimental tests are necessary.

Since this work started from scratch, it will be subject to many future developments,
for example:

• many aspects discussed in the thesis are general topics of research by the whole
combustion community and require deeper theoretical understanding and more
rigorous/quantitative approach in modelling phase. In some parts of the work,
suggestions are proposed to improve combustion models. The limited availability
of suitable experimental data did not allow to clearly prove their validity.
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• The implemented combustion model requires further development, especially in
terms of computation speed. There are many works in literature which provide
ways to get faster solution of G-Equation field, but their implementation in Open-
FOAM requires quite a lot of changes in the mesh data structure. Moreover most
of these approaches are developed for simplified domain (structured meshes) and
must be extended to more general mesh types.

• G-Equation approach can be extended to stratified flames which seem to be the
actual target of engine producers. Anyway, as the complexity and uncertainties
related to these models are probably higher than for homogeneous mixture cases,
a deeper insight on premixed combustion process and models behaviour should
be achieved before starting to study this kind of combustion.

• Asymptotic theory together with hydrodynamic model can provide a deeper in-
sight on turbulence flame interaction process. As the hydrodynamic model uses
G-equation approach, the implemented model could be used also for this kind of
simulations.
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