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Abstract

Graphene is an attractive two-dimensional material that possesses peculiar mechanical,
electrical and thermal properties. Motivated by the scaling limitations in conventional
silicon technology, it was not long after graphene ultra-high mobility was measured in
pioneering experiments, that the electronics community started an intensive research to
demonstrate the possibilities of graphene to become the material of future electronics era.
In the ten years that followed graphene rediscovery, dated 2004, enormous progresses have
been done in the �eld of graphene electronics. Single transistors and more complex circuits
performing analog and digital functions have been demonstrated. However, together with
progresses, the physical limitations of graphene became more apparent and the bright future
seems far to come.

This work represents a contribution to the research on graphene devices for high-
frequency applications. Introducing an ultra-thin, high-κ oxide in the fabrication process,
exfoliated-graphene FETs with exceptionally good performances have been demonstrated.
Based on the GFETs, more complex devices were demonstrated, such as the �rst graphene
inverter that exhibits signi�cant voltage gain in ambient conditions. The great improve-
ments in graphene CVD-growth have made it possible to implement this scalable material
in the fabrication process, opening up new perspectives for industrial applications. With
CVD-graphene, the control over size and shape permitted to obtain channels with homo-
geneus characteristics, leading to a great performance improvement, and inverters exhibiting
DC and AC voltage gain above 20 dB were demonstrated. These high-gain devices could
be cascaded to perform multiple logic operations. Demonstration of device cascading led
to the fabrication of the �rst graphene integrated ROs, with highest oscillation frequency
of 4.3 GHz with 0.9 µm gate length, surpassing silicon ROs speed at the same gate length.
To improve the performance of these circuits, a sistematic study on the scaling of intrinsic
parameters of GFETs has been done through S -parameters measurements. A small-signal
model of the GFETs have been tested and used to extract the intrinsic parameters. GFETs
with exceptionally good saturation have been fabricated, exhibiting highest f T of about 10
GHz, f max of 21 GHz and intrinsic AC gain above 30 dB at 10 MHz for devices with 1 µm
gate length, this being the highest value reported in literature. This research reveals that
the main limiting factors a�ecting device performances are the large contact resistance, the
poor interface quality between graphene and top oxide and the large sensitivity of graphene
to environment, that should be addressed to achieve a real breaktrough.
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Chapter 1

Introduction and motivation

In the last decade graphene has been addressed by the scienti�c community as the material
of wonders, capable of replacing silicon in the next generation of electronics. This great
excitement have mostly been raised by graphene exceptional mobility, higher than 100,000
cm2V-1s-1at room temperature [1], which is almost equal between holes and electrons [2, 3].
The absence of a bandgap in graphene results in bipolar conduction, namely the possibility
to switch continuosly between electrons and holes [2, 4], a peculiarity that can ease the
circuit complexity and could represent an advantage for graphene with respect to conven-
tional semiconductors which require extrinsic doping to modify the type of conduction [5].
However, despite the huge research e�orts, there are no graphene-based electronic devices
yet available on the market. The lack of a bandgap prevents graphene-based transistors to
be turned o�, with consecutively low on-o� ratios and high static power consumption repre-
senting huge obstacles for the development of graphene-based devices for logic applications
[6]. In the �eld of high-frequency analog electronics, however, the situation is di�erent since
the complete switching-o� of transistors is not required, thus making graphene an attrac-
tive option thanks to its ultra-high mobility (even though not fully preserved in top-gated
devices [7]]) that could allow to access the terahertz operation. In the following introduc-
tion I will try to review the main characteristics that led to the enourmous popularity of
graphene.

1.1 Beyond Moore's law

Since the invention of Si MOSFET in 1960, the semiconductor electronics has experienced a
constant progress. Following the Moore's Law, the MOSFET integration density in ICs has
increased by a factor of almost 1.4 per year, with the advantage of reduced fabrication costs
and increased speed of operation [8]. This miniaturization has been accomplished through
an aggressive scaling of transistor dimensions, but nowadays this trend is approaching its
technological limits. Today Si MOSFETs with 20-nm gate length 1 are in mass production
and for 2020 the ITRS roadmap requires to reach a 10-nm node [9]. At this scale length

1Physical gate length for 20-nm node is about 30 nm.
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the MOSFET operation is degraded by the increasing in�uence of short channel e�ects
[10]. When the gate length L is scaled down, one of the main issues that has to be faced
is the reduction of gate control on the drain current. Moreover, when source and drain are
brought in too close proximity, a di�usion leakage current �ows through the bulk to the
surface, signi�cantly changing device characteristics. The easiest approach to counteract
short channel e�ects consists in a simultaneous reduction of all the characteristic dimensions
of the device. Thus, a shorter gate length should be accompanied by a reduction of the
source and drain dimensions, with a simultaneous increase in their doping concentration
to keep the channel access resistance as low as possible. However, this task is di�cult to
accomplish since it requires a control at the atomic scale that is highly demanding from
a technological point of view, since even few atoms can make a di�erence in the doping
pro�le, leading to unavoidable device-to-device �uctuations [10].

One of the crucial parameters involved in the scaling process is the reduction of gate
oxide thickness. In order to preserve a good gate control, the SiO2 thickness in past
nanoMOSFETs has been reduced to few atomic layers, demanding a strict control of ho-
mogeneity over millions of devices to avoid hot spots and ensure standard performances.
Since a further gate scaling would be physically limited by the tunnelling current, a higher
dielectric constant should be preferred to a reduced oxide thickness to provide increased
gate capacitance. In this perspective there is an ongoing research focused on high-κ oxides
like ZrO2 or HfO2 [11] and a new parameter has been introduced to de�ne vertical scal-
ing: the equivalent oxide thickness EOT = toxεSiO2/εox , namely the oxide thickness that a
generic gate stack with a certain capacitance would exhibit if it were made of SiO2. Despite
the bene�ts that this change seems to promise, the introduction of new types of dielectrics
faces some technological challenges, e.g. the presence of defective interfaces and dopants
di�usion that can severely degrade mobility and a�ect device performances [12, 13, 14].

While both oxide thickness and channel doping scaling were approaching physical limits,
increasing e�orts have been directed to the development of new device architectures. The
introduction of SOI substrates has opened the way to multi-gate architectures and is at the
basis of FinFET technology. In FinFETs the channel is embedded in a thin silicon �n that
constitutes the body of the device, and is surrounded on three sides by the gate. With this
approach the thickness of the channel can be reduced to < 1/4 of the channel length [15],
resulting in an improved gate control that led to the recent commercial push to Si Fin-
FETs at the 22 nm node [16, 17]. However, all these technological improvements represent
just temporary solutions, while the continuous development of RF electronics requires new
materials with higher mobility than Si for faster operations.

The HEMT technology cannot be considered strictly �new� since the �rst HEMTs have
been described in 1980 [18]. In these structures, based on III-V semiconductors, a quan-
tum well con�nes the carriers, separating them from the ionized donor atoms to prevent
scattering, thereby leading to high intrinsic mobility, tipically about 104 cm2V-1s-1 for InP
and GaAs HEMTs at room tmperature [19, 18]. Among the variety of systems belonging
to this category, the most notable are InAlAs/InGaAs HEMTs on InP and InAlAs/InGaAs
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metamorphically grown on GaAs, showing extremely high frequency capability and low-
noise operation for low power applications, while AlGaN/GaN HEMTs, having a larger
bandgap, o�er unique solution for high voltage and power applications [19]. However the
HEMT technology is limited to RF applications and seems not suitable for mainstream
highly integrated electronics, due to the high-costs and the technological di�culties related
to the fabrication process.

Against this background it should not surprise that the isolation of graphene in 2004
[2], with the cheap and perhaps naïve technique of scotch tape exfoliation, raised a great
excitement in the electronics community. Thanks to its intrinsic 2-D nature, graphene al-
lows to reduce the channel dimension to a greater extent, with a strong improvement of
vertical scaling. Its high mobility makes it a good candidate for RF applications. The am-
bipolar transport allows the fabrication of electron and hole-type FETs without the need of
extrinsic doping. Moreover, the hole and electron mobilities in graphene are almost equal,
while in Si the ratio µp/µn is around 0.3, 0.05 in GaAs, and approaches 0.01 in the nar-
row bandgap compounds InAs and InSb. Therefore, high hole-mobility devices represent
a challenge for conventional semiconductor industry [18]. However, the lack of a band gap
in graphene represents a serious problem that limits the applications of this material, and
demysti�cation is needed to discern between realistic applications and speculations. Nowa-
days it is commonly accepted opinion that graphene cannot compete with III-V materials in
terms of speed and power consumption, but it retains promising perspectives in the �exible
electronics arena, where its �exibility and transparency, together with high mobility, can
o�er great advantages over the conventional organic electronics [20, 21].

This PhD work has been devoted to the fabrication and characterization of graphene
FETs and more complex graphene ICs. The realization of the �rst graphene audio voltage
ampli�er showing a real voltage gain in ambient conditions [22] has set the basis for further
developments, such as the demonstration of device cascading [23], and the fabrication of
the �rst integrated graphene ring oscillators, operating in the gigahertz range [24]. The
in�uence of parasitic resistances and capacitances on the overall device performance have
been investigated. A study upon device scaling has allowed to identify the main limitations
related to the current graphene technology that should be addressed to guarantee further
developments.
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Chapter 2

Graphene electronic properties

This chapter is devoted to the description of graphene properties that are relevant for elec-
tronic applications. Beginning with the derivation of graphene band structure it is possible
to derive all its fundamental properties. The origins of high mobility and ambipolarity,
introduced in chapter 1, will be discussed in details.

2.1 Band structure

All physical properties of materials can be directly inferred from their band structure.
Graphene is a two-dimensional sheet of carbon atoms arranged in a hexagonal lattice.

Figure 2.1: a) Lattice of graphene in real space with atomic positions A and B and lattice
vectors a1 and a2 forming the primitive unit cell (shaded); b) �rst Brillouin zone (shaded)
with reciprocal lattice vectors b1 and b2 and high symmetry points K, K', Γ and M.

The lattice structure of graphene contains two carbon atoms per unit cell which form
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two sublattices. Each Bravais lattice is given by the basis vectors connecting the next to
nearest neighbors: a1 = a0

(√
3/2; 1/2

)
and a2 = a0

(√
3/2;−1/2

)
where a0=1.42 Å is the

carbon-carbon distance in graphene (�gure 2.1a). Any physical property of the lattice f(r)
will inherit its periodicity, which means that f(r) is invariant under translation along the
primitive lattice vectors: f(r) = f(r+rn), where the translation vector R is the integer sum
of the primitive lattice vectors: R =

∑
n man , with m integer.

The vectors b1 and b2 (�gure 2.1b) are known as the reciprocal lattice vectors. Their
magnitudes have units of inverse length and their direction is perpendicular to the crystal
planes de�ned by the primitive lattice vectors. As the primitive lattice vectors de�ne
the lattice in direct space in terms of the distances between atoms, the reciprocal lattice
vectors de�ne a reciprocal lattice in terms of the spacing of crystal planes in the momentum
space (k-space). The reciprocal lattice is also invariant under translation such that for any
physical property in k-space g(k), g(k) = g(k+G) where the translation vector G is the
integer sum of the reciprocal lattice vectors.

The band structure of graphene can be derived with the aid of Bloch theorem, used
to describe the motion of particles subjected to the periodic potential of a crystal lattice.
Since the length scales of periodicity in crystals are on the order of Angstroms, a quantum
mechanical approach is needed to describe the motion of electrons. The time-independent
Schrödinger equation that expresses the classical energy conservation in a quantum me-
chanical context takes the following form:

HΨ(r) =

[
p2

2m
+ V (r)

]
Ψ(r) = EΨ(r)

where p = −i~∇ is the quantum momentum operator, and Ψ(r) is the eigenfunction of an
electron.

The solutions of the Schrödinger equation for a free electron are plane waves. When
electrons move in a periodic potential the plane wave solutions are subjected to the period-
icity of that potential. This can be translated in the periodicity of wave functions describing
the density of probability to �nd an electron in the periodic environment.

In the graphene lattice each carbon atom has 4 electrons available, one in the s orbital an
the other three in px, py and pz orbitals. For simmetry reasons the pz orbital is orthogonal
to the others, meaning that their wavefunctions cannot overlap (i.e., an electron that has a
certain probability to lie in an s orbital has a zero probability to be found in a pz orbital).
Therefore the pz electrons forming the π-bonds can be treated independently from the other
valence electrons, and each carbon atom can be modeled just as a single pz orbital centered
in the atomic position rn. According to this description the wave functions Ψ(k, r) can be
expressed as a linear combination of atomic wave functions on each sublattice within the
LCAO formalism [25]:

Ψ(k, r) = cA(k)ΦA(k, r) + cB(k)ΦB(k, r) (2.1)
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with
Φ(k, r) =

1√
N

∑
n

eik·rnpz,A(r− rn) (2.2)

representing the periodicity of sublattice n (either A or B), where N is the number of
unit cells in the sublattice and rn is a lattice point. Schrödinger equation, HΨ(k, r) =

E(k)Ψ(k, r), can be written as:[
HAA HAB

HBA HBB

][
cA(k)

cB(k)

]
= E(k)

[
cA(k)

cB(k)

]
(2.3)

where

HAA = 〈ΦA,m(k)|H |ΦA,n(k)〉 =

ˆ
Φ∗A,m(k)HΦA,n(k)dr =

1

N

∑
m,n

eik·(rn−rm) 〈pz,A,m |H| pz,A,n〉

HAB = 〈ΦA,m(k)|H |ΦB,n(k)〉 =

ˆ
Φ∗A,m(k)HΦB,n(k)dr =

1

N

∑
m,n

eik·(rn−rm) 〈pz,A,m |H| pz,B,n〉

with HAA = HBB representing the onsite energies and HBA = H∗AB representing the hop-
ping energies.

An explicit calculation of HAB by restricting the sum over the �rst nearest-neighbors
gives:

HAB =
1

N

(
1 + eik·a1 〈pz,A,0 |H|pz,B,a1〉+ eik·a2 〈pz ,A,0 |H| pz ,B ,a2 〉

)
= γ0α(k)

where γ0 is the transfer integral between the �rst neighbor orbitals, with typical values
comprised between -2.9 and -3.1 eV [26].

Setting the reference value for energy, HAA = 0, the Hamiltonian becomes:

H(k) =

[
0 γ0α(k)

γ0α(k)∗ 0

]
Solving the secular equation |H − IE(k)| = 0, gives the energy dispersion relation [25]:

E(k) = ± |γ0α(k)| = ±γ0

√
3 + 2cos(k · a1) + 2cos(k · a2) + 2cos(k · (a2 − a1)) = (2.4)

= ±γ0

√√√√3 + 4cos

(√
3

2
a0kx

)
cos

(
a0ky

2

)
+ 2cos(a0ky)

where the plus sign is associated with the conduction band and the minus sign with the
valence band. Since there are two π-electrons in the unit cell the valence band is fully
occupied, while the conduction band is empty. The two bands touch at the K and K'
points, where the energy goes to zero, so the Fermi level EF is the zero-energy reference
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and the Fermi surface contains all the K and K' discrete points.
Now consider the condition for elastic re�ection of waves from a periodic structure.

According to Bragg's law the re�ection from a periodic structure only occurs when the
incident wave k and re�ected wave k' interfere constructively, a condition ful�lled when
the di�erence between the incident and re�ected waves is equal to a reciprocal lattice vector
G: ∆k = k=k' = G. Furthermore, an elastic scattering event requires that the direction
of the momentum is changed, while the magnitude remains constant: |k| = |k'|.

From these two conditions the expression of elastic re�ection of a wave from a periodic
structure can be derived as [27]:

k ·G =
1

2
|G|2

The scattering condition enlights a fundamental di�erence between the points labeled
K and K'. The points labeled by K are considered to be equivalent since they can be
reached by a translation via reciprocal lattice vector. Therefore any physical property of
the lattice will be equivalent at the K points. However, one cannot translate from K to
K' via a reciprocal lattice vector, and therefore these points are inequivalent giving rise to
the possibility of di�erent physics at K and K'. This di�erence between the points K and
K' will ultimately build a degeneracy into the band structure of graphene, known as valley
isospin. Furthermore, it is important to remember that an electron can live in two spin
states giving rise to an additional twofold spin degeneracy.

The plot of E(k) is by de�nition, the band structure. The band structure around the
special points in the Brillouin zone K and K' is approximately conical (see �gure 2.2).

Figure 2.2: Energy band diagram derived trough a tight binding approximation, inset shows
the energy dispersion close to the Dirac point [26].

A linearization around α(K+δk) (see 3.9) gives the behavior of the band structure near
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the Dirac points.

E±(δk) = ±3γ0a0

2
|δk| = ±vF~ |δk| = ±vF |p| (2.5)

Here vF is the Fermi velocity which has a value of approximately 108cm/s [3, 26].
In even the most heavily doped graphene the highest electron energies are tipically less

than 300 meV. Since the Dirac cones have an extent of ±1 eV around the Fermi level [26],
electrons in graphene occupy the Dirac cones at equilibrium [28]. The low-energy physiscs
just introduced becomes important in all calculations regarding electronic properties at
equilibrium or near equilibrium.

The density of states per energy is related to the density of states in k-space by the
expression: ρ(E) = ρ(k)dk/dE. Taking the linear expression for energy close to the Dirac
point results in [29]:

ρ(E) =
2 |E|

π(~vF)2
(2.6)

According to (2.6) close to the Dirac point, where E=0, the DOS goes to zero. This
unique linear dependence, a direct consequence of graphene linear spectrum, di�ers from
conventional semiconductors, where ρ(E) ∝

√
E , and also from 2-D electron gas, where

DOS is constant with energy [27].

2.2 Massless Dirac fermions and electron-hole simmetry

The motion of charged carrier in the crystal lattice is usually described by the e�ective
mass tensor, de�ned as [27]:

(mij∗)−1 =
1

~2

∂2E(k)

∂ki∂kj

Since for graphene the �rst derivative of energy with respect of momentum is a discontinuos
function, this expression turns out to be meaningless. Instead, a relativistic approach is
needed to relate mass and energy of the particles. The relativistic expression for energy is:

E =
√
m2

0c
4 + c2p2 (2.7)

with m0being the rest mass of the particle. To obtain expression (3.2) from (2.7), with
Fermi velocity taking the place of speed of light in graphene lattice, the rest mass should
be set to zero at K and K' points. It is for this reason that electrons near the K and K'
points are termed massless Dirac fermions and the K and K' points themselves are known
as Dirac Points.

As discussed above, in the proximity of Dirac points the energy-momentum relation is
linear. An alternative way to write the linear Hamiltonian around K points involves the
use of Pauli matrices:

HK = vFσ̂ · p (2.8)
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with σ̂ = (σx, σy, σz), where

σx =

(
0 1

1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0

0 −1

)
are the Pauli matrices.
For the inequivalent K' point, the Hamiltonian is the transposed of (2.8) :HK′ = HtK .

Equation (2.8) has the same form of a Dirac equation with rest mass of the particle equal
to zero and electron Fermi velocity vF which is almost 300 times smaller than the speed
of light. These Pauli matrices do not operate on the spin, but on the sublattice degree of
freedom, that takes the name of pseudospin. The Hamiltonian is proportional to the helicity
operator, namely the projection of the pseudospin on the momentum direction, de�ned as
ĥ = σ̂ · p

|p| . This quantity can be either positive or negative, stating that pseudospin
and momentum are parallel or antiparallel one to each other (see �gure 2.3). Since the
Hamiltonian is proportional to σ̂t at the point K' , the helicity is inverted when passing
from K to K'. We can write once more the Hamiltonian of equation (2.8) as:

Hξ = vF |p|

(
0 eiξθ

e−iξθ 0

)
(2.9)

where p = |p| eiθ, θ = arctan(px/py) and ξ=1 (point K) or -1 (point K'). The eigenstates
of (2.9) can be written as:

|Ψξ,s〉 =
1√
2

(
1

se+iξθ

)
where s = ±1 is the band index (plus sign stands for conduction, minus for valence band),
and ξ is the valley index which indicates the sublattices located in K and K' [25].

Around the K point the pseudospin is parallel to the momentum in the conduction
band and antiparallel in the valence band. In the K' point the situation is reversed. This
peculiarity has serious consequences on the transport properties of graphene. In the absence
of pseudospin-�ip processes (for which we need to take into account perturbation theory),
an electron moving to the right can be scattered only to a right-moving electron state
or left-moving hole state, in other words backscattering is strictly forbidden due to the
pseudospin conservation.
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Figure 2.3: Momentum and pseudospin direction in the valence and conduction band at
points K nd K' in the �rst Brillouin zone.

This peculiarity leads to an interesting relativistic process, named Klein paradox, in
which a potential barrier exceeding the electron's rest energy becomes transparent to elec-
tron penetration. In such a case, the transmission probability, T, depends only weakly
on the barrier height, with very high barriers approaching the perfect transparency. For
single-layer graphene, an electron wavefunction at the barrier interface perfectly matches
the corresponding wavefunction for a hole with the same direction of pseudospin, yielding T
=1 [30]. This anomalous tunnelling is expected to play an important role in the transport
properties, in particular for low carrier concentration regime, where disorder induces signif-
icant potential barriers and the systems are likely to break up into a random distribution
of p-n junctions [31]. In conventional 2-D systems, strong enough disorder causes electronic
states to be separated by potential barriers with exponentially small transparency, leading
to the Anderson localization [32]. In contrast, in graphene all potential barriers are rela-
tively transparent, preventing charge carrier con�nement. Therefore, the so-called di�erent
electron and hole �puddles� induced by disorder are not isolated but percolate, therefore
suppressing localization [33].

2.3 Carrier density and quantum capacitance

Carrier density n is de�ned as the number of charge carriers available in a certain volume (or
surface in case of graphene) of material and as such it depends on the position of the Fermi
level inside the band structure, related to the DOS through the Fermi-Dirac distribution
f (E):
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n =

ˆ ∞
E0

ρ(E)f(E)dE (2.10)

Several experiments [34, 35], have demonstrated that the actual carrier density di�ers
from that predicted by theory for Fermi energies close to the Dirac point. The minimum
carrier density of an ideal graphene layer should come from the thermally generated carriers,
nth = (π/6)(kBT/~vF)2 ≈ 8 · 1010cm−2 at T = 300 K [36]. However, in any real 2-D
graphene sample extrinsic random-charged impurity centers are invariably present causing
the nonideal system to break up into spatially inhomogeneous conductive 2-D electron and
hole puddles [31], i.e., regions with a Fermi level above (electron) or below (hole) the Dirac
point. These electron and hole puddles lead to a minimum residual carrier density that can
be expressed as [36]:

n0 =

√(
n∗

2

)2

+ n2
th

where n*is the residual carrier puddle density that induce a surface potential distribution
in the graphene sheet.

Figure 2.4: Electron (n) and hole (p) carrier densities as a function of the Fermi level
position relative to the dirac point εF-εD. From reference [4].

Typical values of n0 are 1011-1012cm-2 for graphene on SiO2 substrate [37] and 1013cm-2
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for epitaxial graphene on SiC [38], comparable with the sheet carrier density of Si MOSFET
and HEMT channels [21].

The charge density of graphene can be modulated through electrostatic doping by plac-
ing an oxide/metal gate stack on top of it, to build a parallel plate capacitor (see section
3.1). This kind of structure resembles a MOS-C and is of fundamental importance because
it constitutes the basics of any graphene �eld-e�ect device. The capacitance of the metal-
oxide-graphene system cannot be simply calculated as the oxide capacitance itself, namely
CG 6= Cox = ε0εoxA/tox, where εox and toxare the dielectric constant and thichkness of the
oxide layer and A is the gate area. Since graphene is a 2-D system, the e�ect of quanti-
zation in the vertical direction (out of plane) plays an important role in determining its
physical behavior, thus a correct estimation of the capacitance should take into account the
quantum capacitance of graphene, CQ = e2ρ(E), that can be regarded as the additional
energy cost of inducing carriers in the limited-DOS material. An explicit form derived on
the basics of a 2-D, free-electron gas model and taking into account the residual carrier
density gives for the quantum capacitance [35]:

CQ =
2e2

~vF
√
π

√
|nG|+ |n∗| (2.11)

where

nG =

(
eVch

~vF
√
π

)2

is the gate-induced carrier concentration in the channel depending on the channel potential
Vch. Expression (2.11) gives values that are in good agreement with measurements, and
that are usually much larger than the predicted value for minimum quantum capacitance
of Cq,min≈ 0.8 μF/cm2, attributed to thermal induced carriers [35].

The total capacitance of the metal-oxide-graphene system results from the series con-
nection of the oxide capacitance and the quantum capacitance of graphene, with the smaller
of the two dominating the other. Thus, when studying graphene-oxide-metal systems with
a large oxide capacitance (provided by thin, high-κ dielectrics), it should be taken into
account that the total capacitance can be signi�cantly lower than what would be expected
for a MOS-C equivalent structure.

2.4 Transport properties

Mobility is the fundamental transport property that describes the motion of carriers sub-
jected to an external electric �eld, from which conductivity (or sheet resistance) and carrier
density can be derived as [27]:

σ =
1

Rsh
= neµ
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Within the Boltzmann theory, valid for carrier density much larger than scattering-center
density (i.e., for energy far from the Dirac point) the mobility can be expressed as:

µ =
ev2

F 〈τ〉
EF

where 〈τ〉 is the energy-averaged �nite-temperature scattering time that sums up all contri-
butions arising from di�erent scattering sources. In pristine free-standing graphene at very
low temperatures the mobility can take extremely high values, up to 100,000 cm2V-1s-1,
because the carriers can only scatter with lattice acoustic phonons due to the absence of
backscattering [1]. However, when graphene is transferred on a dielectric substrate and/or
covered with a gate dielectric, mobility drops dramatically. The dielectric surface introduces
several additional sources of scattering, like lattice defects, charged impurities located at
the interfaces and surface optical phonons of the lattice that couple to the external electric
�eld. At low temperatures the main scattering contribution comes from acoustic phonons
and charged impurities (so-called Coulomb scattering). The mobility limited by acoustic
phonon scattering is found to be inversely proportional to the carrier density, because a
larger number of carriers leads to a larger number of collisions. The mobility limited by
Coulomb scattering does not depend on the carrier density, but just on the density of
scattering centers [39]. At room temperature the carriers acquire enough kinetic energy to
scatter with surface and substrate optical phonons [34, 40]. The optical-phonon scattering
limited mobility has found to decrease monotonically as µ ∝ 1/

√
n [41]. Moreover, the

activation of this phonon scattering mechanism leads to a degradation of mobility with
increasing temperature [39]. It should be mentioned that the substrate plays an important
role on the extent of mobility damping. It has been demonstrated that high-κ dielectric
substrates such ZrO2 and HfO2 improve the mobility at low temperature by screening the
charged impurities, but this e�ect is washed out at higher temperatures by the increased
rate of optical phonon scattering compared to SiO2 substrate [41]. In this perspective,
the ideal dielectric material should possess both high static dielectric constant (to screen
charged-impurities) and high-energy phonons that are not activated in low-�eld transport.

Another important transport property, that de�nes the ultimate speed of any electronic
device, is the carrier's drift velocity vdrift. At low �elds the velocity-�eld dependence is
linear, with vdrift = µE [5]. At high �elds the drift velocity tends to saturate, limited by
the scattering of carriers with the optical phonons, which is modeled by [42]:

vdrift =
µE

1 + µE/vsat
(2.12)

The saturation velocity vsat at low temperatures and low carrier densities is a constant,
vsat,low = (2/π)vF, while at higher carrier density it scales as vsat = 2

πvF~Ω/EF = 2Ω/
√
π3n,

where ~Ω is the energy of graphene optical phonons [36]. On SiO2 substrate the saturation
velocity is degraded because the dominant scattering mechanism is related to substrate
low-energy phonons (~Ω = 55 meV) rather than graphene zone-edge phonons (~Ω = 160
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meV). Thus, in order to achieve a high saturation velocity, a condition that is necessary for
high-speed devices, substrates with higher phonon energies are required. Moreover, high-
�eld saturation velocity can only occur in highly-ordered samples showing little defects and
impurities concentration so that the elastic scattering events are minimized and optical
phonon scattering prevails. If this condition is not satis�ed the drain current continues to
increase monothonically with the drain bias [43].

It is worth to point out that electronic devices are far from being ideal systems.
As already mentioned, the extremely high mobility of suspended graphene cannot be
achieved in real devices, since the unavoidable presence of a substrate introduces sev-
eral scattering sources. High intrinsic mobility (after extraction of contact resistance) up
to 24,000 cm2V-1s-1has been demonstrated for exfoliated-graphene top gated devices and
CVD-graphene buried gated GFETs [44, 7], still far from the record values for suspended
graphene. However a lot of research e�orts have been done to face this issue, and depositing
graphene on h-BN has shown promising results. The h-BN can be used both as a substrate
and as a gate dielectric, completely embedding the graphene channel. This approach has
proved to be e�ective in reducing the roughness of graphene sheets, while the high dielec-
tric constant improves the screening of charge impurities. The result is graphene exhibiting
low doping, low hysteresis and high mobility up to 40,000 cm2V-1s-1 for bilayer graphene
devices on h-BN at room temperature and 100,000 cm2V-1s-1 in top gated devices embed-
ded in h-BN at 1.6 K [45, 46]. However, this technique is not yet mature to deliver the
longed-for technological breakthrough. The main drawback is represented by the lack of
scalability, since high-quality BN is obtained through exfoliation 1, h-BN crystals are quite
expensive and the device processing requires several transfer steps that introduce contam-
inations and lead to a random device-to-device variation. For these reasons, despite the
possible improvements, the use of h-BN has not been considered in this thesis.

1Although h-BN can be growth with CVD on Cu, similarly to graphene, the quality is lower compared
to exfolited material. [47]
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Chapter 3

GFETs and voltage ampli�ers

This chapter is a review of GFETs characteristics. The in�uence of graphene physical
properties on devices operation will be discussed and compared to standard Si MOSFETs.
The possibility to achieve good performance by careful parameter-design tuning will be
investigated.

The chapter is organized as follows: �rst a brief introduction to Si MOSFETs will be
given, to enlight the main di�erences between semiconductor-based and graphene-based
devices. Then, some important small-signal FOMs, like transconductance and output re-
sistance, will be introduced and their dependence on material properties will be discussed.
The last section will be devoted to graphene-based inverters, covering theory of operation,
device fabrication and characterization.

3.1 The basic unit: GFET

The MOSFET is the most commonly used Si-based device. It comprises a conductive
channel connected to three terminals: the source from which carriers are injected in the
channel, the drain from which carriers leave the channel and the gate that modulates
the channel doping through capacitive coupling [48]. Di�erent techniques, such as ion
implantation, are used to introduce dopants in the Si substrate to realize either p-type
or n-type FETs [5]. The characteristic of PFETs and NFETs di�er due to the di�erent
electron and hole mobilities in Si, related to di�erent e�ective masses. In contrast, GFETs
are ambipolar devices, so they exhibit both hole and electron conduction tunable through
electrostatic doping [2]. Moreover the electron and hole mobilities in graphene are almost
equal (deviations from this behavior will be discussed in section 4.2.2), making the transfer
characteristics of GFETs symmetric.

3.1.1 Current-voltage characteristics

The analysis of the current dependence on drain-to-source and gate-to-source voltage en-
lights the di�erences between a MOSFET and a GFET.

20



Consider as an example a graphene sheet n-doped by external impurities, connected
between two electrodes labelled as source and drain. Adding an oxide/metal stack on top of
the graphene layer results in the formation of a GFET. The I-V and transfer characteristics
of a GFET di�er from that of the MOSFET. In a MOSFET the channel formation depends
on the voltage applied between the gate metal and the substrate. Only if this voltage
is above the treshold value Vth (that is constant) an inversion layer is formed and the
MOSFET turns on. In a GFET the treshold voltage Vth has a di�erent meaning since its
value is not �xed, but is rather a function of the VDS.

Figure 3.1: Doping pro�le of the GFET channel extending from source (x = 0) to drain (x =
L). a) When no bias applied. b) Applying VGS = Vth,0 the potential of the channel reaches
the value at the Dirac point. c) Applying VDS> 0 the potential at the drain increases. d)
To restore the charge neutrality of the channel at �xed VDS, the VGS should be increased
of an amount α, so that the potential VGD = VGS -VDS = - α and the Dirac point is in
the middle of the channel. This condition is satis�ed when α = VDS /2. The new treshold
voltage, Vth= Vth,0+ α, is then a function of VDS : Vth(VDS) = Vth,0+ VDS /2.

Figure 3.1a shows the channel potential of a GFET with no bias applied. A voltage
VGS = Vth,0 should be applied between gate and source terminals (see �gure 3.1b) to shift
the Fermi level of graphene channel to the Dirac point. When a positive VDS is applied the
potential at drain side decreases (�gure 3.1c) and therefore, to restore the charge neutrality
of the channel, VGS should be increased of an amount α, so that the potential at the drain
VGD = VGS -VDS = - α and the Dirac point is in the middle of the channel (�gure 3.1d).
This condition is satis�ed when α = VDS /2, so the treshold voltage is a function of VDS

and can be expressed as Vth(VDS) = Vth,0+ VDS /2 1. Thus, at larger VDS, larger VGS are
required to restore channel neutrality.

1This treatise is valid in the assumption that the electron and hole conduction are symmetric.
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Figure 3.2: The output I-V characteristic and corresponding doping pro�le of an intrinsi-
cally n-doped GFET biased at a �xed VGS. a) When VDS = 0 the channel is not conductive.
b) Increasing VDS to positive values an electron current �ows between source and drain. c)
When the channel potential at the drain equals V th,0 the channel pinches o� at the drain
side, exhibiting pseudosaturation in the I-V curve. d) At higher VDS the Dirac point enters
in the channel that becomes ambipolar and current increases.

The output I-V characteristic of the GFET at a �xed VGS is shown in �gure 3.2. When
no voltage is applied between the electrodes, i.e. VDS = 0, the channel is not conductive
(�gure 3.2a). If the source is kept to ground potential and a positive VDS is applied, an
electron current �ows in the channel (�gure 3.2b). Increasing VDS the channel pinches
o� at the drain side (�gure 3.2c). The pinch-o� occurs when the potential at the drain,
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VGD , equals the treshold value Vth,0 so that the reduced DOS limits the carrier injection.
While in Si MOSFETs the pinch-o� leads to current saturation, in GFETs this phenomenon
causes only a pseudosaturation, because a further increase of VDS would directly switch the
channel below drain from n to p-type resulting in a mixed electron-hole conduction (�gure
3.2d).

To examine the transfer characteristics of the GFET consider �gure 3.3, where the VDS

is �xed at a positive value. If VGS < Vth,0 is applied, a hole current will �ow in the channel
(�gure 3.3a). When VGS= Vth,0 the channel pinches o� at the source (�gure 3.3b) and
increasing VGS further will cause the Dirac point to move inside the channel resulting in
mixed electron-hole conduction (�gure 3.3c). The current minimum is found at VGS =
Vth(VDS), when the Dirac point is in the middle of the channel so that electron and hole
currents are equal and the carrier density is at its minimum value (�gure 3.3d) [4]. At
higher VGS the channel conduction will experience a transition from a majority hole to a
majority electron carriers �gure (3.3e) until pinch-o� at the drain side occurs when the
VGD= Vth,0 (�gure 3.3f). In contrast with Si MOSFETs, the channel in GFETs is always
conductive, and the gate voltage cannot switch the transistor between the on and o� states,
but rather between p and n-type, passing trough a state of maximum resistance. For this
reason while the typical current on-o� ratio, Ion/Ioff , of MOSFETs is between 104 and
107, in GFETs it is usually below 10 in air ambient, limiting GFETs potentiality in digital
electronics [21]. There is an extensive research concerning bandgap opening in graphene
in order to increase the current on/o� ratio. This can be accomplished by patterning of
graphene in nanoribbons, application of high perpendicular electric �elds to A-B graphene
bilayers [49], or fabrication of heterostructures with other 2-D materials [50]. However all
these approaches exhibit drawbacks. In graphene nanoribbons the edge roughness and the
bandgap opening result in a reduced mobility and consequently low on current. In bilayer
graphene, the bandgap opened with perpendicular electric �elds can be as high as 250 meV,
a value still too small to fabricate good transistors [21]. Heterostructures with MoS2 and
h-BN are currently under investigation, but their fabrication still involves exfoliation and
transfer methods, thereby limiting these structures to a proof of principle devices [51].
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Figure 3.3: Transfer characteristic and corresponding doping pro�le of a GFET when a
�xed VDS > 0 is applied. a) At VGS < Vth,0 the channel experience hole conduction. b)
When VGS= Vth,0 the channel pinches o� at the source. c) Increasing VGS the Dirac point
enters the channel. d) When VGS= Vth(VDS) the Dirac point is in the middle of the channel
resulting in a current minimum. e) At higher VGS the majoritary carriers are electrons.
f) When the potential below the drain, VGD, goes to Vth,0 the channel pinches o� at the
drain side.
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3.1.2 Intrinsic gain

The intrinsic gain A0 is an important parameter, de�ned as the maximum gain that is
available from a single transistor, and corresponds to the open-circuit voltage gain of the
GFET shown in �gure 3.4 [52]:

A0 =
vout

vin
= gmrd

where rd is the output resistance and gm is the transconductance of the GFET (the deriva-
tion of the small-signal model is provided in section 5.3).

Figure 3.4: Small-signal equivalent circuit of an ideal GFET valid at low frequencies. The
parameter gm is the transconductance and rd is the output resistance of the GFET.

The output resistance can be derived from the DC characteristics as the inverse of
channel current derivative with respect of the voltage drop along the channel:

rd =

(
∂ID

∂VDS

)−1

(3.1)

As discussed in section 3.1.1, current saturation in standard MOSFETs arises from pinch-o�.
The conductive channel of a MOSFET is created when the potential di�erence between the
gate and the substrate is above a threshold value Vth, so that an inversion layer connecting
source and drain is formed. When a VDS is applied, current �ows between the drain and
source. When the gate-to-drain voltage di�erence is below the threshold, VGD < Vth, the
MOSFET enters in pinch-o� mode characterized by the lack of channel region near the
drain. Although the channel does not extend the full length of the device, the high electric
�eld existing between the drain and the channel allows conduction, with the drain current
showing a weak dependence upon drain voltage and controlled primarily by the gate-source
voltage [5]. In graphene there is no threshold voltage for conduction, thus current saturation
can only occur as pseudosaturation when electron and hole conduction equals or as velocity
saturation in high-�eld regime (see section 2.4) [42].

The achievement of a good current saturation is one of the main issues of GFETs
technology. One option is to look for high saturation velocity in ultra-clean samples with
low-defectivity on high-phonon energy substrates like h-BN. However this technology is
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not yet mature to be applied to a large-scale production, and is limited by the high cost
and complicate processing. Similarly, patterning graphene into nanoribbons reduces cur-
rent and mobility, washing out the advantage of higher saturation (see section 2.4). A
di�erent approach consists in using thinner gate oxide, to increase the depletion rate of the
channel and reduce the e�ect of intrinsic carriers and interfacial traps, with a consistent
improvement in saturation characteristics [53].

A thinner oxide has the other important advantage of improving the gate voltage control
on the current, the parameter de�ned as transconductance:

gm =
∂ID

∂VGS
(3.2)

Assuming an approximated large-signal model valid in the linear region [22] to describe a
single GFET as a simple voltage-controlled resistor, the drain current can be modeled as:

ID(VDS,VGS) =
W

L

(
σ0 +

ε0εox

tox
µ |VGS − Vth|

)
VDS (3.3)

where σv0 is the conductance of the channel at Dirac point 2. An explicit calculation of
(3.1) and (3.2) from (3.3) gives for transconductance an output resistance the following
expressions:

gm =
W

L

ε0εox

tox
µVDS (3.4)

rd =

[
W

L

(
σ0 +

ε0εox

tox
µ (VGS − Vth)

)]−1

(3.5)

The expressions show that high-κ, thin oxides (large εox/tox) can provide both a higher
transconductance and a higher output resistance compared to conventional SiO2 dielectric.
This solution has been investigated in the current work to develop devices with high intrinsic
gain for a wide range of applications.

3.2 Graphene inverters

The CMOS inverter is the main device based on MOSFET structure. It consists of a
PFET and an NFET connected in series, sharing a common drain electrode. A digital
signal applied to the input terminal (the gate) comes to the output (the common drain)
with its phase shifted by 180°, i.e. inverted. In digital electronics, several CMOS logic
gates can be connected together and cascaded to perform multiple logic operation. The
Si CMOS technology o�ers extremely low static power consumption, fast on/o� switching
rate and higher packing density compared to BJT-based devices, leading this technology to
dominate the market [54]. In this section graphene inverters fundamentals will be presented

2Note that this oversimpli�ed expression does not take into account the shift of the drain voltage
dependence of V th.
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and compared with Si CMOS inverters, and details on fabrication and performances will
be given.

3.2.1 Operating principle

Since graphene is a bipolar conductor, a single GFET can be either p-type or n-type
depending on the bias condition. Thus, in principle, graphene inverters can be simply
fabricated by connecting two GFETs in series on the same graphene channel, sharing a
common electrode, see �gure 3.5.

Figure 3.5: Graphene inverter (right) and circuit schematic (left). From reference [22].

When no bias VDD is applied, the two GFETs have the same average doping level. When
VDD> 0 is applied, the channel would be depleted from electrons, thus a more positive input
voltage will be needed to restore the charge neutrality. The voltage drop occurs all along
the channel, but the potential of the channel in G2 increases with respect to that in G1,
shifting the Dirac point of G2 to higher input voltages. Indeed the average potential of G1
varies from Vth to (VOUT+Vth)/2, while the average potential of G2 varies from Vth to
(VDD+VOUT)/2. Complementary operation is obtained applying an input voltage between
the Dirac points of the two GFETs, with one GFET biased in the p-type-operation region
and the other one in the n-type, �gure 3.6b.

The output voltage of the inverter is obtained from the voltage divider shown in �gure
3.5:

VOUT =
VDD

R1 +R2
R2 =

VDD
R1
R2

+ 1
(3.6)

where R1 and R2 are the resistances of GFETs G1 and G2, see �gure 3.5. Note that in
graphene inverters, di�erently from conventional CMOS inverters, rail-to-rail operation is
not possible, i.e., the output voltage never reaches zero or VDD because GFETs cannot
be turned o�. The maximum voltage swing, Vp−p = Vout,max − Vout,min, is related to the
resistance on-o� ratio γ:

Vp−p =
γ − 1

γ + 1
VDD.
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If we assume that the GFETs are identical, so that their on and o� resistances are the
same, then VOUT varies between VDD/ (1 + γ) and γVDD/ (1 + γ) . Typical values for γ
are between 2 and 5, so in the best case of γ = 5 the maximum swing is ≈ 66% of VDD.

Figure 3.6: Transfer curves of single GFETs in inverter con�guration. (a) At low bias (VDD

= 0.1 V) GFETs have the same doping level. The application of a large bias to the inverter
(VDD =1.5 V) causes the Dirac points of the GFETs to split. (b) When VGS is lower
than the Dirac points of the two GFETs (VGS< Vth,1< Vth,2), both GFETs are p-type; (c)
between the two Dirac points they exhibit complementary operation (Vth,1< VGS< Vth,2);
(d) at Vth,1< Vth,2< VGS both GFETs are n-type. Adapted from reference [22].

Figure 3.7: Small-signal equivalent circuit for an inverter in complementary con�guration,
valid at low frequencies (where capacitances can be neglected). Here Rin and RL represent
input and load impedence related to the measurements setup.
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Since almost all electronic circuits comprise multiple stages, each stage must provide
voltage ampli�cation in order to preserve the signal integrity during transmission. A circuit
is an ampli�er if the output voltage swing is larger than the input voltage swing, the amount
of the ampli�cation being equal to the voltage gain:

vout = Avvin (3.7)

The voltage gain of an inverter can be derived from the small-signal circuit shown in
�gure 3.7 as:

Av =
vout

vin
= −(gm1 + gm2)(rd1||rd2||RL).

This model is valid at low frequency, where the value of ac voltage gain approaches the DC
value Av(0) = dVOUT/dVIN. Assuming that GFETs have identical characteristics so that
rd1 = rd2 = rd and gm1 = gm2 = gm, the expression simpli�es to:

Av = −2gm(rd/2||RL) (3.8)

With RL →∞ the voltage gain assumes the maximum value of:

Av = −gmrd (3.9)

that is equal to the intrinsic gain of a single GFET derived in section 3.1.2, Av = =A0

(minus sign stems for signal inversion).

3.2.2 Experimental background

Pioneering works on graphene transistors have been based on graphene �akes exfoliated on
top of Si/SiO2 substrate [2]. The production of graphene �akes through mechanical exfoli-
ation is a very cheap technique that can be used at laboratory scale to obtain monolayers
up to hundreds microns of size. It consists of peeling-o� the surface of HOPG with a scotch
tape, pressing the tape on top of the silicon chip and peeling it o� again to release the
material [55]. Among the debris transferred on the substrate, having di�erent thickness
distribution, there will be also a certain probability to �nd graphene monolayers. Usually
these mechanically exfoliated �akes exhibit much better physical properties compared to
graphene obtained through physical growth or chemical synthesis, because they are free of
defects and grain boundaries. Despite the great advantages in terms of cost and perfor-
mances o�ered by this technique, it is limited to the laboratory scale, where it has been
extensively used to demostrate early proof of principle devices. Nowadays growth tech-
niques like CVD on Cu and epitaxy on SiC are mature enough to provide good quality
material, compatible with industrial processes, that is extensively supplanting exfoliated
graphene [56].

In the early reports, GFETs exhibited a very poor transconductance mainly due to the
low-κ (εox= 3.9) and the high thickness (tipically 300 nm) of the silicon oxide covering
the substrate and providing a back gate dielectric [57]. The choice of such substrates was
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forced by practical considerations, since in this case the optical interference allows one to
see even a monolayer with optical microscope under white light, providing an easy method
to identify graphene �akes [58]. However, with poor transconductance, voltage gain was
very low (much less than one) and high back gate voltages (up to hundred volts) were
needed to tune the channel doping [57].

In 2010 Tsukagoshi and co-workers demonstrated that aluminum evaporated on top of
the graphene channel not only oxidizes at the outer surface, but also at the interface with
graphene, thereby providing a very thin layer of a gate dielectric of 4 nm in thickness [59].
The dielectric constant of this native oxide, even though lower that that of stoichiometric
Al2O3, is around 7, higher than that of SiO2. This oxide not only improves the transcon-
ductance, but allows to operate the device with much smaller gate voltages, making it
possible to achieve input/output signal matching.

3.2.3 Fabrication of exfoliated-graphene ampli�ers

The technique based on spontaneous formation of AlOx has been adopted to fabricate high
performances ampli�ers. Graphene �akes were obtained through the scotch-tape method
and transferred on top of highly As-doped (n-type) Si chips. The top side of the chips is
covered by a 300 nm thick layer of thermally grown SiO2, while the bottom side is covered
by a 3 nm of Cr, 5.5 nm of Sb and 200 nm of Ag conductive layer. Graphene crystallites can
be visualized by the use of optical microscopy and the optical contrast gives an indication
on the thickness. The selected �akes were speci�cally identi�ed as mono, bi or multilayers
with the aid of Raman spectroscopy, which allows a precise measurement of the �ake height.
The typical distance between two graphene planes in bulk graphite is known to be around
0.4 nm [2]. However, the thickness measured with AFM is usually higher, an evidence
commonly attributed to the presence of a layer of adsorbed water between the substrate
and graphene layers deposited on top. Thus, thicknesses of the order of 1-1.4 nm were
commonly attributed to monolayer graphene, while higher values up to 2 nm, to bilayers.
The randomness of exfoliation process is responsible of the irregular shape and variable
size distribution of the �akes, preventing the use of a standard device design. Thus, all
the fabricated GFETs di�er in terms of channel shape and size, preventing a collection of
a good statistics on the device performance.

Figure 3.8: Optical image (a) and SEM image (b) of a graphene voltage ampli�er. From
reference [22].
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Source, drain and top gate contacts were fabricated through an e-beam lithography
process with PMMA as positive resist, followed by e-beam evaporation and lift o�. Top
gates were fabricated in the �rst step by direct evaporation of 100 nm of Al on the patterned
area. The metal oxidizes all around the contacts as described previously, providing an
insulating layer of AlOx. In order to eliminate access resistances, the 5 nm Ti/ 50 nm Au
electrodes were overlapped with the gates, assuring a complete channel coverage, as shown
in �gure 3.8,b. This procedure resulted in an improved channel stability compared to
standard non-overlapped devices, since the coverage prevents the contamination of channel
by enviromental doping, thereby reducing hysteresis in the I-V characteristics.

With this approach the �rst graphene ampli�er showing a room temperature voltage
gain higher than 10 dB has been demonstrated [22]. The characterization of these high-gain
ampli�ers will be further investigated in the following section since these devices represented
the starting point of this research.

3.2.4 Characterization of high gain ampli�ers

Figure 3.9 shows the circuit diagram of the fabricated inverter in the complementary push-
pull con�guration used to perform the AC measurements. In this setup the gate terminal
(IN) was biased with a sinusoidal signal vIN = VIN + Vinsin(2πft) applied by a Tektronix
AFG 3022B function generator, while input and output signals were measured by an Agilent
in�niium 54832D mixed-signal oscilloscope. The output resistance of the function generator
(R = 50 Ω) is small compared to the input impedence of the oscilloscope (Z = 1 MΩ ||13
pF), thus it can be neglected in the series connection. Figure 3.10 shows the transfer curve
VOUT vs. VIN of the ampli�er biased with VDD= 1.5 V. The largest value of the voltage
gain obtained with this supply voltage was |Av|max= 2.1 at the DC operating point Q. The
expression for the low-frequency voltage gain can be derived from (3.9), (3.4) and (3.5), see
section 3.2.1:

Av = − VDS

VGS − Vth + σ0tox/ (ε0εoxµ)
(3.10)

Assuming that at point Q the two GFETs exhibit the same resistance (see �gure 3.6,b),
then the voltage drop on each GFET should be approximately |VDS| ≈ VDD/2, and the
quantity (VGS − Vth) ≈ (Vth,2 − Vth,1) /2 = ∆VIN , since the Q point corresponds to the in-
put voltage that lies between the Dirac voltages of the two GFETs. Therefore the expression
for the maximum voltage gain becomes [22]:

|Av|max =
VDD

∆VIN + 2σ0tox/ (ε0εoxµ)
(3.11)

where the quantity ΔVIN depends on VDD. Expression (3.11) shows that a higher gain
can be found at higher supply voltages.
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Figure 3.9: A circuit diagram of the ampli�er. Z =1 MΩ||13 pF is the input impedance of
the oscilloscope used to measure input and output signals while 50 Ω is the output resistance
of the input voltage source. Since |Z|>�>50 Ω the input signal fully drops across Z, i.e.,
vIN(t) =VIN+vin(t), where VIN is the DC bias voltage and vin(t) is the AC component of the
input signal. The load resistance RL simulates the input resistance of the next amplifying
stage. In the measurements presented here this resistance was in�nite.
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Figure 3.10: Principle of voltage ampli�cation. a) Static (DC) transfer curve of the ampli�er
is shown in blue. Dynamic (AC) transfer curve is shown in red and was obtained by plotting
output voltage vOUT vs. input voltage vIN = VIN + Vinsin(2πft), with f = 1 kHz. b) Low-
frequency voltage gain Av = dVOUT/dVIN. A small signal superposed to the DC operating
point Q is ampli�ed at the output. c) AC components of the input and output voltage
signals at a frequency f = 10 kHz. From reference [22].

The fabricated GFETs at high supply voltages exhibit a transconductance of gm/W ∼
500 mS/mm [22], that combined with relatively large output resistance rdW ∼ 10.5 kΩ μm
(see �gure3.11) results in measured DC and AC voltage gains above 10 dB.
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Figure 3.11: Static (DC) characteristics of one of the fabricated GFETs whose Dirac point is
at Vth = =1.12 V. a) Current-voltage characteristics. b) Output resistance. From reference
[22].

Figure 3.10c shows measured ac components of the input and output voltage signals of
the ampli�er biased at VDD = 2.5 V (DC components have been removed from the plot for
clarity). At this supply voltage a maximum voltage gain of |Av|max=3.7 was measured at
an input frequency of 10 kHz. As discussed above a higher gain could be obtained at higher
voltage supplies. The maximum applicable bias is set by the maximum current density that
can be sustained by the �ake (∼1.2 mA/µm [60], �ve times higher than the current �owing
in our devices at 2.5 V) and by the maximum voltage drop sustained by the gate oxide.
Since the upper part of the channel is at a potential VDD , the voltage drop on the gate
oxide is given by VDD -vIN. Here vIN = VIN + Vinsin(2πft), where VIN = -0.22 V and Vin
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= 0.35 V, giving -0.57 < vIN< 0.13 V, so for VDD > 2.5 V the voltage drop on the gate
would be higher than 2.35 V, a value that is close to the breakdown voltage of the oxide
VB,ox= 2.5 V.

The frequency response of the fabricated ampli�ers has been investigated and results
are shown in �gure 3.12a. The ampli�er is biased at VDD = 2.5 V and a small AC signal
is superposed to the DC Q point-voltage, giving the maximum signal ampli�cation |Av|max

= 3.7 (11.4 dB). The gain remains constant up to about 20 kHz, and then decreases as
the frequency is increased, dropping by 3 dB at the higher cuto� frequency f-3 dB = 70
kHz which also de�nes the bandwidth of the ampli�er. The ampli�er is capable of signal
ampli�cation up to a unity-gain frequency f1 = 360 kHz. At this frequency, the ampli�er
operates as a unity-gain ampli�er (bu�er), while for f > f1 it attenuates the input signal.
The signal phase shift φ introduced by the ampli�er is 180° at low frequencies (signal
inversion), decreasing to 90° at high frequencies, see �gure 3.12b.

Figure 3.12: Frequency response of the ampli�er. a) Gain magnitude. b) Phase shift
between input and output signals as a function of frequency. From reference [22].

Both amplitude and phase characteristics of the voltage gain indicate a typical dominant-
pole (at f-3dB) behavior. However, this pole does not originate from the ampli�er but from
the capacitances of the cables used to connect the ampli�er to the measurement equipment.
The cables have a total conductor-to-ground capacitance Cc ≈ 0.5 nF which introduces a
pole at a frequency fp = (2π(rd/2 +Rc)Cc)

=1≈ 100 kHz, where Rc ≈ 1.5 kΩ is the contact
resistance of the output line. The obtained value is consistent with the measured f-3dB. As
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no other poles were observed, the fabricated ampli�er has cuto� and unity-gain frequencies
above 5 MHz which may extend its application to high-frequency circuits 3.

3.3 Cascading of stages

The discussed GFETs, despite representing a huge step forward to fully-integrated graphene
circuits, were not scalable and exhibited wide performance variations from one sample to
another due to the randomness of exfoliation procedure. This fundamental issue had to
be addressed in order to realize more complex electronic circuits. This section is devoted
to discussion on the advancement that allowed to demonstrate cascaded devices, beginning
with an introduction of the fundamental characteristics that a single stage should exhibit
in order to provide cascading capability.

3.3.1 Operating principle

In order to fabricate more complex circuits the issue of signal matching is of fundamental
importance, because it represents one of the requirements for device cascading. To cascade
two identical inverters the output and the input DC o�sets must be equal at the highest
gain point, so that one stage can drive the other in the amplifying mode to propagate
the signal without loosing its amplitude. The highest voltage gain is reached at the DC
operating point that lies approximately between the Dirac points of the two complementary
GFETs, labeled as Q point. When a negligibly small VDD is applied, the DC o�set of VOUT

is almost zero according to (3.6), and the o�set of VIN is set equal to Vth to operate the
device in the Q point (see �gure 3.6a). By increasing VDD the splitting between Dirac
points of the two GFETs increases, and the DC component of VIN should be increased to
Vth + VDD/ (1 +R1/R2), while the DC component of VOUT shifts to VDD/ (1 +R1/R2) ,

where R1/R2 ≈ 1 in Q (see �gure 3.6c). It follows that, in ideal condition of undoped
graphene such that Vth = 0, VIN = VOUT ≈ VDD/2. The matching is possible because the
input voltage VIN has the same order of magnitude of the bias voltage VDD. With a lower
capacitive oxide, such as the thick SiO2 back gate, the VIN required to reach the Dirac
voltage is almost one order of magnitude higher than VDD, so VOUT is not enough to drive
the next stage in the highest gain point [57, 59].

Voltage gain and signal matching are the two requirements that must be ful�lled for cas-
cading, togheter with homogeneus devices characteristics (on-o� ratio, channel resistance,
doping level), thus an e�cient gate oxide and high quality graphene with low doping level
are necessary.

The voltage ampli�ers described in section 3.2.4 did not show signal matching (see �gure
3.10a), thus were not suitable to fabricate more complex circuits. A breakthrough was
achieved through the implementation of CVD grown graphene as GFET channel material.
The joint e�orts of several research groups in developing the growth process resulted in an
improved quality of CVD graphene, that despite being still more defective than exfoliated

3An intrinsic unity-gain frequency can be estimated to be ∼ 8.6 GHz [22].
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graphene can deliver su�ciently high mobilities (up to ∼ 5,000 cm2V-1s-1) to fabricate
GFETs with good performances.

3.3.2 Fabrication of CVD-graphene ampli�ers

In this stage of the project we have employed CVD-grown graphene provided by the group of
Eric Pop at the University of Urbana-Champaign, IL. Graphene CVD-growth has undergone
large improvements recently, thanks to the intensive research to understand the impact of
the initial nucleation and growth dynamics on the �nal �lm quality. It has been shown
that the growth from CH4 precursor on Cu(111) surface at high temperatures (T = 1000
°C) promotes monolayer formation thanks to a high cracking and di�usion e�ciency of
carbon atoms [56]. The quality of the material employed in this work has been con�rmed
by Raman analysis. The G/2D peak ratio suggests the presence of primarily monolayer
graphene, while the small integrated D/G ratio (< 0.2) implies relatively good quality of
graphene grown by CVD, see �gure 3.13.

Figure 3.13: Raman spectra of typical graphene �lms used in this study. From reference
[23].

After growth the material was wet-transferred on top of conventional silicon substrates
[23]. The wet transfer method involves the use of a dual stack of PMMA (60 nm of 495
A2 and 250 nm of 950 A4) deposited on top of graphene for support and protection. The
copper substrate is dissolved with an etchant (FeCl3 solution) and the graphene-stand
layer stack can be transferred in solution on top of another substrate. After transfer the
substrate is gently heated to promote graphene adhesion and the stand layer is dissolved
in acetone. This process introduces some unwanted contaminations in graphene, because
PMMA residues are left on the �lm even after cleaning.

The device fabrication process starts with an etching step to de�ne the channels. PMMA
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positive resist is exposed in the 1 mm2 area surrounding the channel. After development
the sample is treated with oxygen plasma reactive ion etching to remove graphene from the
exposed areas, while channels are protected by the PMMA mask. The described procedure
provides the desired number of channels with equal shape and size troughout the sample,
making it possible to standardize design for all devices and leading to a more reliable
statistics compared to exfoliated samples. The fabrication of gates and electrodes proceeds
as described in section 3.2.3. Figure 3.14a shows a magni�ed image of the active part of
the device (excluding pads and connections). Six GFETs (corresponding to three inverters)
where patterned in series, with W = 20 µm and L = 2 µm. In order to cascade devices
the connection between input and output is externally made during measurements trough
coaxial cables.

Figure 3.14: a) Optical image of six GFETs in series with W = 20 µm; L = 2 µm. b)
Circuit schematic of cascaded inverters. From reference [23].

3.3.3 Characterization of ampli�ers and device cascading

As fabricated, inverters can be individually characterized, see �gure 3.14, through inde-
pendent pads that can be accessed with multicontact probes. Figure 3.15a shows the DC
transfer curves of one of the fabricated inverters at several VDD. The voltage gain increases
at larger supply voltages, thanks to the increased transconductance, and the largest value
obtained under ambient conditions is tipically Av ∼ −5 at VDD = 2.5 V, �gure 3.15b.
Moreover, the highest gain is found at the DC operating point Q, where VOUT ≈ VIN,
allowing signal matching.

Digital signals exhibit two well distinguished logic states (0 and 1) corresponding to
precise DC voltage levels. The di�erence between these voltages, also known as voltage
swing Vp-p, corresponds to the signal amplitude, and voltage gain is needed to preserve
the amplitude during transmission. The maximum swing Vp−p,in that can be applied at
the input so that Vp−p,in = Vp−p,out can be determined from �gure 3.15a by taking the
intersection between the transfer curve and the unity-gain line passing through point Q. If
the channel is intrinsically doped so that a VIN= Vth is needed to move the Fermi level at
the Dirac point, the operating point should be shifted from Q to match input and output,
however by moving left or right from the Q point the maximum input swing is reduced.
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When Vth is too large, the input swing should be reduced so much that it ultimately
becomes too small to be reliably distinguished from thermal voltage VT = kBT/e. In this
condition the signal cannot be trasmitted.

Figure 3.15: Transfer characteristics of CVD graphene inverters showing signal matching
(a) and high gain (b). Power dissipated at the operating point shows a minimum (c). From
reference [23].

Figure 3.15c shows the power dissipated by the inverter, P = IDDVDD, as a function
of the input voltage, with the current in the inverter de�ned as IDD = VDD/ (R1 +R2) .

At the Q point there is a small local maximum of the dissipated power. In conventional
Si CMOS this corresponds to a global maximum since both the PFET and the NFET are
on (in correspondance of the switching event). On either sides of the operating point one
of the FETs turns o� while the other goes to saturation mode, the sum of resistances,
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R1 + R2, goes to in�nity and the current drops to zero leading to zero dissipated power.
However, since GFETs cannot be turned o�, static power dissipation cannot be eliminated.
To diminish the dissipated power it is would be necessary to reduce the bias, but this leads
to a reduced voltage swing, representing a trade-o� in device operation.

Figure 3.16 shows the input and output voltage signals of two cascaded inverters, with
the output of the �rst one connected to the input of the second. The signal matching
was obtained at the DC operating point Q which lies between the highest-gain points of
the two inverters. Since both the inverters show gain |Av| > 4, their over-unity voltage
gain is preserved in Q point, allowing cascading. The output signal of the second inverter
is ampli�ed with respect to the input, but this does not represent a problem for digital
operation, since in order to correctly interprete a signal as 0 (1) it is su�cient that the
voltage level is equal or lower (higher) than the input value. The transient behavior observed
(rising and falling edges of the signals are not straight as in an ideal square wave) is a
consequence of the reduced bandwidth of the setup. The external connections through
coaxial cables introduce series resistances and capacitances. Parasitic resistances added
in series to channel resistance reduce the transconductance and together with parasitic
capacitances play a signi�cant role at high frequency, introducing a low-pass �lter that
limits the response of the device to the overall response of the circuit (see also 4.1.2).

Figure 3.16: Digital waveforms measured under ambient conditions in a cascade connection
of two graphene inverters (connected as in �gure 3.14b). The supply voltage is VDD = 2.5
V and frequency f = 50 kHz. Transient behavior observed in this plot is a consequence of
the limited bandwidth of the setup. From reference [23].

To explain why the CVD-graphene-based inverters show better performance compared
to the exfoliated-graphene-based inverters we should take into account the scalability of this
technique. The exfoliated �akes have irregular shapes and random sizes, thus making it
di�cult to fabricate two equal GFETs on di�erent channels, while CVD technique combined
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with reactive ion etching provides identical channels increasing the probability of matching
characteristics. Moreover, the use of a standard design and the possibility to pattern as
many channels as desired, lead to a larger number of devices fabricated in less time.

3.4 Improvements on graphene ampli�ers

Recently, new record performances have been achieved. Inverters have been patterned on
a highly-insulating Si substrate on which CVD graphene from Bluestone Global Tech®has
been prevously transferred [61]. Fabrication proceeded as described in this chapter. A
record DC voltage gain of |Av,DC| = 13, correspondng to 22 dB, has been measured for an
inverter with L= 2 μm, W= 10 μm biased at V DD= 2 V, see �gure 3.17a4. Moreover, this
high gain is preserved in AC operation. The same device biased at V DD= 3 V has been
tested as small-signal ampli�er. An input signal with f =1 kHz and V p-p= 30 mV has been
applied to the gate, superposed to the DC o�set providing the highest ampli�cation. The
measured AC voltage gain is |Av,AC|= 11.3, corresponding to 21 dB, see �gure 3.17b.

Figure 3.17: a) DC voltage gain for an inverter with L= 2 μm, W= 10 μm at di�erent
V DD. The highest DC gain was Av,DC= -12.77 at V DD= 2 V. b) AC response of the same
inverter biased at V DD= 3 V . Input signal has f =1 kHz and V p-p= 30 mV. The AC
voltage gain is Av,ac= -11.3.

4Larger voltage gain values have been reported, but for much longer channels. [62]
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Chapter 4

Graphene ROs and more complex

circuits

After demonstrating the cascading of devices the next step consists of the fabrication of
more complex integrated graphene circuits, like ROs. Oscillators are circuits capable of
signal generation and are required for several applications such as timing in computer and
control systems and for carrying information in communication systems [63]. Moreover,
these circuits provide a direct estimation of the inverter propagation delay in a real circuit
in which its input and output are loaded by other devices. This chapter will be devoted
to the description of the operating principle of ROs and will provide both fabrication and
characterization details. The scaling of these devices has been investigated and will be
discussed.

4.1 Graphene ROs

A RO consists of an odd number of inverters, at least three, cascaded in a loop. At low
frequency the loop provides a negative feedback because the output signal is fed back in
the input with a phase shift of 180°, each stage introducing a phase shift of 180°. On top
of this, each stage introduces an additional frequency-dependent shift, that can lead to a
positive feedback and trigger oscillations.

In order to be implemented in ROs, graphene inverters must satisfy stringent criteria.
First of all they must have identical characteristics in terms of total resistance, on/o� ratio
and doping level. They must exhibit a voltage gain |Av| ≥ 2 and input-output signal
matching to allow cascading. Moreover, in order to achieve high oscillation frequencies,
the output resistance should be low. The three-stage ROs are the simplest to fabricate,
because they require the lowest number of inverters, and they are also the fastest in this
class of circuits.
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4.1.1 Operating principle

The �gure 4.1a represents a simpli�ed schematic of the input impedence of one stage (i.e.,
an inverter) of the RO, with the input resistance modeled as RIN≈ rd+Rg where rd is the
output resistance of the loading inverter and Rg is the resistance of the gate metal.

Figure 4.1: a) Schematic circuit of the input impedence of a single stage. The triangular
symbol represents the voltage ampli�er. b) Circuit after application of Miller's theorem.
Here Cgs and Cgd are the gate to source and gate to drain capacitances, while RIN≈ rd+Rg

where rd is the output resistance of the loading inverter and Rg is the gate resistance.

According to the Miller's theorem the �oating capacitance between gate and drain, Cgd,
can be substituted by two equivalent grounded capacitances at the two ports of the inverter,
with CIN = Cgd(1+ |Av|) connected at the input, and COUT = Cgd(1+ |A−1

v |) connected at
the output. Assuming |Av| � 1, CIN � COUT, and therefore COUT can be neglected which
simpli�es the circuit to that of �gure 4.1b. Solving for the open-loop transfer function of a
single stage H i(s), with s=jω, gives:

Hi(s) =
Vout

Vin
=
Vout

Vx

Vx

Vin
= Av,i

1

1 + sRINCT

and

Hi(ω) =
Ai(0)

1 + j ω
ω0,i

with CT = Cgs +CIN and Av,i approximated by Ai(0) (the DC voltage gain of the inverter),
the characteristic frequency is ω0,i = (RINCT)−1. The open-loop transfer function of the
three stages cascaded is the product of the transfer functions of each stage, resulting in:

H(ω) =
Vout(ω)

Vin(ω)
=

A3
i (0)(

1 + jω
ω0,i

)3 (4.1)

Equation (4.1) represents the gain of a three-stage circuit, de�ned as the ratio between
input and output voltage phasors. From this expression we note that, in addition to the
180° phase-shift introduced by the three inverters at low frequencies, there is a frequency-
dependent shift added to the signal. The RO (i.e., the closed-loop circuit) will oscillate if
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the output signal is fed back into the input with a 360° (or zero) phase-shift. This occurs at
the frequency of signal (or of a noise component) at which each stage provides additional
60° phase-shift. The frequency that ful�lls this condition can be obtained from:

tan−1ωosc

ω0,i
= 60° (4.2)

which results in:
ωosc =

√
3ω0,i (4.3)

where ω0,i = f−3dB,i , i.e. the frequency at which the voltage gain of each stage drops of
3 dB from the DC value Ai(0) [64]. From (4.1) it is possible to calculate the minimum
voltage gain per stage which provides that H(ω) = 1, that is |Ai(0)| = 2 for a three-stage
RO (and |Ai(0)| = 1 for larger number of stages). According to this derivation, if the gain
of each stage is |Ai(0)| = 2 , a noise component at frequency ωosc at the input would be
transmitted with the same amplitude at the output.

The closed-loop transfer function of the RO (that takes into account the feedback) is
then expressed as [64]:

Vout

V in
=

H(ω)

1−H(ω)
=

A3
i (0)(

1 + jω
ω0,i

)
−A3

i (0)

From which the output voltage, i.e. the noise component ampli�ed within the loop, can be
derived [64]:

Vout(t) ≈ exp

(
|Av| − 2

2
ω0t

)
cos

(
|Av|
√

3

2
ω0t

)
. (4.4)

The expression (4.4) describes a growing sinusoidal waveform arising from a noise compo-
nent with frequency ωosc =|Av|

√
3ω0/2 . In the case of |Av| = 2 this simply reduces to

Vout(t) = cos
(√

3ω0t
)
at the frequency calculated in (4.3). However, this is a very unlikely

situation. It is more realistic to consider |Av| > 2 , thus, according to equation (4.4), the
amplitude of the oscillation can exponentially grow to in�nity. In reality, the amplitude is
limited by the saturation of the amplifying stages. Figure 4.2 helps to explain this con-
cept. Consider the ampli�ed noise component fed back at the input of the RO (i.e., in the
�rst inverter of the loop). If the amplitude of the wave is large the linear model fails and
the wave is cut and distorted by nonlinear e�ects. The maximum amplitude in a CMOS
inverter-based RO is set by the rail-to-rail operation, but in a graphene inverter we have
seen (in section 3.2.1) that the highest voltage swing is limited to about 66% of VDD.
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Figure 4.2: Transfer curve (orange) of an inverter representing one of the stages of a RO.
When the noise component (blue signal) is superposed to the DC o�set of the inverter, it
exceeds the linear range of operation and its amplitude is limited by the gain of the inverter.

This small-signal analysis can predict the conditions at which oscillation begins. This
model can be applied to the system as long as the signal amplitude is small enough to
justify the linear approximation. When the signal starts to propagate in the loop, it grows
in amplitude until it saturates and reaches a �steady state� (an AC steady state). In this
regime a large signal model is required to correctly describe the RO operation. Derivation
of large signal model for graphene ROs can be found in Appendix A.

4.1.2 Fabrication of graphene ROs

There are some important aspects that should be taken into account in order to design a RO
operating at high frequency. The measurement setup, such as the external coaxial cables
connecting input and output described in section 3.3, introduce an extra capacitive load
that severely limits the frequency response of the ciruit. In general, every transmission line
is associated with extra resistances, capacitances and inductances that are not negligible at
high frequencies because they introduce a signal-delay that causes re�ections and distortions
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[65]. Moreover the length of the cables, being much longer than the wavelength of the signal,
slows down the transmission. These problems can be solved by replacing the cables with
internal connections, as shown in the schematic and in the corresponding optical image of
the circuit with colored dashed lines, �gure 4.3.

The gates are fabricated with a tilted evaporation process of an Al/Ti/Au stack (32/1.4/9
nm). The angle between the surface of the sample and the direction of evaporation is 45°
to ensure the formation of a slope on one side of the gates (see �gure 4.4, in violet). Elec-
trodes are fabricated with standard evaporation of Au (100 nm), i.e. with the surface of
the sample perpendicular to the direction of evaporation, and this results in almost vertical
edges on all sides (�gure 4.4, in yellow). The desired input/output connection is provided
by the gold-terminated sloping edge of the gates which allows a good ohmic contact. In
order to implement this step inside the process, it was not possible to overlap gates and
electrodes, as this would result in short circuits.

Figure 4.3: a) Circuit schematic of a three stage RO with an additional bu�er stage B. b)
Optical image of the RO. The dashed lines indicate respectively: blue) out 1-in 2, pink)
out 2- in 3, yellow) out 3- in 1, green) out 3-in B connections.
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Figure 4.4: SEM image (in false colors) of gates (violet) and electrodes (yellow). The gates
have a slope in the direction of the tilt (from left to right) while the pro�le of electrodes is
more abrupt.

Apart from the inverters connected in a loop, the design presented here has an additional
stage, labelled by B in �gure 4.3a), which is a bu�er stage connected to the output of the
last inverter of the loop. The third inverter will consequently have a FO of 2. The increased
FO slows down the ring, but this additional capacitive load is lower compared to the load
of the measurements setup, thus the bu�er stage allows faster operation. Both bu�ered and
unbu�ered ROs have been fabricated [24]. For comparison an unbu�ered RO with W = 10
µm, L = 3 µm and tox = 75 nm oscillates at fo∼ 20 MHz while a bu�ered RO with same
characteristics oscillates at fo∼ 200 MHz. Since unbu�ered ROs show worse performances,
only bu�ered ROs will be discussed here.

4.1.3 Characterization of ROs

To reduce parasitic capacitances and gate resistance, graphene ROs have been fabricated
without gate pads, see �gure 4.3. However, when the voltage supply VDD is large enough
to provide |Av| > 2 for each stage, oscillations can start (a large signal model to describe
the oscillation mechanism is presented in Appendix A). If devices show intrinsic doping,
a common back gate voltage can be applied to restore GFETs neutrality, allowing signal
matching. In order to characterize a RO, a suitable VDD (i.e., large enough to provide |Av|
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> 2) is applied to the inverters, and the back gate voltage is swept to tune the inverters
and initiate oscillations.

Figure 4.5: a) Signal and b) Fourier transform of ROs with di�erent gate lengths. From
reference [24].

The output signal is acquired by Agilent In�niium DSO9404A (4 GHz bandwidth)
through a high input impedance Agilent 1158A (100 kΩ||0.8 pF) active probe connected to
the output pad. A high input impedence probe is required because the standard 50-ohm
terminated AC probes would load the output, interfering with the device characteristics
(see Appendix B). Figure 4.5 shows the signals recorded for three ROs having di�erent gate
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lengths.
The scaling of oscillation frequency with the gate length is shown in �gure 4.6. The

oscillation frequency is the inverse of the total delay time obtained by summing delays of
each stage in the loop, for which the expression is given in Appendix A, equation (A.14).
The delay time is related to the time constant of the circuit (A.1) which, taking into account
the parasitic resistances of the circuit, can be expressed as:

τi ∝ ROCG =

(
ρch

L

W
+ 2

ρchLa

W
+
ρC
W

+ ρM
l′

w′tM

)
LWCOX (4.5)

where ρch is the channel resistivity, ρC is the contact resistivity, La is the acces length
(the distance between gate and electrodes), ρM, tM, l' and w' are respectively the metal
resistivity, thickness, the length and width of the electrodes from the contact (the point of
carrier injection in the channel) to the pads. The �rst term in brackets corresponds to the
channel resistance, second, third and fourth represent respectively the access, contact and
interconnection resistances.

Figure 4.6: Scaling of oscillation frequency with actual gate length for ROs with W = 10
µm and La= 0.5 µm.

The interpolation of data collected for ROs with gate legth from 0.9 to 3.3 µm (�gure
4.6) shows that in this range the oscillation frequency scales linearly with L-1. At �rst
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sight, since both channel resistance and geometric gate capacitance scale down with L, a
L-2 dependence is expected. However the additional components of the total resistance,
such contact and interconnection resistances, do not scale with L. Moreover the gate delay
is in�uenced by other parasitic components, such gate fringe capacitances and capacitances
between source/drain contacts and the substrate, that do not depend on L, thus the gate
delay scales slower, tipically τ ∝ L as found from data interpolation.

The dependence of the oscillation frequency on the bias has been investigated. For
devices with L > 1 µm it is possible to demonstrate that the oscillation frequency increases
by increasing VDD. This behavior is expected because at higher biases the output conduc-
tance of the inverter increases (output resistance decreases). This dependence, however, is
weaker compared to Si CMOS, because the output conductance in graphene has a weaker
dependence on the voltage bias (in graphene the output conductance never drops to zero,
being limited to the minimum value of conductance at the Dirac point). The voltage swing
increases with VDD, because at higher bias the voltage gain is higher. For the RO shown
in �gure 4.7, the change of oscillation frequency with supply voltage is ∼ 5.6 % fo/VDD on
average. This is about 7, 21, and 51 times smaller than that of ROs based on Si CMOS
[24], MoS2 [44], and CNTs [66], respectively. In applications requiring dynamic frequency
and voltage scaling1 to throttle down digital circuits, such a weak dependence could be
a disadvantage. However, the insensitivity of graphene ROs to power supply noise could
represent an important advantage in applications in which frequency stability is required,
e.g., for clock generation in high-speed digital systems.

1Dynamic frequency and voltage scaling is a technique used to preserve the dissipated power, especially
in mobile devices. The transient dissipated power is de�ned as Ptr = CoutV

2
DDf where Cout is the output

capacitance of the inverter and f is the switching frequency. By reducing either VDD or f the transient
power decreases proportionally[67].
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Figure 4.7: Dependence of oscillation frequency on the supply voltage VDD of the inverters
comprising the RO (L =2 μm and W =10 μm) at VBG = 89 V. From left to right: VDD =
2.1 to 3.5 V in steps of 0.1 V. From reference [24].

In short-gate devices the oscillation frequency is relatively unstable, exhibiting time
variation. This drift, usually towards lower frequencies, is superposed to the bias-related
drift that becomes undetectable. In small devices L is reduced but La is kept constant,
leading to a greater in�uence of the ungated acces region on device characteristics. These
ungated regions of the channel are more sensitive to the external impurities, that are
attracted towards graphene surface when the back gate voltage is increased. This dynamical
doping is responsible for the drift of the Dirac point of the GFETs that changes the gain
of the inverters and modify the oscillation frequency (see �gure 4.8).
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Figure 4.8: Drift of the transfer curves of a graphene inverter with time at VBG = 160 V
and VDD = 2.5 V. After the �rst curve (black; 0 s) was measured, subsequent curves were
measured at 20 s intervals. The drift is a consequence of the drift of the Dirac point to
larger gate voltages, which is more prominent at large back-gate voltages. The drift detunes
the RO by introducing in/out mismatch, which stops the RO from oscillating after some
time.

4.2 Design improvements and device scaling

The access, contact and interconnects resistances represent parasitic elements that intro-
duce a voltage drop between the bias injection point on the pad and the channel end, leading
the actual voltage drop on the channels to be lower than VDD. The expression (4.5) shows
that, apart from reducing the gate length L, there are several parameters that is possible
to tune in order to reduce the output resistance and capacitance, and therefore to increase
device speed. The most intuitive is a �geometrical approach� that consists in modifying
the design to minimize access length and metal line resistance. A second issue is related
to the reduction of contact resistance, which involves a deeper investigation because this
resistance is in�uenced by several factors, including material quality and interfaces [68, 69],
and thus requires to perform several tests to determine which metal combination is more
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suitable for CVD graphene on Si/SiO2 substrate.

4.2.1 Design optimization

Regarding the geometrical approach several design improvements have been considered.
The initial design shown in �gure 4.9a has been modi�ed increasing the contacts width
(�gure 4.9b) and decreasing the output pad size (�gure 4.9c) to reduce the resistance
of interconnects and the output capacitance (see Appendix B). The in�uence of these
modi�cation is expected to be minor, thus has not been quanti�ed directly. However, from
a simple analysis of (4.5), it is expected that the new design (�gure 4.9c) leads to better
performances than (�gure 4.9a).

Figure 4.9: Optical images of two graphene ROs: a) design with narrow electrodes, b)
design with wide electrodes, c) design with wide electrodes and small output pads.

To further improve the design, the access length have been reduced from 0.5 µm (�gure
4.10a), to 0.25 µm (�gure 4.10b). Note that these values refer to the designed access
length, which is larger than the actual La, due to the proximity e�ect that causes the
exposed electrodes to be wider (see �gure 4.11). Moreover the contact length has been
reduced to the minimum size compatible with channel dimensions (�gure 4.10c).

Figure 4.10: Optical image of RO channels with L = 1 µm: a) W = 10 µm, La= 0.5 µm;
b) W = 10 µm, La= 0.25 µm; c) W = 5 µm, La= 0.25 µm and shrinked connections.
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Figure 4.11: SEM image of a RO with nominal L = 0.9 µm and La = 0.25 µm. Actual
dimensions are written on scale bars.

The e�ect of access length scaling will be discussed in section 4.2.3.

4.2.2 Investigation of contact resistance

Graphene-metal contact is similar to the ohmic contact that occurs between two metals,
but limited DOS of graphene implies that the charge transfer occurring to balance the
Fermi level at the equilibrium extends along the channel for some extent. The nature of
graphene-metal contact has been deeply investigated because it represents one of the major
issues in the development of high performance GFETs, since the contact resistance is about
an order of magnitude higher than in conventional Si CMOS, thus becoming the crucial
parameter for device optimization [70, 21].

When a metal and a semiconductor are put in contact, a Schottky barrier builds up, with
height corresponding to the di�erence between the metal work function and the electron
a�nity of the semiconductor, namely ΦB = φM − χ. A depletion layer with a certain
extention is formed in the semiconductor due to its limited carrier density. In contrast
to this, a contact between two metals shows no potential barriers. The work functions
di�erence causes the electrons to be transferred directly through the interface, but the
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small redistribution of the electron cloud can screen the potential di�erence due to the high
carrier density. In turns the vacuum level changes abruptly at the interface [5].

The contact between graphene and metal represents an intermediate situation. Graphene
has no bandgap, but as semiconductors it has a limited DOS. This means that even a very
small amount of electrons transferred through the interface can shift the Fermi level of
graphene signi�cantly (�gure 4.12b), forming a dipole layer with a large screening length.
Moreover it has been demonstrated that the carrier injection from metal to graphene oc-
curs through the contact edge and not through the whole contact area [71]. The reason for
this behavior is that, despite the high charge carrier mobility in graphene, its limited DOS
causes a high-resistance path for the electrons, which move easier inside the metal rather
than in the channel (�gure 4.12c).

Figure 4.12: Graphene-metal interface a) before the contact; b) after the contact. c)
Transmission line model for graphene-metal contact. Taken from reference [71].

Several works have reported that graphene-metal contact properties cannot be directly
inferred from the simple calculation of the work function di�erence, since factors like
substrate-induced or process-induced doping of graphene have a fundamental impact on
the resulting DOS below the contact [68]. Graphene transferred on Si/SiO2 substrate has
a di�erent doping level (tipically much lower) than graphene grown directly on SiC. This
substrate-induced doping determines the Fermi level position in graphene, in�uencing the
nature of graphene-metal contact that will result either in a p-n junction characterized by
an extra resistance or in a p-p or n-n type of contact with a resistance proportional to the
DOS below the contact [72]. It is important to notice that even the gate voltage can in�u-
ence the contact resistance, despite some works reporting otherwise [73], because it varies
the position of the Fermi level in graphene, thereby changing the density of states available
for carrier injection. This variation, however, is minor compared to the channel resistance
modulation and in �rst approximation contact resistance can be treated as a constant term
added in series to the channel.

Since it is di�cult to determine a priori the best metal for contact, TLM stuctures have
been fabricated with several material combinations to test their performances. All contacts
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have been fabricated by e-beam lithography on PMMA followed by e-beam evaporation
of the metals, in order to identify the material that better �ts this speci�c process. It
has been shown that the process itself represents another important source of variability.
The lithography step introduces the variable which is the resist (di�erent for optical and
e-beam lithography) that leaves some residues on the channel even after development,
doping the channel. Moreover, the metal deposition with di�erent processes (sputtering,
ALD, evaporation) leads to contacts with di�erent cristallinity and thus di�erent work
functions [69].

Au has one of the lowest resistivity value (ρ = 2.4 · 10−8
Ωm) and is a highly inert

material that does not oxidize in air, so it has been used in all tests as protective metal layer.
Several combinations of Au, Ti/Au, Ni/Au, Pd/Au and Pt/Au have also been investigated.
Ti is often used as adhesion layer below Au (because it easily oxidize providing a stronger
interaction with the substrate), deposited in a thin layer of 1-10 nm thickness. However we
found that contacts made of pure Au have the lowest resistance of all tested combinations,
providing a contact resistivity of ρc ≈ 190 Ωµm extracted from two-probe and four-probe
measurements on TLM structures. The TLM structures consist of a pattern of electrodes,
with increasing spacing between two consecutive contacts, on which it is possible to make
two and four-probe measurements. From the formula:

Rch = RTOT − 2Rc

where RTOT is the value obtained from two-probe and Rch the value obtained from four-
probe measurements, it is possible to extract directly the contact resistance. Figure 4.13
shows contact resistance values, normalized by channel width, extracted at the Dirac point.
Since di�erent metals introduce di�erent doping in graphene, the Dirac point value has been
chosen as a reference for meaningful comparision. With Ni contacts it has been di�cult
to obtain a relevant statistic, thus ROs have been fabricated to directly compare their
performances with that of ROs having Au-electrodes, as discussed in the following section.

56



Figure 4.13: Contact resistance at the Dirac point for di�erent metals.

4.2.3 Scaling of lateral dimensions

The dimensions of graphene ROs have been scaled to study the in�uence of parasitics on
the oscillation frequency. Since the gate dielectric is formed from spontaneous oxidation
and its thickness is not controllable, the vertical dimensions of the GFETs have been kept
constant, with a EOT = tAlOx(εSiO2/εAlOx) ≈2.5 nm. The metal line thickness, tM, has
been increased to reduce the parasitic resistance of interconnects. The e�ect of larger
thickness can be seen by comparing blue with purple circles in �gure 4.14, corresponding
to a set of devices in which tM was varied from 75 to 100 nm while the other parameters
were kept constant. Despite the large scattering in purple circles dataset, they also exhibit
the largest f o for any gate length tested, as expected.

The lateral scaling has involved channel length L, width W and access length La (see
�gure 4.10c), data are plotted in �gure 4.14. By keeping the other parameters constant
the frequency scales as 1/L, as discussed in section 4.1.3, a trend that has been con�rmed
for all investigated samples. At smaller access lengths the total resistance is smaller, see
(4.5), and thus the oscillation frequency is higher, as con�rmed by comparison of black
and red circles in �gure 4.14, where the only parameter changed is La. Measurements also
demonstrate that channel width reduction leads to an increase in the oscillation frequency.
The e�ect of this operation may be not so evident from (4.5), because a decreased channel
(i.e., gate) width reduces gate capacitance but at same time increases channel resistance, so
the two contributions are expected to counterbalance. However, the resistance associated
with metal contacts is not a�ected by the scaling of channel width, so that the contribution
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of capacitance on this term cannot be neglected. We found from experiments that by
reducing channel width from 10 to 5 µm the oscillation frequency increases, as can be
seen comparing black and blue circles in �gure 4.14. However, further reduction down
to 2 µm (light blue circle) leads to worse performances (only one data point is reported
on the plot, corresponding to the only RO with W = 2 µm exhibiting oscillations). This
behavior may depend on the fact that CVD graphene contains a lot of domains and a
minimum channel size is required to preserve conduction, but this phenomenon has not
been further investigated. Finally the performance of Ni/Au contacts have been compared
to those of pure Au contacts, keeping constant the total tM . The comparison between blue
and green circles and between yellow and purple circles con�rm the results obtained by
TLM investigations, with pure Au electrodes providing the lowest contact resistance and
consequently the highest device speed.

Figure 4.14: Oscillation frequency vs. actual gate length for ROs made of di�erent metal
S/D contacts.

In chapter 5 the small-signal FOMs fT and fmax will be introduced as typical standards
for evaluating device performances. It is worth to point out that those FOMs are measured
in idealized conditions and valid only in the small-signal regime. An estimation of signal
propagation delay in a real device, which is valid also in the large-signal regime, can be
provided by the CV/I intrinsic gate delay metric. The intrinsic gate delay represents the
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time required to increase the voltage of the gate capacitor through the large-signal voltage
swing Vp-p when charged at a constant drain current [74]. This metric has been widely
used to demonstrate the scaling of Si CMOS, reaching a value below 1 ps at the 22 nm node
[75]. However CV/I cannot be directly measured but only calculated and, as fT and fmax,
is only a single-transistor metric that does not re�ect the real transistor delay in a circuit.
Therefore, the FO1 inverter delay τFO1 in ROs has been introduced by the ITRS roadmap
since 2009 as main speed metric for circuit scaling. The FO1 gate delay represents the
delay of an inverter that is loaded with another identical inverter. Its value for Si CMOS
is currently 2.2 ps at the 22 nm node [75]. Figure 4.15 shows the scaling of FO1 gate delay
for the highest-performances graphene devices (dataset represented with purple circles in
�gure 4.14) and Si CMOS (from Intel [75]). τFO1 for graphene ROs can be determined from
the oscillation frequency fo as τFO1 = 1/fo,FO1 = 0.82/fo, where fo,FO1 is the oscillation
frequency of a corresponding unbu�ered RO, i.e. with FO = 1. The factor 0.82 takes into
account the FO2 of the third inverter in bu�ered ROs [24]. Note that we are not able to
measure fo,FO1 without loading the RO with the measurement setup.

Figure 4.15: Gate delay per stage: comparison between current Si CMOS technology and
the best graphene ROs fabricated.

Figure 4.15 demonstrates that graphene ROs have the capability to scale faster than
Si CMOS at the same gate length, due to the larger charge carrier mobility in graphene.
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However, while the scaling in Si CMOS has been demonstrated down to the 22 nm node
(corresponding to L = 34 nm [17]), the current study has shown scaling only down to 0.7
µm design length (corresponding to L = 0.8 µm), where the highest fo reported was 4.3
GHz, corresponding to a FO1 delay of 31 ps.

The scaling is currently limited by the high contact resistance that rapidly reduces
the voltage gain in short-channel devices, becoming the dominant contribution on total
resistance. This evidence has been demonstrated by measuring the transfer characteristics
of graphene inverters with actual L = 0.8 µm, exhibithing a voltage gain |Av|≈ 2, which is
not enough to provide working ROs if device-to-device variations are taken into account.

4.3 Applications of graphene ROs

ROs can be used to perform analog and digital operations such as signal mixing and am-
plitude modulation, functionalities that are used in common applications.

Several demostrations of graphene-based analog modulators and mixers have been per-
formed [76, 77, 20, 78], aiming to show the potential of graphene in high-frequency analog
electronics. The disadvantages of using a semimetal like graphene in digital circuits have
been acknowledged at the beginning of this work, however, it is a common opinion [21, 6]
that graphene can suit analog electronics demand. For analog operations like signal mixing
and modulation, transistors do not have to exhibit an o�-state, and voltage gain is not
strictly required. However, the gain is necessary both for signal transmission and for sig-
nal generation. Thereby the target of this section is the demostration of fully-integrated
graphene circuits for applications in analog electronics.

4.3.1 Graphene analog mixers

A mixer is a circuit capable of frequency conversion that is used for transmitters (where
it performs up-conversion) and receivers (performing down-conversion). In case of up-
conversion operation the two inputs are a high frequency carrier or local oscillator (LO)
and an information signal at an intermediate frequency (IF). The output comprises two
RF signals, one at an upper sideband (fLO + fIF) and one at a lower sideband (fLO − fIF)
centered around the high-frequency carrier [65].

The mixer circuit demonstrated here is depicted in �gure 4.16. This is the �rst example
of a graphene mixer with a built-in local oscillator, since all graphene mixers demonstrated
so far have required an external oscillator to generate the signal [76, 78]. The core of
the mixer is the bu�er inverter. The high-frequency input signal is determined by the
output of the RO (note that the RO operation is almost una�ected by the bu�er since the
former is outside the loop): vIN,B(t) = vLO(t) = VOUT + Vp−psin(2πfLOt) where V OUT is
the DC o�set of the output signal of the RO. The low frequency input is a small IF signal
vIF(t) = VIFsin(2πfIFt) superimposed to the DC bias of the bu�er: vDD,B(t) = VDD+vIF(t),
that leads the voltage gain of the bu�er to vary with a periodicity determined by fIF= 25
MHz. Choosing a small V IF we can assume the voltage gain variation to be linear (linear
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expansion of the gain around the DC o�set) and express it as:

Av,B(t) = Av,B(VDD) + kvIF(t) (4.6)

with k being a proportionality constant that can be determined experimenally (k ≈ 2
V-1)[24]. The output voltage, according to (3.7) is

vOUT,B = Av,B(t)vIN,B(t) = Av,B(VDD)vLO(t) + kvIF(t)vLO(t)

The �rst term gives rise to a component at a frequency fLO= 292 MHz, while the second
term is the product of two sines, sin(2πfLOt)sin(2πfIFt) and generates the two components
at frequencies fLO ± fIF. In �gure 4.17 the output signal (a) and the power spectrum (b)
of the mixer are shown.

Figure 4.16: Graphene analog mixer circuit schematic. From reference [24].
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Figure 4.17: a) Output signal of the graphene analog mixer generated by the superposition
of the high frequency LO signal fLO = 292 MHz and the low-frequency IF signal fIF = 25
MHz (red signal). b) Power spectrum of the input (IF) and of the output (OUT) of the
mixer at VDD = 2.5 V. From reference [24].

For larger amplitudes of V IF the gain variation is not linear anymore. The nonlinear
intermodulation of the two input signals generates output signals at frequencies given by
the sum of the harmonic multiples of the inputs: nfLO±mfIF, where n and m are integers.
When this occurs the mixer is said to operate as harmonic or subharmonic mixer.

A performance metric for the mixer is the conversion loss, a measure of the e�ciency
in converting energy from the input to the output frequency, de�ned as the di�erence
between the IF intput power and the available RF output power (from one of the sidebands):
Lc = 10log(Pin,IF) − 10log(Pout,RF) ≥ 0 dB [65]. Conversion loss depends on the LO
power, because it in�uences the mixer input impedence and the related resistive losses. The
conversion loss obtained for the graphene mixer from �gure 4.17 is 19.6 dB at an LO power
of -18.5 dBm and IF power of -34.3 dBm, which is better than in early graphene mixers
[79, 76], but worse than in recent graphene mixers [78, 80]. Another relevant performance
metric is the port isolation, that de�nes the power leakages between each two of the three
ports of the mixer. Considering the analyzed mixer, the isolation between the mixer ports
is insu�cient since the IF input port is not isolated from the LO signal. However, this
problem could be addressed by connecting the IF source to the input of an ampli�er (an
inverter), and feeding the signal to the bu�er through the output of this ampli�er, thereby
suppressing the feedback. In general, conversion loss is not a critical parameter for low-gain
mixers that usually exhibit better noise �gures and linearity (less power dissipated through
the harmonics) than high-gain mixers. Required signal levels in the former case are often
obtained by �ltering the output before passing it to an additional low-noise ampli�er stage
[24].
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4.3.2 Graphene digital modulators

The just described analog mixer can be used to perform the transmission of analog data in
form of analog signals. If instead a digital information, such as computer data, has to be
transmitted over channels that require analog signals (like �ber optic networks, computer
modems, cellular phone networks, and satellite systems) a di�erent encoding method should
be involved. In these hybrid digital/analog systems an electromagnetic carrier wave is used
to carry the information over great distances, while the digital data is used to modulate
one or more parameters of the carrier wave, namely amplitude, frequency or phase [63].
The amplitude-shift keying techniques are characterized by the variation of carrier wave
amplitude between discrete levels at a rate de�ned by the digital data. On-o� keying
(OOK) and binary amplitude-shift keying (BASK) are two types of amplitude modulation
techniques. Usually OOK refers to a modulation between signal/noise states, whereas
BASK is a more general term that refers to modulation between high-amplitude and low-
amplitude states.

The circuit used to perform BASK modulation is depicted in �gure 4.16 and resembles
the analog mixer described above. The bu�er inverter is fed with two input signals, a
high-frequency LO signal (fLO= 1.18 GHz) generated by the RO at the gate port and a
digital IF signal (fIF= 3 MHz) superimposed to the drain bias: vIF(t) = VIF,ON for 0 < t <
T/2 and vIF(t) = VIF,OFF for T/2 < t < T where T de�nes the period. The voltage gain of
the bu�er depends on vDD,B(t) as in (4.6), but in this case it can assume only two discrete
values:

Av,B(t) =

{
Av,B(VDD) +Av(VIF,ON) for 0 < t < T/2

Av,B(VDD) +Av(VIF,OFF) for T/2 < t < T

thereby the output signal of the RO alternates between a low amplitude and a high ampli-
tude state with a time period de�ned by fIF (see �gure 4.18).

The amplitude ratio between the on and o� output signals is about 9.2, thereby provid-
ing two well distinguished states. Note that the DC o�set that has been substracted from
the plot can also be removed from measurements through appropriate �ltering.
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Figure 4.18: a) RF (black) signal, fRF = 3 MHz, and output (blue) signal of the ring; b)
zoomed output signal: in the o� state fLO=1.19 GHz, Vp-p= 14 mV, and in the on state
fLO= 1.18 GHz, Vp-p= 130 mV.

Figure 4.19: a) RF (black) signal, fRF = 2 MHz, and output (blue) signal of the RO; b)
zoomed output signal: in the on state fLO=1.05 GHz, Vp-p = 40 mV, and in the o� state
(noise).

The circuit for OOK modulation is depicted in �gure 4.19. A low-frequency IF square
wave signal is superimposed to the drain bias of the �rst inverter within the RO's loop. The
amplitude of this IF signal must be chosen such that in the on state the gain of the inverter
is |Av,1| > 2 and the RO can oscillate, while in the o� state |Av,1| < 2 and the oscillation
is suppressed, see (4.1). If this happens the output signal (measured at the bu�er output
port) will alternate between an o� noise state and an on state with signal amplitude given
by Av,BvLO(t) and frequency fLO (see �gure 4.19).

From the operational point of view there is no di�erence between these two techniques
because both produce two well-de�ned states that can be demodulated at the receiver end to
retrieve the digital information. Compared to the graphene-based amplitude modulators
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demonstrated so far [20], the graphene ROs used in this work provide the capability of
operation with a higher frequency LO carrier wave (f > 1 GHz). Since high frequency
encoding is needed for fast and e�cient transmission, this demonstration represent a step-
forward through real applications of graphene devices.
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Chapter 5

RF study of GFETs

The successful demonstration of complex integrated circuits brings up a further question:
what can be done to sistematically improve the performances of these devices? An inves-
tigation of the single device unit, the GFET, from the circuit level to a physical level, can
provide a useful tool to understand the phyiscs of the device and to �nd the most important
factors in�uencing the scaling to submicron legths.

Figure 5.1: Optical image of a GFET in GSG con�guration. The GFET comprises two
parallel channels of W = 50 µm each, corresponding to a single channel of W = 100 µm.
The gate length is L = 1 µm.

By studying the frequency response of GFETs through S-parameter measurements it is
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possible to determine fT and fMAX and to develop a small-signal model of the circuit. For
this purpouse GFETs in ground-signal-ground (GSG) con�guration, as in �gure 5.1, have
been fabricated on di�erent substrates and with di�erent CVD-grown graphene (details are
given in table 5.1).

SAMPLE S1 S2 S3-S4

GRAPHENE CVD Urbana CVD Bluestone GT CVD Urbana

tsubstrate 510 µm 470 µm 470 µm

ρsubstrate 0.001-0.01 Ωcm 5000 Ωcm 5000 Ωcm

tBG,ox 300 nm 1 µm 1 µm

Table 5.1: List of the investigated samples. tsubstrate is substrate thickness, ρsubstrate is the
substrate resistivity and tBG,ox is the thickness of the back gate oxide.

This chapter will introduce some importants FOMs that are commonly used to deter-
mine the performances of GFETs and FETs in general. These FOMs can be determined
with the aid of S -parameter measurements, that allow also the extraction of intrinsic device
parameters such transconductance and output resistance. A small-signal model that simu-
lates the GFET operation at any bias point will be presented, and the outcome of scaling
investigations will be discussed.

5.1 Important FOMs in small-signal regime

Di�erent FOMs have been adopted in the past to compare the performances of GFETs
to Si CMOS and III-V HEMTs and de�ne the real potential of graphene technology. The
main performance metric for this investigation has been the transistor cuto� frequency fT,
corresponding to the frequency at which the small-signal current gain, de�ned as h21 =

iout/iin, goes to unity. The circuit con�guration that allows to measure cuto� frequency
has a current source directly connected to the input port (the gate) of the FET and the
output port (the drain) shorted to ground (the source) as in �gure 5.2a.
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Figure 5.2: General schematic of the circuits used to measure current gain (a) and unilateral
power gain (b). In (a) the iin is the input current from an ideal current source, iout is the
output current (source and drain are shorted) and Zin and Zout are the input and output
impedances of the device. Circuit (b) is unilateral (no feedback) and input and output
ports are conjugated-matched with Z*in and Z*out to provide the highest gain. The voltage
V(iin) between source and drain depends on the input current.

Figure 5.3: Small-signal equivalent circuit of a GFET comprising an intrinsic core, and
series contact (RS, RD) and gate (Rg) resistances.

The expression for the intrinsic cuto� frequency of a GFET can be derived by the
analysys of the equivalent small-signal intrinsic circuit of the transistor (see �gure 5.3):

fT,int =
gm,int

2π(Cgs + Cgd)
(5.1)

The extrinsic cuto� frequency that includes the contribution from gate, source and drain
resistances is given by:
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fT,ext =
gm,int

2π(Cgd + Cgs)

1

1 + RS+RD
rd,int

+
Cgdgm,int(RS+RD)

Cgs+Cgd

(5.2)

where Rg, RS and RD are the gate, source and drain contact resistances. The presence of a
current source at the input in the circuit of �gure 5.2, makes the current gain independent
on the extent of Rg. This fact has important consequencies, in particular at high frequencies
at which Rg and Cgs would otherwise act as a RC �lter, slowing down the circuit response.
Another important characteristic of the circuit of �gure 5.2 is the short-circuit between
source and drain, that result in the expression for fT,int being independent on the output
resistance rd,int, i.e. on the extent of current saturation (that is usually poor for GFETs, as
discussed in chapter 3). Therefore, in this setup framework and thanks to the high carrier
mobility of graphene, GFETs can exhibit extremely high cuto� frequencies, above 400 GHz
for devices with L = 100 nm [81, 82], close to the values exhibited by the InP HEMT (the
fastest technology) at the same technological node [21]. Moreover, the scaling trend of
fT ∝ L=1 follows that of conventional semiconductor FETs [21]. However, as anticipated
in section 4.2.3, the cuto� frequency is not the most suitable parameter to judge device
performances, since it is a measure of the transit time of carriers in the channel rather than
of the real transistor functionality at high frequency.

A more realistic �gure of merit is the maximum frequency of oscillation, fmax, represent-
ing the frequency at which the unilateral power gain (see Appendix C), also called Mason's
gain [83], U = Pout/Pin, falls to unity. The intrinsic maximum frequency of oscillation is:

fmax,int =
gm,int

4πCgs

√
Rg/rd,int

(5.3)

Note that to calculate this expression the gate resistance should be included in the
intrinsic circuit in �gure 5.3, otherwise fmax,int would go to in�nity. By adding the source
and drain parasitic resistances, extrinsic fmax,ext can be expressed as [21]:

fmax,ext =
gm,int

4πCgs

√
(Rg+RS+RD)

rd,int
+

gm,intRgCgd

Cgs

(5.4)

In the circuit used to measure fmax, shown in �gure 5.2b, the impedance of the input voltage
source and the load impedance are �nite, resulting in both Rg and rd,int in�uencing the
power gain. This severely limits the extent of fmax in GFETs, that turns out to be much
smaller than in conventional transistors, typically only ∼ 50 GHz [21], with a maximum
value of 105 GHz recently reported for a 100 nm gate length device [84]. By comparison,
fmax > 1 THz has been obtained both in InP HEMT [85] and HBTs [86]. Moreover, fmax of
GFETs was found to scale only weakly with the inverse gate length, thereby o�ering less
perspectives for improvements [21]. Of the two FOMs, fT and fmax, the latter is certainly the
more important, since it is an invariant quantity which represents a benchmark to compare
di�erent transistor technologies and accounts for real signal ampli�cation. However, it is
de�ned in conditions of device unilateralization and impedance matching (see Appendix C)
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which cannot be performed in realistic circuits. Therefore it can be convenient to provide
an additional FOM, to describe the power delivered by the transistor in a realistic circuit,
and this parameter is the transducer power gain that will be de�ned in section 5.2.1.

5.2 S-parameters

Scattering parameters are re�ection and transmission coe�cents de�ned as the ratios be-
tween re�ected and transmitted normalized voltage waves at the two ports of the device.
They are widely used in microwave electronics where they represent a useful tool to study
the frequency response of ampli�ers (and other circuits in general), being preferred to cur-
rent and voltage measurements that require open and short circuits di�cult to obtain at
high frequencies (due to the parasitic capacitances and inductances) [87].

A transistor is a two-port network, with gate-source as input and drain-source as output
port (source is usually grounded). S -parameter measurements are performed applying a
small power signal superposed to the DC bias at both ports to measure re�ection and
propagation coe�cients as a function of frequency (see �gure 5.4).

Figure 5.4: Schematic of travelling waves in a two-port network. ai (x) is the incident and
bi (x) the re�ected voltage wave (where i is an integer that indicates the port number)
de�ned as a function of the position along the transmission line. Taken from [87].

A voltage wave travelling through a transmission line can be represented as a superpo-
sition of an incident and a re�ected wave forming a standing wave pattern, which can be
written as:

V (x) = V +(x) + V −(x) = Ae−jβx +Bejβx (5.5)

where β = ω
√
LC is the characteristic propagation constant of the transmission line that

depends on the inductance L and on the capacitance C of the transmission line. The
incident and re�ected voltages, normalized with respect to the characteristic impedence of
the transmission line Z0 (tipically 50 Ω for coaxial cables), can be written respectively as:

a(x) = V +(x)√
Z0

and b(x) = V −(x)√
Z0
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According to these expressions S -parameters are de�ned as follows [87]:

S11 = b1(l1)
a1(l1)

∣∣∣
a2(l2)=0

input re�ection coe�cient
(with output properly terminated)

S21 = b2(l2)
a1(l1)

∣∣∣
a2(l2)=0

forward transmission coe�cient
(with output properly terminated)

S22 = b2(l2)
a2(l2)

∣∣∣
a1(11)=0

output re�ection coe�cient
(with input properly terminated)

S12 = b1(l1)
a2(l2)

∣∣∣
a1(11)=0

backward transmission coe�cient
(with input properly terminated)

The term �properly terminated� implies that the transmission line is loaded with an
impedence equal to its own impedence to avoid any signal re�ection. The extent of trans-
mission or re�ection of the incident wave depends on the input and output impedances of
the device. The parameter S 11, for example, is related to the input impedance Z IN through
the following expression [87]:

S11 =
ZIN − Z0

ZIN + Z0
= ΓIN

and similarly:

ZIN = Z0
1 + ΓIN

1− ΓIN

The S -parameters can be easily converted into Z or Y -parameters directly related to
capacitances, resistances and inductances of the device that can be described through a
physical model.

5.2.1 Extraction of small-signal FOMs

S-parameter measurements give direct acces to the main small-signal FOMs, such gm, gd,
A0, h21 and U .

Transconductance and output conductance are given by: gm = Re(Y21) and gd =

Re(Y22), where Y 21 and Y 22 are the admittance parameters that are directly available
from the measurements as well as S -parameters and Z -parameters to which they are related.
Knowing the transconductance and the output conductance values, the intrinsic gain of the
GFET, A0, can be calculated (see equation 3.9).

Similarly, the current gain h21 can be extracted from measurements as [87]:

h21 =
−2S21

(1− S11)(1 + S22) + S12S21

The unilateral power gain U is de�ned as the maximum power gain that can be obtained
from the two port system, after it has been made unilateral with the help of a lossless and
reciprocal embedding network which provides the required feedback (see Appendix C) [88].
It can be expessed as a function of Y, Z or S -parameters as:
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U =
|Y21 − Y12|2

4 (Re (Y11) Re (Y22)− Re (Y12) Re (Y21))
=
|S12 − S21|2

det(I− SS∗)
where S is the scattering matrix and I is the identity matrix.

Another important parameter is the transducer power gain, de�ned as the fraction of
power available from the source, Pavs, that is delivered to the load, PL :

GT =
PL

Pavs
=
|S21|2

(
1− |ΓL|2

)(
1− |ΓS|2

)
|1− ΓINΓS|2 |1− S22ΓL|2

(5.6)

where ΓL and ΓS are the load and the source re�ection coe�cients, respectively. If source
and load are matched (i.e. ΓL = ΓS = 0) the expression simpli�es to GT= |S 21|2.

The transducer power gain is often the more important parameter for circuit designers,
since it represents the e�ective power e�ciency of a device in real conditions, because
unilateralization and impedance matching can be di�cult to achieve, especially over a wide
frequency range.

5.3 Small-signal model of GFETs

A general small-signal circuit model has been proposed for GFETs, based on the conven-
tional MOSFET model [89, 90]. The model includes an intrinsic GFET core comprised
of bias dependent parameters, the contacts and gate resistances that are considered part
of the extrinsic circuit and the additional parasitic components related to pads and inter-
connects, see �gure 5.5. The small-signal model is used to describe the device response to
small variations of drain and gate bias. A linear expansion of the current around a bias
point de�ned by the DC voltages Q(V GS,V DS) gives:

iD = iD(Q) +
∂iD
∂vDS

∣∣∣∣
Q

(vds) +
∂iD
∂vGS

∣∣∣∣
Q

(vgs) = ID,DC + gdvds + gmvgs

Within superposition theory the DC and AC components of the current can be treated
separately. Then, the AC circuit response can be modeled by a voltage-controlled current
source, gmvgs , in parallel with a resistor rd. This small-signal circuit has general validity
at low frequency, but the values of gm and rd should be determined at a given DC point.

A high frequency model of the GFET should take into account the charging and dis-
charging of the gate capacitance that a�ects the dynamic response of the device. The
source-to-drain and source-to-gate capacitances in a standard MOSFET describe the cou-
pling between the gate and the channel and are bias dependent. In ohmic (or linear) region,
with V DS ≈ 0, the charges are equally distributed in the channel, and C gs and C gd can be
expressed as [91]:

Cgs,lin = Cgd,lin =
CoxLW

2
(5.7)
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assuming that no overlap exists between the electrodes and the gate oxide (if that would
be the case additional overlap capacitances should be included in the model). In saturation
regime, the channel is pinched-o� at the drain. Since no mobile carriers are accumulated
at the drain side, the capacitances can be modeled as:

Cgs,sat = 2CoxLW
3 , Cgd,sat ≈ 0 (5.8)

As discussed in the previous chapters GFETs never exhibit a real saturation, thus mobile
charges are always present at either drain or source side. For this reason we could expect
C gs to be higher than C gd when channel pinches-o� at the drain due to a lower DOS,
and C gd higher than C gs when the pinch-o� occurs at the source side. When the Dirac
point is in the middle of the channel, the capacitances should be equal because the charge
distribution in the channel becomes symmetric.

Capacitance C ds describes the coupling between source and drain mainly occurring
through the substrate. In long channel devices its value is small and turns out to be
negligible if compared to the intrinsic gate capacitances.

The extrinsic GFET model comprises gate, source and drain resistances. The gate
resistance, Rg, is a bias-independent parameter that describes the resistance of the gate
metal considering the small-signal operating conditions [92]:

Rg =
Rg,DC

3
=
ρgWg

3Lgtg
(5.9)

where Rg,DC is the geometric gate resistance, ρg is the resistivity of the gate metal, Wg, Lg
and tg are the width, length and thickness of the gate metal line (not to be confused withW
and L, the width and length of the channel below the gate). Contact resistances comprise
several contributions such as probe-to-pad contact resistance, interconnects resistance and
carrier injection resistance from metal to graphene. While the �rst two terms are bias-
independent, the carrier-injection resistance depends on the DOS of graphene below the
contact, that is determined by the graphene and metal work functions, the intrinsic doping
of the channel and, ultimately, by the gate-voltage induced channel potential in the contacts
proximity (see section 4.2.2). Clearly, the choice to model these contributions as single
resistances RS and RD, as in �gure 5.5, is an oversimpli�cation. However, it is reasonable
to start from the simplest model capable to provide a good description of device physics and
add corrections if the agreement with the measurements is not satisfactionary. A di�erent
model for contacts is proposed in Appendix D (based on the paper work [93]).
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Figure 5.5: Equivalent small-signal circuit for the GFET. It comprises an intrinsic core,
series resistances of the contacts that, added to the intrinsic part, complete the extrinsic
circuit, and parasitic resistances inductances and capacitances associated with pads and
interconnects.

To complete the model, parasitic capacitances arising between pads and the substrate
through the back gate oxide, C p, and resistances and inductances of the metal lines, Rp and
Lp, should be included as bias-independent parasitic components [94]. The procedure to
extract the contribution of these parameters from the measurements is called de-embedding
and will be described in the next section.

5.4 Experimental

5.4.1 Measuring S -parameters

The S -parameters are measured in matched conditions, i.e. with ports terminated with an
impedence that equals the impedence of the transmission lines of 50 Ω. When the output
is properly teminated the travelling wave incident on the load is totally absorbed, so the
conditon a2(l2) = 0 is satis�ed and the same holds for the input. S -parameter measurements
have been performed with a probe-station Cascade Microtech Summit 12561B controlled
by a Nucleus software. Input and output signals were applied by an Anritsu Vectorstar
MS4647A VNA. The DC bias to gate and drain ports was applied through 2600 Keithley
source-metres. The devices were probed with (GSG) Cascade Microtech 110-A probes with
100 µm-pitch. The external ground pins were connected to the sources of the GFETs and
the signal pins were connected respectively to the gate at the input and to the drain at the
output port.

The main components of the VNA are the stimulus sources and the response receivers.
The stimulus sources (one at each port) comprise a frequency synthesizer that generates a
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power wave (of -25 dBm corresponding to ∼3 µW) that is split into the incident wave sent
to the DUT and in a reference wave. The reference and scattered waves are down-converted
by a tuned receiver into a lower IF signal and �ltered trough a 100 Hz bandwidth to reduce
noise components before ADC processing [95].

Since a travelling wave experiences a delay which depends on the characteristic im-
pedence Z 0 and propagation constant β of the transmission line, S -parameters assume
di�erent values as a function of position along the transmission line. Hence, a calibration
with a reference substrate should be performed prior to the measurements to correct the
phase-shift up to the probe tips. The calibration substrate contains standard open, short
and 50 Ω-load structures whose S -parameters are known and recorded in the calibration
software WinCal. The real S -parameters of these circuits are measured by the VNA and
the di�erence between the measured values and the nominal values stored in the software
is related to the delay introduced by transmission line and connections. WinCal computes
this di�erence and stores it as a baseline. If this procedure is done correctly, when the
real device is tested all the parasitic impedances from VNA source to the probe tips are
substracted from the measurements, thereby giving access to the circuit model parameters
of �gure 5.5.

The VNA provides S -parameters that, being complex re�ection coe�cients, are usu-
ally plotted in polar form. Knowing the direct relation between re�ection coe�cient and
impedance, Γ = (Z − 1)/(Z + 1), it could be of more practical use to extract directly from
the plots the impedance values of the circuits. This can be accomplished through Smith
charts, often normalized by the characteristic impedance Z0, that can map Z on the same
polar plots just by changing the axis value, see �gure 5.6. Vertical lines on the polar plot
map to circles of constant resistance on the Smith Chart, and horizontal lines map to arcs
of constant reactance.
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Figure 5.6: Smith chart with constant reactance curves (red) and constant resistance circles
(green). Special points on the real and imaginary axes are marked.

5.4.2 De-embedding

When testing the RF performances of a device, it may be useful to extract the contribution
of the parasitic components of pads and interconnects, not being part of the extrinsic circuit.
This extraction is accomplished through the de-embedding procedure.

In order to perform de-embedding open, short and through standards, which are exact
copy of the real device without the graphene channel, have been fabricated. Open struc-
ture has no connection (open circuit) between the two ports, short has input and output
ports shorted together to ground, and through is characterized by a short between the two
ports. Without a graphene channel there are no contact resistances, so these standards
only represent the parasitics associated with interconnects, pads and substrate. To extract
the parasitic components it is necessary to de�ne in advance an equivalent circuit that
correctly models the test structures, as shown in �gure 5.7. The value of the parasitic
components is calculated through an optimization process performed by the software ADS
by minimizing the di�erence between the measured S -parameters and those simulated from
the modeled circuit (this procedure will be described in section 5.5.3). The parasitic com-
ponents extracted can be substracted from the measurements to access the extrinsic-device
behaviour.
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Figure 5.7: Optical image of a) open, b) short and c) through structure. Zoomed-in of the
same structures (d,e,f) and corresponding equivalent circuit (g,h,i).

5.5 Results and discussion

5.5.1 Determination of the parasitic components of di�erent substrates

A �rst investigation on samples S1 and S2 has been focused on the in�uence of the sub-
strate on GFETs performance. Sample S1 is fabricated on the conventional substrate used
throughout this work. As shown in Table 1, S1 substrate is made by low-resistivity Si
covered with 300 nm of SiO2 on the top side and a metal back gate on the bottom side,
while S2 substrate is formed by highly-resistive Si covered by 1 µm of SiO2 on the top,
without back gate. Therefore S1 should exhibit higher parasitic capacitances C p arising
from pads and substrate through the relatively thin oxide (the low resistivity of the As-
doped Si increases both capacitive and resistive losses) compared to S2. Capacitive losses
reduce the speed of signal transmission, hence insulating substrates like S2 represent the
ideal choice in the microwave �eld. This preliminary study had the purpouse to determine
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the e�ective properties of the two di�erent substrates and show their e�ect on the operation
speed through deembedding.

The test structures shown in �gure 5.7 have been fabricated on both substrates and
S -parameters of unbiased devices have been measured to extract the parasitic resistances,
inductances and capacitances [94]. While the parasitic resistance is negligible in both
cases (Rp∼ 1 Ω) and Lp depends on the metal lines so it is equal for the two substrates,
simulations give C p∼ 50 pF/cm2 on S2 and C p∼ 200 pF/cm2on S1. Taking into account
the e�ect of parasitic capacitances, the expression for the cuto� frequency becomes [5]:

fT =
gm,int

2π((Cgs + Cgd)(1 + (RS +RD)/rd,int) + Cgdgm,int(RD +RS) + Cp)
.

This expression shows that higher parasitic capacitances reduce the fT and therefore fmax.
For this reason the following investigation has been performed only on devices fabricated
on S2, S3 and S4 that provide better device performances than S1.

5.5.2 DC characterizations

Before investigating the AC response of the devices a DC characterization has been per-
formed to determine the optimum bias condition, i.e. the voltages at the Q point (for which
the intrinsic gain is maximum).

Figure 5.8: DC characterization of a typical device. a) Transfer characteristics at V D=50
mV showing low doping level (V th∼ 0 V) and hysteresis. b) Transfer characteristics at
positive and negative bias. The hole branch (left from the Dirac point) is steeper then
the electron branch and shows less drain bias dependence, i.e. the current variation with
respect to the drain voltage at a �xed gate voltage is smaller on the left from the Dirac
point, implying better saturation.

Figure 5.8a shows the DC transfer curve of a typical device from sample S3, measured
by increasing the amplitude of double (forward and backward) gate voltage sweep. The
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hysteresis observed here has been subject of several studies [96, 97], and is commonly
attributed to the presence of charges trapped at the interface between graphene and the top
gate oxide that dope the graphene layer, thereby changing the e�ective potential. Hysteresis
phenomenon occurs in a timescale of seconds, and can be suppressed by faster sweep rates
that prevent the accumulation of mobile charges. At larger sweep amplitudes the hysteresis
increases (from black to blue curve). This behaviour can been explained considering that
interface traps are �lled continuosly as the gate voltage is tuned, so that at larger sweeps
there is a larger traps density Ntr responsible of a larger split in the Dirac points of the up
and down sweeps. The split of the Dirac voltages is: 4Vnp = 2eNtr/Cq where C q is the
quantum capacitance arising from graphene limited DOS [96].

During S -parameters measurements the high sweep frequency (above 10 MHz) and
the sweep amplitude given by the small RF power applied to the input port (-25 dBm
corresponding to about 35 mV) allow to neglect the e�ect of charge trapping on device
operation. This is because the dynamic of the traps response is too slow to follow the
sweep frequency.

Figure 5.8b shows two transfer curves of the same device measured at negative and posi-
tive drain bias. Two interesting features should be highlighed. First, in the majoritary-hole
transport region (left side from the Dirac point) the transfer curves are steeper, corre-
sponding to a larger transconductance. This behaviour can be attributed to the formation
of p-n-p junction between p-type contacts and the channel on the right-hand side of the
Dirac point, in the majoritary-electron transport regime, causing an increase in the con-
tact resistance in the right branch [98, 99]. A second feature, that may be less obvious, is
that moving along the drain bias sweep at a �xed gate voltage (i.e. following the current
variation between the curves at the same gate voltage) the output conductance is lower
in the left branches, where curves overlap. Both characteristics, high trasconductance and
low output conductance, are bene�cial for high gain operation. Thereby the Q point for
this device has been set at negative drain and gate biases, in the deep hole conduction
region. Since all devices exhibit similar doping levels and transfer characteristics they have
all been measured under these conditions. The choice to investigate all devices within a
limited voltage range around Q point allows to minimize the scattering of measured values
and extract a better scaling statistics.

5.5.3 S-parameter-based scaling study

S-parameters were measured in a frequency range from 10 MHz to 50 GHz. The variables
were extracted through the optimizations performed in the frequency range from 10 MHz to
20 GHz. Optimizations are performed by the ADS software through an iterative procedure
that allows to determine the values of the parameters of the small-signal model. Such values
are those for which the quantity: Serror = |Smeas − Smodel| is minimized, with Smeas de�ning
the matrix of measured S -parameters and Smodel the matrix of S -parameters simulated for
the small-signal model, see �gure 5.9.
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Figure 5.9: Comparison between measured and modeled S-parameters at VDS= -1.5 V and
VGS= -1.3 V for a device with L = 1 µm and W= 40 µm (sample S3).
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Figure 5.10: Simulated intrinsic transconductance and output resistance plotted as a func-
tion of intrinsic gate voltage at di�erent VDS for a device with L = 1 µm and W = 40 µm
(sample S3).

The intrinsic values of gm,int and rd,int can be plotted as a function of the intrinsic
voltages. The intrinsic drain voltage corresponds to the e�ective voltage drop along the
channel after extraction of contact resistances: VDS,int = VDS,ext − ID(RS + RD). The
intrinsic transconductance is higher (and the output resistance lower) compared to the
extrinsic values due to the extraction of contact resistances whose contribution is bias-
independent.
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Figure 5.11: Comparison between measured and simulated extrinsic transconductance
and output resistance plotted as a function of the extrinsic gate voltage at di�erent
VDS corresponding to intrinsic values shown in �gure 5.10. The data extracted from simula-
tions are converted into extrinsic adding the contribution of contact resistances. Measured
data correspond to low frequency Re(Y21) and Re(Y22)−1.

The intrinsic values can be converted into extrinsic with the following formula [100]:

gm,ext =
gm,int

1 + gm,intRS + (RS+RD)
rd,int
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rd,ext = rd,int

(
1 + gm,intRS +

(RS +RD)

rd,int

)
and then compared to the extrinsic values recorded from measurements at each bias point.
The extrinsic values used for comparison correspond to gm,ext = Re(Y21) and rd,ext =

Re(Y22)−1 at the lowest frequency of 10 MHz . The agreement between measurements
and simulations indicates that the model used for the extraction is good. The extrinsic
values could also be extracted from DC values that are recorded before each frequency
sweep. However the devices instability make them sensitive to the bias sweep order. When
sweeping V GS at di�erent V DS only gm,ext could accurately be extracted, while by sweeping
V DS at di�erent V GS only rd,ext could accurately be extracted. However, since only one
type of sweep is used in measurements, the two data are not simoultaneusly available.

Figure 5.12: Scaling of intrinsic transconductance (a) and output resistance (b) extracted
from simulations. Each point corresponds to a single device (sample S3) measured at the
bias point for which the fmax reaches maximum.

Following model validation, the scaling of intrinsic parameters with gate length has
been investigated. The choice to analyse intrinsic instead of extrinsc parameters depends
on the fact that contact resistances are independent of the gate lenght while the resistance of
interconnects are constant. Thus both resistances have a larger e�ect on the performances of
smaller devices. Recalling the equations (3.4) and (3.5) that describe the transconductance
and output resistance derived in the linear regime, the transconductance is expected to
scale like W/L and the output resistance like L/W. This trend is con�rmed in the plots
shown in �gure 5.12.
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Figure 5.13: Cgs and Cgd extracted from device simulations, at the drain bias providing the
highest fmax, as a function of the gate bias for a device with L = 1 µm and W = 40 µm.
The lines showing the trend expected for an equivalent MOSFET in linear operation and
deep saturation. Drain current versus gate voltage is also plotted. At the Dirac point the
capacitances switches.

As described in section 5.3, the intrinsic capacitances of GFETs cannot be described
as in standard MOSFETs. Considering the charge pro�le in the channel at di�erent bias
conditions the capacitances should be equal, following equation (5.7), whenever the charge
distribution in the channel is symmetric, corresponding to the gate bias at which resistance
peak occurs. When the device is in the pseudosaturation the formula (5.8) does not hold,
because the carrier density in the pinch-o� region, even though very small, never vanishes
so that the capacitance below the contact cannot be neglected. Figure 5.13 shows the
extracted intrinsic capacitances versus gate voltage and the corresponding drain current
for a representative device. When channel exhibits majority-hole conduction, we observe
a large current and a large di�erence between capacitances, a trend that approaches the
MOSFET limits. At the Dirac point the capacitances are equal, as expected. In the
majority-electron conduction region, the current modulation is lower and the total current
does not reach the highest values reached in the hole branch, possibly because a larger
part of the applied voltage drops on the p-n junction of the contact. The e�ect of reduced
current is a lower total capacitance CT =Cgs+ Cgd.
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Figure 5.14: Scaling of intrinsic Cgs and Cgd capacitance, extracted from simulations, as
a function of channel area. Each point corresponds to a single device (from sample S3)
measured at the bias point for which the fmax reaches its maximum.

Figure 5.14 shows the capacitances of all measured devices plotted as a function of the
gate area. The values were extracted from the optimized device model at the bias point
at which fmax was the highest. The slope of the C vs. LW plot should be proportional to
C ox/n with C ox=14 fF/µm2. The values extracted from the plot are n = 7/3 for Cgs and
n = 11 for Cgd, leading to the following empirical expressions for capacitances observed in
the pseudosaturation regime:

Cgs,ps ≈ 3CoxLW
7 and Cgd,ps ≈ CoxLW

11
.

This result is in contrast with that of reference [101] that predicts n = 1 for Cgs and n =
2 for Cgd when V GS > V DS/2 as in the present case. However, this would make the total
capacitance larger than the oxide capacitance, which is unphysical. Instead, the measured
trend is more similar to that of conventional MOSFETs, equation (5.8).

Gate and contact resistances have been extracted from the small-signal model. The gate
resistance extracted from the model is higher than what is predicted by the theory (section
5.3). Theoretical values have been calculated with the expression (5.9), where Wg has been
substituted by We� that represents the e�ective length of the gate-metal �nger from the
pad to the channel end. The We�, for narrow devices, is much larger than Wg, because the
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channel is patterned in the middle of the gate �ngers. The resistance associated with the
large pads has not been taken into account in calculations, and this can underestimate the
real gate resistance. Despite some deviations, the scaling trend is uphold by the model and
the predicted values are reasonable.

Figure 5.15: Modeled and theoretical gate resistance versusWe�/L. The e�ective gate width
considered in the calculations is larger than the channel width and corresponds to the length
of the gate metal line from the pad to the end of the channel. This is an underestimation of
the real gate resistance that comprises a contribution from the pad (although the di�erence
is expected to be small).

The contact resistance pro�le resulting from this model is rather unexpected. In all
simulations (that have been performed for ten di�erent devices) the drain resistance is
almost twice the source resistance in both positive and negative bias ranges. Considering
that the contact resistivity is purely dependent on the contact width rather than on the
contact area [71], this result has no proper physical explanation. Indeed, if the di�erence
is caused by the formation of p-n-p junctions in the contact area, it would be largely bias
dependent, and for negligibly small VDS the contacts should be equal [72], which is not
the case. However, if the carrier injection depends on the contact area, it is reasonable to
expect a larger contact resistance for the smaller drain contact because the ratio between
source and drain contact areas is AS/AD = (LSWS)/(LDWD) = LS/LD = 50.

86



Figure 5.16: Drain (red) and source (blue) contact resistivity calculated as RW (Ωµm) and
as RA (Ωµm2).

The current gain h21 and Mason's gain U have been measured to extract the small-signal
FOMs fT and fmax. Open-circuit voltage gain Av, |S 21| and the transducer power gain GT,
directly proportional to S21, were investigated. Unlike the Mason's gain, de�ned for a
unilateral matched-circuit, the transducer gain is a measure of the real power ampli�cation
of the device and it depends on the measurement conditions. In order to have GT > 1 it is
not su�cient to provide |S 21| > 1 (that would be the case if the device is perfectly-matched,
see equation (5.6) ). From a simple intrinsic model of the GFET (and considering Cgs >�>
Cgd) the expression for |S 21| can be approximated as [100]|S21| ≈ −2Z0gm,ex/(1 +Z0gd,ex).
Since both gm and gd increase linearly with gate widthW, the |S 21| increases monothonically
with W. We found in experiments that all devices with W = 10 µm exhibit |S 21| < 0 dB.
The highest measured |S 21| is 12.5 dB for a ten times larger device. This value is also the
highest reported in literature [100].
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Figure 5.17: Measured extrinsic current gain h21, Mason's gain U, intrinsic voltage gain Av

and |S21| as a function of frequency for a device with L= 1 µm and W= 10 µm (sample
S4).

The intrinsic gain, A0=gmrd, of the GFET is equal to the open-circuit voltage gain
Av = |z21| / |z11| at low frequencies, and therefore can be extracted from S -parameter
measurements. The largest intrinsic AC gain measured is above 30 dB for a device with L

= 1 µm and W = 10 µm, and it is also the highest value reported in literature for devices
with comarable gate length [81, 53, 62].
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Figure 5.18: Plot of log|S21| vs. log(W /L) showing a linear dependence.

fT and fmax have been extracted for all devices at the bias point in which they reach
the maximum value. The choice of comparing the maximum values instead of chosing
a reference bias point equal for all devices has been dictated by the large performance
variability that is usually exhibited by CVD GFETs. At an arbitrary bias point the devices
are likely to have di�erent doping pro�les and charge distributions, therefore a comparison
of their properties would be meaningless. In order to limit the dispersion of values, all
devices have been tested only in the negative V GS and V DS range. The highest measured
fT is 10.3 GHz in the device with W = 10 µm and actual L = 1 µm, that is about forty
times smaller than the highest value reported in literature, 427 GHz for a device with W

= 5 µm and L = 67 nm [82]. The scaling trend 1/L indicates that to obtain a similar
value it would not be su�cient to preserve the scaling of all other intrinsic parameters,
but also a higher channel mobility would be required. The feature that mostly a�ect post-
processing mobility is the oxide/graphene interface quality, suggesting that better results
could be possibly obtained with a better control on the oxidation process, pheraps using
ALD oxides.
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Figure 5.19: Measured fT and fmax for devices with di�erent gate lengths (samples S3 and
S4). fmax and fT are the maximum values measured for each device (the bias point providing
this condition varies from device to device). A hyperbola L-1 suggests the scaling trend
expected for fT and fmax as a function of gate length L.

90



Figure 5.20: The low-frequency open-circuit voltage gain measured for devices with di�erent
gate lengths (samples S4 and S5). The values correspond to the maximum values measured
for each device (the bias point providing this condition varies for each device). Since
|Av| = gmrd at low frequency, the gain should not scale with gate length and width.

The highest measured fmax is 21.3 GHz in a device with W = 10 µm and L = 1 µm,
that is about 5 times smaller than the record value of 105 GHz obtained in a device with
W = 14 µm and L = 100 nm [84]. In this case the performance comparison is better,
although it has been reported that fmax does not seem to scale with length in graphene
devices [21], therefore a further reduction of gate resistance, with a possible implementation
of T-gate structure [102], and contact resistance reduction should be considered for further
performance improvements.
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Figure 5.21: Measured fmax/fT ratio for devices with di�erent gate sizes (from S3 and S4).
fmax and fT are the maximum values measured for each device (the bias point providing
this condition varies for each device).

An important parameter to consider is fmax/fT. In standard InP and GaAs HEMTs, the
fastest technology available, this ratio is about 2 [21]. In GFETs, however, fmax is usually
smaller than fT [103, 104], and the highest ratio reported in literature is 1.5 attributed
to the low intrinsic capacitances and gate resistance arising from an embedded T-gate
structure [102]. In the present work the highest measured fmax/fT was 3.1, with an average
of 2 for sample S4, see �gure 5.21, considerably outperforming the state of the art for
graphene technology. Considering the formula (5.2) and (5.4) fmax can be expressed as a
function of as fT [102]:

fmax =
fT

2
√
gd(Rg +RS) + 2πfTRgCgd

.

This expression enlights the impact of a large rd on fmax. Hence, a possible explanation
for the record fmax/fT exhibited by these GFETs can be attributed to the good saturation,
that explains also why standard GFETs, having poor saturation, show much lower fmax. A
DC analysis of the devices, shown in �gure 5.22, has con�rmed the exceptional saturation
of these devices, that can be attributed to the ultra-small EOT, about 2 nm, allowing a
better gate control on the drain current, together with a good material quality [53].
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Figure 5.22: I-V characteristics for one of the best measured devices (sample S4, L = 1 µm,
W = 10 µm) exhibiting |Av| = 26.9 dB at low frequencies. At high |VDS| and VGS<�<-1 V
the device shows good saturation con�rmed by the output conductance that goes to zero.

The mechanism responsible of an improved saturation with thinner oxide can be ex-
plained as an e�ect of quantum capacitance. The channel capacitance is given by the series
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connection of oxide and graphene capacitance. In pinch-o� conditions the limited graphene
DOS strongly limits the total capacitance, and this e�ect is larger for larger C ox. Limited
capacitance results in a limited carrier density, thus in current saturation [53].

The same plot shows that at very large drain and gate biases the GFET exhibits negative
di�erential resistance (NDR). This phenomenon has been previously reported [53, 105] and
has been attributed to the ambipolar nature of graphene. The theory states that current
decreases after pseudosaturation reaching a minimum when Dirac point is in the middle
of the channel [105]. In �gure 3.3 the shift was caused by gate bias sweep producing
qualitatively the same e�ect. In order to detect the NDR, a low contact resistance and small
EOT, like those in samples S3 and S4, are required. Theoretical studies have focused on the
possible exploitation of this e�ect to enhance the voltage gain in RF application, revealing
that NDR is obtained at the expense of a reduced transconductance [106]. However, the
increase of voltage gain above the intrinsic value is limited to only extremely small AC
input voltages and therefore the use of NDR in realistic applications is not feasible [106].
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Chapter 6

Conclusion and outlook

In this PhD work high performance graphene inverters based on high-κ, thin dielectric,
have been demonstrated. These inverters show a record AC gain above 11 dB at 1 kHz.
The good and homogeneus performance obtained with these CVD-graphene devices led
to the demonstration of �rst gigahertz integrated ROs. ROs with a gate length of 0.9
µm exhibited the highest oscillation frequency of 4.3 GHz, with signal amplitude primarly
limited by the bandwidth of the setup rather than by intrinsic device characteristics. The
e�ect of scaling on device performance has been investigated, showing that this technology
is not e�cient when gate length is scaled below 500 nm, due to detrimental e�ect of contact
resistances that do not scale. Di�erent metals have been tested to reduce contact resistance.
Tests have been performed in parallel, with direct implementation of metal contacts in
ROs and with fabrication of TLM structures for two-probe and four-probe measurements.
Experiments have shown that pure Au contacts (without adhesion layer) provide the lowest
contact resistance ∼ 200 Ωµm. The fabricated ROs have been tested as analog mixers and
amplitude modulators, operating in the gigahertz frequency range, to demonstrate some
possible applications. Among the noticeable results it should be mentioned that this is the
�rst demonstration of a graphene mixer with bult-in graphene-made local oscillator.

Aiming to further improve the performances of these complex circuits and to extend
their frequency capability, single GFETs have been fabricated and characterized by S -
parameter measurements. A small-signal model of GFETs has been proposed and tested,
and the investigation has enlightened the dynamics of small-signal device operation. The
model exhibited good agreement with measurements, at least for wide GFETs, while the
uncertanty on narrow GFETs is larger, probably due to the weaker signal leading to lower
signal/noise ratio. The small-signal FOMs extracted from these devices reveal an excep-
tionally high fmax/fT ratio above 3. Moreover, high intrinsic open circuit gain Av> 30 dB
(with W = 10 µm, L = 1 µm) and high |S21| > 12.5 dB (with W = 100 µm, L = 1.1 µm)
have been reported, outperforming the state of the art to the best of our knowledge. A
comparison with current III-V technology in terms of cuto� and oscillation frequency is
shown in �gures 6.1 and 6.2, updated from reference [21].
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Figure 6.1: State of the art of GFETs cuto� frequency vs. gate lenght compared with com-
peting technology: carbon nanotubes FETs, InP HEMTs and GaAs metamorphic HEMTs,
GaAs pseudomorphic HEMTs and Si MOSFETs. The plot is taken from reference [21] and
updated with the present results.

Figure 6.2: State of the art of GFETs maximum oscillation frequency vs. gate lenght
compared with competing technology: carbon nanotubes FETs, InP HEMTs and GaAs
metamorphic HEMTs, GaAs pseudomorphic HEMTs and Si MOSFETs. Taken from refer-
ence [21] and updated with the present results.
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While in terms of cuto� frequency the devices demonstrated in this work are outper-
formed by the state of the art of GFETs, in which fT is about �ve times higher than here,
the fmax follows the trend exhibited by graphene MOSFETs. However, the plot shows
clearly that GFETs performance in terms of fmax poorly compare with other technologies,
in particular with the high-frequency InP HEMTs and GaAs mHEMTs, capable to reach
THz operation. The low fmax values stem from the poor current saturation of GFETs,
although the exceptionally good saturation observed in the investigated devices suggests a
possible improvement if other parameters are adequately controlled.

The main characteristics a�ecting device performances have been discussed through the
thesis and will be brie�y highlighted here. One of the main tasks is to reduce the contact
resistance below 100 Ωµm. Such ultra-low contact resistance values have been demon-
strated with heavily-doped graphene on SiC [107], but not yet with low-doping CVD-grown
graphene. On CVD graphene, protecting the graphene channel from resist contamination
through the deposition of a sacri�cial Al layer has resulted in low-contact resistance values
down to 200 Ωµm [108]. We have tested this process in the fabrication of our devices,
but without appreciable results. The Al removal through a TMAH solution represented
a critical step since it also promotes graphene detachment from the substrate damaging
the channels. Another strategy to improve contact quality is based on thermal anneal-
ing, although the output of these processes severely depends on the pressure/temperature
conditions, on the contact metal, resist type and deposition method [109, 110]. Thermal an-
nealing in vacuum at di�erent temperatures have been tested on our conventional GFETs,
with no evidence of improvements. It should be noted that post-deposition annealing is
expected to be bene�cial because it promotes the formation of better quality metal inter-
faces. Very small and regular metal grains are known to provide lower contact resistance
[69]. However, SEM imaging of our Au contacts show regular grains with an average di-
ameter of about 50 nm, indicating that annealing is not necessary (�gure 6.3). A more
promising solution [111] that is currently under investigation consists of holes-patterning in
the graphene channel below the contacts to increase the interfacial edges useful for carrier
injection. This method has already demonstrated some promising results, currently under
evaluation, but it needs to be implemented with back gate tuning of the channel doping
level below contacts.
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Figure 6.3: a) SEM image of an e-beam evaporated Au electrode overlapped to an Al
contact. b) Zoom-in on the contacts showing the Au grain size.

Another fundamental task is the improvement of dielectric quality. Graphene-dielectric
interface is of a great importance since dielectric roughness causes scattering phenomena
that a�ect mobility. Dielectrics also introduce new charge-trapping sites causing hystereti-
cal behaviour of device I-V characteristics. Evaporation method allows only a limited
control on the oxide properties, since oxidation of Al occurs as a spontaneous process after
metal deposition. A possible solution to improve interfaces could be the use of di�erent
deposition methods (e.g., ALD) that rely upon self-limited chemical reactions to control the
ultimate oxide thickness and the kinetics of oxide formation. A further opportunity is to
switch to novel dielectris, like the high-κ HfO2 (κ=25) or TiO2 (κ=80) [112], currently un-
der investigation in our research group, or the two dimensional hexagonal-BN that provides
�at surfaces [45, 113, 114, 115, 47]. However, the high-κ oxides are tipically characterized
by defective surfaces and large phonon scattering, while the main limitation of h-BN is
related to the lack of high-quality material by CVD growth, and to the integration of the
transfer methods in a scalable industrial process.

Concerning device stability it has been observed that the channel doping pro�le, when
not properly passivated, change with time. High biases and high currents anneal the device
resulting in a shift of the Dirac point. It has been proved that �owing nitrogen on the
devices during measurements helps to keep the devices more stable [24]. Hence, we have
inferred that, during measurements, the high voltages applied to the channel, in particular
across the back gate oxide (biased up to 200 V), attracts the charged impurities present
in the enviroment and dope graphene. This problem a�ects in particular the devices with
uncovered access regions of the channel, like ROs. Therefore a di�erent design providing
a full channel coverage (that is actually hindered by the need to avoid short circuits, as
described in chapter 4) could be bene�cial in improving device stability.
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To conclude, even if researches would be capable to address all the problems enlight-
ened, there are still fundamental issues that restrain graphene applications in the main-
stream electronics. As mentioned, monolayer GFETs exhibit intrinsically high static power
dissipation, therefore they are not feasible for digital electronics. Therefore, unless the
attempts to open a bangap through nanopatterning or electric �elds can bring satisfactory
outcomes, an e�ective solution to this limitation seems still far to come.

Figure 6.4: a) Tradeo� between carrier mobility and on-o� ratio (bandgap related) for
graphene and other relevant technologies. b) ROs oscillation frequency versus power supply
for di�erent technologies. Plots taken from reference [6].

Regarding graphene industrial applicability, the �eld of �exible and analog electronics
is among the most promising. Indeed, compared to organic-based electronics, graphene
o�ers superior transport properties, like a mobility two orders of magnitude higher than
the best organic semiconductors [6, 116]. However, the fabrication of completely bendable
electronic devices requires all components (including the battery) to be �exible, and the
path to develop such a technology on industrial scale is perhaps not mature yet.

Interesting possibilities are ultimately o�ered by novel heterostructures, combining the
unique properties of di�erent 2-D materials like graphene, BN and MoS2, where graphene
has been either employed as material for interconnects or as a channel for �eld-e�ect Shot-
tky barrier or tunnelling transistors [117, 118, 119, 120]. The research on 2-D materials
represents a hot topic, so we believe that the we will witness great progresses in the near
future.
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Appendix A

Large signal model of ROs

As discussed in the main text, the oscillations of the RO are triggered by a noise component
at a certain frequency that introduces a positive feedback in the loop. Once the oscillations
are initiated, the signal waveform grows in amplitude until it settles to a saturated value
and the small-signal model is not valid anymore to describe the system. To model the
transmission of the large signal in the circuit, the delays introduced by each stage should
be taken into account. A single stage can be modeled as the output resistance of an
inverter in series with the input capacitance of the next stage. Signal transmission involves
the charging of the capacitors trough the discharge of the resistors by the signal voltage
swing. The time constant of the stage, τRC, is:

τRC = (RON||ROFF)(CM + Cgs) ≈ (RON||ROFF)CG(2 +Av) (A.1)

where the approximation that Cgs = Cgd = CG has been introduced, thereby neglecting
the gate dependence of capacitances.

The voltage of the charging inverter varies in time according to:

vo(t) = V∞OFF + (V∞ON − V∞OFF)e
− t
τRC (A.2)

for 0 < t < T
2 , where V

∞
ON and V∞OFF are the steady-state upper and lower voltage levels of

the inverter.
Using the formula for a voltage divider, when the grounded FET is turned o� the output

voltage is:

V∞ON = VDD
ROFF

RON +ROFF
,

and when it is turned on the output becomes:

V∞OFF = VDD
RON

RON +ROFF
,
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then the voltage swing of the oscillation is:

Vp−p = V∞ON − V∞OFF = VDD

(
ROFF −RON

ROFF +RON

)
(A.3)

Assuming that ROFF is equal to the resistance of the GFET at the Dirac point, R0, then
from (A.1) and (A.3) the time constant of each stage can be expressed as a function of
known parameters:

τRC =
R0

2

(
1− Vp−p

VDD

)
CG(2 +Av) (A.4)

The inverter rise delay τi is de�ned as the time in which the voltage is at the treshold
value: Vth = (V∞ON−V∞OFF)/2, hence substituting vo(t) with Vth and t with τi in (A.2) gives:

τi = ln(2)τRC (A.5)

The oscillation frequency is given by the sum of the delays per each stage, fo = 1

2

∑
i

τi

where the factor 2 takes into account both the rise and the fall time. For an unbu�ered RO
this leads to the simple expression fo = 1

2nτ where n is the number of stages (i.e. inverters).
This simple steady-state model [24] is based on the assumption that the signal propaga-

tion in the loop is slow enough to allow the inverters to reach the steady-state before they
are triggered again. Assuming that the steady-state is reached within 3 times constant this
is equivalent to:

2
∑
i

τi ≥ 3τRC

expressing it in a more general form valid both for bu�ered and unbu�ered ROs, with Ni

representing the inverter FO (Ni=1), and Nn the FO of the n-th inverter (that can be equal
to 1 for unbu�ered and to 2 for bu�ered ROs), gives the condition:

(n− 1)τi +Nnτi > 3
Niτi
ln(2)

that for the explicit case of a bu�ered ROs with Nn = 2 and Ni = 1 leads to the condition
n > 3.3, which is not ful�lled for 3-stages bu�ered ROs. Since the inverters do not reach the
steady-state the oscillation frequency is underestimated by this model. A better description
of the system can be provided by a transient model.

In a transient model V∞ON should be replaced with VON in (A.2), leading to a new
expression for the threshold voltage, that is:

Vth,i =
VON,i − VOFF,i

2
(A.6)
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with

VOFF,i = V∞OFF + (VON,i − V∞OFF)e
− Ti

2τRC,i (A.7)

From (A.6) and (A.7) the following expression is obtained[24]:

1 + e
− T

2τRC,i = 2e
− τi

2τRC,i (A.8)

which leads to:

1 + e
− T

2τRC = 2e
− τ

2τRC ;for 0 < i < n (A.9)

1 + e
− T

2NnτRC = 2e
− τn

2NτnRC ;for i = n (A.10)

Since half of the period is equal to the sum of all the inverter delays (this corresponds
to consider just the propagation of the signal in the forward direction) T

2 = (n− 1)τi + τn,
introducing the expressions for τi and τn derived from (A.9) and (A.10) yields to:

T

2
= (n− 1)τRCln

(
2

1 + e
− T

2τRC

)
+NnτRCln

(
2

1 + e
− T

2NnτRC

)
(A.11)

substituting T
2τRC

= x in (A.11) gives:

x = (n− 1)ln

(
2

1 + e−x

)
+Nnln

(
2

1 + e−Nnx

)
(A.12)

which can be solved for x to �nd fo. For n = 3 it yields:

x =

{
ln(2 +

√
5); forNn = 1

ln(3 + 2
√

2); forNn = 2
(A.13)

Therefore, for a bu�ered RO with Nn= 2, the oscillation frequency can be calculated
as:

fo =
1

2τRCx
=

1

2τRCln(3 + 2
√

2)
=

1

3.5τRC
. (A.14)

Supporting information in reference [24] show a comparison between measured values
and numerical simulation with the presented model.
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Appendix B

In�uence of probe impedence on the

measurements setup

Some evidences of the importance of the measurement setup for a correct interpretation of
device characteristics have been shown throughout this thesis. Metal contacts, interconnects
and coaxial cables have a strong in�uence on device performances both at low frequencies,
where they add extrinsic resistances, and at high frequencies where parasitic capacitances
dephase the signal. Not only signal transmission, but also signal probing represents a
critical procedure. Two practical examples of the impact of active probe impedance on the
measured signal amplitude and on the output bandwidth will be given in this Appendix.

To show how the probe resistance a�ects the signal amplitude the ac transfer character-
istics of an inverter have been measured with two di�erent setups. A small sinusoidal signal
vIN = VIN + Vinsin(2πft) with DC o�set V IN corresponding to the highest-gain operating
point Q is applied to the gate terminal. The input and output signals are measured with
an oscilloscope with high (13 pF||1 MΩ) input impedence. The output of the inverter is
additionally loaded either with the high input-impedence of a Picoprobe Model 35 with
Z IN= (0.05 pF||1.25 MΩ), or with a 500 Ω resistor shown in �gure B.1.

Recalling equation (3.8), the voltage gain of the inverter is given by

Av = −2gm(rd/2||RL||R)

where R is the input resistance of the oscilloscope, that can be neglected since it is in
parallel with small rd ≈ 500 Ω. When measuring the output voltage with the active probe,
the high resistance RL= 1.25 MΩ can also be neglected, and the voltage gain is simply
given by equation (3.9), Av = −gmrd.
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Figure B.1: Schematic of the inverter at low frequencies. Z = R||C, where R = 1 MΩ and
C = 13 pF, is the input impedance of the oscilloscope used to measure input and output
signals. The output is additionally loaded with a resistance RL that can be either the
high-impedence active probe (1.25 MΩ) or a resistor (500 Ω).

However, when the output is loaded with a smaller resistance, e.g. RL= 500 Ω , the
e�ect of the load cannot be neglected because it is comparable to the resistance of the
device rd. In this case RL≈ rd, and the gain reduces to Av = −gmrd/2, half of the intrinsic
gain of the device.

Figure B.2 shows the impact of di�erent loads on the AC gain of the inverter. The
input and ouput signal o�sets have been substracted from the plots for clarity. The input
voltage amplitude is V in= 40 mV at f = 1 kHz. With high impedence load the output
voltage amplitude is V out= 90 mV, corresponding to an AC gain |Av| = Vout/Vin = 2.25.
With low impedence load the output amplitude is V out= 34 mV, corresponding to an AC
gain of |Av| = Vout/Vin = 0.85 < 1.
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Figure B.2: Input signal with V p-p= 40 mV, f = 1 kHz (black); output signal measured
with a high-input impedence probe (RL= 100 kΩ) in red; output signal measured with a
resistor (RL= 500 Ω) in blue. Signal o�sets are shifted to zero for clarity.

Another serious issue concerning measurements is related to the maximum signal freqe-
uncy that can be detected, ultimately limited by the output bandwidth of the setup. The
bandwidth can be determined with the circuit model shown in �gue B.3, where the output
resistance of the inverter, Ro, is connected in parellel to the high resistance of the active
probe (RA= 100 kΩ). The output capacitance is determined by the coupling between the
output pad and the conductive substrate through the back gate oxide, connected in parallel
to the negligibly small capacitance of the active probe (CA = 0.08 pF).
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Figure B.3: a) Schematic of the measurement setup with active probe connected to the
output pad coupled with the conductive substrate. b) Equivalent circuit to determine the
output bandwidth of the setup.

The output resistance of the inverter is given by (4.5) and is the relevant term in the
parallel connection, while the output capacitance can be expressed as:

CO = LWCBG,ox

where A is the area of the output pad. The output bandwidth is then given by:

f−3dB =
1

(RO||RA) (CO||CA)
≈ 1

RO||CO
(B.1)

The circuit output acts as a low-pass �lter that attenuates the signals of frequencies
higher than f−3dB at a rate of 20 dB/dec. The ultimate consequence is that high-frequency
signals cannot be detected because their amplitude is too small (�gure B.4).

The simplest solution to reduce output capacitance is to shrink the area of the output
connection, as shown in �gure 4.9c. However, a more e�cient approach consists in replacing
the conducting substrate with an insulating substrate. This modi�cation was introduced in
the process. The former substrate was 510 µm thick, heavily-doped (ρ = 0.001-0.01 Ωcm),
Si wafer with 300 nm of SiO2, while the latter substrate employed was a 480 µm thick,
high-resistivity (ρ =5 · 103

Ωcm), Si wafer with 1µm of SiO2. The drawback of using an
insulating substrate results in a lack of back gate control, requiring graphene with ultra-
low doping level in order to achieve signal matching. However, the recent progresses in
material growth have provided a high quality material with very low doping levels (once
transferred on Si substrate) that made the fabrication of working ROs possible without
the need of a back gate. The oscillation frequency of these ROs is sligthly lower compared
to that of backgated ROs, but this can easily be explained by the fact that the ROs can
oscillate within a certain input/output voltage range in which gain and matching conditions
are satis�ed. The back gate can adjust the doping and tune the oscillation at the highest
frequency, while this control is not possible in samples without back gate.
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Figure B.4: Output signal at di�erent oscillation frequencies. Fast signals have lower
amplitude and detection can be di�cult.
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Appendix C

Unilateralization and impedence

matching

Recalling sec.5.1 the f max is de�ned as the frequency at which the unilateral power gain,
U , falls to unity. The unilateral power gain measurements requires device unilateralization
and impedance matching. Unilateralization means that the power gain is measured in a
circuit without feedback, i.e. in a circuit in which there is only a signal transmission from
input to output so that Y ′12 = 0.

Figure C.1: Two-port network embedded in a lossless passive network providing unilat-
eralization. Ya and Yf are the reactive components of the network. V and V ' are the
voltages and the I and I ' are the currents of the circuit before and after unilateralization,
respectively. Y represents the active device impedance matrix.

The circuit can be made unilater by the insertion in a lossless network, such that shown
in �gure C.1a. This new circuit can be analyzed to determine the values of Ya = jba and
Yf = jbf that provide unilateralization.

Solving for the left node in �gure C.1a gives:

I ′1 = I1 + Yf

(
V ′1 − V ′2

)
= Y 11V 1 + Y 12V 2 + Yf

(
V ′1 − V ′2

)
= Y ′11V

′
1 + Y ′12V

′
2

Noting that V'1= V1we can rewrite the above expression as a function of V'1and V'2. First
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we need to solve the expression for I2to �nd V2:

I2 = Ya +
(
V ′2 − V 2

)
= Y 21V 1 + Y 22V 2

that gives V2 = (Y aV
′
2 − Y 21V

′
1) / (Y22 − Ya). Hence we have:

I ′1 =

(
Y 11 −

Y21Y12

Y22 + Ya
+ Yf

)
V ′1 +

(
Y12Ya

Y22 + Ya
− Yf

)
V ′2 = Y ′11V

′
1 + Y ′12V

′
2.

Since unilateralization requires Y ′12 = 0, we derive Yf = Y12Ya/ (Y22 + Ya) = jbf . Solv-
ing separately for the real and the complex part gives: bf = b12 − b22g12/g22 and ba =

b12g22/g12 − b22.
Signal matching is accomplished by terminating the two ports of �gure C.1a with

complex-conjugated of the input Y'in and output Y'out admittances, so that YS = Y
′∗

in = Y
′∗

11

and YL = Y
′∗

out = Y
′∗

22 , thereby providing the highest gain possible. The complex power is
de�ned as: S = P + jQ. The input power in conditions of unilateralization and impedance
matching can be calculated from the resulting circuit of �gure C.1b as:

Sin = S1 = V ′1I
′∗
11 = V ′1(V ′1Y

′
11)∗

Then the input power becomes:

Pin = Re {Sin} = Re
{
Y ′11

} ∣∣V ′1∣∣2 = g′11

∣∣V ′1∣∣2
And the output power is:

Pout = Re {Sout} = Re {SL} = Re {YL} |VL|2 = gL

∣∣V ′2∣∣2
The unilateral power gain is de�ned as:

U =
Pout

Pin
=

gL

g′11

|V ′2|2

|V ′1|2
=

gL

g′11

|Y ′21|2

|Y ′22 + YL|2
=
|Y ′21|2

4g′11g
′
22

.

The Mason's gain is the only invariant parameter of the device, hence[83]:

U =
|Y ′21|2

4g′11g
′
22

=
|Y21 − Y12|2

4 (g11g22 − g21g12)
.

It can be extracted from S -parameters measurements of the device in any condition and
corresponds to the maximum power gain that could be obtained if unilateralization and
impedance matching conditions are satis�ed [88].
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Appendix D

Alternative small-signal model for

contact resistances

The contact resistance values extracted from the model in �gure 5.5 show a large asym-
metry between source and drain, that can hardly be explained by the physical properties
of the contacts. A more accurate description of the contacts is shown in �gure D.1. Here
the contact resistance is modeled as the sum of three main contributions: a constant term
representing the metal line resistance, a DOS-dependent term representing the resistance of
graphene channel below the contact and a third term representing the impedance associated
with the interface, that can be considered as an �injection� resistance. This contact resis-
tance model [93], has been implemented in ADS and a simulation has been run to compare
results with �gure 5.9. Plots in �gure D.2 show a good agreement between meaurements
and model, with values of intrinsic parameters extracted that are in agreement with the
�rst model. However, this is just a preliminary result and further investigations are needed
to provide a thorough understanding of contact resistance scaling.

Figure D.1: Model for the contact resistance based on [93]. It comprises a contrbution
from the metal line Rmetal in series with the interface impedence (Rint||Cint) and with the
channel resistance below the contact Rchannel.
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Figure D.2: Comparison between measured and modeled S-parameters at VDS= -1.5 V and
VGS= -1.3 V for a device with L = 1 µm and W= 40 µm (sample S3). Contact resistances
are modeled based on [93].
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