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Abstract

Among the secondary sources of radiation produced by the interaction of
ultra–short (10s fs) ultra–intense (1018 − 1021 W/cm2) laser pulses with
matter, large interest has been devoted to laser-generated ion beams. The

great potential of this technique for scientific and technological applications (as,
for example, production of radioisotopes for medical diagnostics, material irradia-
tion and in a more distant future cancer hadrontherapy and fast ignition of targets
for inertial fusion) is related to the possibility of producing multi–MeV/nucleon
protons and ions with a high degree of laminarity and low emittance exploiting an
experimental apparatus relatively compact and cheap compared to common accel-
eration systems. A possible strategy to enhance the acceleration performances in
view of specific applications is to obtain a better control of the laser–matter inter-
action phase through the adoption of advanced target configurations. In this PhD
thesis, multilayer targets were investigated with the aim of exploiting the presence
of a near–critical density layer to optimize the laser–target coupling. Therefore,
this thesis had a twofold goal. Firstly, advanced material science techniques were
developed and optimized for the production and characterization of ultra–low
density carbon foams for nano–engineered targets. The second part of my PhD
activities was devoted to laser–driven ion acceleration experiments performed in
external laser facilities to investigate the potential of novel target configurations.

i





Premessa

Tra le sorgenti secondarie di radiazione prodotte nell’interazione di impulsi
laser ultra–brevi (10s fs) e ultra–intensi (1018−1021 W/cm2) con la materia,
particolare interesse è stato suscitato da fasci di ioni prodotti da impulsi

laser. Il notevole potenziale di questa tecnica per applicazioni scientifiche e tec-
nologiche (tra cui, ad esempio, la produzione di isotopi per diagnostica medica,
l’irraggiamento di materiali e, in un futuro più lontano, l’adroterapia oncologica
e l’ignizione rapida di bersagli per fusione inerziale) è legato alla possibilità di
produrre protoni e ioni con energie di diversi MeV/nucleone, un elevato grado di
laminarità e emittanza ridotta con un apparato sperimentale relativamente com-
patto ed economico rispetto alle tecniche di accelerazione convenzionali. Una pos-
sibile strategia per migliorare le performances di accelerazione in vista di possibili
applicazioni consiste nel perseguire un miglior controllo della fase di interazione
tra laser e materia attraverso l’utilizzo di bersagli innovativi. In particolare, in
questa tesi di dottorato, sono stati studiati target multistrato al fine di sfruttare
la presenza di uno strato con densità circa critica per ottimizzare l’accoppiamento
tra laser e bersaglio. Questa tesi ha avuto un duplice obiettivo. In primo luogo,
sono state sviluppate e ottimizzate tecniche avanzate di scienza dei materiali per la
produzione e caratterizzatione di nanoschiume di carbonio a bassa densità per tar-
get nano–ingegnerizzati. La seconda parte delle mie attività di dottorato è stata
dedicata ad esperimenti di accelerazione di ioni indotta da impulsi laser, eseguiti
in laser facilities esterne volti ad investigare il potenziale di bersagli innovativi.
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Introduction

In the last decades, impressive advancements in laser technology led to the pro-
duction of laser pulses with intensity in excess of 1018 W/cm2 and triggered a
growing interest in the investigation of the interaction of ultra–intense laser

pulses with matter. A large number of experiments were performed to explore
laser–matter interaction in the high intensity regime and the generation of ac-
celerated ions was observed due to the expansion of the plasma produced by the
incident pulse [1]. However, the broad angular distribution and relatively low ener-
gies (in the 100 keV/nucleon range) of ions emitted from laser–irradiated surfaces
made them scarcely appealing for applications. As a consequence, the potential of
ion acceleration driven by ultra–intense ultra–short laser pulses for scientific and
technological applications went almost unnoticed until 2000, when the emission of
collimated ion beams orthogonal to the non–irradiated surface of thin solid foils
with energies up to several tens of MeV/nucleon was observed for the first time
in three independent experiments [2–4].
The emission of accelerated protons and ions produced by the interaction of ultra–
intense ultra–short laser pulses with matter can be due to different physical phe-
nomena depending on the experimental conditions. The so–called Target Normal
Sheath Acceleration (TNSA) is currently the most investigated acceleration mech-
anism [5]. The acceleration process in the TNSA scheme is due to the generation
of fast electrons in the interaction between the incident laser pulse and the plasma
produced on the target surface by the pulse itself. As fast electrons propagate be-
yond the non–illuminated surface of the target, they produce a quasi–static sheath
field at the vacuum–solid interface, which in turn accelerates light ions adsorbed
on the rear target surface.
Laser–driven ion beams may be very appealing for applications due to their pecu-
liar properties [6–8]. The ions have a broad energy spectrum and cut–off energy
of several tens of MeV/nucleon. The ion bunches are short (ps) compared to
other acceleration techniques, have fs synchronization with the laser pulse and
contain 1011−1012 ions/bunch. The effective source size is quite small, around 10
µm, and the degree of laminarity is high, resulting in extremely low transversal
and longitudinal emittance values (0.004 mm mrad and < 104 eV s, respectively).

1



Introduction

Thus, for protons up to 10 MeV, the beam transversal emittance is two orders of
magnitude better than typical Radio Frequency (RF) wave–based accelerators and
the ion current (per single bunch) is substantially higher (kA range) [9]. Finally,
the characteristic acceleration gradients of laser–driven ion sources (MeV/µm) are
extremely high compared to acceleration gradients produced by conventional RF
accelerators (MeV/m), which is potentially very promising for the development
of compact table–top acceleration systems.
The high sensitivity of protons to electric and magnetic fields and to areal den-
sity gradients, the high laminarity and the small size of the ion source have been
employed so far to develop high space resolution plasma diagnostics and proton
radiography. The ultra–short bunch duration and the intrinsic energy dispersion
of ion beams accelerated by laser pulses allow to achieve an extraordinary time res-
olution (ps), providing a unique diagnostic tool to probe fast dynamics in plasmas.
Another current application of laser-driven ion sources is the isochoric heating of
solid–density matter on ultra–short time scales, which allows the production and
investigation of warm dense matter states of great interest for material science
and astrophysics.
In addition to the above mentioned, a number of applications requiring enhanced
acceleration performances have been proposed and explored so far. The possibility
of employing laser–driven ion acceleration for oncological hadrontherapy and for
the fast ignition of inertial confinement fusion targets has been widely investigated
in literature. However, these foreseen applications require energy up to several
hundreds of MeV per nucleon, much higher than the maximum energy of parti-
cle beams currently produced by laser–driven acceleration, and monochromatic
energy spectra are required for ion–driven fast ignition. Moreover, as well as ra-
diotherapy, several industrial applications, related for example to material science
for material processing, characterization and irradiation and to the production of
isotopes for medical diagnostic techniques, require high average ion current, that
is high repetition rates.
Thus, great effort is being devoted worldwide to the enhancement of the accel-
eration performances in terms of maximum ion energy, control of ion spectral
and angular properties, efficiency and repetition rate of the acceleration process.
Different strategies have been adopted to this aim. A detailed insight of the laser–
ion acceleration physics in a variety of experimental conditions has been pursued
through both theoretical and numerical studies. Moreover, the development of
advanced laser systems and the realization of international mega–facilities, for
example in the frame of the Extreme Light Infrastructure (ELI) and Helmholtz
International Beamline for Extreme Fields (HIBEF) pan European projects, have
recently allowed the production of ultra–short laser pulses (10s fs) with super–high
intensity (above 1020 W/cm2) and power up to 10 PW, giving access to new laser–
plasma interaction regimes and acceleration mechanisms. Finally, a considerable
effort is being devoted to the development of advanced target configurations. This
approach exploits the peculiar properties of novel nano–engineered materials to
achieve an optimal control of the laser–matter interaction phase, and, as a con-
sequence, to increase laser–ions energy conversion efficiency, thus leading to an
enhancement of the acceleration performances, for example in terms of ion en-
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ergy and number of accelerated particles. In addition, the better target–coupling
achieved with advanced materials allows to achieve interesting acceleration per-
formances also in the moderate intensity regime, thus reducing the cost and the
complexity of the development of ultra–high power laser systems.

PhD thesis: motivations and goals

The main goal of my PhD thesis was to explore novel and enhanced ion acceler-
ation mechanisms through the design, production and employment of engineered
nanostructured targets. In this frame, the possibility of enhancing the efficiency of
the TNSA scheme, both in terms of number and maximum energy of accelerated
ions, by enhancing laser absorption and fast electron production through suitable
target design was investigated. Two target configurations were considered in this
thesis: foam–based and grating targets.
The most part of my PhD activities was devoted to investigate the possibility
of employing multilayer targets composed by a thin solid aluminium foil with a
low–density layer (carbon foam) on the directly illuminated target surface with
the aim of exploiting the enhanced laser absorption in ultra–low density materi-
als [10–12]. According to recent numerical studies [13, 14], in this configuration
the presence of a foam layer should lead to enhanced acceleration performances
provided that the film properties satisfy specific requirements. In particular, the
foam density should be around the so–called plasma critical density, above which
the propagation of laser radiation in the plasma produced by the pulse itself on the
target irradiated surface is forbidden in the low amplitude limit, where non–linear
and relativistic effects can be neglected. For plasmas in this density regime and
high intensity laser pulses, both volume and surface laser absorption mechanisms
can take place, as well as additional absorption phenomena, thus an enhancement
in the production of relativistically hot electrons should be expected for foam–
attached solid foils. For near–infrared laser pulses (0.8− 1µm) and fully ionized
carbon, the critical density corresponds to extremely low mass density values in
the 3− 6 mg/cm3 range.
Due to the extremely low density required for foam–attached targets, their produc-
tion and characterization are not straightforward and require advanced material
science techniques. Therefore, a crucial objective of this thesis work was the de-
velopment of suitable techniques for the production and the characterization of
foams–attached multilayer targets for laser–driven ion acceleration experiments
to be performed in external laser facilities. The approach proposed by Zani et
al. [15] for the production of carbon foams by Pulsed Laser Deposition (PLD)
was here further improved and optimized through an extensive study on the role
of process parameters such as the process duration, the deposition geometry and
the substrate rotational and translational movement, in order to achieve a reli-
able and reproducible process for the production of variable density carbon foams
(down to a few mg/cm3) in a wide thickness range (from a few µm to 100 µm),
with satisfactory substrate coverage and uniformity and good adhesion to a solid
substrate. Reproducibility was addressed for several deposition conditions to en-
hance the technique reliability. Issues related to the characterization of ultra–low
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density porous films were addressed and an innovative technique for thin film
density evaluation based on Energy Dispersive X–ray Spectroscopy (EDS) pro-
posed in [16] was further developed, validated for nanostructured thin films with
density ranging from the density of solid to a few mg/cm3 and a large variety of
compositions and morphologies and employed for carbon foam density evaluation.
Several procedural and theoretical aspects related to this technique were consid-
ered to enhance the technique reliability, to simplify the measurement procedures
and to adapt the technique to new measurement configurations.
The techniques developed for the production and characterization of low density
carbon films were exploited for the production of foam–based multilayer targets,
whose application in laser driven ion acceleration experiments was one of the main
objectives of this work. Two acceleration experiments on foam–attached targets
were performed in external laser facilities. A first experiment was performed at
the Laboratoire Interactions Dynamique et Lasers (LIDyL, France) to provide a
proof of concept of the acceleration performance enhancement of the foam–based
multilayer target configuration at moderate intensities (from 5 × 1016 W/cm2 to
5 × 1019 W/cm2). A second experiment was performed at the PW laser facility
of the Gwangju Institute of Science and Technology (GIST, South Korea) to in-
vestigate the effect of the target properties (i.e. foam thickness and density) and
the laser parameters (pulse intensity and polarization) on the acceleration mech-
anisms at high intensity (from 7× 1019 W/cm2 to about 5× 1020 W/cm2).
The goals of my PhD research activities on nanostructured targets for ion accel-
eration also included the participation to an experimental campaign, performed
at the LIDyL facility, on grating targets with periodically modulated rear surface.
This experiment was aimed at the investigation of the effect of the resonant exci-
tation of electromagnetic surface waves by ultra–intense laser pulses incident with
a resonance angle on a modulated surface with a periodic groove on the accelera-
tion mechanism.

PhD thesis: structure

Hereinafter a brief description of the thesis structure is provided.
The main body of the thesis is divided into three parts. Part I is dedicated to
the presentation of the basic concepts and the state of the art for laser–driven
ion acceleration, with particular attention to novel target designs, and advanced
techniques for the production and the characterization of low density materials.
Parts II and III correspond to the two principal activities of my PhD research. In
part II, the development of techniques for the production and characterization of
low density carbon foams is discussed. In part III, laser–driven ion acceleration
experiments performed on foam–attached and grating targets are illustrated. Fi-
nally, the main conclusions and the future perspectives of the research activities
performed in my PhD are discussed in Chapter 6.

Introduction
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Part I: Basic concepts and state of the art

Chapter 1: An introduction to laser–driven ion acceleration
In Chapter 1, a review of the basic physical aspects related to laser–driven
ion acceleration is provided, with particular attention to the laser–matter
interaction in the relativistic regime and to the associated laser–driven ac-
celeration mechanisms. The most interesting applications of laser–driven ion
sources are briefly illustrated along with issues related to the role of advanced
targets for enhanced acceleration regimes.

Chapter 2: Production and characterization of low density thin films
In Chapter 2, a general introduction to the techniques adopted during my
PhD activities for the production and the characterization of low–density
films is provided. More in particular, the main issues related to the produc-
tion of carbon foams by Pulsed Laser Deposition (PLD) and the application
of Energy Dispersive X–Ray Spectroscopy (EDS) to nanostructured film den-
sity evaluation are discussed, due to their relevance in my thesis work.

Part II: Carbon foam production and characterization

Chapter 3: Production of foam–based targets
In Chapter 3, advancements in the production of low density carbon foams
for multilayer targets are discussed with particular attention to the control
of foam properties (thickness, density and uniformity) and to process repro-
ducibility. Technical solutions adopted for the manufacturing, transport and
irradiation of foam based targets in acceleration experiments are illustrated
along with possible target configurations for the adoption of foam–based tar-
gets in high repetition rate experiments.

Chapter 4: Energy Dispersive X-ray Spectroscopy for thin film density
evaluation
In Chapter 4, an extensive experimental validation campaign on EDS based
methods for nanostructured film density evaluation is illustrated. The main
experimental issues to be considered to achieve reliable results are discussed
and a model for the X–ray generation distribution in depth for multilayer
samples is proposed. Novel measurement geometries allowing an extension
of the technique applicability to free–standing films and a simplification of
the data acquisition process are introduced.

Part III: Laser–driven ion acceleration experiments with advanced
targets

Chapter 5: Laser–driven ion acceleration experiments on advanced tar-
gets
In Chapter 5, the laser–driven ion acceleration experiments performed on ad-
vanced targets during my PhD activities are discussed: a proof of principle
experiment performed on foam–attached targets at moderate intensity at the
LIDyL facility (France); an extensive investigation performed at GIST (South
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Korea) on the role of foam–based target properties and laser parameters at
high intensity; an experimental study on the role of high field plasmonics in
the acceleration process with grating targets performed at the LIDyL facility.

Chapter 6: Conclusions and future perspectives
In Chapter 6, the main conclusions on my PhD research activities are drawn
and the future perspectives of this thesis work are illustrated.

Publications and presentations in international conferences

The original contents of this PhD thesis led to the publication of the following
peer–reviewed papers, ordered by year.

• M. Passoni, A. Zani, A. Sgattoni, D. Dellasega, A. Macchi, I. Prencipe, V.
Floquet, P. Martin, T. V. Lysekina and T. Ceccotti, Energetic ions at moder-
ate laser intensities using foam–based multi–layered targets. Plasma Physics
and Controlled Fusion, 56 045001

• I. Prencipe, D. Dellasega and M. Passoni, Advancements in the production
and characterization of carbon foams for laser driven ion acceleration. Jour-
nal of Physics: Conference Series (in press)

• I. Prencipe, D. Dellasega, A. Zani, D. Rizzo, M. Passoni, Energy dispersive
X–ray spectroscopy for nanostructured thin film density evaluation. Science
and Technology of Advanced Materials (in press)

• M. Passoni, I. Prencipe, D. Dellasega, A. Sgattoni, L. Fedeli, A. Macchi, I.
W. Choi, K. A., I. J. Kim, A. K. Janulewicz, H. W. Lee, J. H. Sung, S. K.
Lee, C. H. Nam, (in preparation)

I presented the results illustrated in this PhD thesis in several international
conferences, ordered by year.

• I. Prencipe, A. Zani, D. Dellasega, V. Russo, T. Ceccotti, V. Floquet, A.
Sgattoni, A. Macchi M. Passoni. Ultra–intense laser-driven ion acceleration
with multi-layered targets. 40th EPS Conference on Plasma Physics, Espoo,
Finland, 1–5 July 2013. Poster and Proceeding.

• I. Prencipe, A. Zani, D. Dellasega, V. Russo, T. Ceccotti, V. Floquet, A.
Sgattoni, A. Macchi M. Passoni. Ultra–intense laser-driven ion acceleration
with multi-layered targets. International School of Quantum Electronics,
54th Course: Atoms and Plasmas in Super–Intense Laser Fields, Erice, Italy,
21–31 July 2013. Poster.

• I. Prencipe, A. Zani, D. Dellasega, V. Russo, T. Ceccotti, V. Floquet, A.
Sgattoni, A. Macchi M. Passoni. Production of low–density targets for laser
driven ion acceleration. Targetry for laser–driven proton (ion) accelerator
sources, Garching, Germany, 9–11 October 2013. Oral Presentation.
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• I. Prencipe, D. Dellasega, M. Passoni, Production and characterization of
carbon foams for laser driven ion acceleration. 5th Target Fabrication Work-
shop, St. Andrews, United Kingdom, 6–11 July 2014. Oral Presentation.
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Basic concepts and state of the
art
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1
An introduction to laser–driven ion acceleration

In this chapter, an introduction to the fundamental concepts related to laser–
driven ion acceleration is presented. In Section 1.1, the main interaction
mechanisms between laser radiation and matter in the relativistic regime are

briefly illustrated. This is a crucial phase of the laser–driven ion acceleration
process and involves complex physical phenomena, such as the ionization of the
irradiated target, the consequent formation of a plasma and the absorption of
the incoming pulse energy by plasma electrons. In Section 1.2, the main laser–
driven ion acceleration mechanisms and the current applications of laser–driven
ion sources are illustrated, as well as the most interesting foreseen applications
requiring enhanced acceleration performances. Finally, in Section 1.3, some of the
most interesting advanced target configurations proposed so far in literature and
the target concepts considered in this thesis are described.

1.1 Interaction of ultra–intense laser pulses with matter

In the last 30 years, the advent of ultra–short pulse generators and solid state
amplifiers, as well as the introduction of the Chirped Pulse Amplification (CPA)
technique, has allowed to achieve the production of laser pulses with focused in-
tensities higher than 1018 W/cm2 also in relatively small–scale laser facilities [17].
This impressive advancement in laser technology and the consequent widespread
availability of ultra–intense laser systems made possible the investigation of laser–
plasma interaction in the relativistic regime and opened up new prospectives for
the application of laser science in many fields, among which plasma, nuclear and
high energy physics, material science, astrophysics and cosmology.
Between the 1960s and 1985, the development of ultra–high intensity laser systems
was damped by the impossibility of amplifying laser pulses in the picosecond and
femtosecond regime, due to unwanted non–linearities and optics damage caused
by the high intensity values in the amplifying materials. Thus, the production
of high intensity pulses (up to 1015 W/cm2) could only be achieved in expensive
large–size laser systems with low repetition rates using low energy density storage
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amplifiers (i.e. dyes and excimer amplifiers). In fact, in general, direct amplifi-
cation of ultra–short laser pulses is not possible in high energy density storage
materials such as solid state amplifiers. In these materials the high pulse in-
tensities (TW/cm2), corresponding to the high pulse fluence required for energy
extraction, are well above the material damage threshold (GW/cm2). In addition,
such high intensities can produce unwanted non–linearities as the distortion of the
laser wavefront or a filamentation of the laser beam [18].
The introduction of CPA in 1985 removed this bottleneck [19–21]. Instead of be-
ing directly amplified, in CPA systems the ultra–short pulse is stretched in time
by a 104 factor before the amplification stage by introducing a frequency chirp
onto the laser pulse with a dispersive grating. Then the stretched pulse is ampli-
fied in solid state amplifiers, avoiding super–high peak intensity and consequent
non–linear effects, and re–compressed to its original duration by the inverse dis-
persive process. The development of CPA allowed to increase immediately by a
105− 106 factor the intensity of pulses produced in existing facilities. However, it
became widespread only in the 1990s, when the advent of solid state active ma-
terials and new mode–locking techniques, such as the Kerr–lens mode–locking in
Ti:sapphire crystals [22], made possible the production of ultra–short laser pulses
with reliable, relatively simple and user–friendly laser systems also in small–scale
facilities.
In the most recent femtosecond petawatt–class laser systems, the introduction of
ultra–short pulse generators, solid state amplifiers and the Chirped Pulse Am-
plification (CPA) technique has allowed to achieve the production of laser pulses
with focused intensities up to 1021− 1022 W/cm2, suitable for the investigation of
relativistic interaction mechanisms between matter and electromagnetic radiation
in different intensity regimes.
The interaction of an ultra–intense laser pulse with a target is a crucial phase
of laser–driven ion acceleration and a very complex process, in which the domi-
nant effects depend on many factors, among which the intensity, frequency and
polarization of the incoming electromagnetic radiation, the spatial and temporal
quality of the laser pulse, the properties of the target material and the interaction
geometry (i.e. the incidence angle). An exhaustive dissertation on this topic is
beyond the purpose of this introduction and can be found in [23–26]. Hereinafter,
the main mechanisms of interaction between ultra–short ultra–intense laser pulses
and matter are illustrated to provide the tools for a better understanding of the
physical system considered in this thesis.
Since the intensity required for target ionization is generally in the 1012−1014 W/cm2

range, the first effect of the incidence of an ultra–intense laser pulse on a target
is the ionization of the illuminated surface and the formation of a plasma, whose
properties depend on both the laser parameters and the target properties. In
particular, the target ionization is due to fast electron collisions and to multi-
photon and field ionization processes, as the energy of a single photon is not
sufficient to produce direct ionization. In general, many factors (among which the
amplification of spontaneous emission in the laser oscillator and the incomplete
pulse recompression) contribute to the reduction of the pulse temporal quality
introducing prepulse radiation emission with duration from the picosecond to the
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nanosecond regime and intensity high enough to ionize the target surface (i.e 106

orders of magnitude lower than the main pulse). Thus, the main pulse interacts
with the non–uniform expanding plasma produced on the directly irradiated sur-
face of the target by the laser prepulse. Many techniques for the enhancement of
the pulse contrast ratio (the pulse peak to prepulse intensity ratio Ipulse/Iprepulse)
have been developed, allowing to produce pulses with good temporal quality (con-
trast up to 1012) [27]. In high contrast configuration, the target surface is ionized
by the main pulse in a few laser cycles, so that the rear part of the pulse interacts
with the plasma produced by the front of the pulse itself and the target superfi-
cial structure is preserved until the incidence of the main pulse. In this case, the
plasma has a sharp density gradient, since the plasma expansion can be neglected
on the ultra–short timescale of the pulse–target interaction.
However, for both high and low contrast configurations, the main pulse interacts
with a plasma, an ionized medium whose dynamics is dominated by collective
electromagnetic interactions, since each charged particle is strongly influenced by
an average field produced by all the other particles and, in addition, by external
electromagnetic fields, while the interactions between neighbouring particles are
less important than the autoconsistent electromagnetic field and can be consid-
ered as collisions. The optical response of a plasma is determined by the motion
of free electrons, while the response of ionic populations is affected by collective
plasma fields on longer characteristic timescales.
In the non–relativistic regime, the dispersion relation of a wave with frequency ω
and wave vector k in a plasma is k2c2 = (ωp − ω), where ωp = (4πe2ne/me)

1/2 is
the so–called plasma frequency (e elementary charge, ne number density of plasma
electrons and me electron mass). This represents a cut–off frequency for the prop-
agation of electromagnetic waves, since for ω < ωp the wave vector is not a real
number (k2 < 0) and the wave propagation is forbidden in the plasma. This is ev-
ident in the case of a plane wave E(r, t) = E0e

ik·r: for ω < ωp, the imaginary part
of the wave vector introduces a damping factor, e−kz, where z is the space coordi-
nate along the wave propagation direction. Thus the electric field is exponentially
evanescent on a characteristic length, so–called skin depth, L = c(ω2

p − ω2)1/2,
which represents the maximum penetration depth of the electromagnetic wave in
the plasma.
The cut–off condition ω < ωp can be also expressed in terms of the plasma electron
density ne and a cut–off density, so called critical density, can be defined as

nc =
meω

2

4πe2
. (1.1)

Thus, two distinct laser–matter interaction regimes exist depending on plasma
density:

ne > nc overdense–dense plasma, in which the propagation of electromagnetic
waves is forbidden;

ne < nc under–dense plasma, transparent for incoming electromagnetic waves.
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In addition, for ultra–intense radiation (I > 1018 W/cm2), a new critical density
definition is required to take into account relativistic effects:

nc = γ
meω

2

4πe2
, (1.2)

where γ = (1 − v2/c2)−1/2 is the well–known Lorentz factor. Since γ < 1, the
critical density decreases in the relativistic regime, thus the propagation of ultra–
intense laser radiation is actually allowed also in classically over–dense plasmas.
This effect is known as relativistic induced transparency. In addition, the physical
description of laser–plasma interaction is further complicated by a number of
strongly non–linear effects which arise in the relativistic regime.
The following paragraphs provide a brief introduction of the main laser–plasma
interaction mechanisms in the relativistic regime for both under–dense and over–
dense plasmas and for plasmas with density around the critical density, in the
so–called near–critical regime.

1.1.1 Under–dense regime

In the under–dense regime, typical of the interaction of an intense pulse on a gas
jet target, the propagation of an ultra–intense plasma is allowed, but it is strongly
affected by non–linear effects, such as the dependence of the plasma refractive in-
dex on the wave amplitude, which can generate a distortion in the pulse temporal
and spatial profile. For example, a pulse with a Gaussian intensity profile in the
transversal plane interacts with a medium whose refractive index is higher along
the pulse propagation axis, where the electromagnetic field intensity is maximum,
and decreases in the outer region. Thus, the plasma acts as a converging lens
for the laser pulse and a relativistic self–focusing occurs if this effect is dominant
with respect with the natural beam diffraction [28, 29]. For pulses with slightly
modulated wave amplitude in the transverse direction, this effect can result in a
beam filamentation [18].
In addition, a laser pulse, having a finite extension in both space and time, exerts
a so–called ponderomotive force on plasma charged species. The ponderomotive
force is a non–linear force acting on charged particles subject to an inhomogeneous
oscillating electromagnetic field, it scales as squared particle charge and inverse
particle mass, thus it mainly affects electrons, while its effect on ions is negligible.
The action of this force during the propagation of a laser pulse in an under–dense
plasma results in the expulsion of electrons from the high intensity region, leading
to a further enhancement of the refractive index along the laser beam axis and
producing a self–channeling effect which contributes to the pulse self–focusing.
The ponderomotive force plays a key role in the interaction between ultra–intense
laser radiation and under–dense plasma. As as the pulse propagates in the plasma,
the ponderomotive force due to the intensity time profile at the target front accel-
erates electrons in the laser propagation direction. Moreover, the ponderomotive
force produces an electron depleted region in the pulse wake, as sketched in Figure
1.1. As a consequence, the collective forces due to the charge separation produce
plasma oscillations known as wake waves [30, 31]. These are electrostatic waves
with ω = ωp, whose wavevector depends on the oscillation amplitude as well as
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1.1. Interaction of ultra–intense laser pulses with matter

Figure 1.1: Schematic view of the non–linear effect of the ponderomotive force ~fp on a plasma
slab: (a) unperturbed plasma before the interaction, (b) formation of the charge separation after
the interaction. From [16].

Figure 1.2: Schematic representation of the wakefield generation (a) (from the top) in the
weakly non linear case, for relativistic intensity and in the wavebreaking condition, from [16].
Sheet model simulation of electron density and electric field in the wake of a pulse propagating
in underdense plasma in the weekly non–linear (b) and relativistic case (c), from [26]

the wavelength and the phase velocity. The resonant ponderomotive excitation of
wake waves is most effective when the laser pulse duration is half the period of
the plasma oscillations, i.e. if the plasma oscillation wavelength is twice the laser
pulse length. In this frame, an additional effect can occur if the maximum value
of the electic field is higher than the so–called relativistic wavebreaking limit, also
known as the Akhiezer and Polovin limit [32]. As the wakefield approaches the
wavebreaking limit, the electric field acquires a sawtooth shape and the electron
density appears as a sequence of narrow peaks (Figure 1.2). When the limit is
reached, the periodic wave structure is lost and an effective energy transfer from
the pulse to plasma electrons occurs, leading to the production of high energy
electron bunches [33].

1.1.2 Over–dense regime

In general, the incidence of an ultra–intense pulse on a solid target produces an
over–dense plasma, whose density gradient at the vacuum–plasma interface is
strongly dependent on the interaction conditions. If the density gradient at the
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plasma boundary is steep, the propagation of electromagnetic waves is limited
to the skin layer and the energy transfer occurs at the vacuum–plasma interface,
while for gentle gradients the laser radiation can propagate until it reaches the
critical surface for which ne ' nc, thus the interaction occurs in the near–critical
region of the plasma. In both cases, the laser pulse incidence leads to the pro-
duction of high energy (hot) electrons which provide the most efficient energy
transport to the over–dense plasma region where the pulse propagation is forbid-
den.
The dominant interaction mechanisms leading to the production of hot electrons
in over–dense plasmas strongly depend on the intensity of the incoming laser
pulse. For non–relativistic intensity values, in the range between 1012 W/cm2

and 1017 W/cm2, the dominant processes are inverse Bremsstrahlung absorption
[23, 34] and resonance absorption [23]. This interaction regime is typical of the
first phase of the interaction, in which the prepulse or the pulse front interact
with the solid target.
Inverse Bremsstrahlung absorption is a collisional absorption mechanism: the en-
ergy transfer from the laser pulse to plasma electrons occurs in the collisions of
electrons with other plasma particles (ions). However, in general, the efficiency
of collisional processes decreases strongly with increasing intensity, thus efficient
energy absorption in the high intensity regime only occurs via collisionless mech-
anisms.
The necessary condition for an efficient transfer of pulse energy to plasma electrons
in collisionless mechanisms is the presence, along the density gradient direction,
of an oscillating component of the Lorentz force due to the incoming laser pulse,
the reflected radiation and the plasma self–generated electromagnetic fields

FL = −e(E +
1

c
v ×B) , (1.3)

with E electric field, B magnetic field and v velocity of the particle on which the
force is exerted. Since the direction of the electric and magnetic components of
the Lorentz force is determined by the pulse polarization, this property has an
important role in determining the dominant interaction mechanism. The pulse
polarization defines the direction of oscillation of the electric field vector in the
plane orthogonal to the propagation direction. If the electric field vector direction
is constant during the oscillation, the pulse has linear polarization. Depending on
the direction of oscillation of the electric field respect to the incidence plane (i.e.
the plane containing the wave vector and the target normal), two cases of interest
in the interaction of the ultra–intense laser pulses with an over–dense plasma: p–
polarization, when E is parallel to the incidence plane, and s–polarization, when
E is orthogonal to the incidence plane. In the case of a linearly polarized electro-
magnetic wave, the electric field vector can be decomposed into two components
oscillating in phase with the same amplitude. If, on the contrary, the two compo-
nents have π/2 a phase shift, the point of the resulting electric field describes a
circle in the transverse plane and the electromagnetic wave has circular polariza-
tion.
In the non–relativistic regime, the non–collisional absorption of an incident laser
pulse is due to resonant absorption. This mechanism is based on the production
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1.1. Interaction of ultra–intense laser pulses with matter

of plasma oscillations at frequency ω in the near–critical plasma region and on
the consequent efficient wave absorption and generation of relativistic electrons.
The production of density perturbations leading to the excitation of plasma elec-
trostatic modes is driven by the electric field component along the density gra-
dient direction, thus (for plane targets) oblique incidence and p–polarization are
required. However, for oblique incident waves, the reflection of the incoming
pulse takes place for n < nc and the electromagnetic field of the incident wave
is evanescent in the near–critical region, thus an optimal incidence angle exists.
Moreover, plasma density must be approximately constant over the oscillation
amplitude (gentle plasma density gradients) and the pulse intensity should not be
high enough to cause plasma oscillation breaking.
In the relativistic interaction regime (I > 1018 W/cm2), other absorption mecha-
nisms become dominant: vacuum heating, also known as Brunel effect or not–so–
resonant absorption [35], and relativistic J ×B heating [36].
In the vacuum heating model, the electrons are extracted from the plasma at the
vacuum–solid interface by the p component of the electric field and accelerated
to a velocity of the order of the oscillation velocity in the electric field in vacuum
eE/mω. After half an oscillation in the vacuum, the electrons re–enter the over–
dense plasma, where the electric field is evanescent. In this region electrons are
no more subject to the electric field, thus the energy transfer is not reversible.
Due to the oscillations of the driving force, hot electrons are produced in bunches
with frequency equal to the electromagnetic wave frequency. The efficiency of this
process is maximum for high laser intensity and sharp density gradients, typical
of plasmas produced by high contrast pulses, for which the interaction time scale
is too short for plasma hydrodynamic expansion. As in the case of resonant ab-
sorption, laser pulses with p–polarization and oblique incidence of the laser pulse
are required to have a non–null driving force for electron acceleration.
For s polarization or normal incidence the vacuum heating effect is strongly sup-
pressed and the relativistic J × B heating becomes dominant. In the relativistic
regime, the magnetic term of the Lorentz force drives non–linear electron oscilla-
tions along the density gradient. The electron acceleration mechanism is similar
to vacuum heating with a different driving force. In this case, the electron bunches
are produced with frequency 2ω, which is the dominant frequency of the magnetic
component of the Lorentz force.
Another effect which can contribute to the absorption of the incident laser radia-
tion is the excitation of surface electron waves, so–called surface plasmons, at the
steep surface of an over–dense plasma. Surface plasmons are fluctuations of the
electron density propagating along the interaction surface. These electron waves
are strongly localized at the vacuum–plasma interface: their electromagnetic field
is maximum at the surface and exponentially evanescent along the direction per-
pendicular to the target surface [26].
Resonant surface waves (with wavevector ksp) can be excited by a laser pulse
with frequency ω and wavevector k if the phase matching condition ky = ksp is
satisfied (where ky = k sin(θ) is the component of k in the plasma surface plane
and θ is the incidence angle). The dispersion relation of surface plasmons can
be calculated imposing boundary conditions for the electromagnetic field at the
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vacuum–plasma interface

k2
spc

2 =
1− ω2

p/ω
2

2− ω2
p/ω

2
. (1.4)

Thus, the condition for the wave propagation is 1 < ωp/ω <
√

(2), while for

ωp/
√

2 < ω < ωp ksp is imaginary and the wave propagation is forbidden. How-
ever, the upper branch describes the propagation of high frequency electromag-
netic waves in a plasma, thus only the branch with ω < ωp/

√
(2) is of interest for

plasmons. In the latter case, ksp > ω/c and the phase matching condition

ksp =
ω

c
sin(θ) (1.5)

has no solutions for ω < ωp, thus in principle it’s not possible to achieve a phase
matching between the incoming electromagnetic radiation and a surface plasmon
(since the plasmon phase velocity is lower than c). This limitation can be overcome
if surface nanostructures are introduced as pulse–plasmon couplers. In particular,
in presence of a periodic surface modulation the phase matching condition is
modified due to the surface periodicity and becomes

k(ω) sin θ = ksp(ω) + n
2π

d
, (1.6)

where d is the grating period and n is an integer number. For given grating
properties (i.e. period), equation (1.6) can be interpreted as a condition on the
pulse incidence angle: phase matching between the incoming pulse and the surface
plasmon can be achieved if the incidence angle is around the resonance angle θres
defined by the relation

sin(θres) +
λ

d
=

(
1− ne/nc
2− ne/nc

)1/2

, (1.7)

where λ is the wavelength of the incoming pulse. This theoretical description,
however, does not take into account the non–linear effects which become domi-
nant in the relativistic intensity regime: a detailed non–linear theory of surface
plasmons is not available. The results of a few numerical studies performed to
investigate relativistic surface plasmons on modulated surfaces (and their effect
on laser–driven ion acceleration processes) will be discussed in Section 1.3.3.

1.1.3 Near–critical regime

Near–critical plasma represents a boundary regime between under–dense plasma,
transparent for incoming laser radiation, and over–dense plasma, in which the
propagation of electromagnetic waves is forbidden, at least if non–linear and rel-
ativistic effects can be neglected. For near–infrared wavelength laser radiation
(∼ 1µm), the critical density corresponds to mass densities of a few mg/cm3, an
intermediate value between the density of solid and gas jet targets. The produc-
tion of porous targets in this density range (foams), however, is experimentally
challenging, thus the near–critical interaction regime has not been extensively in-
vestigated.
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The interest of this interaction regime is related to the high laser absorption
fraction and hot electron production efficiency characterizing near–critical plasma
[11, 12, 37]. This effect can be explained considering the efficiency scaling of ab-
sorption mechanisms in over–dense and under–dense plasma. In the latter regime,
the interaction volume is extended to the plasma region affected by the pulse
propagation and the laser–plasma energy transfer efficiency is enhanced for in-
creasing plasma density. This is the case, for example, of electrons accelerated via
wavebreaking, whose maximum energy scales as

√
ne. In the case of over–dense

plasma, the interaction volume thickness is given by the skin layer and scales as√
nc/ne. As a consequence, for decreasing density the interaction region in which

absorption mechanisms can occur is larger and the laser absorption is enhanced.
Hence, in both interaction regimes laser absorption and hot electron production
are favoured for plasma density values approaching the critical value. In addition,
in the boundary region, a superimposition of interaction mechanisms typical of
under–dense and over–dense plasma can take place. Thus, in near–critical plasma
an optimal coupling between the incoming laser pulse and plasma electrons can
be achieved.
The propagation of an ultra–intense pulse in the near–critical plasma can also
lead to the formation of structures, such as channels [38, 39] and magnetic vor-
tices [40–43], which can have an important role in laser–driven ion acceleration.
In particular, the formation of channel structures is mainly due to the action of
the ponderomotive force exerted by the propagating pulse on plasma electrons.
The ponderomotive force expels electrons from the maximum intensity region (i.e.
the region surrounding the pulse propagation axis) leaving a ionic channel. This
soliton structure is stable as long as the electrostatic force due to the charge sep-
aration balances the laser ponderomotive force. However, after a time interval
comparable with the typical ionic dynamics timescales, the ponderomotive force
produces bubbles of ion depletion in which oscillating electromagnetic fields are
trapped [39].
According to recent numerical and experimental studies on electron heating and

channel formation in the near–critical (and slightly over–critical) regime an en-
hancement of both the channel length and the electron momentum can be observed
as the target density approaches the critical density, as illustrated in Figures 1.3
and 1.4, respectively, [44]. In addition, PIC simulations showed an almost linear
dependence of the momentum of accelerated electrons and the channel length from
the pulse normalized vector potential (a0 = eA0/mec

2, where A0 is the amplitude
of the vector potential associated to the electromagnetic field) and a reduction in
the electron heating efficiency for out–of–plane polarization (i.e. s–polarization)
with respect to the case of p–polarized pulses, due to the lower laser absorption
at the channel surface.

1.2 Laser–driven ion sources

In general, laser–plasma interaction in the relativistic regime involves a number of
complex interrelated effects leading to the emission of secondary radiation, which
is strongly dependent on the properties of both target and laser pulse (see Figure
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Figure 1.3: Simulated electron density spatial distribution produced by a p–polarized laser pulse
(a0 = 6) channelling in plasmas with different density values. From [44].

1.5). As mentioned in the previous section, the incoming laser pulse interacts
directly with plasma electrons due to their low inertia leading to the production
of high energy electrons. In addition, the emission of X–rays is generally ob-
served due to a number of effects, among which bremstrahlung and de–excitation
of atoms and ions, and high–order optical harmonics can be generated due to
non–linear optic effects [45,46].
The emission of ions as secondary radiation was observed in several laser–plasma
interaction experiments performed in the 1980s and 1990s on different kinds of
targets, among which solid foils [47], gas jets [48,49] and clusters [50,51]. However,
laser–driven ion sources attracted little interest before 2000 due to the scarcely ap-
pealing properties of emitted ions, among which moderate energy (∼ 100 keV/nu-
cleon) and broad angular distribution.
In 2000, the observation of high energy ion beams with good collimation pro-
duced in the interaction of high intensity laser pulses and thin solid foils raised a
new interest in laser–driven ion sources both in fundamental research and in view
of possible applications [2–4]. In the last 15 years, an extraordinary number of

20



1.2. Laser–driven ion sources

Figure 1.4: Results of PIC simulations on pulse channelling in low density plasmas. (a)
Longitudinal momentum spectra of electrons for different density values with a0 = 6 and p–
polarization. (b) Corresponding average longitudinal and transverse momentum values plotted
as a function of plasma density. From [44].

Figure 1.5: Schematic representation of secondary radiation emission in the interaction of an
intense laser pulse with a solid foil. From [7].

numerical, theoretical and experimental studies have been performed to investi-
gate the physical mechanisms leading to ion emission, the role of the interaction
conditions and the possibility of achieving a better control of the properties of
accelerated ions.
Due to the long typical timescale of the ion response to external fields, the plasma
ions don’t interact directly with ultra–short pulses, but their dynamics is strongly
affected by slowly varying electromagnetic fields produced in the plasma by the
high energy electrons generated in laser–plasma interaction. The emission of ions
in laser–plasma interaction can be the result of different possible physical pro-
cesses. The expansion of the plasma produced on the target’s front surface, for
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Figure 1.6: Schematic representation of some of the possible ion acceleration mechanisms
produced by the interaction of an intense laser pulse with a thin solid foil. From [8].

example, leads to the almost isotropic emission of ions with relatively low energy
(plasma blowoff [52]). In addition, in the interaction of an ultra–intense pulse
with a solid target, the laser radiation pressure acting on both electrons and ions
at the front target surface can in specific conditions produce beams of accelerated
ions. Another possible ion emission mechanism is related to the formation of shock
waves due to the propagation of accelerated electrons in a target, together with
the laser ponderomotive force produced by a pulse propagating in low density tar-
gets. Moreover, hot electrons propagating in a target produces intense magnetic
fields which can affect strongly the dynamics of ions in a plasma. For thin targets,
hot electrons can reach the target rear surface and escape in vacuum producing
a charge separation and, as a consequence, an electric field acting on ions on the
rear target surface. Thus, due to the complexity of the laser–matter interaction
dynamics in the relativistic regime, different acceleration schemes can take place
depending on the properties of both target and pulse (sketched in Figure 1.6) and
on the interaction conditions and many effects should be taken into account in
the investigation of laser–driven ion sources.
In this section, the main laser–driven ion acceleration mechanisms are reviewed

(Subsection 1.2.1). In Subsection 1.2.2, some of the most interesting applications
of the technique are illustrated.

1.2.1 Acceleration mechanisms

Target Normal Sheath Acceleration

As mentioned before, in 2000 the observation of high energy ions collimated along
the target normal direction in the interaction of ultra–intense laser pulses with
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thin solid foils was reported in three independent papers [2–4]. In these exper-
iments, Al, Au and plastic (CH) targets with thickness in the 1-125 µm range
were irradiated with laser intensity from 3× 1018 W/cm2 to 3× 1020 W/cm2. The
predominant component of the accelerated ions detected in these experiments was
due to proton emission even for metallic targets with no hydrogen content, due
to the presence of hydrogen containing contaminants on the target surfaces, such
as hydrocarbons or water vapour [47]. Accelerated proton bunches containing
from 109 to 2 × 1013 protons were observed. Accelerated protons had broad en-
ergy spectra with a spectral cut–off at high energy. The maximum cut–off energy
achieved (58 MeV) was observed irradiating a 100 µm thick CH target with pulse
intensity 3× 1020 W/cm2 and normal incidence. The proton angular distribution
was peaked along the target normal (independently from the laser incidence an-
gle) and the beam divergence was lower for protons having higher energy.
These observations gave rise to a discussion about the mechanisms responsible
for the acceleration process and, in particular, about the region from which the
accelerated ions were emitted. According to E. L. Clark et al. [2] and Maksim-
chuk et al. [3], ions were produced at the front surface of the target, where the
laser–plasma interaction occurs, then the ions propagate through the solid foil
and escape the target from the rear surface. This hypothesis was rejected when
acceleration experiments performed by Snavely et al. [4] and Hatchett et al. [53]
on wedge targets showed that ions were emitted along the direction orthogonal
to the rear target surface, suggesting that ions were emitted from the rear target
surface.
In general, the experimental results mentioned before are not compatible with a
ponderomotive acceleration process at the target front surface for a number of
reasons [53]: ions are emitted along the rear target surface; the estimated size
of the ion emission region is much larger than the laser focal spot, the number
of contaminant protons in the focal spot area is much lower than the number of
protons detected in experiments (and the prepulse would blow them off before the
main pulse incidence).
On the contrary, the experimental results are compatible with the presence of a
sheath electrostatic accelerating field generated by relativistic electrons expand-
ing beyond the target rear surface. According to a simple electrostatic picture of
this process, proposed by S. P. Hatchett et al., only a small fraction of the hot
electrons produced in laser–plasma interaction can escape the Coulomb potential,
while the rest would propagate back and forth in the target while transversally
drifting. As a consequence, an electron sheath is formed at the target surfaces,
generating a charge separation on a space scale comparable with the Debye length

λD =

(
Te

4πe2ne

)1/2

, (1.8)

where Te is the electron temperature in MeV. A rough evaluation of the accelerat-
ing field produced by the electron sheath at the rear target surface was achieved
using a simple one–dimensional capacitor model

Eacc =
Te
eλD

. (1.9)
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Figure 1.7: Typical TNSA proton spectra (a) showing an exponential decrease and a sharp
cut–off, from [55], and (b) with a plateau superimposed to the exponential spectrum and a sharp
cut–off, from [56].

This electrostatic field corresponds to a few MeV/µm and acts on the ions at the
target rear surface for a few picoseconds. The accelerating field action is most
effective on protons adsorbed on the target surface as contaminants, due to their
low mass. On the contrary, the emission of accelerated ions from the front sur-
face is strongly inhibited by the plasma expansion, since the presence of a gentle
gradient in the ion density reduces the charge separation between target ions and
electron sheath at the vacuum–plasma interface. Many experimental results con-
firmed this picture: for example, Mackinnon et al. observed that the acceleration
process is strongly inhibited in presence of a preformed plasma on the rear sur-
face [54]. In 2001, S. C. Wilks et al. expanded this simple electrostatic picture
of the acceleration process and introduced the expression Target Normal Sheath
Acceleration (TNSA), currently used to indicate this acceleration scheme [5].
This simple picture is coherent with the main properties of accelerated ions. For
instance, the evolution of the electron sheath distribution during the acceleration
results in broad exponential ion energy spectra with a sharp cut–off. In a few
cases, the presence of a plateau can be observed due to the production of a two–
temperature electron population in the pulse–target interaction. Figure 1.7 shows
typical proton spectra for the two cases mentioned [55, 56]. In addition, the spa-
tial distribution of electron in the sheath at the rear target surface plays a crucial
role in the angular distribution of accelerated ions and the sharp cut–off observed
in the ion angular distribution is coherent with a Gaussian electron transverse
distribution. The properties of the electron sheath are strongly affected by the
electron transport in the target: while good collimation is observed for conductive
targets, in insulators the formation of electron filaments leads to proton density
inhomogeneities in the beam transversal direction [57]. The direct experimental
evidence of the Gaussian shape of the accelerating electron sheath was provided
by Romagnani et al. using TNSA produced protons as probe beam to study the
evolution of the system [58], as shown in Figure 1.8. Finally, the accelerated par-
ticles have a high degree of laminarity (i.e. a strong correlation between the point
in the surface where the particle is emitted and its angle of emission). The degree
of laminarity can be expressed in terms of transverse emittance [59]. This quan-
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Figure 1.8: Proton probing of the expanding sheath at the rear target surface of a thin solid
foil irradiated with an intense laser pulse: (a) experimental setup; (b)–(g) temporal series of
images produced by the deflection of TNSA probe protons; (h) deflectometry image (mesh placed
between the probe source and the sheath to measure proton deflection). From [58].

Figure 1.9: Transverse emittance evaluation: modulation in the proton distribution due to rear
target surface microstructuring, shown for (a) 7 MeV, (b) 9 MeV and (c) 10 MeV protons.
From [9].

tity describes the effective phase volume of the beam distribution, i.e the volume
of the ellipsoid enclosing the region occupied by the particle distribution in the
r− r′ space (where r is the distance from the beam propagation axis and r′ is the
angle between the single particle propagation direction and the beam axis). This
quantity has been evaluated, for example, by studying the projection of meshes
placed close to the target rear surface on the path of accelerated ions [60–62],
achieving transversal emittance values below 0.1π mm mrad . However, these
methods don’t allow to accurately reconstruct the transverse phase space because
the ion beam can be slightly deflected by the object and, in addition, ions don’t
propagate ballistically close to the target. A more accurate method for transverse
emittance evaluation exploits the modulation of the transverse distribution of ac-
celerated ions due to a suitable modulation of the rear target surface (see Figure
1.9) [9,63]. This modulation is superimposed to the divergence of the propagating
ion beam and allows to reconstruct the transverse phase space and to evaluate the
transverse emittance, which for protons up to 10 Mev is about 0.004 mm mrad,
two orders of magnitude better than values achieved for typical radio–frequency
accelerators. Moreover, results reported in [9] show that the proton transverse
emittance does not increase significantly if electrons propagating with the proton
beam are removed after 1 cm of beam propagation.
A large number of theoretical and numerical studies has been dedicated to the de-
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velopment of an appropriate model for TNSA, in order to achieve a deeper insight
into the acceleration process and to provide theoretically grounded scaling laws
for the properties of accelerated ions. In addition, large effort has been devoted
to experimental parametric investigations to better understand the effect of the
target and pulse properties on the acceleration process and to validate theoretical
models.
In general, analytical models for TNSA consider the production of hot electrons
as a boundary condition and focus mainly on the acceleration process taking place
at the rear surface, while Particle In Cell (PIC) simulations give a more complete
picture of both the laser–plasma interaction and the sheath acceleration phases.
TNSA is the result of phenomena which take place on very different timescales.
Thus, the whole process can be subdivided into three main phases. In the first,
hot electrons produced in laser–plasma interaction expand in the target and form
a sheath at the its rear surface. The characteristic timescale of electron dynamics
is 10−15 s. In this phase ions can be considered fixed, since their dynamics is
much slower (10−12 s). In the second phase, on the sub–ps timescale, light ions
present on the rear surface as contaminants begin to be affected by the sheath
electric field, which in this phase can be considered electrostatic as the first ac-
celerated protons don’t affect the electron sheath. In the third phase, in the ps
regime, the sheath field is reduced by the accelerated ions, the hot electron en-
ergy is progressively depleted and electron and target ions expand together as a
quasi–neutral plasma. Depending on the timescale considered in the description,
three possible classes of TNSA models have been proposed. Quasi–static mod-
els describe the acceleration process neglecting heavy ion dynamics: accelerated
ions are considered as probe charges which don’t affect the sheath field [64, 65].
These models describe the sub–picosecond acceleration phase and provide reliable
scaling laws for the maximum energy of accelerated ions. On longer timescales
quasi–static descriptions are no longer valid, since the dynamics of heavy ions
cannot be neglected. So–called fluid models describe the ion acceleration pro-
cess as the isotermal expansion of a of a quasi–neutral plasma [66, 67]. A third
class of models, the so–called hybrid models combine characteristics of fluid and
quasi–static descriptions [68,69]. These models refer to the same timescale of the
quasi–static models, for example by considering light ions as probe particles, but
they take into account the effect of accelerated ions on the electrostatic fields, for
example considering the isothermal expansion of heavy ions.
The effect of the laser parameters and target properties on the acceleration pro-
cess has been extensively studied and particular attention has been devoted to
the effect of the experimental configuration on the maximum energy of acceler-
ated protons and ions. Databases of published results have been used to infer
scaling laws for the maximum ion energy with pulse parameters [6,70]. According
to Borghesi et al. [6], different scaling laws can be achieved for maximum proton
energy as a function of laser irradiance (Iλ) considering in different pulse dura-
tion regimes: for τL > 100 fs, the maximum proton energy scales as (Iλ2)1/2 (even
though parametric measurements by Robson et al. [71] suggest a slower scaling),
while for ultra–short pulses (tens of fs) the maximum proton energy increases
linearly with laser irradiance, as shown in Figure 1.10. The systematic collection
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Figure 1.10: Maximum proton energy produced in the interaction of intense laser pulses with
solid foils. From [6].

Figure 1.11: Scaling of the maximum proton energy with the laser power for different interac-
tion conditions (for details see [75] and references therein). From [75].

of published experimental results has been often exploited to validate theoreti-
cal models [72–74]: Figure 1.11 shows the experimental scaling of the maximum
proton energy with laser power in different pulse duration regimes fitted using a
scaling of the quasi–static model proposed by Schreiber et al. [65]. The role of
the single scaling parameters in the acceleration process has been studied in ex-
perimental parametric studies [70,71,76,77]. These experiments are performed in
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Figure 1.12: Results of parametric studied: dependence of maximum proton energy on (a)
laser intensity (with constant pulse duration and varying pulse energy), from [71], and (b) pulse
duration (at fixed laser energy) from [76].

controlled conditions and the laser parameters are varied one at a time. In Figure
1.11, the scaling of maximum proton energy with the pulse energy at constant τL
is shown [75]. Conversely, Figure 1.12 represents the effect of the pulse duration
on maximum proton energy for constant pulse energy.

Moreover, the acceleration performances are also influenced by laser polariza-
tion, which strongly affect the laser–plasma interaction mechanisms (as seen in
Section 1.1.2). In general, linear p–polarization enhances the production of hot
electrons with respect to s–polarization, while circular polarization attenuates the
oscillating component of the ponderomotive force, resulting in a reduction of the
energy transfer from the incoming pulse to target electrons.
Finally, the target geometry, density and composition play a fundamental role in
the acceleration process. For example, the first parametric study on the effect of
target thickness on the electron dynamics and the formation of the electron sheath
in TNSA was performed in 2002 by Mackinnon et al. [55]: targets with thickness
in the 3–100 µm range were irradiated with 100 fs pulses with intensity above
1020 W/cm2. As a result an increase of maximum proton energy was observed for
thin targets, due to enhanced density of MeV electrons at the rear surface of thin
targets. The effect of targets properties on the TNSA process has been extensively
investigated [55,70,76] and will be discussed in detail in Section 1.3.

Other acceleration schemes

The TNSA scheme discussed in the previous subsection describes the dominant
ion acceleration mechanism driven by the incidence of ultra–intense laser pulses
on micrometric targets. However, TNSA can be suppressed in particular con-
ditions, for example if the production of hot electrons is inhibited, so that other
acceleration mechanisms become dominant. For example, for circular polarization
and normal incidence, the oscillating component of the v ×B force vanishes and
the generation of hot electron bunches at 2ω is suppressed. In this case, the only
effective acceleration mechanisms are related to the direct effect of the radiation
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Figure 1.13: One–dimensional sketch of the hole–boring RPA mechanism phases. From [79].

pressure, i.e. the pressure exerted by the incoming laser beam on a surface due to
the transfer of momentum to a non–trasparent medium, as an over–dense plasma.
The effect of radiation pressure becomes dominant with respect to TNSA also for
linearly polarized laser pulses with ultra–high intensity values (> 1022 W/cm2).
In these conditions, the steady component of the v × B force acts on the target
electrons pushing them inwards and leaving a depleted layer, thus the charge sep-
aration generates an electrostatic field which balances exactly the ponderomotive
force [78]. This effect can result in different acceleration mechanisms, depending
on the experimental conditions.
The so–called Hole Boring (HB) Radiation Pressure Acceleration (RPA) mecha-
nism takes place for targets much thicker than the skin layer [79]. In this case,
the radiation pressure produces a parabolic deformation and penetrates into the
target, resulting in the generation of an electrostatic field and, as a consequence,
to the acceleration of the ions in the compression layer. A simple one–dimensional
sketch of the process is shown in Figure 1.13. As the plasma surface recedes at
velocity vHB, ions are dragged by the field due to electron displacement and form
a sharp density spike. This leads to an hydrodynamic break of the electron equi-
librium and to the injection of a bunch of ions with velocity 2vHB in the solid.
This process is repeated as long as the laser pulse is on, leading to a pulsed ac-
celeration mechanism. The maximum energy per nucleon for accelerated ions can
be calculated by equating the radiation pressure and the plasma momentum flux

Emax = 2mpc
2 Π

1 + 2Π1/2
, (1.10)

where Π = I/ρc is the pistoning parameter [80]. Thus, the maximum energy
of ions produced via hole boring RPA can be enhanced by considering slightly
overcritical targets, while the process is not so effective for solid targets. Exper-
imental proof of this acceleration mechanism was provided by Palmer et al. [81],
who achieved protons with energy up to 1.2 MeV, narrow energy spread and en-
ergy scaling with I/ne using a H2 gas jet target and 10µm wavelength pulses with
∼ 6 × 1015 W/cm2 intensity and circular polarization. Experimental evidence of
hole boring acceleration in solid targets is less clear since the mechanism is much
less effective for high density plasma, but results compatible with a hole boring
RPA mechanism are reported in the literature [82–84].
In particular experimental conditions, the radiation pressure of an intense laser–
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Figure 1.14: Three–dimensional rendering of PIC simulation results for laser–driven ion ac-
celeration in the light sail regime. From [91].

pulse interacting with an over–dense target can act as a piston and drive collision-
less electrostatic shocks in the plasma, with propagation velocity vshock ' vHB.
The front of the shock wave can reflect target ions at 2vshock as the shock prop-
agates in the target bulk, leading to a volume acceleration mechanism known as
Collisionless Shock Acceleration (CSA) [85,86]. The condition for ion reflection by
the shock front is

√
a0 > ne/nc (a0 = eA0/mec

2 is the pulse normalized potential,
with A0 amplitude of the vector potential associated to the electromagnetic field).
In addition, the maximum ion energy is enhanced for decreasing target density,
thus the CSA mechanism is favoured for slightly over–dense targets. However,
this mechanism could be inhibited by circular polarization due to the existence
of a general condition on the Mach number (M = vHB/cs, where cs is the acous-
tic wave propagation velocity in the plasma) for the onset of electrostatic shocks
(M < 6.5) [87]. As a consequence, CSA is generally observed in combination with
TNSA, producing a plateau in the TNSA ion spectrum, as reported for example
by Zepf et al. [88].
If the target thickness is lower than the plasma skin layer, ions can be accelerated
through the so–called Light Sail (LS) RPA mechanism. In this case, the target
hole boring is complete, thus the target ions are accelerated as a whole before
the end of the laser pulse and can receive a further boost by radiation pressure
(see Figure 1.14). A rough scaling for ion energy in the light sail regime can be
achieved by describing the process as the acceleration of a flat perfectly reflecting
mirror by the radiation pressure of a planar wave [89,90]

E = mpc
2 F2

2(F + 1)
(1.11)

where F is the total laser fluence. The light sail acceleration mechanism is char-
acterized by high laser–ion beam conversion efficiency and by the possibility of
reaching very high ion energy. PIC simulations performed by Esirkepov et al. [91]
for extremely high intensity values (> 1023 W/cm2) and proton slab target with
thickness ∼ λ and density 49nc show a good agreement with the simple light sail
model. According to simulation results, the target ions are coherently accelerated
as a whole to energies around 1.5 GeV.
However, the intensity regime simulated by Esirkepov et al. are not experimen-
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tally achievable with current laser systems, thus the experimental evidence of the
light sail regime has been achieved by exploiting circularly polarized laser pulses,
which allowed an optimum coupling between laser pulse and ultra–thin targets
and the production of narrow ion spectra [92–94]. Other experimental results
compatible with the light sail acceleration scheme can be found in literature: Kar
et al. reported the observation of narrow energy spectra for light ions, with peak
energies up to 10 MeV/nucleon scaling as squared pulse fluence in high contrast
experiments with 800 fs 3× 1020 W/cm2 pulses and 100 nm metallic targets [95];
Henig et al. reported the observation of strong electron heating suppression and
of a broad peak around 30 MeV in the experimental energy spectrum of C6+ ions
produced with circularly polarized 45 fs, 5×1019 W/cm2 pulses on a few nm DLC
foils in ultra–high contrast configuration, while effective electron heating and typi-
cal TNSA spectra had been observed for linearly polarized pulses in the very same
experimental conditions [96]. In general, according to PIC simulations [91,97], the
effect of radiation pressure becomes competitive with TNSA for intensity above
1022 also for linear polarization. However, as mentioned before, this Radiation
Pressure Dominant (RPD) regime is not experimental available. Moreover, ac-
cording to theoretical studies, a number of non–linear effects must be taken into
account, such as for example Rayleigh–Taylor like instabilities of the target [98]
and the effects of radiation friction [99].
The light sail acceleration regime requires non–transparent ultra–thin targets to
achieve an effective transfer of momentum from the incoming electromagnetic ra-
diation to the target ions. Thus, the onset of a relativistic transparency regime
for high intensities limits the laser amplitude for which light sail RPA can be
observed. In this case, the effective volumetric heating of the target electrons pro-
duces stronger electrostatic fields, resulting in a more efficient ion acceleration if
the relativistic transparency onset occurs in correspondence with the pulse peak,
as reported for example by Henig et al. for C6+ ions accelerated by irradiating
10–50 nm thick foils with 700 fs 7−9×1019 W/cm2 pulses [100]. According to Yin
et al., the acceleration mechanism observed in this case involves an early TNSA
stage and an enhanced TNSA stage, in which all the target electrons are converted
into hot electrons. A third stage, so–called Break Out Afterburner (BOA), follows
in which the relativistic transparency onset allows the pulse penetration to the
rear target surface and the production of a forward directed electron beam (see
Figure 1.15. The acceleration process is due to the a relativistic Buneman insta-
bility that rapidly converts the electron energy into ion energy [101]. The BOA
mechanism is believed to be responsible for the observation of 160 MeV protons
from sub–micrometric CH2 foils irradiated with 550 fs pulses with intensity up to
2 × 1021 W/cm2 reported by Heghelich and Jung et al. [102]. This is the highest
proton energy ever reached by laser–driven ion acceleration, being about three
times the previous proton energy record achieved for laser–driven proton sources,
and falls in range of proton energies required for cancer hadrontherapy.
The last acceleration mechanism considered in this section is the so–called mag-
netic vortex acceleration. This process can occur when an intense laser pulse
interacts with a near–critical target forming a channel due to relativistic self–
focusing. The vortical motion of electrons due to the acceleration of electrons
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Figure 1.15: Simulated electron density during the break–our afterburner phase of laser–driven
ion acceleration with ultra–thin foils (initial position x = 5µm). From [101].

Figure 1.16: Schematic view of the magnetic vortex acceleration mechanism. From [11].

in the channel and to the background electrons flow compensating the hot elec-
tron propagation produces a toroidal quasi–static magnetic field with magnitude
exceeding 100 MG (see Figure 1.16). In general, for gentle density gradients,
magnetic vortices with a lifetime comparable with the characteristic timescale of
ion response (sub–ps) propagate along the channel axis direction. The expulsion
of electrons from the magnetized regions due to magnetic pressure results in the
production of positively charged regions and an electrostatic sheath in front of
the rear target surface. This long–living charge separation leads to the emission
of collimated ion beams in the ion filament near the channel axis [11, 13].
In Figures 1.17 and 1.18, a summary of laser–driven acceleration mechanisms is
provided and the pulse property ranges and laser–matter interaction regimes in
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Figure 1.17: Summary of possible laser–driven acceleration mechanisms in different laser–
matter interaction conditions in the (intensity,pulse duration) plane. From [7].

which each mechanism is dominant are highlighted. Due to the complexity of
laser–matter interaction in the relativistic regime, it is not possible to draw sharp
boundaries between different acceleration regimes: the transition between differ-
ent acceleration mechanisms is gradual, thus many effects can contribute to the
acceleration process.

1.2.2 Applications

The possibility of inducing nuclear reactions and the sensitivity to density gra-
dients and electromagnetic fields make accelerated ions, and especially protons,
very interesting in view of possible applications. In particular, one of the most
relevant features of proton and ion beams is the highly localized energy deposition
in materials, due to the peculiarity of their interaction with dense matter. While
other kinds of radiation such as electrons, X and γ rays release their energy grad-
ually as they propagate in a medium, the profile of energy deposition for proton
and carbon ions shows that these particles release most of their energy in a local-
ized region at the end of their path, in the so called Bragg peak [103, 104]. This
difference is evident from Figure 1.19, in which the relative dose (i.e the energy
absorbed per unit mass) released in matter by protons, carbon ions, electrons and
ionizing electromagnetic radiation (X and γ rays) is plotted as a function of the
travelled depth. The presence of a sharp peak at the end of the absorbed dose
curve of hadrons is related to the Coulomb collisions which cause most of the
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Figure 1.18: Summary of possible laser–driven acceleration mechanisms in different laser–
matter interaction conditions in the (intensity,areal density) plane. From [7].

Figure 1.19: Example of the energy deposition profile for protons and carbon ions in water,
compared to those of X–rays, γ rays and electrons. From [103].

energy loss and whose cross section is strongly increased for low energy. There-
fore due to their energy release profile, protons and other ions are very appealing
for applications in which highly localized and/or tunable energy deposition is re-
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quired.
As a consequence, one of the main reasons of the great interest raised by laser–
driven ion acceleration is the possibility of producing ps collimated bunches of
ions, containing 1011 to 1012 ions per bunch, with energy of several 10s MeV and
extremely low emittance, with a relatively compact and cheap experimental ap-
paratus [2–4].
One of the most interesting current applications of laser–driven ion sources is pro-
ton probing. Collimated proton bunches are particularly suitable as probe beams
for material characterization and plasma diagnostics, thanks to their high sensitiv-
ity to areal density variations (affecting the proton distribution in the transverse
plane due to differential absorption and scattering) and to electric and magnetic
fields (deflecting charged particles during their propagation). The high degree
of laminarity and small emittance allow to resolve details with spatial dimension
down to a few µm. In addition, being emitted from a point–like source with a char-
acteristic divergence, laser–driven ion sources provide intrinsically a magnification
factor that depends on the probing geometry. The ps duration of proton bunches
allows to investigate fast dynamical phenomena with good time resolution and the
characteristic energy dispersion of TNSA protons provides intrinsic multi–frame
capabilities, since protons with different energies reach the object under analysis
at different times. Thus, if the proton signal is collected with a radiochromic film
stack recording for each film layer the signal due to protons with energy in a given
range, the layers directly provide a description of the probed system at different
times. This approach allows to span time intervals up to 100 ps and was employed,
for example, by Romagnani et al [58] to detect the structure of the accelerating
sheath field produced by hot electrons in TNSA (see Figure 1.8). In general, the
interpretation of proton probing results are supported by iterative particle tracing
codes simulating the propagation of protons through space and time dependent
systems.
Proton probing can be exploited to detect density variations: in this case it is
referred to as proton radiography. This technique has an interesting possible ap-
plication in Inertial Confinement Fusion (ICF), even though 50–100 MeV would
be required to probe actual compressed ICF targets, and has been tested in a
preliminary study of the compression of empty CH spherical shells induced by
several low intensity (1013 W/cm2) laser beams [105] shown in figure 1.20.

Laser–driven proton probing paved the way for a completely new diagnostics
for fast dynamics in plasmas, which had previously been prevented by the high
costs, technical difficulties and poor temporal resolution of conventional acceler-
ated particle sources. Two approaches have been adopted so far to apply proton
probing to the investigation of plasma fields: proton imaging, based simply on the
backlighting projection of the sample, and proton deflectometry, in which a mesh
is introduced between the beam source and the plasma to be probed to divide the
beam itself into beamlets and detect the deflection of single beamlets. In Figure
1.21 an example of proton imaging application is reported: proton imaging allows
to observe the formation of a channel in the interaction of an intense laser pulse
with an under–dense plasma, the filamentation of the propagating laser beam
and the channel wall modulations [106]. Figure 1.22 shows an example of proton
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Figure 1.20: 7 MeV proton radiographs of (a) undriven shell with diameter 500 µm and wall
thickness 7 µm; (b) highly asymmetric implosion due to bad synchronization of the laser pulses;
(c) compressed microballoon with 500 µm diameter and 3 µm thick wall. From [105].

Figure 1.21: Sequence of proton probing images showing the formation of a channel into a CH
plasma plume with peak density 0.05nc (left). On the right a blowup of an image is shown, with
an inset illustrating a region of the channel wall. From [106].

deflectometry applied to the study of magnetic fields produced in the interaction
between a long (ns) pulse with moderate intensity (1015 W/cm2) and a 6 µm–thick
Al foil [107]. A tracing code was employed to support the deflectogram interpreta-
tion: the inversion of the deflection pattern observed for proton beams incoming
from the two sides of the foil was attributed to the presence of a toroidal magnetic
field.

A second application of laser–driven ion sources, requiring single bunches of
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Figure 1.22: Proton deflectometry of magnetic fields in laser–irradiated 6 µm–thick Al foils (ns
pulse, 1015 W/cm3): probing deflectrograms with proton beam entering from the non–irradiated
(a) and from the irradiated side (c); corresponding simulated proton transverse distributions
(b),(d). From [107].

ions with short duration and high energy flux, is proton heating and in particular
isochoric heating. This is the heating of a material to high–temperature plasma
states while keeping its volume constant, to produce so–called Warm Dense Mat-
ter (WDM) states, characterized by density between 0.01 g/cm3 and 100 g/cm3

and temperatures of a few eV (up to 100 eV) and of high interest for fundamental
physics, but also for planetary and stellar astrophysics and material studies [108].
A desirable condition in studying the fundamental properties of WDM is the uni-
form heating of large volumes, which makes WDM properties easier to diagnose
and prevents the formation of strong gradients in the sample. Therefore, heating
should occur on very short timescale, before the hydrodynamic expansion of the
heated sample. The application of ultrashort–pulse proton beams to isochoric
heating was demonstrated for the first time by Patel et al. [109]. Here, 10 µm–
thick Al foils were heated to 4 eV and 20 eV at solid density on a few ps timescale
by protons produced in the interaction of an incoming laser pulse and a flat or
hemispherical target, respectively. The experimental configuration adopted in this
study and the resulting target heating detected via time and space resolved rear
surface emission are reported in figure 1.23. It is worth noticing how the adoption
of an hemispherical target allowed to produce a focused proton beam and, as a
consequence, to heat a reduced sample area to higher temperatures.

Besides being currently exploited for proton probing and warm dense matter
studies, laser–driven ion sources are appealing for a number of possible applica-
tions requiring an enhancement of acceleration performances in terms of acceler-
ated charge (i.e. average ion current), cut–off energy or spectral properties. The
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Figure 1.23: Experimental setup for isochoric heating of Al foils in the flat and hemispherical
geometries (a). Corresponding streak camera images showing time and space resolved thermal
emission at 570 nm from the rear side of the heated foils (b). From [109].

possibility of achieving high average ion currents is related to the availability of
high repetition rate lasers and target positioning systems, thus mainly techno-
logical issues need to be solved for the effective application of laser–driven ion
sources. The maximum repetition rate of laser systems, at present, is usually
around 10 Hz, while several kHz would be required to achieve an average current
comparable to radiofrequency–wave based accelerators. If such repetition rates
were available, laser–driven proton beams could be exploited, for instance, to in-
duce nuclear reactions (for example for the production of specific radioisotopes),
to test components simulating extreme environments or for material processing
and characterization. On the other hand, applications requiring also enhanced
maximum ion energy or monochromatic ion beams demand the development of
enhanced or novel acceleration schemes. This is the case of fast ignition of targets
for inertial fusion or oncological hadrontherapy.
Protons with energy of 10s MeV can be exploited to induce nuclear reactions
with the aim of producing short lived radioisotopes for nuclear medical diagnostic
techniques, as Positron Emission Tomography, PET, (18F, 11C, 82Rb or 68Ga) and
scintigraphy (99Tc). The main requirements to successfully employ laser–driven
proton sources for the production of radioisotopes are the possibility of achiev-
ing an appropriate proton yield per unit time and proton energy at least above
the reaction threshold (or better around the reaction maximum cross section) to
produce activities of ∼ 1 GBq. For example, the most widespread compound for
PET diagnostics, 18F, is produced exploiting the 18O(p, n)18F reaction, whose en-
ergy threshold is 2.4 MeV and has maximum cross section around 5 MeV. Many
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hospitals are equipped with their own cyclotrons for the production of radioiso-
topes for medical diagnostics. These machines have diameters of a few meters
and deliver 100s µA currents of 10–30 MeV protons. The main drawbacks of
hospital cyclotrons, besides the large size and relevant costs, are radioprotection
issues, and in particular the activation of structural materials (especially around
the target) and the requirement of an appropriate shielding. Feasibility studies
demonstrated the possibility of applying laser–driven ion sources to the production
of radioisotopes for both relatively long and energetic pulses (100 J, 1 ps) [110]
and short, tight focused pulses with lower energy (30 fs) [111]. The repetition
rate requirements calculated extrapolating the results of these proof–of–concept
investigations are 10 Hz for 1ps pulses and 1 kHz for 30 fs pulses.
A number of possible applications of laser–driven ion sources (also on industrial
scale) have been proposed for material irradiation for processing, characterization
and testing.
One of the possible industrial applications of laser–driven ion sources is ion im-
plantation. Since laser driven ion acceleration can provide high charge states
(resulting in deeper ion implantation), many kinds of ion species and the ion
source can easily be positively biased. The feasibility study of laser–driven ion
implantation was performed by Torrisi et al. [112]. According to this study, how-
ever, the average current values achieved with laser–driven ion acceleration are
still too low: to achieve the required fluence (1013 − 1017 ions/cm2) for protons
with average energy ∼0.5 MeV, 0.1 J pulses with repetition rate 1 kHz would
be required for a process duration of 17 minutes, provided an energy conversion
efficiency from laser radiation to ions around 10%.
The possibility of exploiting proton beams for the production of radioactive iso-
topes, for example, can be applied to the evaluation of the wear or consumption
of machine components through the activation of elements as Fe, Ti or Cr in a
thin surface layer of the component to be tested. The variation of the surface ac-
tivity due to usage allows to assess the amount of material lost by the component.
This technique is known as Thin Layer Activation (TLA). Ogura et al studied the
feasibility of TLA of boron nitride with proton bunches accelerated in the interac-
tion of 30 fs 1 J pulses with a polymide tape target [113]. The reaction exploited
for boron activation (11B(p, n)11C) had threshold around 2.76 MeV. The activity
achieved in 60 shots was evaluated from the annihilation of positron produced by
decaying 11C isotopes and was around 11 Bq. The activation achievable in 10
minutes with 1.7 J 34 fs pulses at repetition rate around 10 Hz, extrapolated from
these results, would be sufficiently high for typical TLA application.
In addition, laser–driven ion sources can be employed to investigate radiation
damage in materials. This possibility is of particular interest to test components
for fission nuclear reactors, nuclear fusion machines or spacecrafts by simulating
the environment in which they should operate. Low energy laser–driven protons
(< 1 MeV) with broad spectrum emitted with X–rays and electrons in the MeV
range can also be extremely interesting to test the damage induced by cosmic
radiation in solar cells, provided that an accurate characterization of laser–driven
radiation emission is available.
The interaction of laser–driven accelerated ions with matter can be exploited to
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perform nuclear physics experiments in laser facilities. For example, McKenna et
al. investigated the production of compound nuclei in the interaction of high Z
accelerated ions with matter and their de–excitation through the evaporation of
protons, nucleons and α particles [114–116]. Moreover, laser–driven proton beams
with broad energy spectrum can simulate the secondary radiation produced by
spallation reactions due to the incidence of high energy protons (1 GeV) with thick
high Z materials: in this kind of system, 10s MeV protons and neutrons produced
in the intranuclear cascade and through evaporation lead to the production of
residual nuclides through secondary reactions [117]. However, the application of
laser–generated ions to particle physics would require a significant enhancement
in the energy of accelerated particles, since energies ∼ 1 GeV/nucleon would be
required to reach a relativistic regime. The production of pions by high energy pro-
tons beams accelerated by ultra–high intensity pulses (> 1021 W/cm2) could allow
to achieve pion fluxes much higher than those achieved with other techniques [118].
Protons accelerated by pulses with intensity around 1023 W/cm2 could produce
pulses of 20 MeV muon neutrinos [119]. A more foreseeable application is the pro-
duction of neutron beams in the interaction of laser–driven protons and secondary
targets [120]. The possibility of achieving laser–driven neutron sources has great
applicative potential and several advantages with respect to neutrons produced in
conventional acceleration facilities or extracted from nuclear reactors due to the
short bunch duration, high brightness, but also in terms of compactness and costs
of the experimental apparatus.
An interesting and widely investigated application of laser–driven proton or ion
bunches is the fast ignition of nuclear fusion targets [118, 121]. The conventional
approach for energy production by nuclear fusion in the inertial confinement ap-
proach is based on the implosion of a pellet of thermonuclear fuel, composed by
a deuterium–tritium mixture [122]. The compression, driven by ns laser pulses,
produces a core plasma with suitable density and temperature conditions to have
nuclear fusion reactions (ignition) between deuterium and tritium nuclei in a cen-
tral hot spot of the fuel pellet. However, an extremely high degree of symmetry is
required to achieve ignition and the process is strongly quenched by hydrodynamic
instabilities. The fast ignition scheme allows to relax the requirements on system
symmetry by separating the compression and ignition stages: the ignition is in-
duced in the compressed pellet by an external trigger [123]. The highly localized
energy deposition of heavy charged particles (see Figure 1.19), the low emittance
and the beam focusability make laser–driven protons particularly suitable as fast
ignition triggers in the fast ignition scheme [121]. According to detailed calcula-
tions performed by Atzeni, Temporal and Honrubia [124,125], the quasi–thermal
energy distribution of TNSA protons could favour energy deposition in the com-
pressed fuel pellet, since the heating produced by higher energy protons leads to
an enhancement of the energy deposition of lower energy protons, reaching the
hot spot with some delay. On the basis of these simulations, the energy required
to trigger the ignition process could be reduced by decreasing the distance be-
tween the proton source and the fuel pellet, provided that the target is suitably
shielded to prevent damage and preheating due to external radiation. An ex-
ample of target configuration adopted to investigate TNSA–based fast ignition is
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Figure 1.24: Concept of proton–driven fast ignition in the TNSA–based fast ignition of inertial
fusion targets. From [126].

reported in Figure 1.24 [126]. The possibility of using ions with Z > 1 has been
widely studied due to the higher stopping power of heavier ions with respect to
protons [118]. In this case narrow energy spectra would be required to reduce
the ignition threshold, thus ions accelerated via RPA or BOA would be more
suitable than quasi–thermal beams produced by TNSA and the condition on the
source–pellet distance would be removed. According to calculations performed by
Honrubia et al. the conditions for fast ignition for beam of C ions are 400–500
MeV/nucleon and δE/E < 0.2 [127].
The localized energy deposition of protons and ions characterized by the Bragg
peak makes heavy charged particles particularly suitable for oncological radio-
therapy, since the peculiar shape of the hadron energy deposition profile in matter
allows to irradiate tumour tissues and to prevent radiation damage in surround-
ing healthy tissues. Oncological hadrontherapy is based on the extremely precise
irradiation of the tumour region both in the transverse plane and in the longitudi-
nal direction, by properly tuning ion energy distribution to spread out the Bragg
peak. The high ballistic precision of hadrontherapy makes it particularly suitable
for tumours which couldn’t be surgically removed or are located in proximity of
vital organs (such as for example eye cancer). At present, hadrontherapy is com-
monly employed in several facilities equipped with synchrotrons, cyclotrons or
linac accelerators and with suitable beam delivery systems, including large, mas-
sive and costly gantries (magnetic steering systems employed for multidirectional
irradiation). In this frame, laser–driven ion acceleration systems could offer sev-
eral advantages, in terms of compactness, costs, minimization of ion beam delivery
issues [128, 129]. However, the energy required for therapy (60–250 MeV for pro-
tons, up to 400 MeV/nucleon for C+), the narrow energy spectrum (δE/E < 10−2),
the average current (10 nA for protons, 1.2 for C+) and the high reliability level
required for medical application demand a significant enhancement of the accel-
eration performances achieved so far for laser–driven ion sources [130]. Several
studies have been performed to design possible ion delivery systems [131], to obtain
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Figure 1.25: Proton emission from a wedge target (dose contour plot): the presence of two
separate spots provides experimental evidence that the ions are emitted from the rear target
surfaces. From [4].

suitable energy spectra distributions from the typical TNSA spectra [132] and to
investigate the peculiar biological effects of pulsed, ultra–short proton beams [133]
also in unexplored non–linear regimes of radiobiology [134].

1.3 Advanced target configurations

As mentioned in the previous section, the properties of accelerated protons and
ions in the interaction of ultra–intense ultra–short laser pulses with matter are
strongly dependent on the experimental conditions, i.e. on the pulse parameters
and the target properties. In particular, the effect of target properties on acceler-
ation mechanisms has been extensively studied in literature, especially as regards
TNSA, to achieve a deeper insight in the physics of laser–driven ion acceleration
and to tailor the properties of accelerated ions for applications. A peculiar target
configuration was exploited in the first studies on TNSA to identify the ion emis-
sion region: wedge targets provided evidence that the emission of accelerated ions
in the direction orthogonal to the rear target surface (Figure 1.25). Moreover, en-
gineered targets with microgrooves on the rear target surface were used to achieve
a precise evaluation of the TNSA proton beam transverse emittance through the
observation of the transverse distribution of accelerated ions [9], as shown in Fig-
ure 1.9.
In general, the design of advanced targets is a promising strategy to optimize the
laser–matter interaction phase, to select a particular acceleration scheme and to
control the properties of accelerated ions. In this frame, many possible target
configurations have been proposed to tailor the performances of laser–driven ion
acceleration and in particular of TNSA, which is the most frequently observed
acceleration mechanism in presently available experimental conditions. A few
examples of target configurations proposed in literature to tailor TNSA perfor-
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Figure 1.26: Hemicylindrical targets for ion focusing. Experimental proton beam profiles for a
reference flat foil (a) and an hemicylindrical target (b) for two different energies and sketch of
the proton beam longitudinal envelope and observed beam transverse profiles at different planes
for flat foil (c) and hemicylindrical targets (d). From [135].

mances are illustrated in Subsection 1.3.1). In Subsections 1.3.2 and 1.3.3, two
microstructured target configurations considered in my PhD thesis are described,
namely foam–attached targets, exploiting the enhanced laser absorption in near–
critical plasma, and grating targets, enhancing laser energy absorption through
the resonant excitation of plasmonic surface waves.

1.3.1 State of the art

A number of different target configurations have been proposed so far to tailor
the properties of laser–driven ion sources, especially TNSA, in view of specific
applications. The possibility of enhancing the beam spatial quality, to achieve
monoenergetic ion beams, to enhance the cut–off energy and the number of ac-
celerated ions have been widely investigated.
The spatial quality of accelerated ion beams, for example, can be tailored exploit-
ing the structure of the rear target surface, as in the case of the above mentioned
wedge targets [4] and targets with modulated rear surface [9]. In 2001, Wilks
et al. performed PIC simulations on an ion lens configuration showing that thin
solid targets with bent rear surface should allow to focus accelerated ions to a
point [5]. This target configuration was experimentally investigated by Kar et
al. [135] using thick hemicylindrical targets with 250 µm thickness and 350 µm
radius of curvature. As a result, the proton beam was focused at ∼ 1 mm from
the rear target surface, as shown in Figure 1.26. In 2012 Bartal et al. proposed a
more complex target configuration, in which an hemispherical target was coupled
with a conic structure to achieve a compact proton focusing device [136].

The design of innovative targets can be also exploited to manipulate the spec-
trum of accelerated ions achieving, for example, narrow energy peaks. In 2002,
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Figure 1.27: Sketch of laser–driven acceleration of protons from the rear side of a structured
target with PMMA micro–dots. From [138].

Esirkepov et al. proposed double–layer targets composed by a high Z layer on the
front side (i.e. a metallic foil) and a low Z thin coating on the non illuminated
side (i.e. a hydrogenous coating) with transverse size lower than the laser focal
spot area [137]. This configuration was experimentally tested in 2006 by Schwo-
erer et al. using 5 µm thick Ti foils with PMMA (poly-methyl methacrilate) dots
(thickness ∼ 0.5µm, transverse size 20 µm × 20 µm) [138]. This target design,
shown in Figure 1.27, allowed to produce of proton bunches with narrow energy
spectrum, since the presence of a small hydrogen rich dot on the rear surface
enhanced the proton yield in the central part of the electron sheath at the rear
target surface, where an approximately homogeneous accelerating field was ex-
pected. Moreover, the number of protons present in the dot was not sufficient to
significantly reduce the accelerating field, thus the accelerating field was almost
the same for all the emitted protons. Another strategy proposed to achieve better
ion spectrum quality was based on the removal of hydrogen contaminants from
the target surface and the formation of an ultra–thin graphite layer by catalytic
decomposition of adsorbed hydrocarbon impurities on the surface of a 20 µm thick
palladium foil [139]. Due to the extremely small thickness of the graphite layer
at the rear surface, carbon ions, and especially C5+, were accelerated at once by
the sheath field, resulting in a reduced energy spread (∼ 17%).
One of the main goals in the design of targets for TNSA is the enhancement of the
energy of accelerated ions, since some of the foreseen applications of this technique
(see Section 1.2.2) require ion energy up to several hundreds of MeV per nucleon,
much higher than the maximum energy of particle beams currently produced by
laser–driven ion sources. As mentioned before, the first parametric studies on the
effect of target thickness on the properties of accelerated ions showed an enhance-
ment of the cut–off energy for decreasing target thickness in the µm range [55].
However, Kaluza et al. observed that the scaling of proton cut–off energy with
thickness was strongly dependent by laser contrast (see Figure 1.28): the existence
of an optimum thickness value for experimental configurations with ordinary con-
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Figure 1.28: Proton cut–off energies as a function of target thickness (a) for different prepulse
durations, at 1019 W/cm2, from [140], and (b) for high (1010) and low contrast (106) at intensity
5×1018 W/cm2 and 1019 W/cm2, respectively, in the forward and backward direction, from [143].

trast values (107) was observed and the dependence of the optimum thickness
value on the prepulse duration was explored [140]. These results suggest that the
effective suppression of the prepulse, i.e. the adoption of higher contrast config-
urations, should allow to reduce the target thickness to the sub–µm range since
in this case the target integrity is maintained until the main pulse incidence and,
consequently, to achieve higher proton cut–off energy. Experimental campaigns
performed in ultra–high contrast configuration (> 1010) provided the evidence of
the significant enhancement of the maximum ion energy with ultra–thin targets
(down to 20 nm) Figure 1.28 [141–143].

Ultra–thin solid foils represent a relatively simple example of target design for
TNSA cut–off energy enhancement, but a number of other possibilities have been
considered. For example, in 2001 Badziak et al. reported an increase in the pro-
ton number and energy with double layer targets composed by a high Z front
layer and a low Z rear layer [144]. In 2008, Psikal et al. proposed the so–called
reduced–mass targets, thin solid foils of limited transverse extent (down to tens
of µm) [145]. In this configuration, the transverse electron reflux due to electron
reflection at the target edges should allow to maintain a hotter, denser and more
homogeneous electron sheath around the target for a longer time. Buffechoux et
al. demonstrated a twofold (up to threefold) enhancement of the maximum proton
energy with 2 µm thick Au targets with surface area around 2 × 103 µm2 [146].
Gaillard et al. reported the observation of protons with energy cut–off about
67.5 MeV with a more complex geometry combining a classic thin foil target and
a micro–cone structure to form a flat–top microcone [147]. The cut–off energy
enhancement with respect to the conventional thin foil configuration was about
35%. The proton energy increase in this case is due to the enhanced production
of hot electrons through a laser–light–pressure electron acceleration mechanism
which takes place in the inner micro–cone wall [148].
Some target configurations proposed in the last few years exploit the presence of
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nano or micro–structures on the directly irradiated surface of a solid foil to achieve
a better control of the laser–matter interaction phase and to enhance the coupling
between laser and plasma. These targets configurations exploit different physical
processes to enhance the production of hot electrons and, as a consequence, the
maximum energy of ions produced by TNSA. In 2011 Zigler et al. proposed sap-
phire foil targets covered with snow nanowires (i.e. nanometer size H2O frozen
droplets) [149]. This configuration allowed to observe 5.5–7.5 MeV protons with
moderate intensity (5×1017 W/cm2), for which TNSA is usually quenched, due to
the interaction of the laser pulse with the nanoplasma columns generated by the
prepulse interacting with the nanowires on the target surface. In 2012 Margarone
et al. investigated ion acceleration from plastic targets covered with a single
layer of microspheres [150]. The optimum target configuration allowed to produce
protons with maximum energy around 8.4 MeV with 5 × 1019 W/cm2, achieving
an enhancement around 60% with respect to the reference thin foil target. The
number of accelerated protons was enhanced by a factor of 5. The laser energy
absorption enhancement was partly due to the larger interaction surface, thanks
to which a higher number of particles could interact with the laser field. Moreover,
the presence of nanospheres screened the incident laser wave. As a consequence,
electrons propagating in the spheres were out of the laser wave phase, thus gain-
ing energy more efficiently along the longitudinal direction. This mechanism was
quite similar to the multipass stochastic heathing suggested by Breizman et al.
for laser absorption in clusters [151].

1.3.2 Foam–attached targets

In general, the interaction of the laser prepulse with a solid foil produces a plasma
with an exponential density profile. As mentioned in Subsection 1.1.2, the interac-
tion of the main pulse with this non–uniform plasma can be very effective around
the near–critical surface, but the near–critical region of the expanding plasma can
have a reduced extension and the density gradient length–scale is out of complete
experimental control. The enhanced laser absorption in near–critical plasma due
to the coexistence of volume and surface absorption mechanisms, as well as ad-
ditional absorption phenomena, can be exploited by positioning a near–critical
uniform volume in front of the target surface, to optimize the pulse absorption.
On the basis of these considerations, multilayer targets composed by a thin solid
foil with a low–density layer (foam) on the directly illuminated target surface have
been recently investigated through PIC simulations by Nakamura et al. [13] and
Sgattoni et al. [14].
The targets considered by Nakamura et al. in [13] were composed by an uniform
SiO2 foam layer with thickness 3 µm and density 4.5 mg/cm3 and a 1 µm thick Al
foil and the acceleration process was driven by a 40 fs laser pulse propagating in
the positive x direction, with intensity 1019 W/cm2, wavelength 1 µm and no pre-
pulse. In Figure 1.29, the simulated time evolution of ion charge density and the
transverse electric field distributions are illustrated. After 50 fs a weak modula-
tion of the charge density could be observed along the laser propagation direction.
The reflection of the laser radiation at the foam–foil interface produced an electro-

46



1.3. Advanced target configurations

Figure 1.29: Simulated time evolution of ion charge density (a) and laser field (b) distributions
during the irradiation of a foam–attached target. From [13].

Figure 1.30: Comparison between foam–attached and pre–plasma attached targets: (a) initial
density profile; (b) maximum proton energy plotted as a function of foam thickness for different
intensities. Foam density is ρ = 4.5mg/cm3. From [13].

static wave field, which amplified the ion density modulation (70–100 fs). Then,
the charge density evolved in a periodic spike structure in which under–dense re-
gions were enclosed in high–density spikes (120–150 fs). The periodic structure
of the charge density was induced by an initial spatial modulation in the ioniza-
tion distribution and was much less pronounced when the ionization process was
not taken into account. In Figure 1.30, the simulated maximum proton energy
for foam–attached targets with foam density of 4.5 mg/cm3 and thickness 0.5–20
mum and solid foils with an expanding pre–plasma on the front surface (shown in
figure in correspondence with L = 0µm) are compared. A gain factor up to ∼ 2.5
was observed for foam–attached targets with respect to the pre–plasma attached
configuration for optimized foam thickness.
Laser–driven ion acceleration with C foam–attached Al solid foils was extensively
investigated by Sgattoni et al. [14]. In this study, both 3D and 2D PIC simula-
tions were performed for 30 fs laser pulses with 3 µ focal spot and dimensionless
intensity a0 = 8.5 × 10−10λ[µm]I1/2[W/cm2] between 3 and 10. 3D simulations
were performed to quantitatively assess the proton energy cut–off enhancement
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Figure 1.31: Volume rendering of simulated electron density (a) and longitudinal electric field
(b) at t=166 fs for a target composed by a C foam layer (3 µm, 2nc) on an Al foil (0.5µm,
40nc) for a0 = 10. From [14].

Figure 1.32: Simulated (a) proton energy spectra and (b) proton cut–off energy as a function
of areal density for different foam thickness and density values for a0 = 10. From [14].

produced by the presence of a low density conversion layer: for a0 = 10, the
maximum energy of accelerated ions in presence of a 2µm thick carbon foam
with n = 2nc on a 0.5µm thick Al foil was 14 MeV, more than double than the
cut–off value achieved for a bare Al foil (6 MeV). The electron density and the
longitudinal electric field observed in the foam–attached target are illustrated in
Figure 1.31. The laser pulse formed a channel in the foam layer reaching the Al
foil and accelerated foam electrons. The hot electrons bunches produced by the
pulse expanded beyond the rear target surface for 10 µm with a roughly spher-
ical symmetry producing a longitudinal sheath field exceeding 5 TV/m. Figure
1.32 summarizes the results of a 2D parametric study on the effect of the foam
properties on the acceleration process: according to PIC simulations the presence
of a foam layer led to enhanced acceleration performances in terms of number of
accelerated ions and proton cut–off energy. In addition, an optimum foam areal
density range was observed for fixed laser parameters for which an increase of a
2–4 factor in the maximum energy of accelerated protons was achieved, confirm-
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Figure 1.33: Simulated longitudinal electric field on the pulse propagation axis for foam at-
tached (8 µm thick near–critical foam) and planar targets for a0 = 10. From [14].

ing the results of simulations reported in [13]. According to Sgattoni et al. the
expected energy cut–off enhancement was related to the enhanced production of
hot electrons in the nearcritical plasma, leading to the onset of a stronger longitu-
dinal electric field for foam–attached targets with respect to the case of bare thin
foils, and the presence of a nearly uniform electric field for several microns from
the rear target surface, which was superimposed to the exponential decreasing
field typical of ordinary TNSA as shown in Figure 1.33. The investigation of the
effect of the laser polarization provided indications of a strong contribution of the
transverse electric field, since for normal incidence the energy cut–off enhancement
was favoured for p–polarization with respect to s–polarization. This observation
suggested a physical interpretation similar to the mechanism proposed for elec-
tron heating in flat–top micro–cone targets: during the laser pulse channelling in
the low density plasma, a direct laser–light–pressure acceleration of electrons took
place at the channel walls. Thus the p component of the electric field extracted
electrons from the channel walls and the ponderomotive force accelerated them.
Thus, a higher number of electrons with higher temperature is produced, leading
to enhanced accelerating sheath field at the rear target surface.
Results of the simulations reported by Sgattoni et al. (and in particular data
illustrated in Figure 1.32) were considered as a guideline for the design and pro-
duction of foam–attached targets considered in this thesis, even though 2D simu-
lations only allow to infer the qualitative behaviour of the system and often fail
to provide quantitatively reliable results. From these data, a rough evaluation
of optimal carbon foam properties can be inferred: the ranges of interest for the
foam thickness and density are 5− 15µm and 3− 10 mg/cm3, respectively, since
the near–critical density corresponds to a 3 − 6 mg/cm3 for near–infrared laser
wavelengths.
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Figure 1.34: Longitudinal component of the electric field of the incoming laser and the sur-
face plasmon excited by the pulse on a modulated solid surface (left: vacuum, right: plasma,
modulated surface at ∼ 240). From [155].

1.3.3 Grating targets

The grating target configuration was proposed by Bigongiari et al. [152] and Cec-
cotti et al. [153] to exploit the enhanced production of hot electrons due to the
resonant excitation of electromagnetic surface waves by ultra–intense laser pulses
incident with a resonance angle on a modulated surface with a periodic groove (see
Subsection 1.1.2). Since a non–linear analytical description of surface plasmons is
not available yet, numerical studies have been recently performed to investigate
relativistic surface plasmons [154,155].
An extensive numerical investigation on the laser–plasma coupling efficiency via
surface plasma waves in a wide pulse intensity range (1015 − 1020 Wcm−2µm2)
was performed by Bigongiari et al. [155]. Simulations were performed considering
an overdense target (ne = 25nc), with surface modulation periodicity 2λ along
the y direction and depth λ/2 and an incidence angle of θ = 30◦ (laser pulse
propagation along the z axis). The structure of the surface plasmon electric field
along the x direction (shown in Figure 1.34) had the same features for all the
intensity values considered. However, the maximum field amplitude was reached
later for high intensity pulses. In Figure 1.35, the laser absorption ratio and the
amplification factor η = Epl/Ex (Epl and Ex electric field of the surface wave and
of the incident pulse along the x direction, respectively) are plotted as a function
of the adimensional pulse amplitude a0. From the trends reported in Figure for
plane and grating targets, an enhancement in the laser absorption up to a fac-
tor ∼ 3 is visible for the latter target configuration. The maximum absorption
fraction was ∼ 77% for grating targets and ∼ 40% for plane targets. Moreover,
a slope variation in the absorption fraction trend was observed for irradiance val-
ues around 1017 Wcm−2µm2 for both target configurations. For plane targets, the
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Figure 1.35: Simulated laser absorption ratio for plane and grating targets (a) and plasmon field
amplification factor for a modulated target(b) as a function of the adimensional pulse amplitude.
From [155].

slope variation was attributed to a transition from a regime in with dominant
resonant absorption to the relativistic regime in which J × B and vacuum heat-
ing became dominant. The presence of a minimum in the absorption trend in
the boundary regime was related to the effect of the ponderomotive force, which
steepened the plasma density profile and significantly reduced the resonant ab-
sorption effectiveness. In the case of grating targets, the absorption mechanisms
in the two regimes was inferred considering the amplification factor trend. For
moderate laser intensities, the growth of the surface plasmon was not inhibited
by the electron damping. In this regime, the electron oscillation spacescale was
smaller than the extension of electromagnetic fields close to the target surface,
thus electron acceleration was mainly due to the effect of the ponderomotive force
and damping occurred in relatively long timescales. In the boundary regime, a
minimum in the amplification factor was observed, due to an effective damping of
the surface wave which could be attributed to Landau damping, electron accel-
eration or radiation emission. In particular, in this intensity regime, the typical
electron oscillation spacescale became comparable with the spatial extension of the
electromagnetic fields (or larger), thus vacuum heating process became dominant.
This absorption mechanism was enhanced by the presence of the surface plasmon
wave due to the plasmon electric field orthogonal to the surface wave. For higher
intensities, this mechanisms became less efficient, leading to a saturation both in
the absorption ratio and in the amplification factor trends. In addition, due to
the conservation of the light wave momentum, electrons could acquire a non–null
velocity component along the along the y direction. In this case, if vy is close to
the plasmon phase velocity (possible only for relativistic electrons), electrons can
be accelerated along the target surface.
The effect of the enhanced hot electrons production due to surface plasmon waves
on laser driven ion acceleration has recently been investigated in numerical and
experimental studies [152] and [153]. The results of ad hoc PIC simulations per-
formed by Bigongiari et al. [152] are illustrated in Figure 1.36. The simulation
parameters were similar to the configuration adopted in [155] and described above,
with p–plarized laser pulses with irradiance in the 1019 − 1020 Wcm−2µm2 range.
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Figure 1.36: Simulated spectra of accelerated protons for grating and planar targets. From
[152].

From electron spectra, reported in Figure 1.36 for plane and grating targets, an
enhancement of electron number and maximum energy was observed in presence
of a periodic surface modulation. Moreover, the fraction of electrons with energy
higher than 1 MeV, ∼ 1% for planar targets, increased to ∼ 5% for grating targets
and their temperature increased of a factor ∼ 4. As a consequence, the maximum
energy of the accelerated protons was enhanced of a factor ∼ 2 for grating targets
with respect to planar targets and an enhancement in the number of accelerated
ions was observed. In addition, the fraction of ions in the MeV range increased
from 18% (planar target) to 40% (grating).
Experimental results reported by Ceccotti et al. [153] confirmed these results (see

Figure 1.37). In this experimental campaign, planar and grating targets were irra-
diated with 25 fs p–polarized laser pulses with intensity higher than 1019 W/cm2

and ultra–high contrast (1012), which was required to preserve the target structure
until the interaction with the main pulse. Mylar targets with periodical modula-
tion (period d = 2λ, groove depth 0.3–0.5 µ) produced by thermal embossing were
employed. The incidence angle was varied in a wide interval around the grating
resonance angle (30◦). In Figure 1.37, a comparison between 20 µm thick planar
Mylar foils and 23 µm thick grating targets is illustrated. The maximum energy
of protons accelerated using planar targets were well fitted by a sin2 θ/ cos θ func-
tion (due to the combined effect of the variation of the normal component of the
electric field ∝ sin θ and of the focal spot cos θ). For grating targets, the pro-
ton energy had a broad maximum around the resonance angle. Accordingly, the
laser radiation reflection was strongly reduced for incident angles around 30◦ for
grating targets. The existence of a clear resonance provided strong evidence that
the enhancement of hot electron production and, as a consequence, of the accel-
eration process was to be attributed to the resonant excitation of surface waves
rather than to the increased target roughness, which instead was probably the
origin of the maximum proton energy enhancement observed for grating targets
at small angles. In addition, the angular distribution of the radiation collected
by radiochromic films (RCF) suggested the emission of collimated electrons along
the target surface, which was interpreted as a signature of electron acceleration
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Figure 1.37: Experimental proton cut–off energy and reflected light signal for planar and
grating targets as a function of the incidence angle. From [153].

produced by the excitation of surface plasmonic waves.
Besides the possibility of exploiting grating targets to achieve enhanced laser–
driven acceleration performances, the experimental results reported by Ceccotti
et al. have a fundamental interest, since they showed for the first time the pos-
sibility of exciting surface plasmonic waves in the relativistic regime (high field
plasmonics), in which a detailed theory of surface waves is not available and
highly non–linear effects of uncertain origin can contribute to collective surface
excitations.
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2
Production and characterization of low density

thin films

In light of the aspects discussed in Chapter 1, a crucial goal of this thesis
project is to achieve a reliable and reproducible process for the production of
few µm–thick low density carbon films with satisfactory uniformity and com-

plete substrate coverage for enhanced TNSA targets. The possibility of producing
low density carbon foams with thickness up to 100s µm is of interest for the inves-
tigation of other acceleration mechanisms, as HB–RPA or CSA (see Section 1.2.1).
Moreover, suitable techniques for an exhaustive characterization of this material
are required, since the film thickness and density, as well as the film microstruc-
ture, strongly affect the laser–matter interaction phase and, as a consequence,
the emission of accelerated ions. However, the production and characterization
of carbon foams for laser–driven ion acceleration is not straightforward, due to
the extremely low density values required to optimize the laser–target interaction
phase: as mentioned before, in the hypothesis of fully ionized carbon (C6+), the
near–critical density corresponds to a few mg/cm3 for near–infrared waveleghts
(∼ 1µm).
In this chapter, the main issues related to the production and characterization
techniques considered in this thesis will be discussed. In particular, previous
works on the production of carbon foams by Pulsed Laser Deposition (PLD) are
illustrated in section 2.1, while the application of Energy Dispersive X–Ray Spec-
troscopy (EDS) to the evaluation of thin foam layers is introduced in section 2.2.

2.1 Production of low density thin films

From the material science point of view, foams are ultra–low density materials
(ρ < 100 mg/cm2) and belong to the class of nanoporous materials, which also
includes aerogels (ρ > 100 mg/cm2). Nanoporous materials have been widely
studied due to their unconventional physical properties related to the presence of
nanometer size voids (pores): the high specific surface area enhances the absorp-
tion, adsorption and catalytic properties of the material. In addition, they gener-
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ally are effective thermal and sound insulators. These properties make nanoporous
materials suitable for many applications, among which gas sensors, filters for envi-
ronmental decontamination, drug delivery implants. They also find applications
in the investigation of antimatter bound states [156, 157] and astrophysics, for
example, for the collection of cometary and interstellar dust [158]. Foams, in ad-
dition, show black–body attitude [159], unconventional magnetic properties [160],
increased gas and liquid storage capability [161] and enhanced absorption of in-
tense laser pulses, as discussed in Section 1.1.3. A number of techniques have been
proposed so far for the production of foams, such as: sol–gel polymerization [162];
polymerization of the continuous phase of high internal phase emulsions [163];
foaming with blowing agents such as carbon dioxide [164–166] or aluminium ni-
trate [167]; laser ablation [168].
In this frame, Pulsed Laser Deposition (PLD) represents an interesting possibil-
ity to grow carbon foam layers with tunable density, controlled thickness and a
good adhesion to a solid substrate. PLD is a widespread and flexible material
production technique which allows to produce films with a remarkable variety
of morphologies thanks to a broad range of tunable process parameters. This
technique is briefly described in subsection 2.1.1, with particular attention to the
production of cluster assembled films. In subsection 2.1.2, the approach proposed
by Zani et al. [15] and adopted in this thesis for carbon foam production is illus-
trated.

2.1.1 Pulsed Laser Deposition (PLD)

Pulsed Laser Deposition is a plasma assisted Physical Vapour Deposition (PVD)
technique, in which the evaporated phase is produced by laser ablation of a solid
target. The process takes place in a vacuum chamber with controlled atmosphere
and can be subdivided into three stages: (i) the target surface, irradiated with a
laser pulse in the 109−1013 W/cm2 intensity regime, melts and ablates producing
a cloud of vaporized species (atoms, molecules, ions, electrons and clusters); (ii)
the ablated species expand in the deposition chamber (which can be filled with
a buffer gas) assuming a plume shape; (iii) the ablated species reach the solid
substrate on which they are deposited producing a thin film. The PLD equip-
ment exploited for this PhD thesis is sketched in Figure 2.1. The properties of the
deposited film are strongly dependent on the deposition conditions, which affects
the plasma plume formation and propagation and the production of aggregates
(molecules, nanoparticles and clusters) in the plume. A number of variables can
affect the deposition process, such as the deposition geometry (substrate position
and movement), the substrate temperature, the target material and the presence
of a buffer gas in the deposition chamber. Also the laser properties influence the
PLD process: for example, the laser wavelength and fluence affect the energy de-
posited in the target volume unit, the plume ionization degree and the energy of
ejected species. Thus, the growth process is highly flexible and can be tuned by
choosing appropriate deposition conditions to produce films with a great variety
of morphologies, in wide density and thickness ranges, with controlled composi-
tion. In addition, virtually every kind of material can be adopted for both target
and substrate and the congruent target ablation allows the conservation of the
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Figure 2.1: Sketch of the PLD equipment in use at the NanoLab, Department of Energy,
Politecnico di Milano.

target stoichiometry in the plasma plume and (if no reactive gas is present) in
the deposited film. On the other hand, the large number of variables affecting
the deposition conditions can result, in particular conditions, in a poor process
reproducibility. The main drawbacks of the PLD technique are the impossibility
of achieving an uniform coverage on areas larger than a few cm2 due to the ap-
proximately Gaussian shape of the film thickness profile and the strong influence
of shadow effects which only allows to coat planar substrates. The production of
particulate and droplets from the melted target region due to the recoil pressure
of the ablated material can reduce the quality of the deposited film, especially
when targets with low melting temperature are selected.
Hereinafter, the main stages of the PLD process are briefly described. A thorough
dissertation on this subject can be found in [169].

Target ablation

The typical laser intensity in PLD systems (109 − 1013 W/cm2) is much lower
than the super–high intensity values which produce the interaction mechanisms
discussed in section 1.1. In this low intensity regime, the exposition of the target to
the incoming laser radiation produces non–thermal absorption processes (mainly
electron and phonon excitation) in tens of fs. The excitation is transferred to the
target lattice on the ps timescale through electron–electron and electron–phonon
collisions, restoring the material thermal equilibrium. The emission of ablated
species can be produced by different mechanisms, depending on the interaction
conditions. An important role in the target ablation is played by the dimensions
of the laser–target interaction region (i.e. the laser penetration length in the tar-
get) and by the target thermal conductivity, since these factors strongly affect
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the temperature reached by the material in the region involved in the ablation
process. For highly conductive materials, the energy deposited by the laser pulse
in the interaction region is promptly transported in the target through thermal
diffusion, thus the dominant emission mechanism is a thermal evaporation of the
material surface. On the contrary, for insulators, the absorbed energy is confined
in the interaction region (i.e. in a thin surface layer). This can lead to an ex-
plosive ablation phenomenon due to non–equilibrium thermal processes such as
phase explosion. For fluence values above a threshold value depending on the
target material, the incoming laser pulse can directly ionize the target surface
producing a plasma plume. In general, the cloud of ablatied material is formed in
100 ps timescales, hence for nanosecond incoming pulses the plume absorbs a part
of the incoming pulse energy via inverse bremsstrahlung, shielding the target, and
is further ionized.

Plume propagation

In general, after the thermalization of ablated species in the so–called Knudsen
layer, the propagation of the plasma plume towards the solid substrate can be
described as the adiabatic expansion of a gas. Large temperature and pressure
gradients along the target normal direction characterize the first stages of the
propagation, thus the plume expansion is strongly directional. In vacuum, the
effect of collisions between particles in the ablated material cloud is negligible, thus
the plasma plume maintains a strong directionality and the propagation of ejected
material only depends on the initial velocity of emitted particles. In presence of
an ambient gas, the gas pressure and composition strongly affect the propagation
of the plasma plume and, as a consequence, the spatial distribution and kinetic
energy of the ablated species and the deposition rate (see Figure 2.2). In this
case, two distinct plume expansion regimes can be observed depending on the gas
pressure [170]. In the low pressure regime, the plume expansion is directional,
since the propagation of ablated particles is not strongly affected by collisions
with gas atoms. In this regime, as in vacuum, the radiative de–excitation of
ablated species in the plume core produces a weak fluorescence. For high pressure,
the supersonic propagation of the ablated species scatters off the background
gas atoms, producing a highly compressed region at the plasma–gas interface
and eventually a shock wave [171, 172]. As the pressure in the plume drops due
to the expansion, the shock wave front propagation slows down and stops at
a characteristic distance which depends on the gas pressure and composition.
Then, the ablated material diffuses in the background gas. In this regime, the
plume expansion becomes less directional, due to the effect of collisions with the
ambient gas, and the fluorescence emission is strongly increased. Moreover, the
plasma plume is confined by the background gas and its longitudinal extension
is strongly reduced, while the transversal size increases: depending on the gas
pressure, the plume takes a spherical or hemispherical shape.
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Figure 2.2: Effect of gas pressure on the deposition process: typical ablation plumes of tungsten
either in vacuum (a) or in He atmosphere at low (b) and high (c) pressure and sketch of the
corresponding deposition mechanism. From [173].

Deposition

Depending on the dynamics of the plasma plume expansion in the deposition
chamber, two kinds of growth mechanisms can be identified (as shown in Figure
2.2). In the low pressure regime, the ablated species reach the substrate with
high kinetic energy, since their propagation is not affected by a buffer gas and
deposited films are compact. On the contrary, in the high pressure regime, the
film is grown by cluster assembling. In this regime, clusters and aggregates are
formed in the confined plasma plume and the propagating species lose a large part
of their kinetic energy in their diffusion through the buffer gas. The structure de-
pends on the kinetic energy that these clusters have when they reach the surface:
the lower the kinetic energy, the more porous the deposited film. The film growth
mechanism can be affected by the substrate temperature: heated substrates can
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favour the diffusion of deposited species on the surface and the re–organization
of atoms in more stable (crystalline) structures. Another parameter to be taken
into account to achieve a good control of the film morphology is the ratio between
the target–to–substrate distance and the extension of the plasma plume (which
depends on the gas pressure). If the target–to–substrate distance is lower than
the plume length, the ablated species reach the substrate while propagating in
a super–sonic regime and an atom–by–atom deposition mechanism takes place,
since the propagating species have high kinetic energy and high mobility once
they reach the substrate surface. Films produced in these conditions have com-
pact and smooth structure. On the contrary if the target–to–substrate distance
is comparable or higher than the plume length, the film growth is due to a cluster
assembling mechanism. In particular, if the target–to–substrate distance is larger
than the plume extension, effective energy loss in the diffusion regime leads to the
production of porous films, while if the two scale–lengths are comparable, the high
energy of the material which reaches the substrate determines the production of
compact columnar structures.

2.1.2 Growth of carbon foams by PLD

The growth of carbon nanofoams by PLD in the ps regime has been reported
in 1999–2000 by Gamaly et al. and Rode et al. [174–177]. The basic idea was
to exploit the presence of an ambient gas (Ar) and the high collision frequency
between carbon atoms and ions in the plasma plume and Ar atoms of the ambient
gas, resulting in an enhancement of the diffusion–limited aggregation of C atoms
into fractal clusters. The resulting material had ultra–low density (2–10 mg/cm3),
a significant fraction of sp3 bondings and a fractal self–similar foam morphology,
shown in Figure 2.3. In these studies an unconventional set of deposition parame-

Figure 2.3: Carbon foam produced by PLD in the ps regime: (a) transmission electron mi-
crograph showing characteristic clusters (10 nm scale bar); (b) Scanning electron micrograph
showing the web–like foam at lower magnification (100 nm scale bar). From [176].

ters was considered: short laser pulses (tens of ps) with high repetition rate (kHz)
were adopted in order to achieve a continuum flux of matter from the ablated
target to the substrate, high fluence (120 J/cm2) and Ar pressure around 100 Pa.
However, the production of carbon films by PLD in ordinary experimental condi-
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tions has been extensively investigated in literature in the past decades [178,179].
For example, the possibility of controlling the morphology of cluster assembled
carbon films by properly selecting the composition and the pressure of the buffer
gas in the deposition chamber was explored in [180, 181]. Here, films were grown
at room temperature on Si substrates with laser pulses in the ns regime in He
with pressure from 0.6 Pa to 2 kPa. Films in a wide range of microstructures
were deposited: from diamond–like carbon to cluster–assembled porous films with
prevalent sp2 bonding and disordered structure (see Figure 2.4). The production

Figure 2.4: Cross sectional SEM micrographs of cluster assembled carbon films deposited in
He atmosphere with different gas pressures and power density on target: (a) 60 Pa and 16
MW/mm2; (b) 250 Pa and 8.5 MW/mm2; (c) 2 kPa and 16 MW/mm2.From [180].

of nanoporous carbon films with density in the 100–1000 mg/cm3 range was re-
ported in a similar study by Siegal et al. [182]. A KrF excimer laser (λ = 248
nm, fluence ∼ 6 J/cm2, pulse duration in the ns regime) was exploited. Once
again, the control of the deposition energetics (and as a consequence morphology,
density and porosity) was achieved by properly selecting the pressure of the am-
bient gas in the deposition chamber, namely Ar between 23 Pa and 40 Pa and by
considering a relatively high target–to–substrate distance (5 cm).
The PLD configuration chosen in this thesis work exploits a general approach
developed by Zani et al. [15]. Here, a pyrolitic graphite target was ablated by
the second harmonic (λ = 532 nm) of a Nd:YAG laser (with pulse duration 5–7
ns, repetition rate 10 Hz) in a chamber filled with Ar or He as buffer gas. The
gas pressure (30–1000 Pa), the laser fluence (0.8 J/cm2) and the target–substrate
distance (8.5 cm) were chosen to set an out–of–plume deposition regime result-
ing in a substantial reduction of the kinetic energy of expanding species, in the
formation of clusters and nanoparticles in the plasma plume and in the produc-
tion of nanoparticle–assembled films with a porous morphology. In particular,
the laser fluence selected in this investigation, achieved by combining low pulse
energy (100 mJ) and defocused spot on target (12.5 mm2), was well below the
values adopted in literature to achieve porous carbon film. The film morphology
and density were controlled by properly selecting the gas pressure in the deposi-
tion chamber, covering a three orders of magnitude density range. A longitudinal
gas flow between 1 sccm (0.03 mg/cm3) and 100 sccm (3 mg/cm3) was adopted
with the aim to reduce the foam non–homogeneity scale. In Figures 2.5 and 2.6,
SEM images of carbon foams deposited in He and Ar atmosphere with pressure
ranging from 30 Pa to 500 Pa are shown. More and more porous foam mesoscale
morphologies were achieved for increasing gas pressure, in particular around 100
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Figure 2.5: Top–view SEM images of carbon foams grown in He (top) and Ar (bottom) at
different pressures: (a) and (d) 30 Pa; (b) and (e) 100 Pa; (c) and (f) 500 Pa. From [15].

Pa a transition from a cauliflower–like morphology to an isotropic porous struc-
ture was observed. Also for foams grown in Ar an enhanced porosity was observed
as the gas pressure increased and a sharp transition from a directional deposition
process (resulting in tree–like structures) to an isotropic foam structure occurred
around 30 Pa. This trend is even more evident from cross–sectional SEM images
(see Figure 2.6). A morphological difference between films produced in He and

Figure 2.6: Cross–sectional SEM images of carbon foams grown in He (top) and Ar (bottom)
at different pressures: (a) and (d) 30 Pa; (b) and (e) 100 Pa; (c) and (f) 500 Pa. From [15].

Ar is evident from SEM images. This difference was attributed to the different
aggregation mechanisms of elementary consituents (nanoparticles with diameter
∼ 20 nm) in He and Ar. According to Zani et al., in He these elementary con-
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stituents aggregated in larger particles whose assembly produces the porous film
and the mesoscale transition at 100 Pa could be attributed to the different struc-
ture of these aggregates, which became more porous and void–rich for increasing
gas pressure. On the other hand, random chains were formed in Ar by the aggre-
gation of elementary nanoparticles resulting in a self–similar structure repeated
till the mesoscale. According to Raman spectroscopy in both cases the deposited
material is composed by a nearly pure sp2 network of topologically disordered
domains, containing odd membered rings and few chain–like structures. The den-
sity of porous carbon foams was evaluated using a Quartz Crystal Microbalance
(QCM) and ranged from ∼ 0.6 mg/cm3 to the density of bulk graphite. However,
the extremely low density values achieved by QCM were certainly affected by a
loss of sensibility due to the high porosity of the material, therefore the minimum
density of carbon foams was assumed to be a few mg/cm3.

2.2 Characterization of low density thin films

The application of carbon foams to the production of targets for laser–driven ion
acceleration requires an exhaustive characterization of the material, especially as
regards the morphological analysis and the evaluation of foam thickness and den-
sity, since these properties strongly affect the laser–matter interaction processes.
Nevertheless, foam characterization is a rather complex issue because of the ex-
tremely low density and porous morphology of this material.
The evaluation of foam thickness through cross–sectional SEM images is not
straightforward due to the irregular morphology and the low conductivity of the
film, which reduce the measurement reliability. In addition, particular atten-
tion should be paid to the sample alignment, since the thickness evaluation can
be strongly affected also by a slight sample tilt. However, issues related to the
thickness evaluation can be easily addressed by adopting simple measurement pro-
tocols.
On the contrary, the evaluation of foam density, which is crucial as this parameter
defines the laser–matter interaction regime, is a rather complex issue. It’s worth to
point out that, since the material is non–continuous and non–homogeneous, foam
density is defined as average mass in a macroscopic volume divided by the volume
itself, i.e. as an average value over a scale larger than the inhomogeneity scale.
The density of thin films produced by physical vapour deposition techniques is
commonly evaluated by combining the film thickness inferred from cross–sectional
SEM images or by Transmission Electron Microscopy (TEM), depending on the
order of magnitude, and the film areal density measured by Quartz Crystal Mi-
crobalance (QCM). This approach was adopted for the evaluation of carbon foam
density in previous work [15] and allows to measure the average areal density of
a film directly deposited on its quartz crystal surface in conditions simulating the
growth configuration of the film under analysis, thus providing an indirect mea-
surement of the film areal density.
The considerable spread of the QCM technique, proposed by Sauerbrey in 1957
[183], is due to the simplicity of the required instrument: the device is composed by
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Figure 2.7: AT–cut quartz crystal for QCM sensors. From [184].

a quartz crystal disc connected to a simple electric circuit through two deposited
golden electrodes. Due to an inverse piezoelectric effect, a periodic electrical stim-
ulation of the quartz crystal generates acoustic waves in the crystal itself, which
behaves as a quasi–harmonic oscillator with a characteristic frequency, ν0. The
crystal resonance frequency depends on the shape and size of the crystal and on
the manufacturing process. In the case of an AT–cut quartz crystal (quartz disc
with 8 mm diameter and thickness lower than 1 mm, shown in Figure 2.7), the
electrical stimulation at the resonance frequency produces undamped sinusoidal
shear strain waves which propagate along the direction orthogonal to the crys-
tal surface. If a thin compact film is deposited on the crystal surface with good
adhesion, the deposited mass (∆m) results in a shift of the resonance frequency
(∆ν). Hence, if placed in the same position as the substrate, the QCM provides
an indirect measurement on the mass deposition rate on a well defined surface
and, therefore, a mean areal density value. If ∆m << m, the relation between
the deposited mass and the frequency shift is linear and can be expressed as
∆ν/ν0 = −∆m/m (where m is the mass of the unloaded crystal). However, this
relation is not valid for thick films for which the frequency shift exceeds 2%: in
this case a nonlinear correction is required [185,186].
As mentioned before, this device was adopted for the evaluation of carbon foam
density in previous work [15]. However, the steep decrease of foam density to
unrealistic values well below 1 mg/cm3, shown in Figure 2.8 (a), clearly indicates
that QCM is not reliable for ultra–low density materials. This loss of sensibility
can be attributed to a deterioration of the coupling between elastic shear waves
propagating in the quartz crystal and the shear waves propagating in foams, due to
the low acoustic impedance of the material [187]. Moreover, for extremely porous
films, the crystal vibrations could blow off part of the deposited mass, resulting in
an equilibrium state in which the mass deposited on the crystal in a time interval
dt is equal to the mass lost due to vibrations in dt. As a result, a saturation effect
in the QCM response is observed for porous films as the deposition time increases
(as shown in Figure 2.8(b)). Therefore, this method is not reliable for very low
density materials (below a ∼ 30 of mg/cm3).
As a consequence, the evaluation of the foam layer density requires a more re-
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Figure 2.8: (a) mean foam density measured as a function of He (red squares) and Ar (black
circles) pressure; (b) QCM measurement of foam areal density at different deposition times for
different working He pressures (red squares refer to the vacuum case, black circles to 30 Pa, blue
triangles to 100 Pa and green diamonds to 500 Pa). From [15].

fined technique for the assessment of the film areal density to be combined with
thickness values inferred from cross sectional SEM images. In general, an ideal
technique for thin film density measurement should be reliable in a wide density
range (from the density of solid to a few mg/cm3) and for a large variety of materi-
als and morphologies. It should allow to evaluate the density of non-homogeneous
films with a good spatial resolution. It should also be non–destructive and fast
and require a simple and cheap experimental apparatus.
A possible strategy consists of studying the effect of an incoming particle beam
on the film under analysis, which in general depends on the number of interaction
centers, i.e. from the areal density of the material. This approach is adopted in
many commonly used nuclear based techniques for film areal density evaluation,
such as Rutherford Backscattering Spectroscopy (RBS), Elastic Recoil Detection
Analysis (ERDA) and Nuclear Reaction Analysis (NRA). These techniques allow
to achieve accurate areal density measurements with a spatial resolution on the
order of 1 µm. Nevertheless, the choice of ions as probe particles requires a com-
plex and expensive experimental equipment, i.e. linear accelerators to produce
MeV ion beams.
In this context, an attractive technique satisfying most of the ideal requirements
listed above exploits Energy Dispersive X–ray Spectroscopy (EDS) and is based
the analysis of the spectrum of characteristic X–rays produced in matter by an
electron probe beam. The energy and intensity of characteristic X–rays produced
in a multilayer sample by an incident electron beam are related to the atomic
number of the emitting element and to the composition and areal density of the
interrogated layer, respectively. The penetration depth of electrons in matter is
a function of the electron accelerating voltage and ranges approximately from
0.1µm to several µm for standard electron probe beams (2–50 keV). As a con-
sequence, an appropriate selection of the electron accelerating voltage allows to
characterize a surface layer of the sample under investigation, i.e. a thin coating
deposited on the sample surface. The application of EDS to the evaluation of the
thickness of compact films with known density was proposed by Sweeney et al. in
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the 1960s [188]. However, the parameter this technique is directly sensitive to is
the film areal density. The application of EDS based methods to the evaluation
of carbon foam density was proposed by Zani in his PhD thesis [16]. The main
advantage of this technique is that the microanalysis equipment required for EDS
is relatively simple and it is often integrated in SEM devices which are commonly
used in material science laboratories. Thus, the evaluation of film areal density
and thickness can be achieved using the same instrument. Moreover, this tech-
nique is non destructive and provides local density values, allowing to characterize
non-homogeneous films, while QCM only provides an indirect average areal den-
sity measurement.
Hereinafter, an introduction on EDS–based methods for thickness evaluation is
provided (paragraph 2.2.1) and the most relevant theoretical aspects available in
the literature about areal density evaluation are described in paragraph 2.2.2.

2.2.1 Energy Dispersive X–ray Spectroscopy (EDS) for film thickness
evaluation

The application of EDS to coating thickness evaluation has been widely explored
since 1960s. To this aim, a number of methods have been employed in literature.
For example, thickness evaluation was achieved by measuring the minimum accel-
erating voltage required to probe the whole film thickness [189] or the accelerating
voltage for which a given fraction of the X–ray intensity produced by a reference
standard is emitted by the sample [190]. Here, we discuss the application of two
methods proposed by Sweeney, Seebold and Birks in 1960 [188] and by Cockett
and Davis in 1963 [191], because of their relevance to this thesis.
These approaches, respectively known as coating method and substrate method,

Figure 2.9: Sketch of EDS based film thickness measurement methods. a) X-ray emission from
the coating (thickness t and density ρ) and from the substrate of a multilayer sample due to the
incident electron beam. b) X-ray emission from reference standards for the coating method and
the substrate method.

were developed for multilayer samples composed by a known substrate and a
coating with unknown thickness. In these methods, the coating layer thickness t
is calculated from the intensity of X–rays (Isample) produced either in the sample
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coating or substrate by an incoming electron beam with appropriate initial energy,
provided that the intensity of X–rays produced by a bulk reference standard (Iref )
is known (see Figure 2.9). The main difference between the coating method and
the substrate method lies in the choice of the reference standard: the reference
standard must contain an emitting element present only in the sample coating or
in the substrate, respectively. Figure 2.10 shows the original calibration curves
calculated in [191] for the coating method (Cr films) and the substrate method
(Zn and TiF4 films).

The reliability of these methods for thickness evaluation was thoroughly in-

Figure 2.10: Original calibration curves calculated by Cockett and Davis for (a) the coating
method (Cr films) and (b) the substrate method (Zn and TiF4 films) at 29 keV. From [191].

vestigated in the literature. Thickness values measured employing EDS–based
methods were compared to values achieved using other techniques, i.e. RBS or
cross sectional SEM images. The difference between results achieved with estab-
lished techniques and with EDS–based methods is generally around 15–20% [191].

2.2.2 EDS for film density evaluation

Although originally applied to film thickness evaluation, EDS–based methods are
directly sensitive to the film areal density, since the generation of characteristic
X–rays in a layer does not depend on the material thickness, t, or density, ρ,
separately, but on its areal density, τ = ρt. Therefore, this technique can be
adapted to density evaluation for thin films with known thickness.
The calculation of film areal density from X–ray intensity requires the knowledge
of the so–called Probability Function for X–ray Production (PFXP), φ(σ). This
function, introduced by Castaing in 1951 [192], describes the distribution in depth
of the primary ionizations produced in a sample by an incoming electron (see
Figure 2.11). The function argument is depth expressed in terms of areal density
and is given by σ = ρz, where z is the depth measured in linear units and ρ is the
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mass density of the material.
The PFXP allows to calculate the X–ray intensity dIl = φl(σ)dσ emitted by

Figure 2.11: The very first experimental PFXP function trends measured at for Au, Cu and
Al by Castaing in 1951 [192].

an element Zl in a layer dσ at a depth z below the sample surface. Thus, the
intensity measured for a characteristic X–ray line emitted by Zl in a layer with
finite (unknown) areal density ∆τ is

Il = k

∫
∆τ

Clφl(σ) exp (−χσ)d(σ), (2.1)

where Cl is the mass concentration of the element under analysis. The term
χ = (µ/ρ) cosec θ takes into account the absorption of emitted X–rays propagating
to the sample surface: µ/ρ is the mass absorption coefficient and θ is the X–ray
take–off angle. k is a constant given by

k =
Iref

l∫ +∞
0

Cref
l φref

l (σ) exp (−χrefσ)d(σ)
, (2.2)

where Iref
l is the X–ray intensity produced by Zl present in a reference standard

with known composition. The ref superscripts in the fraction denominator indi-
cate that the concentration of Zl, the PFXP and the absorption term χ refer to
the reference standard. X–rays intensities must be measured under the very same
conditions for the sample under analysis and the reference standard. This is a
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crucial point since the intensity of detected characteristic X–rays is influenced by
many factors, such as the beam current, the measurement duration and geometry.
If a model for PFXP evaluation is available, the relation between the unknown
coating areal density, τ , and the X–ray intensity emitted by the sample can be
calculated through equations 2.1 and 2.2 for both methods.
In the coating method, characteristic X–rays emitted by an element Zi present in
the sample coating are considered. The intensity of the selected X–ray line can
be calculated for the sample and the reference standard from the recorded spectra
by integrating the peak fitting curves. According to equations 2.1 and 2.2, the
coating to reference standard intensity ratio IC,i/I

ref
C,i can be expressed in terms of

film areal density through the following formula

IC,i

Iref
C,i

=

∫ τ
0
CiφC,i(σ) exp (−χCσ)dσ∫∞

0
Cref

i φref
C,i(σ) exp (−χref

C σ)dσ
, (2.3)

where the coefficients χC and χref
C account for the absorption of X-rays in the

sample coating and in the reference standard, respectively.
In the substrate method, the intensity of a characteristic X–ray line emitted by an
element Zj contained in the sample substrate is considered. The sample substrate
to reference standard X–ray intensity ratio IS,j/I

ref
S,j can be expressed as a function

of film areal density τ through equations 2.1 and 2.2. If X–ray absorption in the
coating is taken into account, the relation between the intensity ratio and τ can
be expressed as follows

IS,j

Iref
S,j

= exp (−χCτ)

∫ +∞
τ

CjφS,j(σ) exp [−χS(σ − τ)]d(σ)∫ +∞
0

Cref
j φref

S,j(σ) exp (−χref
S σ)d(σ)

, (2.4)

where the coefficients χC, χS and χref
S introduce the effect of X–ray absorption in

the sample coating and substrate and in the reference standard.
Once the X–ray intensities emitted from the sample and from an appropriate
reference standard have been measured, the film areal density τ can be calculated
by inversion of equation 2.3, for the coating method, or 2.4, for the substrate
method.
As mentioned before, a model for PFXP evaluation is required to calculate areal
density. In the first studies, PFXP was extrapolated from experimental data
[188, 191] or from Monte Carlo simulations [193]. Later, many models have been
proposed for PFXP approximation as a function of experimental conditions and
sample properties [194]. In the 1980s Pouchou and Pichoir proposed two of the
most popular methods: the PAP (Pouchou and Pichoir) model, in which the
distribution function is approximated by two smoothly joined parabolas [195], and
the XPP (extended Pouchou and Pichoir) model, which is based on an exponential
approximation of the PFXP and allows to describe an experimental configuration
with obliquely incident electrons [196]. In 1981, Packwood and Brown proposed
the so–called Modified Surface–centered Gaussian (MSG) model [197], which is
theoretically founded on the hypothesis that electrons diffuse isotropically in the
sample. However, in general this hypothesis is not valid, since a collimated electron
beam with incidence normal with respect to the sample surface maintains its
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collimation in the surface region. As a consequence, the electron path in a shallow
layer with mass thickness dσ is shorter than in a deeper layer with the same mass
thickness, resulting in a lower probability of X–ray production in the surface
region. In this model, the persistence of a directional electron propagation near
the surface and the consequent deviation from a totally random walk are taken
into account introducing an exponential term which vanishes rapidly with depth.
The MSG expression of the PFXP function, φ(σ), is

φ(σ) = γ exp [−α2(σ)2]

[
1− γ − φ(0)

γ
e(−βσ)

]
. (2.5)

This equation contains four shape–parameters α, β, γ and φ(0), which depend on
the electron initial energy E0, on the sample composition and on the absorption
edge of the peak under analysis EC . The original derivation of these parameters
and the resulting equations can be found in [197]. In this thesis work the model
parameters introduced by Rembach and Karduck, the so–called RE method, will
be considered [198]. The RE method generalizes the MSG model to ultra–soft
X–rays emitted by low atomic number materials on the basis of a large number
of experimental and numerical results by introducing new definitions of the four
shape–parameters.

α , whose inverse describes the width of the Gaussian function, is correlated
with the penetration depth of incident electrons. In the original model, this
parameter was calculated by considering the distance probability distribution
of a random walk in a cylindrical symmetry system after M steps with length
equal to the mean free path of electrons in the sample under analysis. The
number of steps was calculated as the ratio between the total energy loss of
a single electron and the energy lost by the electron per mean free path. In
the RE model, the expression of α for a multicomponent sample is calculated
as a weighted average of the αl related to each sample component

α−1 =

∑
l ClZl/Alα

−1
l∑

l ClZl/Al

, (2.6)

where

αl = 2.66× 105 Z1.04
l

AlE1.10
0

[
ln(1.166E0/Jl)

E0 − EC

]0.5

. (2.7)

E0 is the initial energy of the probe electron beam (i.e the accelerating voltage
in the SEM column), EC is the so–called critical energy (i.e. the excitation
potential of the analytical line), and the ionization potential of each sample
component, Jl, is given by the Ruste formula Jl = 0.00929(Zl +1.287Z0.33333

l )
[199].

β takes into account the deviation from a pure Gaussian function in the surface
region. In the original model, it was calculated considering the number of col-
lisions required to have complete randomization of the electron propagation
direction. The expression proposed by Rembach and Karduck is

β = 2.20× 105E−1.4
0

[
1 + (U0 − 1)−0.77

]
ln(Z − 11) for Z > 12

β = 2.08× 105E−1.4
0

[
1 + (U0 − 1)−0.77

]
ln(Z) for Z < 12 (2.8)
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where U0 = E0/EC is known as overvoltage ratio. For multicomponent sam-
ples, β is calculated considering an effective atomic number Zeff , the average
of the atomic numbers of the single components weighted on the mass con-
centrations.

γ represents the amplitude of the Gaussian function. It can be calculated taking
into account two factors: the reduced excitation probability in the shallow
layers as the electron propagation loses its directionality and the progressive
reduction of the excitation efficiency of the electron beam in deep layers, as
electrons lose their energy in matter. In the RE model this parameter is
calculated as

γ = 2.325(1 + 0.64η)
10U0(lnU0 − 10− U−0.1

0 )

lnU0(U0 − 1)
. (2.9)

η is the electron backscattering coefficient, defined as the fraction of electrons
backscattered by the sample surface. This parameter can be calculated ac-
cording to the following expression, introduced by Hunger and Küchler [200],

η = Ex
0 [0.19036− 0.2236 lnZ + 0.1292(lnZ)2 − 0.01491(lnZ)3]

x = 0.1382− 0.9211Z−0.5 . (2.10)

In multicomponent samples η can be calculated as the average of ηl of the
single components weighted on the mass concentrations.

φ(0) , finally, is the surface ionization, the distribution value at the surface, whose
evaluation in the original model was performed considering the ionization
events induced by backscattered electrons. The value of φ(0) in the RE
model is given by the following equation

φ(0) = 1 + (1− 1√
U0

)ab , (2.11)

where the parameters a and b are defined as

a = (1 + 0.005Z/EC)(0.68 + 3.7/Z)

b = (1 + 0.005/EC)(−0.01 + 0.04805Z − 0.51500× 10−3Z2 +

+ 0.20802× 10−5Z3). (2.12)

Again, for multicomponent samples these parameters can be calculated con-
sidering the effective sample atomic number Zeff .

The PFXP models described so far are valid for homogeneous samples, while for
multilayer samples the electron propagation and X–ray production are altered by
the presence of a coating–substrate interface [201]. Thus, in principle, a modified
PFXP function should be considered to take into account this effect, but, as far
as we know, no analytical model is reported in the literature. As a consequence,
X–ray generation distribution functions for both coating and substrate are calcu-
lated as the PFXP of an homogeneous sample with the same composition as the
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layer under analysis. Since the function does not show a strong dependence on
the atomic number, this working assumption does not introduce a significant error
if the difference between coating and substrate atomic numbers is below 5 [191].
For higher differences, the distortion due to the presence of the coating–substrate
interface could introduce an error in areal density measurement.
Moreover, in general, PFXP models should consider the emission of X–rays due
to Fast Secondary Electrons (FSE) and fluorescence. In multilayer samples, these
effects can be due to the composition of the layer under analysis (matrix effects),
but also to the composition of the other layer. The Rehbach–Karduck model
adopted in this work only takes into account the FSE matrix effect, whose contri-
bution can be as high as 15% for low energy X–rays if the initial electron energy
is much higher than the absorption edge of the peak under analysis [202]. The
fluorescence and secondary emission effects due to the sample multilayer structure
are not considered in the model.
In addition to the theoretical formulation described so far, a few practical aspects
concerning the experimental set–up must be taken into account to achieve reliable
areal density measurements.
A noteworthy issue is related to the method selection. The coating method and
the substrate method are completely equivalent according to the theory, even
though their equivalence still has to be experimentally proved. However, in a
given experimental configuration one method could be more convenient or more
reliable than the other for merely practical reasons. Thus, the availability of two
methods is a resource which can be exploited to overcome practical difficulties
related to specific experimental configurations. In a few cases, the choice of the
method is determined by the specific properties of the sample’s X–ray spectrum.
For example, the deconvolution of overlapped X–ray peaks is a time–consuming
process that could reduce the technique’s reliability. Thus, the selection of non–
resolved peaks should be avoided. Moreover, the choice of particular elements can
present critical aspects. For instance, the extremely low energy of carbon Kα peak
(277 eV) could limit the maximum detectable areal density and the low X–ray
production cross–section in carbon reduces the signal to noise intensity ratio. Fi-
nally, in the case of multi–elemental coatings, the substrate method can be chosen
to remove the issue related to the selection of an appropriate reference standard.
In principle, it is not required for the reference standard to have the same com-
position as the sample coating or substrate. The only requirement is that the
emitting element must not be present in both layers. Nevertheless, adopting a
standard with the same composition as the material under analysis should reduce
the error due to modelling approximations. For multielemental coatings it is usu-
ally difficult to produce a reference standard with the very same composition as
the coating, thus the substrate method should be preferred.
Another issue is related to the selection of an appropriate electron accelerating
voltage, which is a crucial issue for areal density measurement since this parame-
ter determines the methods’ reliability and applicability range. A rough criterion
for voltage selection can be deduced from the requirement that the electron ini-
tial energy should guarantee a significant energy loss both in the sample coating
and in the substrate. Thus, electron energy must be in a range that allows to
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probe the sample substrate, but in which the effect of the coating on electron
propagation is not negligible. Moreover, electron energy cannot be lower than the
absorption edge of the emitting element. As a consequence, the lower detection
limit of the technique is given by the minimum areal density required to absorb a
significant fraction of electron energy for beams with initial energy slightly above
the absorption edge. On the other hand, the maximum detectable areal density is
lower than the electron penetration range at the maximum available accelerating
voltage. In addition, the attenuation of X–rays in the sample can reduce signifi-
cantly the detected spectral intensity and, as a consequence, the higher detection
limit of the technique.
As mentioned before, the application of EDS to the evaluation of thin film den-
sity was proposed by Zani in his PhD thesis [16] for carbon foams deposited on
Si wafers. However, an extensive experimental study would be required to test
the applicability and limitations of EDS based density evaluation methods to
nanostructured films with various compositions, a large variety of mesoscale mor-
phologies and in a large density range. Moreover, the results reported in Zani’s
work for carbon foams are affected by errors and approximations. For example,
the dependence of the X–ray attenuation coefficients on the X–ray energy was
not always considered and the X–ray intensity measurement for the sample under
analysis and the reference standard were not performed in the same acquisition
conditions. Finally, the data analysis software was based on a non optimized al-
gorithm whose accuracy and correct functioning were strongly dependent on the
experimental configuration.
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3
Production of foam–based targets

In this Chapter, the main advancements in the development of a suitable carbon
foam production technique achieved in the frame of my PhD are discussed,
as well as technical issues related to the manufacturing of targets for specific

laser–driven ion acceleration experiments described in Chapter 5.
The production of foam–based targets was achieved exploiting the PLD approach
developed by Zani et al. [15] and described in Section 2.1.2. In particular, the very
same deposition configuration was adopted for the production of foam–attached
targets for the first experiment performed on this kind of targets (see Section
5.1.1). Two main issues had to be addressed to achieve a reliable carbon foam
deposition technique for foam–based target production. Firstly, no attempt had
been made in [15] to properly control the foam thickness. In addition, the repro-
ducibility of the deposition process was strongly affected by the gas flow and fluid
dynamics effects in the deposition chamber, so that the fine tuning of the foam
properties required a time–consuming optimization of the experimental configu-
ration before each set of depositions. Thus, a first goal related to foam–based
target manufacturing was the investigation of the role of process parameters, such
as deposition duration and target–to–substrate distance, aimed at achieving good
process reproducibility and independent control of foam thickness, density and
uniformity, in particular for films with density in the 3 − 10 mg/cm3 range and
thickness between 5µm and 15µm, required for foam–attached targets for TNSA
experiments. In addition, a number of technical aspects had to be taken into
account in the target design and fabrication phase to make possible the target
handling, to avoid target damage during the transport to the laser facility and to
satisfy specific technical requirements on target holders for irradiation.
Therefore, this Chapter is divided into two Sections. In Section 3.1, an extensive
study on foam thickness control and process reproducibility is presented, along
with a strategy for the production of relatively thin carbon foams (below 10µm)
achieving optimal substrate coverage. In Section 3.2, the deposition conditions
selected for the production of foam–attached targets and the main technical issues
related to target manufacturing are discussed.
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3.1 Advancements in the production of carbon foams by
PLD

The thickness of films grown by PLD is commonly controlled by tuning the dura-
tion of the deposition process (i.e. the number of laser pulses), since this parameter
determines the amount of mass deposited on the substrate per unit area, namely
the foam areal density1. In general, the thickness of compact films increases lin-
early with the deposition time. This is not always true for porous cluster assembled
films, whose thickness can be reduced due to structural compression or mass loss
effects. Therefore, an extensive study of the effect of the process duration on the
foams properties was performed to achieve an appropriate foam thickness control.
Process parameters similar to those described in [15] were adopted: a pyrolitic
graphite target was ablated by the second harmonic (λ = 532 nm) of a Nd:YAG
laser (with pulse duration 5–7 ns, repetition rate 10 Hz and fluence 0.8 J/cm2) in
a chamber filled with Ar or He as buffer gas with target–substrate distance ∼ 8.5.
Process durations from 5 to 60 minutes were adopted. Qualitatively different re-
sults were achieved for foams deposited in He and Ar.
In Figure 3.1, the thickness of C foams deposited in He atmosphere is reported
as a function of the process duration for different pressure values. The thickness
increased linearly for relatively low pressure (130 Pa), while a reduced thickness
growth rate was observed for higher pressures (300 Pa and 400 Pa). This effect was
interpreted considering the amount of matter deposited on the substrate surface
(Figure 3.2). The areal density trend for foams grown in He was approximately
linear for process durations up to 60 minutes. Therefore, the reduced thickness
increase was probably due to a progressive filling of empty spaces between the film
mesoscale structures or to a structural compression of the film, which led to an
increase of the film density for long depositions (from 4 mg/cm3 to 7–12 mg/cm3

for foams produced in Ar at 400 Pa or 300 Pa, respectively).
Also in the case of foams deposited in Ar the relationship between foam thickness

and deposition time was linear for relatively low pressure (40 Pa), but an evident
thickness saturation effect was evident for high pressure values (70–100 Pa), as
shown in Figure 3.3. In this case, a saturation effect was observed also for the
amount of deposited mass (see Figure 3.4) and the foam density was approxi-
mately constant (in the 5-10 mg/cm3 range), thus the thickness saturation was
attributed to a dynamic equilibrium state in which the mass deposited on the top
of the foam was equal to the amount of mass lost by the foam due to its extremely
porous structure and to fluid dynamic effects.

As a result of this study on the role of process duration in C foam deposition,
foams with thickness from 10 to 150 µm were produced by properly selecting the
deposition time and the buffer gas. In principle, the upper thickness limit could
be further extended, for foams produced in He, at least to the thickness saturation
threshold by simply adopting longer deposition durations. On the contrary, the de-
position of films thinner than 10µm could not be achieved by reducing the number
of laser pulses, since the uniformity of coatings deposited with a target–substrate

1Areal density values reported in this Chapter were measured by the EDS methods introduced in Section 2.2,
which will be discussed in further detail in Chapter 4.
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Figure 3.1: Thickness of foams deposited in He with different pressures, plotted as a function
of process duration.

Figure 3.2: Areal density of foams deposited in He with different pressures, plotted as a function
of process duration.

distance around 8.5 cm proved to be unsatisfactory for thickness below 12µm and
substrate coverage was only partial (often lower than 50%) below 10µm, as shown
in Figure 3.5. Even attempts to improve thin foam uniformity by adding a direc-
tional gas flux in the deposition chamber were unsuccessful. Thus, this deposition
setting proved to be not perfectly suitable to produce films matching thickness,
substrate coverage and uniformity requirements for enhanced TNSA targets for
high intensity lasers.
The impossibility of growing ultra–low density films with good quality and thick-
ness below 10 µm was intrinsically related to the deposition configuration. The
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Figure 3.3: Thickness of foams deposited in Ar with different pressures, plotted as a function
of process duration.

Figure 3.4: Areal density of foams deposited in Ar with different pressures, plotted as a function
of process duration.

foam growth in inert gas atmosphere was achieved through the deposition of
clusters and nanoparticles formed during the propagation phase and reaching the
substrate with low kinetic energy. The extremely low deposition energy prevented
the reorganization of the desposited material on the substrate resulting in porous
structures, but also in a poor cluster packing.
As a consequence, other deposition configurations were considered to achieve good
uniformity and substrate coverage for low density foams with thickness lower than
10µm. In particular, the effect of the target–substrate distance on the deposition
process and on the foam properties was investigated with the aim of exploiting
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Figure 3.5: Representative SEM image of carbon foam (thickness ∼ 7.5µm) with incomplete
substrate coverage.

the larger solid angle intercepted by the substrate surface, the enhanced deposi-
tion rate and the higher density of particles reaching the substrate surface. This
investigation was divided into two phases: at the beginning the effect of the
target–to–substrate distance was studied considering the same ambient gas pres-
sure range of previous experiments, while in a second phase higher pressure values
were considered with the aim of recovering an optimal condition for the produc-
tion of ultra–low density foams.
The target–substrate distance was gradually reduced from 8.5 cm down to 4.5
cm at constant pressure resulting in an enhancement of the energy of deposited
particles and, as a consequence, to the production of more compact and denser
structures. In Figures 3.6 and 3.7, top view SEM images of carbon foams de-
posited in He at 400 Pa and with target–to–substrate distance 4.5 cm and 6.5
cm are shown for two different magnifications. An evident difference between
the microstructure of foams produced for different target–to–substrate distances
was observed. The macroparticles produced by the aggregation of the elementary
nanoparticle were very open and porous for foams deposited at 6.5 cm from the
ablated particles, while they became compact as the target–to–substrate distance
was reduced (see Figure 3.6), resulting in an increase of the foam density from 9.3
mg/cm3 to 24.4 mg/cm3 as the target–to–substrate distance was reduced from 6.5
cm to 4.5 cm. The morphological difference was less evident from SEM images
with a lower magnification factor (Figure 3.7), but lower magnifications showed
that the characteristic spacescale of the foam structure decreased for decreasing
target–to–substrate distances. Carbon foams deposited in He at relatively low
target–to–substrate distance did not satisfy the requirements for the production
of foam–based targets for laser driven acceleration: besides a relatively high den-
sity, these foams showed an incomplete substrate coverage below 11 µm and a
remarkable macroscopic non–uniformity (i.e. an evident Gaussian thickness pro-
file).
A similar experiment was performed in Ar atmosphere with pressure between 40
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Figure 3.6: High magnification top view SEM images of carbon foams deposited in He at 400
Pa with target–to–substrate distance 6.5 cm (left) and 4.5 cm (right).

Figure 3.7: Low magnification top view SEM images of carbon foams deposited in He at 400
Pa with target–to–substrate distance 6.5 cm (left) and 4.5 cm (right).

Figure 3.8: Top view SEM images of carbon foams deposited in Ar at 40 Pa with target–to–
substrate distance 8.5 cm (left) and 6.5 cm (right).

Pa and 70 Pa by reducing the target–to–substrate distance from 8.5 cm to 4.5 cm.
The resulting microstructures are shown in Figure 3.8. As expected, the effect
on the foam structure was quite similar to the case of foams grown in He: the
distance reduction led to a transition from an extremely porous morphology to a
structure composed by more compact aggregates and to the production of foams
with higher density. As mentioned before, this transition was to be expected since
generally, for relatively low target–to–substrate distances, the diffusion of ablated
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Figure 3.9: Top–view and cross–sectional (inset) SEM images of a 5 µm thick foam (Ar
pressure 500 Pa, process duration 60 s, target–substrate distance 4.5 cm).

material through the ambient gas is stopped before the species lose a relevant frac-
tion of their energy in collisions with gas atoms and more compact structures are
formed. Again, a smaller characteristic foam inhomogeneity scale was observed
for low target–to–substrate distance.
The possibility of achieving a better structure packing and growing foams with
reduced characteristic inhomogeneity scale was crucial in the production of car-
bon foam layers with thickness below 10 µm, since a reduced typical length of the
structure formed by macroparticles would lead to an enhanced substrate coverage
even for thin foams. However, higher pressure values were required to achieve
an experimental configuration suitable for the deposition of foams with extremely
porous morphology and low density. Therefore, Ar pressures between 300 Pa
and 700 Pa and a target–to–substrate distance of 4.5 cm were adopted. In this
way, a morphology similar to the porous low density morphology demonstrated
by Zani et al. [15] was achieved, but with a reduced foam characteristic inho-
mogeneity spacescale. Foams produced in this new configuration (dts = 4.5 cm,
PAr ∼ 300 − 700 Pa) had porous morphology (Figure 3.9), low density (down to
5 mg/cm3), satisfactory uniformity and substrate coverage despite their low thick-
ness (down to 3−5µm). Besides an increased deposition rate, in this configuration
an impressive enhancement in the process reproducibility was observed since the
foam growth was less affected by fluid–dynamic effects in the deposition chamber.
The main drawback of this new deposition configuration was a more pronounced
Gaussian–like shape in the film thickness profiles due to the low target–substrate
distance, resulting in a reduction of the surface area in which the foam thickness
could be considered uniform to ∼ 1 cm2. However, in general, this is more than
enough for single laser–matter interaction targets since tight focused lasers have
focal spot of a few µm).
Figure 3.10 shows a summary of the thickness and density ranges of carbon foams

produced by Pulsed Laser Deposition so far. Thickness has been evaluated using
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Figure 3.10: Graphic representation of carbon foam thickness and density ranges achieved by
PLD using Ar (blue circles) or He (red diamonds) as buffer gas.

cross sectional SEM images, while density has been measured using an EDS based
method. As shown in the figure, carbon foams with density down to 3 mg/cm3 and
thickness from 5µm to 150µm were grown by PLD tuning the target–substrate
distance, the duration of the deposition process, the pressure and the composition
of the buffer gas. Thus, PLD proved to be a suitable technique for the production
of foam–attached targets for laser–driven ion acceleration experiments.

3.2 Target manufacturing

Besides the selection of appropriate conditions for the production of the carbon
foam by PLD, several technical issues had to be addressed to produce targets for
laser–driven ion acceleration experiments. While carbon foams produced to tune
the deposition process parameters were grown on thick Si wafers which could be
easily handled, the deposition of low density carbon foams on thin Al foils (0.75-10
µm) required the design of appropriate foil holders. The size and shape of these
foil holders depended on the specific target holder configuration of each facility.
In addition, the necessity of preserving the targets during their transport to the
laser facility and the positioning in the interaction chamber had to be taken into
account. Two deposition configurations and foil holder designs were considered
in my thesis work for the production, transport and irradiation of foam–attached
targets in two different laser systems: UHI100 at the LIDyL facility (France)
and PULSER I at GIST (South Korea). Further details on the experimental con-
figuration adopted for foam–attached target irradiation can be found in Chapter 5.
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Figure 3.11: Target holder in use in the interaction chamber of the UHI100 laser system at the
LIDyL facility (a) and sandwich target support designed for foam–attached target manufacturing
and logistic (b).

3.2.1 Targets for UHI100 (LIDyL)

The first laser–driven ion acceleration experiment on foam–attached targets con-
sidered in this PhD thesis was performed in May 2012 at the UHI100 laser system
of the LIDyL facility (see Section 5.1.1). The target holder in use in the interaction
chamber of this laser system is illustrated in Figure 3.11(a). Here, three targets
(∼ 1.5× 2.5 cm) had to be inserted between two pierced plaques. Thus, sandwich
target supports were designed as shown in Figure 3.11(b). In this configuration, a
commercially available Al foil (4.5×2.5 cm) was laid down on a solid Al back and
held in position by an Al frame fixed with screws. The sandwich support was then
located in the deposition chamber and covered by a foam layer, before packing it
for delivery. The foam–attached foil was transferred to the target holder at the
laser facility before the irradiation.
Two kinds of targets were employed for this experiment, composed by a 13µm

or 23 µm thick carbon foam layer deposited onto a 1.5µm or 10 µm thick Al foil,
respectively. The PLD process parameters adopted for target manufacturing are
listed below.

• Laser fluence: 0.8 J/cm2.

• Ambient gas: Ar 100 Pa.

• Gas flow: 30 sccm along the target normal direction.

• Target: pyrolitic graphite.

• Target–to–substrate distance: 8.5 cm.

• Substrate: 0.5 mm thick Si wafers for foam characterization; 1.5–10 µm thick
Al foils for target production.
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Figure 3.12: Target holder in use in the interaction chamber of the PULSER I laser system
at the GIST facility.

• Process duration: 10–20 min.

3.2.2 Targets for PULSER I (GIST)

A second experiment on foam–attached targets was performed at the PULSER I
laser system of GIST (see Section 5.1.2). In this case, the target holder placed in
the interaction chamber was composed by a frame holder (Figure 3.12) containing
3× 3 single target holders (Figure 3.13) with conical holes for laser focusing. In
this case, an additional foil holder was designed to handle the targets from the
deposition process to the irradiation experiment. This foil holder was a stainless
steel plaque with holes corresponding to the apertures of the GIST single target
holder. The overall assembly is shown in Figure 3.14. A spray adhesive was
employed to fix the thin Al foil to the foil holder. Due to the low thickness (0.75
µm and 1.5 µm) and the large area (∼ 4.5 × 5 cm) of Al foils considered in
this experiment, an expedient for the correct foils positioning was contrived. A
mask covering the lateral foil holder bands was employed to spray only on the
central part of the plaque, producing a sharp border between the adhesive and
non–adhesive regions. The edge of an Al foil, held on a paper support, was placed
at the adhesive region border, which was used as a sort of hinge to rotate the
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Figure 3.13: Dimensioned technical drawing of the single target holder adopted at the GIST
facility.

Figure 3.14: Overall target assembly to be mounted in the GIST target holder frame.

Al foil on the target support. This expedient allowed to attach the thin Al foils
without producing wrinkles or breaking them. The sample was then placed in the
deposition chamber and covered with carbon foam. Several targets were piled up
together in bundles using spacers to prevent target damage during the transport
to the laser facility. Targets were assembled at the laser facility. Due to the small
diameter of the conic holes of the target holder (1 mm on the side in contact with
the foam), high precision was required for this operation. The assembling phase
is shown in Figure 3.15. A metallic slab with an appropriate milling was used to
accurately position and fix the target holder to the foil holder. This configuration
allowed to prevent any possible damage due to target assembling.
A low target–to–substrate distance deposition configuration was selected for the
production of near–critical carbon foams to be employed in this experiment (dts =
4.5 cm). As mentioned in Section 3.1, this deposition configuration resulted in a
reduced foam uniformity area ∼ 1 cm2 and in a Gaussian–like thickness profile.
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Figure 3.15: Target assembling at laser facility: (a) single target holder; (b) foil holder; (c)
foam–attached foil; (d) milled component; (e) target assembling.

Figure 3.16: Illustrative thickness profiles of films deposited on a static substrate (red circles)
and on a suitably offset rotating substrate (blue triangles).

In general, this is more than enough for single laser–matter interaction targets
since tight focused lasers have focal spot of a few µm, but it is not acceptable for
the large target arrays required for this experiment. This issue was addressed by
suitably offsetting and rotating the substrate. This expedient allowed to produce
foams with a thickness standard deviation lower than 15% on areas with diameter
larger than 5 cm, as shown in Figure 3.16, even though the rotation increased
to 8 µm the minimum foam thickness achievable with satisfactory coverage and
microscale uniformity.

Several kinds of targets were manufactured for this experiment. Two kinds of
foam with different density were considered: near–critical foams with thickness
ranging from 8 µm to 36 µm and 12 µm thick slightly over–critical foams. Al foils
with thickness 0.75 µm and 1.5 µm were employed. The PLD process parameters
adopted to grow carbon foams for this experiment are listed below.

• Laser fluence: ∼ 1 J/cm2.

• Ambient gas: Ar at 500 Pa (nfoam ∼ 1.2nc, with dts = 4.5 cm); Ar 30 Pa
(4.3 nfoam ∼ 1.2nc, dts = 8.5 cm).
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• Target: pyrolitic graphite.

• Target–to–substrate distance: 4.5 cm, 8.5 cm.

• Substrate: 0.5 mm thick Si wafers for foam characterization; 0.75–1.5 µm
thick Al foils for target production.

• Process duration: from 6 to 23 min depending on the required thickness.

3.2.3 Towards high repetition rates

The solutions proposed in the previous sections for target manufacturing and han-
dling proved suitable for the experiments performed on foam–based targets in the
frame of my PhD thesis. In particular, the configuration adopted for the experi-
ment performed at GIST was extremely easy to handle, robust enough to be safely
delivered and to preserve neighbouring targets during the irradiation phase. In the
GIST experimental configuration, for a single target frame (28 available targets),
a number of shots between 8 and 12 was required to achieve an appropriate align-
ment (a procedure requiring a few minutes), leaving 16–20 available targets per
frame. Therefore, this configuration would not be compatible with laser–driven
ion acceleration experiments with high repetition rate. The development of ac-
celeration systems capable of delivering ion bunches with repetition rate at least
in the Hz regime is a necessary condition for most potential application of laser–
driven ion sources, since in general average ion beam current values from nA to
mA are required. Thus, it is interesting to discuss the possible implementation of
foam–attached target configurations compatible with high repetition rate irradi-
ation, also in the light of a comparison with other target configurations proposed
so far in literature.
In principle, if suitable holders for foam deposition, transport and irradiation were
available, the foam–attached target configuration would be compatible with high
repetition rate experiments. According to simulations and preliminary experimen-
tal results (see Section 5.1.2), the acceleration performances shouldn’t be strongly
dependent on the substrate thickness, thus µm–thick foils can be employed to
guarantee appropriate mechanical properties. Foils in this thickness range, for
example, are robust enough to prevent damage to neighbouring targets during
the irradiation. In addition, since the laser–pulse interaction in foam–attached
targets takes place in the foam volume, the laser focus should be localized in the
foam. Therefore, sub–micrometric precision in target alignment is not expected
to be crucial for this target concept, while for solid foil targets, it is necessary
to have a precise pulse focusing to provide the maximum laser intensity at the
vacuum–target interface and to maximize the laser–target energy transfer. On the
other hand, other advanced targets can be less robust, as for example ultra–thin
targets (thickness ∼10s of nm), in which the incoming pulse can produce a shock
propagating in the foil and damaging neighbouring targets. In addition, a high
precision in target alignment is expected to be essential for ultra–thin foils, mass
limited targets, flat–top microcone targets and targets with hydrogen–rich dots
on the rear surface (see 1.3.1).
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Figure 3.17: Wheel target holder geometry of RAL High Accuracy Microtargetry System: wheel
schematic (left), targets arranged in rows around the wheel circumference for each sector (cen-
ter), wheel main structure (right). The holder allows to position up to 1000 targets the eight
segments. From [203].

The application of foam–attached targets to high repetition rate experiments re-
quires planar holder geometries (tape targets, for example, would erase or at least
damage the foam layer) which allow to achieve a large number of shots after the
alignment stage. For example, large arrays of targets in rectangular or wheel
geometry could be used if an automatic positioning system were available (see
Figure 3.17). In this case, again, the thin foil could be attached to a grid or
pierced plaque before the deposition stage.
Large target arrays could also be a suitable strategy for massive target produc-

tion by PLD, provided that a suitable deposition configuration were adopted. In
the present PLD configuration, the maximum diameter of the region in which the
foam layer can be considered uniform (in terms of thickness) is ∼ 5 cm. However,
an appropriate combination of substrate spinning and traslatory movement dur-
ing the deposition process should allow to achieve a satisfactory foam uniformity
over larger areas.
In summary, after a preliminary evaluation, no serious drawbacks are evident as
regards the possibility of employing the foam–attached target concept in high
repetition rate experiments.
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Energy Dispersive X-ray Spectroscopy for thin

film density evaluation

As illustrated in Chapter 2, the most complex issue related to the charac-
terization of low density carbon foams is density measurement. In this
Chapter, my activities related to the development of EDS based methods

for thin film density measurement are discussed. A number of theoretical, ex-
perimental and technical issues should be taken into account to achieve reliable
areal density measurements. In light of aspects illustrated in Section 2.2, the first
goal of my activity was the development of a suitable software for data analysis
to infer an accurate areal density evaluation from measured X–ray intensities not
only for low density carbon foams deposited on Si substrates, but virtually for any
possible film–substrate combination, including multicomponent films. The appli-
cation of EDS based methods to thin film density evaluation, then, required an
exhaustive investigation of the technique effective reliability and limitations and
the availability of a suitable model for X–ray production in multilayer samples.
These issues are considered in the two first Sections of this chapter. Section 4.1
illustrates the results of an extensive validation campaign aimed at studying the
applicability of the EDS based methods to nanostructured films with various com-
positions, a large variety of mesoscale morphologies and density ranging from the
density of solid to a few mg/cm3. In addition, the possibility of exploiting the spa-
tial resolution of this technique to investigate the properties of non–homogeneous
films is discussed. In the same section, critical issues related to the effect of the
experimental configuration on the technique reliability are discussed, such as the
selection of an appropriate electron accelerating voltage, the role of the atomic
number difference between the sample coating and substrate choice of the mea-
surement method, in order to provide useful guidelines for the application of EDS
to nanostructured film density evaluation. In Section 4.2, issues related to the dis-
tortion of the PFXP function in multilayer samples are discussed and a possible
approach to evaluate the distribution in the coating and substrate of multilayer
samples is outlined. In Section 4.3, novel measurement approaches to extend the
applicability of the technique to free–standing films and simplify the data acqui-
sition are proposed.
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Figure 4.1: Areal density of a thin Ag film on Au substrate measured as a function of the
electron accelerating voltage.

4.1 Experimental development of the technique

In this Section, the results of an extensive experimental campaign intended to
apply EDS based methods to the evaluation of the density of nanostructured thin
films with known thickness are presented. The technique validation was achieved
by comparing density values measured by EDS methods and the results achieved
with other well established techniques, i.e. with a high precision weighing scale
or a QCM.
The first experiment aimed at the validation of the technique was performed using
compact Ag films (with expected density 10.49 g/cm3) deposited through thermal
evaporation on a Au coated QCM resonator. In this way, EDS and QCM areal
density measurements performed on the very same film were compared. The
value achieved by QCM, 0.31 mg/cm2, was considered as a reference, since areal
density values achieved by QCM are generally very reliable for films grown by
thermal evaporation. Ag and Au were chosen as coating and substrate materials,
respectively, due to the high atomic number difference between these elements.
As discussed in Section 2.2.2, this configuration is not optimal for EDS measure-
ments and allows to validate the technique and quantify the error in the worst
case scenario.
The coating method and the substrate method were employed to characterize the

Ag film in a wide electron accelerating voltage range (8-29 kV). From the results
reported in Figure 4.1, it is evident that for both methods an optimal range for
the electron accelerating voltage exists, in which the areal density values are less
affected by voltage variations. In this experimental configuration, for the coating
method a voltage higher than 19 kV is required, while the substrate method pro-
vides stable results above 13 kV. The maximum acceptable voltage could not be
determined as it is higher than the maximum value achievable with our instru-
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Figure 4.2: Density of a thin W film on Si and Ta substrate measured as a function of the
electron accelerating voltage with the coating method.

ments. The results reported in Figure 4.1 allow to compare the accuracy of the
two methods. In the optimum voltage range, the deviation from QCM measured
areal density is around 10% and 25% respectively. Thus, in this case, the sub-
strate method is more accurate than the coating method.
Amorphous–like tungsten films deposited by PLD on Si and Ta substrates [204]
were exploited to investigate the main experimental issues affecting the reliability
of areal density measurements: the selection of an appropriate electron accelerat-
ing voltage; the role of fluorescence effects; the role of the atomic number difference
between the sample coating and substrate and the measurement approach choice.
In particular, the density of W films deposited in vacuum on Si and Ta substrates
was measured by a high precision weighing scale, a QCM and using both EDS
methods with accelerating voltage ranging from 15 kV to 22 kV. Density values
achieved by QCM are considered as a reference, even though densities achieved in
PLD facilities can be affected by an error also for compact films (around 5-10%
for our experimental setting) due to the difficulty of placing the sensor in the
very same position as the substrate. Again, a good stability of the technique with
respect to the accelerating voltage selection was observed for both methods. The
effect of the atomic number difference between the sample coating and substrate
on the measurement process is evident from Figure 4.2, in which density values
measured with the coating method for W films deposited on Si and Ta substrates
in the very same conditions are compared. Two different W peaks have been
considered: W Mα and W Lα. Two interesting observations can be inferred from
these results. Firstly, the W film density measured in the case of a Ta substrate
is always higher than values achieved in the case of a Si substrate. This confirms
the presence of a PFXP distortion due to the sample multilayer structure. W and
Ta are consecutive elements on the periodic table (∆Z = 1), thus the fraction
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of electrons scattered back to the film from the Ta substrate is very close to the
value which would be observed in the case of an homogeneous sample at a depth
equal to the film thickness. Therefore for W films deposited on Ta substrates the
adoption of a PFXP function valid for an homogeneous sample does not affect the
measurement. On the contrary, the Si substrate scatters a relatively low number
of electrons back to the W film, resulting in a reduction of the X–ray production
in the film and in the measured density value. A second interesting observation
is related to the difference between results achieved considering the W Mα and
W Lα peaks in the case of Ta substrate. This difference is due to fluorescence
effects due to the production of Ta Lα X–rays with energy about 8.1 keV in the
substrate. These X–rays can be absorbed by W atoms (the absorption edge re-
lated to the W Mα peak is around 1.8 keV) and produce an enhancement of the
intensity of the W Mα peak, leading to an overestimation of the film density.
This effect is not present if the substrate is a Si wafer because the energy of Si
Kα X–rays is not sufficient to produce fluorescence in the W film. In addition,
the case of a W film deposited on a Ta substrate provides an experimental proof
of the equivalence of the coating and substrate methods if no PFXP distortion
effects take place: a difference lower than 3% was observed between density val-
ues measured with the substrate method and the coating method considering Ta
and W Lα peaks, whose intensity is not affected by fluorescence effects. On the
contrary, in the case of W films deposited on Si substrates, the substrate method
is affected by fluorescence effects due to the high energy X–rays produced in the
W coating. This is evident from results of an experiment aimed at testing the
reliability of EDS methods was tested for W nanostructured films grown by PLD
on a Si wafer in a wide density range, reported in Figure 4.3. Here, density values
measured using both EDS methods and QCM are plotted as a function of the gas
pressure in the deposition chamber during the film growth process. The deviation
of measured values from reference density values evaluated by QCM is around
5% for the coating method (considering the W Lα peak), much lower than the
difference observed for the substrate method, which in some cases is above 30%,
except for the sample deposited in vacuum. This was attributed to a possible loss
of accuracy of the thickness measurement achieved through SEM cross–section
analysis, which might be affected by an error around 10% due to the low thick-
ness of the W coating deposited in vacuum (less than 100 nm).

The effect of the substrate atomic number on density values evaluated using
the coating method was further investigated in a proof–of–principle experiment
performed on commercially available Al foils with known density and thickness
(2.7g/cm3 and 750 nm ± 30%). Two different experimental configurations were
considered: measurements were performed on free–standing Al foils and on Al
foils arranged on carbon substrates. In both cases, the foil density is systemati-
cally underestimated, but the average deviation from the nominal value is around
28% for the free–standing configuration and 20% in presence of a carbon substrate.
This difference can be interpreted considering that the presence of a carbon sub-
strate enhances the signal from the Al foil, since electrons emerging from the rear
side of the Al foil are not necessarily lost by the system, but can be scattered
back to the foil by C atoms. Thus, the Al PFXP approximation is more reliable
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Figure 4.3: Density of thin tungsten films as a function of gas pressure in deposition chamber.

Figure 4.4: Density of carbon foams as a function of gas pressure in deposition chamber.

in presence of the C substrate than in the free–standing configuration.
As mentioned in Chapter 3, the application of the EDS methods to nanostructured
films was tested exploiting carbon foam with densities down to a few mg/cm3. In
this case, the substrate method was selected for the reasons discussed in Section
2.2.2, namely the low energy and emission probability of C Kα X–rays. In Figure
4.4, results for both the substrate method and QCM are shown as a function of
the gas pressure in deposition chamber. The agreement between the two methods
is satisfactory only for density values above 30 mg/cm3. For lower densities, values
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Figure 4.5: Density of Al–doped ZnO films as a function of the target to substrate distance.

measured by QCM are unrealistically low, as QCM undergoes a sensitivity loss due
to the very porous foam structure which results in a decoupling between the film
and the quartz crystal resonator [187]. On the contrary, the substrate method
shows a more plausible density saturation for increasing gas pressure, which is
typical of this kind of deposition process. From these results we can draw a fun-
damental conclusion: EDS–based methods can be applied for films produced by
PVD for densities down to a few mg/cm3, also in a density range in which QCM
is not reliable.
The possibility of employing EDS for density evaluation in the case of multi–
elemental coatings was tested exploiting aluminium–doped zinc oxide (AZO) nanos-
tructured films [205]. In this case, the substrate method was chosen due to the
unavailability of reference standards with the same composition as the films un-
der analysis. In Figure 4.5, results achieved using the substrate method and
QCM are shown as a function of the target to substrate distance. In this case,
a strong uncertainty affects density values achieved by QCM, because the depo-
sition configurations adopted for film growth and for QCM measurements were
not equivalent. However, density trends predicted by QCM are confirmed by the
substrate method. Thus, as stated in [205], a decreasing trend in the film density
with the target to substrate distance is observed.
One of the most interesting characteristics of EDS is its spatial resolution, which
can be exploited for the characterization of non–uniform films at a macroscopic
scale, i.e. for density profile evaluation, and at a microscopic scale, for the evalu-
ation of the characteristic inhomogeneity length of a material.
The density profiles of Rh nanocrystalline coatings were measured along a cross–
section exploiting both the coating method and the substrate method. Density
was calculated from areal density and thickness values measured in the very same
points. The results reported in Figure 4.6 refer to a Rh film with non–uniform
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thickness profile, with thickness ranging from 70 nm to 135 nm. A non–uniform

Figure 4.6: Density profile of a Rh nanocrystalline film.

density profile is evident for both methods. Film density is approximately con-
stant in the central region of the sample, while a 15% decrement is observed in
the peripheral deposit region, where the film thickness is lower than 70 nm. As
the film was grown by PLD in vacuum [206], the coating density was expected
to be very close to the bulk density value for Rh (12.41 g/cm3). In the central
region of the coated surface, film density measured by substrate method is around
10.9 g/cm3, while the coating method gives a density of about 8.7 g/cm3. In both
cases density is underestimated with respect to the expected value. Since the re-
sults achieved with the substrate method are closer to the expected film density,
the substrate method can be considered more reliable than the coating method in
this case.
The application of EDS to the analysis of mesoscale inhomogeneity was investi-
gated exploiting carbon films [15]. In general, EDS scans performed on a wide
film area result in relatively low areal density standard deviation, since measured
areal density values are averaged on a large surface. As the sampled region is
reduced, standard deviation increases if the film presents inhomogeneities with
a length scale comparable with the diameter of the sampled region. Thus, the
inhomogeneity length scale can be estimated as the sampled area for which areal
density standard deviation suddenly starts increasing. This approach was de-
veloped to introduce a quantitative criterion to compare films with qualitatively
similar mesoscale structures and in particular carbon foams. To this aim, carbon
films with different inhomogeneity lengthscales were analysed: a compact coating
produced in vacuum and two foams produced using argon as buffer gas with pres-
sures around 30 Pa and 300 Pa. These films have different mesoscale morphology
(see figure 4.7) and, as a consequence, different density (2.5 g/cm3, 26 mg/cm3

and 4 mg/cm3, respectively). Results are illustrated in Figure 4.8. The sampled
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Figure 4.7: SEM images of carbon films deposited in Ar at 30 Pa (a) and 300 Pa (b).

Figure 4.8: Standard deviation of areal density measurement for carbon films deposited in
vacuum and in argon with 30 Pa and 300 Pa.

surface area ranged from 10µm2 to 104 µm2. The areal density standard devia-
tion for the compact coating was stable even for high magnifications. For carbon
foam layers produced in argon at 30 and 300 Pa, a sudden increase was observed
as the sampled area decreases below 65µm2 and 100µm2, respectively. Thus, the
inhomogeneity length scales can be estimated as 8µm and 10µm. These values
confirm the morphological difference evident from SEM images and provides a
quantitative criterion to compare the inhomogeneity length scale of films with
similar morphology.
The experimental results reported in this Section allow to draw general conclu-
sions regarding the application of EDS to the evaluation of nanostructured thin
film density and provide useful indications regarding its practical applications for
density measurements.
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The first observation is related to the choice of the EDS–based method. Although
the technique accuracy is strongly dependent on the specific experimental con-
figuration and in particular on the substrate–coating combination, in general the
substrate method can be considered more reliable than the coating method. This
could be attributed to a lower sensitivity to PFXP distortions related to specific
experimental configurations. For the substrate method, the error with respect
to values measured by QCM is around 10–15%, but it can reach values up to
30% if the substrate–coating combination is particularly unfavourable, for exam-
ple because of peak overlapping. Nevertheless, in a few cases (i.e. W films on
Si substrates) the coating method allows to achieve very reliable measurements,
with an extremely low deviation from nominal density values.
The strong dependence of the technique accuracy on the substrate–coating com-
bination has been investigated. Apparently, this factor is the main error source
in density measurements performed by EDS and the precision could be enhanced
by developing an appropriate model for PFXP in multilayer samples, taking into
account also fluorescence and secondary emission effects. However, the accuracy
of both coating method and substrate method can be enhanced by adopting suit-
able conditions, namely by selecting substrates with atomic number similar to the
coating atomic number and by choosing characteristic X–ray peaks not affected
by fluorescence. Also the effect of the characteristic properties of the model used
to evaluate the PFXP, in this case the MSG model, on the accuracy of the two
methods should be considered.
The role of the electron accelerating voltage selection in areal density evaluation
has been explored and the stability of the technique with respect to accelerating
voltage variations has been studied from 5 kV to 30 kV for Ag films deposited on
Au substrates and from 15 kV to 25 kV for W films grown on Si and Ta substrates.
An empirical method to verify that the selected voltage is included in the stability
voltage range consists in checking the measure repeating it with slightly higher
and lower acceleration voltages for a test film. If the measured density doesn’t
change, the accelerating voltage falls in the optimum range.

4.2 Production of X–rays in multilayer samples

As mentioned in Section 2.2.2, the multilayer structure of samples can produce a
distortion of the PFXP distribution (with respect to the model for homogeneous
samples) due to two effects: (i) the electron diffusion can be influenced by the
presence of a discontinuity at the coating–substrate interface; (ii) the intensity
of X–rays produced in the layer under analysis can be enhanced by fluorescence
effects due to the emission of high energy X–rays in the other layer. This section
is devoted to a more detailed discussion of these issues, which can significantly af-
fect the film areal density evaluation, and to outline possible strategies to include
these effects in a suitable PFXP model.
The effect of substrate atomic number variations on electron propagation is ev-
ident from the results of Montecarlo simulations performed with CASINO [207]
(Figure 4.9). The volume of interaction between the incoming electron beam
and the sample and the electron energy absorption spatial distribution depend on
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∆Z = Zsub − Zcoat, resulting in a variation of the PFXP function in the coating.
In particular, the number of electrons scattered by the substrate back to the coat-

Figure 4.9: Effect of the substrate atomic number in the electron propagation in a multilayer
sample: (a) Ag coating on C substrate; (b) homogeneous Ag sample; (d) Ag coating on Au
substrate.

ing increases with the substrate atomic number. Thus, if Zsub < Zcoat the X–ray
intensity produced in the coating is lower than the intensity calculated using the
homogeneous PFXP function, reducing the film areal density evaluated by the
coating method. On the contrary, if Zsub > Zcoat, the production of X–rays in
the coating is enhanced and the film areal density is overestimated. If coating
and substrate have comparable atomic number Zsub ' Zcoat, the electron diffusion
is not affected by the multilayer structure, thus the PFXP of the homogeneous
sample can be adopted without introducing a distortion in the areal density mea-
surement. According to Cockett and Davis [191], this assumption is valid for
|∆Z < 5|.
On the other hand, the coating composition can introduce a distortion in the areal
density measurement of the substrate method, since the number, energy and an-
gular distribution of electrons reaching the substrate is strongly dependent on the
coating properties (see Figure 4.10). Therefore, in general, if Zcoat < Zsub the

Figure 4.10: Effect of the coating atomic number in the electron propagation in a multilayer
sample: (a) C coating on Ag substrate; (b) Au coating on Au substrate.

fraction of electrons crossing the coating is enhanced with respect to the fraction
of electrons reaching the same depth in a homogeneous sample. In addition, elec-
trons reaching the substrate have higher energy and directionality. Thus, in this
case, the intensity of X–rays produced in the substrate is higher and the areal
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density is overestimated. On the contrary, if Zcoat > Zsub, the number, energy
and directionality of electrons reaching the substrate is reduced, leading to an
areal density underestimation. As in the case of the coating method, the areal
density evaluation is not affected by the choice of an homogeneous PFXP for the
substrate.
As illustrated in Section 2.2, the RE version of the MSG model includes the
fluorescence effects due to the presence of high atomic number elements in the
homogeneous sample. However, the PFXP function does not account for the
fluorescence produced in the layer under analysis by X–rays emitted by high Z
elements present in the other layer. This effect can lead to an enhancement of the
X–ray intensity measured for the layer under analysis and to an overestimation
of the Isample/Iref ratio. As a result, the areal density calculated exploiting the
coating or substrate method can be respectively enhanced or reduced with respect
to the actual value due to fluorescence effects.
These effects, which are not included in the PFXP description considered so far,
can strongly reduce the technique reliability. From the experimental point of view,
a possible solution consists in an appropriate selection of the substrate–coating
combination and of the characteristic X–ray peak: |∆Z| should be lower than
5 to prevent the distortion in the primary ionization distribution produced by
the alteration of electron propagation in a multilayer sample and the X–ray peak
should have an absorption edge energy higher than the energy of X–rays produced
in the other layer (generally this is possible if Z of the element under analysis is
higher than Z of elements contained in the other layer). In general, both condi-
tions are satisfied if the atomic number of the layer under analysis is included in
[Z + 1, Z + 5], where Z is the atomic number of the other layer. However, this
is not always possible due to practical or technical reasons. Thus, appropriate
models for the PFXP of multilayer samples are required.
Hereinafter, possible approaches for the evaluation of PFXP in the coating and
the substrate are outlined. Fluorescence effects are not considered in the first part
of this discussion.
The coating PFXP can be evaluated by considering the effect of the substrate
on electron propagation. If the substrate acted as a perfect electron mirror
(Zsub → +∞), reversing the velocity of electrons reaching the coating–substrate
interface (located at depth σ = τ), the PFXP in the coating could be evaluated
as the sum of the unperturbed PFXP and the PFXP of the electrons reflected
by the substrate. In the perfect mirror case, the correction φrefl(σ) could sim-
ply be calculated as the reflection of the homogeneous PFXP function for σ > τ
with respect to the coating–substrate interface. Thus PFXP of the coating in a
multilayer sample could be expressed as follows

φML
C,i (σ) = φC,i(σ) + φC,i(2σC − σ) . (4.1)

However, the perfect mirror case is an abstraction: in real configurations only
a fraction of the electrons reaching the substrate is scattered back towards the
coating. If this fraction is higher in the multilayer case than in the homogeneous
sample, then the production of X–rays in the coating is enhanced, otherwise it is
reduced. Thus a factor should be introduced in equation (4.1) to take this aspect
into account. This factor ζ can be calculated as the difference between the fraction
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of electrons scattered back by the substrate to the coating in a multilayer sample
and the fraction of electrons scattered back by layers located at depth σ > τ to a τ
thick surface layer in an homogeneous sample. These quantities can be calculated
by considering the angular distribution of electrons reaching the interface and the
probability for electrons to be scattered at an angle at least sufficient to enter
back in the coating (or the surface layer). The parameter ζ, essential for the
application of this model to EDS methods for areal density evaluation, has not
been calculated analytically yet. However, if ζ were known, the coating PFXP
would be expressed as

φML
C,i (σ) = φC,i(σ) + ζφC,i(2σC − σ) . (4.2)

The evaluation of the substrate PFXP for a multilayer sample requires to take
into account several effects. In this case, the PFXP could be approximated as a
MSG function centred at the coating–substrate interface and calculated consider-
ing that the electron probe beam reaching the substrate has substantially different
properties with respect to the incidence of the beam on the homogeneous sample
surface. Firstly the number of electrons (N(τ)) reaching the interface is lower than
the initial electron number (N0), thus the substrate PFXP is reduced by a factor
given by the electron transmission coefficient of the coating layer ηT = N(τ)/N0.
In addition, the electrons reaching the substrate have lost part of their energy and
collimation in crossing the coating. This should be taken into account by substi-
tuting the initial electron energy E0 with the average energy of electrons reaching
the substrate E(τ) in the calculation of the MSG parameters. Also the exponential
factor describing the transition of the electron beam from directional propagation
to diffusion in homogeneous samples (exp(−βσ) needs to be modified: since a
part of the isotropization mechanism takes place in the coating an exponential
factor exp(βCτ) should be introduced to describe the degree of isotropization of
the electron propagation after crossing the coating. Finally, a modified backscat-
tering coefficient ηS should be calculated, representing the fraction of electrons
scattered back by the substrate towards the coating. This parameter cannot be
calculated by using equation (2.10), since electrons are not monochromatic nor
collimated. As in the case of the coating PFXP model the evaluation of this pa-
rameter is still under investigation. Provided that all the parameters mentioned
above are known1, the substrate PFXP can be evaluated as follows:

φML
S,j (σ) = ηC

TγS exp[−α2
S(σ − τ)]

{
1− γS − ΦS

0

γS

exp[−βS(σ − τ)] exp[−βCτ ]

}
.

(4.3)

For both the coating and substrate method, fluorescence effects introduced by the
multilayer structure could be taken into account by calculating the intensity of
high energy X–rays produced in the substrate or coating (considering equation
(2.1) and the corrected PFXP), respectively, and reaching the coating–substrate
interface, ICS. The fraction of ICS absorbed per unit areal density in the layer un-
der analysis (dIabs/dσ) can be calculated as a function of σ using the well known

1Equations for the evaluation of ηT and E(τ) can be found for example in [208].
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Lambert–Beer law. The PFXP component due to fluorescence can be then eval-
uated by multiplying dIabs/dσ by the branching ratio of X–ray emission.

4.3 New approaches for film density evaluation

The applicability of EDS based methods discussed so far for areal density eval-
uation can be extended by introducing new measurement configurations. In this
section two original measurement approaches are proposed to extend the applica-
bility of the technique to free–standing films and to simplify the data acquisition
for multilayer samples removing the requirement of employing a reference stan-
dard.
The first configuration considered in this section is a variation of the coating
method applied to the evaluation of the areal density of free–standing films, as
shown in Figure 4.11. As for the coating method, areal density can be evaluated

Figure 4.11: Sketch of EDS–based method for the evaluation of free–standing film areal density.

using equation (2.3). Although being very simple, this approach is of great in-
terest, for example, for the evaluation of density and uniformity of free–standing
foam targets for laser–plasma experiments. However, an appropriate model for
the PFXP function would be required to achieve reliable measurements, since
electrons reaching the non–irradiated side of the film are definitively lost by the
system producing a distortion of the PFXP and an underestimation of the film
areal density. A proof–of–concept experiment was performed on commercial Al
foils to test this configuration. The results, as mentioned in Section 4.1, were
affected by an error of about 30%, which could be expected due to the adoption
of the PFXP model for homogeneous samples. A numerical study, aimed at a
possible collaboration with an external company, was performed to evaluate the
feasibility of density measurements on polymeric foams (C12O6H23) with nominal
density from 20 mg/cm3 to 500 mg/cm3 and thickness in the 40–200 µm range.
The main goal of this collaboration would have been to test the actual density
and the uniformity of these foam layers, produced using a semi–automated dis-
pensing and curing system [209]. The main result of the analytical and numerical
study was the assessment of an applicability range of the EDS technique for this
kind of material. This was calculated from the homogeneous PFXP model as the

103



Chapter 4. Energy Dispersive X-ray Spectroscopy for thin film density evaluation

areal density interval for which the film to reference standard intensity ratio was
between 0.2 and 0.8. The resulting applicability range was 0.0045− 0.6 mg/cm2,
corresponding to densities from 1 mg/cm3 to 155 mg/cm3 for 40 µm thick foams
and from 0.2 mg/cm3 to 30 mg/cm3 for 200 µm thick foams. A limitation for
the technique applicability in this case was the extremely low energy of X–rays
emitted by the foam constituent atoms (277 eV and 525 eV for C and O atoms
respectively), leading to strong absorption of emitted X radiation by the foam
itself. The reliability of the EDS based method in this specific case was tested by
performing Montecarlo simulations to investigate the variation of the PFXP due
to the peculiar acquisition configuration. The difference in simulated electron tra-
jectories in the free–standing and infinite thickness configurations is illustrated in
Figure 4.12. The simulated PFXPs for the two cases are compared in Figures 4.13

Figure 4.12: Simulated electron trajectories in a 12 µm–thick free–standing foam (a) and in
a sample with infinite thickness (10000 electrons with initial electron energy 30 keV, material
density 0.5 g/cm3).

and 4.14 (illustrated PFXP include absorption effects). The results reported in
Figure 4.13 refer to simulation performed with 10000 electrons with acceleration
voltage 30 kV (corresponding to the maximum available voltage for our experi-
mental apparatus), for the upper limit of the technique applicability areal density
range (12 µm, 0.5 mg/cm3). Results illustrated in Figure 4.14 were obtained con-
sidering the lower limit of the applicability range (86 nm, 0.5 mg/cm3). 10000
electron trajectories were simulated with accelerating voltage of 3 kV. The error
induced by the PFXP distortion due to the adoption of a free–standing configu-
ration was evaluated on the basis of these simulations. The expected error was
between 9% and 14%, comparable with the average error observed in the experi-
mental validation campaign illustrated in Section 4.1.
The second original measurement configuration for areal density evaluation pro-
posed in this work is aimed at simplifying the data acquisition for multilayer
samples removing the requirement of employing a reference standard. This con-
figuration is sketched in Figure 4.15. Here, the coating areal density is calculated
from the coating–to–substrate intensity ratio using the equation

IC,i

IS,j

=

∫ τ
0
CiφC,i(σ) exp (−χCσ)dσ

exp (−χCτ)
∫ +∞
τ

CjφS,j(σ) exp [−χS(σ − τ)]d(σ)
. (4.4)
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Figure 4.13: Simulated PFXP for a 12 µm–thick free–standing foam and a sample with infinite
thickness (10000 electrons with initial energy 30 keV, material density 0.5mg/cm3).

Figure 4.14: Simulated PFXP for a 86 nm–thick free–standing foam and a sample with infinite
thickness (10000 electrons with initial energy 3 keV, material density 0.5mg/cm3).

The main advantage of this method would be a simpler and faster data acquisi-
tion phase, since the number of X–ray spectra to be collected would be reduced
from 30% to 50% depending on the kind of sample under analysis. However, this
method is more sensitive than the coating and the substrate methods to PFXP
distortions due to the multilayer structure of the sample. Thus, preliminary ex-
periments aimed at adjusting and validating this measurement technique were
not successful and a rather high error was observed with respect to areal density
measurements performed by QCM.
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Figure 4.15: Sketch of EDS–based method for coating areal density evaluation without reference
standard.
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5
Laser–driven ion acceleration experiments on

advanced targets

This Chapter is devoted to the discussion of the results of three experimental
campaigns aimed at the study of advanced target configurations for laser–
driven ion acceleration. As discussed in the Introduction and in Chapter 1,

one of the main goals of this thesis is the application of targets manufactured as
described in Chapter 3 in laser–driven ion acceleration experiments. In particular,
during my PhD, two experimental campaigns have been performed to explore the
foam–attached target concept in different intensity regimes. The experimental
setup and the results of these campaigns are discussed in Section 5.1. My PhD
activities on structured targets for ion acceleration also include the participation
to an experiment, presented in Section 5.2, aimed at investigating the excitation
of surface plasmons on grating targets and its effects on the acceleration process
efficiency.

5.1 Foam–attached targets

As illustrated in Subsection 1.3.2, the basic idea of the foam–attached target con-
figuration is to exploit the presence of a near–critical foam layer on the directly
irradiated side to enhance the laser–target coupling and the performances of the
TNSA process. According to PIC simulations [13, 14], the foam layer should en-
hance both laser absorption efficiency and fast electron generation, resulting in
an increase of the number and energy of accelerated ions. The interest in this
target configuration is due to the expected possibility of producing MeV protons
with moderate (sub–relativistic) intensity pulses and of combining the enhanced
acceleration efficiency with the highest available laser intensities to overcome the
maximum ion energies currently achievable via laser–driven ion acceleration. In
addition, this solution can be more robust than other advanced target configura-
tions, such as ultra–thin targets.
In this frame, the two main goals of the experimental campaigns on foam–attached
targets were to provide a proof of the experimental feasibility of enhanced TNSA in
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Figure 5.1: Laser–driven ion acceleration experiment on foam–attached targets at moderated
intensity: schematic view of the interaction chamber.

this configuration and to investigate the dependence of the acceleration process on
the target and laser properties. A first experimental campaign was performed in
May 2012 at the UHI100 laser system of the Laboratoire Interactions Dynamique
et Lasers (LIDyL, France) in the frame of the Laserlab–Europe programme1. This
was a proof–of–concept experiment which provided indications on the existence of
experimental conditions, in the moderate intensity regime (from 5× 1016 W/cm2

to 5× 1019 W/cm2), in which the foam–attached target configuration actually en-
hances the laser–driven acceleration performances (Subsection 5.1.1). My role in
this experiment was mainly related to target manufacturing. The second exper-
imental campaign was performed in November 2014 at the PULSER I PW laser
system of the Gwangju Institute of Science and Technology (GIST, South Korea)
in the frame of a bilateral collaboration2. In this experiment, an extensive inves-
tigation of the effects of the foam and laser properties in the high intensity regime
(from 7× 1019 W/cm2 to ∼ 5× 1020 W/cm2) has been performed by varying foam
density and thickness, substrate thickness and laser intensity and polarization. In
this case, I was responsible for the target manufacturing and I directly partici-
pated to the experiment, as well as to the data analysis (which is ongoing at the
moment of writing).

5.1.1 Moderate intensity regime

The first experimental campaign on foam–attached targets was performed at the
UHI100 laser system (Ti:sapphire, 790 nm) of the LIDyL facility. A schematic
view of the experimental configuration is reported in Figure 5.1. The pulse energy

1http//www.laserlab-europe.net
2Project title: Advanced material and design of targets for laser–driven ion acceleration and high field plas-

monics, funded by Italian CNR and South Korean KRF.

110



5.1. Foam–attached targets

after the amplification stage was about 2 J, resulting in 0.7 J energy on target
(due to the losses introduced by the optical path). The laser intensity explored in
this experiment ranged from 5×1016 W/cm2 to 5×1019 W/cm2, selected by tuning
the laser focal spot size in the range 3.5 − 150µm at fixed pulse energy 2 J and
duration 25 fs. The size of the focal spot was changed by moving the target along
the focusing optical axis. The intensity was evaluated by imaging the focal spot
at different distances on either side of the focal plane, on a 12-bit charge-coupled
device (CCD) camera through a 40× microscope objective and taking into ac-
count the laser energy included in focal area. Laser radiation was focused with a
f/2 off–axis parabola with focal length 200 mm. A deformable mirror allowed to
maintain a Gaussian–like pulse shape throughout the explored optical axis region.
Two different contrast values were considered: 1012 with double plasma mirror in-
stalled (HC) and 107 (LC) without any plasma mirror. The angle of incidence was
10◦, chosen as a compromise between the expected optimum condition foreseen
from simulations (normal incidence) [14] and the necessity of preserving the laser
optics from damages due to the pulse back–reflection.
Targets with different properties were employed in correspondence of the two
contrast configurations. Targets composed by a 13µm thick carbon foam layer
and by a 1.5µm thick Al foil were irradiated at HC, while for the low contrast
configuration 23 µm thick carbon foams attached on Al foils with thickness of
10 µm were considered. In both cases the foam density was ∼ 7 ± 2 mg/cm3,
which, for complete foam ionization, corresponds to a slightly over–critical den-
sity (nc = 5.7 mg/cm3 for λ = 0.8µm). Bare Al foils with the same thickness as
the foam substrates (i.e. 1.5 µm and 10 µm) were used for comparison, with the
aim of evaluating the effect of the foam layer.
The main diagnostics employed in this experiment was a Thomson parabola spec-
trometer for ion spectra detection. The spectrometer was placed along the target
normal direction at a distance of about 600 mm from the target surface, with a
200 µm diameter entrance pinhole. Ions dispersed by the electric and magnetic
fields in the spectrometer were detected by a two stage 40 mm diameter micro–
channel plate (MCP) coupled to a phosphor screen. The image was recorded by
a 12-bit CCD camera. No calibration was available for evaluation of the absolute
number of accelerated particles.
In Figures 5.2 and 5.3, the maximum proton energy achieved for foam–attached
targets and bare Al foils in HC and LC conditions, respectively, are plotted as
a function of the laser intensity and the laser defocus. From these results, two
different acceleration regimes can be identified. For moderate intensity values,
from 5× 1016 W/cm2 approximately to 1018 W/cm2, foam attached targets allow
to achieve a systematic maximum proton energy enhancement with respect to
the case of Al foils, for both HC and LC configurations. In this intensity range,
proton energies in excess of 1 MeV have been detected for intensities well below
1018 W/cm2 and above the spectrometer detection limit (300 keV) even for in-
tensities down to 1016 W/cm2, for which the TNSA mechanism is quenched for
ordinary thin targets. On the other hand, for intensity values above 1018 W/cm2

the maximum energy of protons accelerated using foam–attached and ordinary
targets are comparable.
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Figure 5.2: Maximum proton energy as a function of laser intensity for foam–attached targets
(13 µm foam on 1.5 µm thick Al foil) in high contrast configuration.

Figure 5.3: Maximum proton energy as a function of laser intensity for foam–attached targets
(23 µm foam attached on 10 µm thick Al foil) in low contrast configuration.

These results were qualitatively interpreted considering that for low intensity
values the foam ionization degree decreased, while the ionization was complete
for laser intensities above 1018 W/cm2. As a consequence, for intensity above
1018 W/cm2 the irradiated foam formed a 10 µm thick slightly over–critical layer
in front of the solid foil, thus the acceleration process was similar to TNSA. On
the contrary, for intensities below 1018 W/cm2, a partial foam ionization occurred,
thus leading to the formation of an under–dense plasma and to an enhanced TNSA
scheme.
This picture was confirmed by simulations performed with the PIC codes UMKA
[210] and AlaDyn [211]. According to UMKA simulations with field ioniza-
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Figure 5.4: 2D PIC simulation results for maximum proton energy as a function of intensity,
comparing the target with and without a foam layer (red squares). Foams have density nf = 2nc
(triangles) and nf = 0.66nc (circles) for two different thickness values: 8 µm (black full symbols)
and 12 µm (blue empty symbols).

tion, the average ionization degree to be expected for a pulse with intensity
2 × 1018 W/cm2 was C4+. Thus, the dominant charge states below 1018 W/cm2

were likely C2+/C4+, corresponding to an electron density around 0.5nc which al-
lowed the propagation of the pulse and efficient hot electron production via volume
interaction mechanisms. On the other hand, in the relativistic regime the pulse in-
teracted with a fully–ionized over–dense and volume interaction mechanisms were
quenched. On the basis of these considerations, ad hoc PIC simulations were per-
formed with the AlaDyn code for a Gaussian pulse with λ = 0.8µm, 25 fs FWHM
duration and a waist from 3 to 12 µm. The targets considered in the simulations
were composed by three layers: a foam layer with thickness 8 µm and 12 µm and
densities of 2 nc and 0.66 nc (for the high and moderate intensity regimes respec-
tively); a 0.5 µm thick solid layer with density of 40 nc and a contaminant layer
with thickness 50 nm and density 10 nc. The simulated laser intensity ranged
from 5 × 1017 W/cm2 to 3.5 × 1019 W/cm2 (corresponding to normalized vector
potential values between 0.5 and 4) and the maximum proton energy was eval-
uated 200 fs after the beginning of the laser–plasma interaction. The simulated
maximum proton energy, reported in Figure 5.4 as a function of pulse intensity,
show that in the high intensity regime (in which the foam was over–dense due to
the high ionization degree) the pulse couldn’t propagate in the plasma and the
results for bare Al foils and foam attached layers were comparable (except for
a ' 2, for which very low proton cut–off was achieved for foam–attached targets).
On the contrary, in the moderate density regime (in which foams were under–
dense due to the lower ionization degree), the laser could propagate in the foam
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Figure 5.5: Simulated electron density and longitudinal electric field for (a) a solid Al target
and (b) a foam–attached target with under–dense foam (8 µm 0.66 nc foam) for a0 = 1.

and an enhanced TNSA process was achieved. This is evident, for example, from
the comparison between the electron density and longitudinal electric field for a
foam–attached target with under–dense foam (8 µm 0.66 nc foam) and a solid Al
target, illustrated in Figure 5.5.

In conclusion, this first experiment proved the experimental feasibility of an
enhanced TNSA scheme exploiting foam–attached targets. On the basis of the re-
sults discussed above and of ad hoc PIC simulations, two acceleration regimes were
identified depending on foam and laser parameters. In the high intensity regime
(above ×1018 W/cm2), no clear distinction was observed between the cut–off en-
ergies of protons accelerated in ordinary and foam–attached target configurations.
According to PIC simulations, in this regime either lower density or thinner foams
should be considered to optimize the laser–target coupling. On the contrary, in
the moderate intensity regime (below ×1018 W/cm2) a systematic enhancement
in the maximum proton energy achieved with foam attached targets was observed
with respect to the bare Al target case.
These results suggest that further improvements could be achieved through an
appropriate selection of target properties. In particular, foam–based targets with
parameters optimized for high intensity laser pulses (above ×1019 W/cm2) should
allow to achieve maximum ion energies and laser–ion conversion efficiency suitable
for specific applications.

5.1.2 High intensity regime

The second experimental campaign on foam–attached targets was performed at
the PULSER PW laser facility of GIST (South Korea). The oscillator was a
Ti:sapphire laser delivering 29 fs pulses at a central wavelength λ = 805 nm. The
maximum energy before the pulse compressor was about 34 J, resulting in a 7.6
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Figure 5.6: PULSER I (GIST): spatial distribution of the pulse intensity on target in 3D (a)
and 2D (b) rendering.

Figure 5.7: Interaction chamber of the PULSER I laser system.

J energy on target. A scan in the laser intensity from 7 × 1019 W/cm2 to about
5 × 1020 W/cm2 was performed for different target configurations by varying the
pulse energy (from 1.3 J to 7.6 J) at constant duration and focal spot size ∼ 5µm,
containing 22% of the total energy on target (Figure 5.6). Figure 5.7 provides an
illustration of the interaction chamber. The pulse was focused on target using a
f/3 off–axis parabola. Three different polarizations were considered: linear s and
p polarization (the latter achieved through an half–wave plate with transmission
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Figure 5.8: Top–view sketch of the diagnostics at the PULSER I laser system.

∼ 82%) and circular polarization (achieved through a quarter–wave plate with
transmission ∼ 87%). A contrast ratio in excess of 1012 was achieved with a dou-
ble plasma mirror. The angle of incidence was 30◦ to prevent laser optics damage
due to the pulse back–reflection.
The role of target properties in the acceleration process was investigated by con-
sidering:

• 8, 12, 18 and 36 µm–thick near–critical foams (ρ = 6.8± 10%, corresponding
to n = 1.2nc for complete ionization) on 0.75 µm thick Al foils;

• 12 µm thick slightly over–critical foams (ρ = 25 ± 10% corresponding to
n = 4.3nc for complete ionization) on 0.75 µm thick Al foils;

• 12 and 18 µm thick near–critical foams on 1.5 thick µm Al foils.

The foam density and thickness were chosen on the basis of dedicated 3D PIC
simulations. According to these simulations, the optimal thickness was expected
in the 10–20 µm range for near–critical foam.
In Figure 5.8, a schematic top view of the main diagnostics positioning is re-
ported. Two Thomson parabolas were placed along the target normal direction
and the laser propagation direction for ion detection. A radiochromic film (RCF)
stack was placed between the two parabolas, for a limited number of shots. An
X–ray spectrometer [212] was positioned in the laser specular reflection direction,
to acquire information about the carbon plasma ionization degree, in particular
as regards the relative population of C4+ and C5+, and to estimate the electron
temperature in the plasma. Finally, two electron spectrometers (with upper de-
tection limit 10 MeV) were placed close to the laser propagation and the specular

116



5.1. Foam–attached targets

Figure 5.9: Typical diffraction patterns recorded by the X–ray spectrometer for bare (top) and
foam–attached (bottom) targets.

reflection directions.
One of the main goals of this experimental campaign was an extensive investiga-
tion of the role of target properties and laser parameters in the ion acceleration
process. The role of foam thickness and density and of substrate thickness was
studied in the whole available intensity range and for three different polarizations.
The analysis and interpretation of the acquired data are still being completed at
the time of writing. Signals recorded with the Thomson parabola along the target
normal direction have been extensively analysed, while ion spectra along the laser
propagation direction and X–ray spectra are still under analysis. Signals recorded
by RCF stacks and electron spectrometers have not been considered yet. How-
ever, hereinafter, the main preliminary results of this experimental campaign are
discussed.
The effect of the thickness of near–critical foams for varying pulse intensity will
be considered in the case of s–polarization first, discussing the results from the
X–ray spectrometer and the two Thomson parabolas.
The interaction of the pulse with a carbon foam is evident from the row signal
detected by the X–ray spectrometer, if the difference between the bare Al tar-
gets and foam attached targets is considered. Figure 5.9 shows the comparison
between the typical diffraction patterns recorded by the X–ray spectrometer for
bare and foam–covered targets: in presence of a foam layer X–ray peaks typi-
cal of C4+ and C5+ ions are evident, while they cannot be detected for bare Al
foils. The relative intensity of X–ray peaks emitted by different ions can allow to
evaluate the relative concentration of carbon charge states in the plasma formed
in the laser–foam interaction. A preliminary analysis of X–ray spectra has been
performed on data recorded for near–critical foam thickness between 8 and 36 µm
deposited on 0.75 µm thick Al foils at full power with s–polarization. The ratio
between the Ly–α peak emitted in the 1s − 2p transition of C5+ and the He–α
peak of C4+ (corresponding to the 1s2 − 1s2p transition) has been considered.
From this partial analysis the ratio appears to be monotonically increasing with
the thickness of the near–critical foam layer, suggesting an increase of the relative
concentration of the C5+ ionic population with respect with the C4+ population.
This could suggest an increase in the pulse absorption for thicker foams, result-
ing in an enhancement of the plasma ionization degree, but not necessarily in an
enhancement of the ion acceleration performances (see below).
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Figure 5.10: Cut–off energy for protons and C6+ as a function of the foam thickness at full
power for s–polarization.

The dependence of the maximum energy of accelerated protons and ions (in par-
ticular C6+), recorded by the Thomson parabola placed along the target normal,
is shown in Figure 5.10 for near–critical foam layers (8–36 µm) on 0.75 µm thick
Al foils, irradiated with s–polarized pulses at maximum intensity. These results
showed a clear enhancement in the proton (and C6+) cut–off energy for targets
with a 8–12 µm thick foam layer (25 MeV and 20 MeV, respectively) with respect
to the case of a bare Al target (16 MeV). With thicker foams, the proton cut–off
energy were comparable (18 µm, 17 MeV) or significantly lower (36 µm, 13 MeV)
than values measured with bare foils. Thus, from these results, the existence of
an optimal foam thickness value was evident, as far as the enhancement of pro-
ton and C6+ ions cut–off energy was concerned. For the experimental conditions
considered in this campaign, the best results for s–polarized pulses (∼25 MeV
for H+ and ∼ 110 MeV C6+) were obtained with foam thickness of about 8 µm.
Analogous trends were observed for p and circular polarization. In all cases, the
optimum thickness value probably falls in the thickness range . 8µm, suggesting
the possibility of a further cut–off energy enhancement for multilayer targets with
foam thickness lower than 8 µm and similar pulse properties.
The cut–off energy scaling with pulse intensity was investigated in the 7×1019 W/cm2−
5× 1020 W/cm2 range for different near–critical foam thickness values. In Figure
5.11, the maximum energy of accelerated protons is reported as a function of the
pulse intensity for targets with foam thickness from 8 to 36 µm deposited on 0.75
µm thick Al foils and for bare Al targets. The maximum proton energy increase
with pulse intensity was approximately linear. The cut–off energy enhancement
observed for the minimum and maximum pulse intensity values in the case of a 8
µm foam with respect to the plain Al target was ∼ 40% and above 50%, respec-
tively.

118



5.1. Foam–attached targets

Figure 5.11: Cut–off energy for protons and C6+ as a function of the pulse intensity for
s–polarization and several foam thickness values.

Figure 5.12: Proton spectra recorded along the target normal direction for a bare Al target and
foam–attached targets with near–critical foam thickness 8 and 12 µm at full power.

The spectra of protons accelerated along the target normal direction are reported
in Figure 5.12 for the case of 8 µm and 12 µm thick foams and of a bare Al foil
irradiated at full power with s–polarized pulses. The Thomson parabola spec-
trometers used in this experiment were not calibrated, thus it was not possible
to provide an evaluation of the absolute number of accelerated particles and pro-
ton spectra are shown in arbitrary units. However, from the spectra reported in
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Figure 5.13: Proton temperature plotted as a function of pulse intensity for bare Al targets and
8 µm–thick near–critical foam–attached targets (s–polarization).

Figure 5.12, it was possible to observe a relative enhancement in the number of
protons accelerated with foam–attached targets with respect to the case of a plain
Al foil. In addition, a dependence of the number of accelerated protons on the
foam thickness was observed: fast proton (> 5 MeV) gain factors of 6.8 and 3.1,
respectively, were obtained with 8 µm and 12 µm thick foams with respect to bare
Al targets. These spectra also show an enhancement in the temperature of ac-
celerated protons (estimated considering the slope of proton spectra): again, the
highest result was obtained in presence 8 µm thick foam layers (6.3 MeV), while
the estimated proton temperature is ∼ 5 MeV for 12 µm foams and ∼ 3 MeV
for bare Al targets. Since, in general, proton temperature provides an indirect
indication also of the hot electron temperature, responsible for the generation of
the accelerating sheath field (see Section 1.2.1), an enhancement in the electron
temperature should be expected in presence of a 8 µm foam layers with respect to
plain Al targets. The trend of proton temperature as a function of pulse intensity
is reported in Figure 5.13 for 8 µm thick foams and plain Al: proton temperature
increased from 1.6 MeV to 6.3 MeV and from 0.5 MeV to 3 MeV, respectively, as
pulse intensity was increased from 7× 1019 W/cm2 to 5× 1020 W/cm2.

Proton and C6+ ion signal detected along the laser propagation direction has
not been suitably analysed yet. However, as an interesting preliminary outcome,
unexpected signal was often observed with foam–attached targets and proton with
cut–off energy from 10 MeV to 17 MeV were detected for full power, although
with significantly lower intensity with respect to the signal acquired on the target
normal direction. On the contrary, for bare Al targets no signal was detected by
the Thomson parabola placed along the laser propagation direction. A systematic
analysis of these data would be required to provide a physical interpretation.
Also the role of foam density was investigated in this experimental campaign. In
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Figure 5.14: Proton cut–off energy as a function of the pulse intensity for 12 µm–thick foams
with density ∼ 1.2nc and ∼ 4.3nc.

Figure 5.14, the cut–off energy of protons accelerated with three different kinds
of target irradiated with s polarization: 0.75 µm foils without foam, with a 12
µm thick near–critical foam and with a 12 µm thick slightly over–dense foam
(4.3 nc). Both foam–attached targets allow to achieve a proton cut–off energy
enhancement with respect to the case of a bare Al target. The maximum proton
energy achieved with the two foam targets are comparable.
Targets with different Al thickness (namely 0.75 µm and 1.5 µm) and 12 µm thick
near–critical foam layer were considered to explore the role of the Al foil thickness
in the acceleration process. From a preliminary analysis, results obtained in the
two configurations were comparable, as expected from PIC simulations [14]. This
suggested that the highest energy electrons were produced in volume interaction
mechanisms taking place in the foam layer (if present) rather than in the Al foil.
Thus the role of the foam was prevalent with respect to the role of the solid layer
in the acceleration process.
The results discussed so far only refer to the case of s–polarized incoming laser ra-
diation. The role of pulse polarization in the acceleration process was extensively
studied for a variety of target properties: for almost all targets the experiment
was repeated for s, p and circular polarization while keeping the same incidence
angle. As an example, in Figure 5.15, the proton cut–off energies detected for
bare Al foils and for targets composed by a 8 µm thick near–critical foam and
a 0.75 µm thick Al foil are reported. It is interesting to observe that, while the
proton cut–off was significantly different for bare targets in different polarization
configurations, these differences were strongly reduced by the presence of a foam.
This effect was attributed to the difference in laser–target interaction mechanisms
involved for the two classes of targets. Surface laser–target interaction mecha-
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Figure 5.15: Proton cut–off energy as a function of the pulse intensity for bare Al foils and
targets with 8 µm–thick near–critical foams with s, p and circular polarization.

nisms, dominant for sharp target–vacuum interfaces, are strongly influenced by
pulse polarization. In this case, the production of hot electrons is almost quenched
for circular polarization and much more efficient for linear polarization (in par-
ticular for p polarization). On the other hand, interaction processes typical of
foam–attached targets are essentially volume interaction mechanisms and, as a
consequence, they are not affected by pulse polarization. In addition, the notion
of polarization for foam–attached targets is not well defined due to the extremely
irregular structure of the material. As a consequence, the gain in term of proton
cut–off energy due to the presence of a foam layer was strongly dependent on the
pulse polarization: while for p–polarized pulses with the lowest energy the cut–off
energy obtained with bare Al targets was almost comparable to the maximum
proton energy observed for foam–attached targets (the gain was ∼ 25%), for cir-
cular polarization an increase about 300% was observed at full power.
Ad hoc 3D PIC simulations are under development to support the interpreta-
tion of experimental data discussed so far. 30 fs laser pulses with 4 µm waist
and a0 = 18 have been considered for s, p and circular polarization. As in the
experimental campaign, the incidence angle chosen for these simulations is 30◦.
Foam–attached targets composed by a 0.5 µm thick Al foil with density 40 nc
and a 8 µm thick foam with n = nc have been considered. A complete analysis
of numerical results is not available yet. However, the first snapshot extracted
from the results of a 3D PIC simulation performed considering s–polarization is
reported in Figure 5.16 to give a hint of the complexity of the interaction between
the ultra–intense incoming pulse and the low density foam. The image shows the
foam electron density (the solid substrate has not been shown), the unperturbed
electron density being marked in blu. The laser pulse comes from the bottom left.
The snapshot represents the instant in which the propagating pulse reaches the
solid substrate. The initial phase of the electron diffusion towards the rear target
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Figure 5.16: Simulated foam electron density snapshot representing the instant in which the
propagating pulse reaches the foam.

Figure 5.17: Simulated proton spectra for bare Al foils and foam–attached targets shown for
different polarizations.

surface is visible as well as the propagation of electrons along the laser direction.
The channel produced by the laser is characterized by strong turbulences and in-
stabilities.
Figure 5.17 illustrates simulated spectra of protons emitted along the target nor-

mal direction for both bare Al and foam–attached targets with s, p and circularly

123



Chapter 5. Laser–driven ion acceleration experiments on advanced targets

polarized pulses. For technical reasons, the spectrum simulated for foam attached
targets with p–polarization refers to 160 fs, while other spectra refer to 200 fs.
Nevertheless, this does not prevent a qualitative comparison with other spectra.
In the case of bare Al targets, proton spectra confirm the experimental results,
also in terms of cut–off energy order of magnitude. In all cases an enhancement
of the number and maximum energy of accelerated protons is observed for foam
attached targets with respect to the case of bare Al foils. However, in contrast
with experimental results, spectra obtained considering circular, p and s polarized
pulses show significant differences also for foam–attached targets. This could be
attributed to two important differences between the real and the simulated tar-
gets. Firstly, the foam has been simulated as a low density uniform layer, while the
discontinuous structure of the foam should be considered (for example, by simu-
lating foams composed by particle aggregates). Moreover, the density of solid foils
considered in the simulations is much lower than the solid density (40nc), while
their thickness is comparable. Thus, the areal density of the target substrate is
not comparable with the Al foils adopted in the experiment.
In conclusion, from preliminary analysis of data collected in this experiment, a
significant enhancement in the maximum energy of accelerated ions was observed
for foam-attached targets with suitable foam properties with respect to the case
of Al foils, reaching for example 25 MeV and 15 MeV, respectively, for s-polarized
pulses at full power. The existence of an optimum near–critical foam thickness
. 8µm maximizing the cut–off energy and number of accelerated ions suggests the
possibility of a further cut–off energy enhancement by optimizing the properties
of carbon foams. In addition, an enhancement of the acceleration performances
is expected for lower incidence angles and higher intensity values.

5.1.3 Summary

As discussed in Sections 5.1.1 and 5.1.2, in this thesis work the foam–attached
target concept was investigated in two experimental campaigns covering several
intensity decades in two different laser facilities. Even though some important
differences between the two experiments should be kept in mind, such as the in-
cidence angle (10◦ at LIDyL and 30◦ at GIST) and the Al thickness (1.5 and 0.75
µm), the results of the two campaigns provide a coherent picture of the accelera-
tion regimes for the foam–attached target configuration. Figure 5.18 shows a syn-
optic view of the experimental results achieved for p–polarized pulses and 12 µm
near–critical foams in the two facilities. From data reported in Figure 5.18, three
acceleration regimes can be identified. For moderate intensities (5× 1016 W/cm2–
1018 W/cm2), the presence of a foam layer led to a systematic enhancement of
the proton cut–off energy with respect to bare Al targets and allowed to detect
accelerated ions also for intensities well below 1018 W/cm2, where TNSA is gen-
erally quenched for conventional foil targets. For high pulse intensities (above
1019 W/cm2), a relevant enhancement in the acceleration performances in terms
of maximum energy and number of accelerated protons was achieved as well. In
the intermediate regime (1018 W/cm2), the presence of a foam layer led to re-
sults comparable with the solid foil configuration (or even worse in a few cases).
This behaviour was attributed to two combined effects. The acceleration per-
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Figure 5.18: Cut–off energies of proton observed in experiments performed at LIDyL and GIST
(for p–polarization) plotted as a function of the pulse intensity.

formance enhancement observed for relatively low intensities was attributed to a
partial ionization produced in the foam layer by the incoming laser pulse. Thus,
in this regime, the laser pulse interacted with an under–dense plasma and efficient
production of hot electrons occurred in the slightly under–dense plasma due to
volume interaction mechanisms. For intensity exceeding 1018 W/cm2, however,
the plasma ionization degree increased, thus the foam layer led to the produc-
tion of a slightly over–dense plasma in front of the solid foil, whose thickness was
higher than the optimal value expected for slightly over–dense foams. As a conse-
quence, in this regime, the foam–attached and bare Al foil configurations resulted
in comparable acceleration performances. Above 1019 W/cm2, the pulse propaga-
tion in a slightly over–dense plasma was allowed due to the onset of a relativistic
interaction regime: for high intensity, relativistic induced transparency and pulse
channelling could take place leading again to enhanced acceleration performances
in presence of a foam layer.
In conclusion, the results of these experiments underline the importance of an ap-
propriate matching between foam properties and laser parameters, showing that
for non optimized foam properties no acceleration performance enhancement is
achieved with respect to bare Al targets. Optimum target properties (foam thick-
ness and density) are strongly dependent on the adopted laser parameters, thus
the design of foam–attached targets for a specific laser system should take into
account the laser properties and the interaction conditions. The results discussed
above suggest the possibility of achieving even better acceleration performances
by further optimizing the target–laser coupling.
The acceleration performances achieved for foam–attached targets (especially in
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the high–intensity experiment) are of interest for next future industrial applica-
tions requiring 10s MeV protons, such as the production of radioisotopes for medic
diagnostics and material characterization, testing and processing. However, the
acceleration of single bunches of ions is not sufficient for these applications, since
they require high average currents. The reduced sensibility of the process to slight
variations of target or laser properties and their robustness makes this solution
suitable for high repetition rate configurations (Section 3.2), which are essential to
achieve appropriate ion currents. It is interesting to consider the results discussed
in this section in the frame of investigations on other advanced target configura-
tions for laser–driven ion acceleration enhancement performed in laser facilities
delivering ultra–short laser pulses with moderate energy, i.e. providing the pos-
sibility of high repetition rate operation. The proton cut–off energies achieved in
this experiment for 5 × 1019 W/cm2 (∼ 8 MeV) are slightly higher than results
achieved with the same intensity using a monolayer of polystyrene nanospheres
on the front surface of 1 µm thick mylar foils at the 100 TW laser system of
GIST by Margarone et al. [150]. In addition, maximum proton energy observed
for foam–attached targets (26 MeV) are higher than cut–off energies (17 MeV)
reported by Zeil et al. for plain µm metal foil targets with high contrast ratio
(1010) at the DRACO laser system of the Dresden–Rossendorf research center (30
fs, > 1021 W/cm2) [75]. Despite the lower power delivered by the DRACO system
(100 TW), a better focusing and the use of non destructive pulse cleaning tech-
niques allowed to achieve pulse intensity in excess of 1021 W/cm2, higher than the
maximum intensity considered in the experiment at the 1 PW PULSER I laser
system of GIST. The cut–off energy of protons detected in this experiment for
intensity comparable with the maximum intensity considered at GIST (but lower
energy on target) is slightly higher than 5 MeV, well below the values achieved for
foam–attached targets. On the other hand, higher cut–off energies (up to 40 MeV)
were recorded for simple metal targets by Ogura et al. at the J–KAREN laser
system of the Kansai Photon Science Institute (40 fs, ×1021 W/cm2, 1010 contrast
ratio) [213]. However, the number of ions observed in this experiment was signifi-
cantly lower than results obtained in other facilities, thus, information on the ion
spectrometer detection threshold would be required to compare results in different
facilities [214]. Finally, the production of 45 MeV protons form ultra–thin solid
foils (10 nm) at the PULSER I laser system of GIST (29 fs, 3.3×1020 W/cm2, 1010

contrast ratio) were reported by Kim et al. [215], that is a result having a great
intrinsic interest being the maximum proton energy ever achieved for ultra–short
laser pulses. However, the foam–based target configuration discussed in this sec-
tion appears more suitable to high repetition rate acceleration experiments, since
ultra–thin foils are expected to pose several technical issues for operation at high
repetition rates, being less robust and much more sensitive to slight variations of
experimental conditions (see 3.2.3).
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Figure 5.19: 2D PIC simulations: comparison between the z component of the magnetic field
for a planar target (a) and a grating target with resonance 45◦ (b) for incidence at 45◦.

5.2 Grating targets

The grating target design exploits the enhanced production of hot electrons due
to the resonant excitation of electromagnetic surface waves by ultra–intense laser
pulses incident with an appropriate angle on a modulated surface with a periodic
groove (see section 1.1.2). As discussed in section 1.3.3, the application of this
kind of target to laser–driven ion acceleration was investigated in a first experi-
mental campaign by Ceccotti et al. in 2012, showing a significant enhancement
of the proton cut–off energy for grating targets around the resonant incidence
angle with respect to planar targets. This behaviour was attributed to the reso-
nant excitation of surface waves. The interest of a second experimental campaign
was related to the possibility of studying the angular distribution of hot electrons
produced in the laser–grating interaction and the role of target properties in the
acceleration mechanism. To this aim, targets with different thickness and groove
period (i.e. resonance angle) were considered. This experimental campaign was
performed in October 2014 with the UHI100 laser system at the LIDyL facility in
the frame of the Laserlab Europe project and my role was mainly related to the
participation to the experiment.
An extensive numerical study was performed in preparation of this experiment
using the piccante code. Solid targets (ne = 120nc) with thickness 1λ, grating
depth λ/4 and groove periodicity from 1λ to 3.414λ (corresponding to resonance
angles from 0◦ to 45◦) were considered (while only αres = 30◦ had been considered
in previous work). Simulations were performed for pulses with p–polarization,
a0 = 5 (corresponding to 5 × 1019 W/cm2) and incidence angle from 0◦ to 70◦.
The results of these simulations confirmed the presence of a significant differ-
ence in the interaction of a laser pulse with grating and planar targets also for
αres 6= 30◦. The laser pulse was specularly reflected by the flat target, while a
complex diffraction pattern was observed for grating targets. In particular, for
resonant incidence angles, a diffraction component along the target surface with
the properties of a plasmonic wave was observed, as shown in Figure 5.19 for
θ = θres = 45◦. Simulations also allowed to study the effect of the excitation
of plasmonic waves on the ion acceleration process. As shown in Figure 5.20,
the proton cut–off energy was enhanced for the grating targets with respect to
the case of a planar target irradiated at the same angle due to higher absorption
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Figure 5.20: Proton cut–off energies for several targets as a function of the angle of incidence.

efficiency for rough surfaces. The resonance was present for all targets at the
expected angle (except for the 0◦ grating) and was more pronounced for gratings
designed for smaller resonance angles. Finally, the electron angular distribution
was considered: a large and broad electron signal was observed along the direction
parallel to the target surface in the resonance condition and the electron spectra
showed significantly higher electron cut–off energy at resonance (10–20 MeV en-
ergies were expected).
The experimental campaign was performed at the UHI100 laser system of the
LIDyL facility, a Ti:sapphire laser system delivering 25 fs pulses at a central wave-
length of 790 ns with maximum intensity 5× 1019 W/cm2 (already mentioned in
section 5.1.1). Figure 5.21 illustrates a schematic view of the interaction chamber.
A high contrast configuration (1010) was adopted, as required to preserve the grat-
ing target structure until the interaction with the main pulse. The experimental
set–up was designed to allow the irradiation of grating targets with angles from
15◦ to 60◦: the target holder was fully motorized allowing to change the incidence
angle without opening the vacuum chamber. A Thomson parabola ion spectrom-
eter aiming at the back of the target (with a 100 µm diameter entrance pinhole)
was mounted on a crescent–like rail and the position of an electron spectrometer
aiming at the front face of the target could be adjusted remotely. In addition for
a few shots a radiochromic film stack ring was used, to collect electron, X–ray and
ion signal around the target and to have a more complete information about the
particle energy spectra. The main novelty in the experimental set–up adopted in
this campaign (with respect to the previous experiment [153]) was the presence of
the electron spectrometer providing information on the electron spectra in differ-
ent directions (in particular along the specular reflection and the target surface
directions). The targets considered were 13 µm Mylar flat foils and gratings with
resonance angles 30◦ and 45◦ and grating depth of 250 nm3. The target thickness
was reduced with respect to the previous experiment with the aim of enhancing

3In the previous experiment, described in Section 1.3.3, 23 µm thick foils with resonance angle 30◦ and grating
depth 300 nm and 500 nm had been considered.
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5.2. Grating targets

Figure 5.21: Schematic view of the interaction chamber.

Figure 5.22: Holes produced by the incident laser pulses in a flat target (left) and in a grating
target at resonance (right).

the cut–off energy of accelerated ions.
The experimental data analysis is still ongoing at the moment of writing, thus
only preliminary observations are discussed in this section. A first immediate
evidence of the existence of a resonance was provided by the shape of the holes
produced by the incoming laser pulse, shown in Figure 5.22. In general, the hole
size was much larger than the focal spot due to thermal effects. The holes ob-
served for flat targets were approximately circular and significantly smaller than
holes in grating targets, suggesting enhanced absorption in the latter case. In
particular, at resonance, the holes in grating targets showed a pronounced tip in
the laser propagation direction due to laser diffraction along the target surface.
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The presence of the tip, not masked by thermal effects, was a first indication that
the diffracted pulse can propagate along the surface for a few hundreds of µm.
In addition, from a preliminary analysis of proton spectra it was inferred that
the cut–off energy for grating targets at resonance (∼ 6 MeV) was higher than
the value recorded for planar targets for the same angle. However, it is not clear
yet whether the cut–off energy detected for grating targets at resonance was also
higher than cut–off energies achieved for planar targets for arbitrary incidence
angle. Finally, the electron signal detected by the electron spectrometer appeared
more intense for grating targets than for planar targets and for incidence angles
close to the resonance angle. Also the maximum electron energy was higher in
resonance conditions (reaching maximum values around 10 MeV). The observa-
tion of intense electron signal with broad angular distribution (extended for 20◦

from the target surface direction) was in good agreement with simulations.
These preliminary results provided evidence of an enhancement in the hot electron
production along the target surface direction in resonance conditions, coherent
with the excitation of plasmonic surface waves.
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6
Conclusions and perspectives

In this PhD thesis, advanced target configurations for ion acceleration driven
by ultra–intense (1018 W/cm2) ultra–short (10–100 fs) laser pulses were in-
vestigated, through the development of suitable advanced material science

techniques for target manufacturing and laser–driven ion acceleration experiments
performed in external laser facilities.

As illustrated in Part I: Chapter 1, since it was first observed in 2000 [2–4],
laser–driven ion acceleration has attracted increasing interest as a unique tool
to investigate new laser–plasma interaction regimes and thanks to a number of
possible application fields. The potential of this technique for scientific and tech-
nological applications is related to the possibility of producing multi–MeV protons
and ions with a high degree of laminarity and low emittance with an experimen-
tal apparatus relatively compact and cheap compared to common acceleration
systems [7,8]. In particular, laser–driven ion acceleration has been employed suc-
cessfully for proton imaging, for plasma diagnostics and for isochoric heating of
solid–density matter on ultra–short time scales. Moreover, a number of applica-
tions requiring enhanced acceleration performances have been proposed. Onco-
logical hadrontherapy and the fast ignition of inertial confinement fusion targets,
for example, require precise and controlled beam energies in the 100s MeV/nu-
cleon range, which are currently not available. Other interesting applications are
related to the irradiation of materials for industrial or scientific purposes and to
the production of isotopes for nuclear medical imaging techniques, which require
lower ion energy (10s MeV/nucleon) but high average ion current (i.e. high rep-
etition rate). Three main strategies have been considered so far to achieve an
enhancement of the laser–driven ion acceleration performances: (i) theoretical
investigation of the acceleration mechanisms; (ii) development of advanced laser
systems; (iii) adoption of novel targets to optimize the laser–ions energy trans-
fer. In particular, the latter approach consists of the development of engineered
materials specifically designed to control the laser–matter interaction phase, to
optimize the pulse–target coupling and to enhance the laser energy absorption.
This strategy can lead to an enhancement in the ion acceleration performances
with respect to several µm foil targets in terms of maximum ion energy, acceler-
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ated charge, beam spectral or spatial quality, depending on the specific properties
of the adopted target configuration. Moreover, targets providing high laser–ions
energy conversion efficiency can allow to achieve acceleration performances suit-
able for some of the foreseen applications for laser intensities currently available
with table–top lasers (up to 1021 W/cm2). However, the major part of advanced
target solutions explored so far pose experimental constraints, such as ultra–high
contrast to preserve the interaction surface until the main pulse incidence, high
precision positioning and control of target properties, which could prevent their
application at high repetition rate.

In this frame, the main goal of my PhD thesis was the development of exper-
imental configurations involving sufficiently robust targets to achieve enhanced
acceleration performances and, at the same time, to relax the technological con-
straints required by most of the novel target solutions explored so far. Therefore,
the most part of my PhD activities was aimed at the development of multi–layer
foam–based targets composed by a solid foil with an ultra–low density foam layer
on its directly irradiated surface. As discussed in Section 1.3.2, these targets
were designed to exploit the enhanced laser energy absorption in near–critical
matter due to peculiar interaction mechanisms occurring in this regime (i.e. pulse
channeling, relativistic self–focusing and direct–light–pressure acceleration of elec-
trons). However, foam–based target manufacturing was not straightforward due
to the extremely low foam density values required (in the mg/cm3 regime). Thus
the development and optimization of advanced material science techniques for the
production and characterization of this kind of material was a necessary condition
to manufacture foam–attached targets to be employed in laser–driven ion accel-
eration experiments, as illustrated in Part I: Chapter 2. An additional goal
of this thesis was the participation to an experiment aimed at achieving a better
understanding of electron dynamics in laser–driven ion acceleration with grating
targets, of great interest also for high field plasmonics (Section 1.3.3). In this
configuration, the idea was to exploit the excitation of surface plasmonic waves
on a periodically modulated front surface to enhance laser energy absorption at a
characteristic resonance angle and, consequently, the acceleration performances.

Therefore, the first objective of my PhD activities was the elaboration of suit-
able strategies for foam–based target manufacturing. These activities were dis-
cussed in Part II. The first part of Chapter 3 illustrated the approach adopted
for the growth of near–critical carbon foam layers by Pulsed Laser Deposition
(PLD), which proved to be a flexible and reliable tool for the production of car-
bon foams with good uniformity, complete substrate coverage, density down to
3 mg/cm3 and thickness from 3µm to 150µm controlled by tuning the process
duration, target–to–substrate distance and ambient gas pressure. In the second
part of Chapter 3, technological solutions designed for foam–attached target pro-
duction, transport and irradiation were discussed, along with the possibility of
achieving robust target configurations for high repetition rate experiments or ap-
plications. In this frame, a natural continuation of my PhD activities would be the
deposition of foams with tuned composition (for example with high hydrogen con-
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tent) or density gradient and the adoption of advanced engineered configurations
for target handling in the deposition, transport and irradiation phases of high rep-
etition rate laser–driven ion acceleration experiments. In addition, a preliminary
investigation was performed to verify the possibility of producing free–standing
foams and foam layers on foils with nanometric thickness, of interest for hole
boring radiation pressure acceleration and collisionless shock acceleration mecha-
nisms. In principle, free–standing foams could be produced by growing the foam
on a holed support until the hole is completely filled: holes with diameter around
40 µm could be filled by growing a foam directly on a grid. However, appropriate
methods for the characterization of foams produced in this configuration should
be developed to guarantee the target uniformity and an appropriate control of the
foam density and thickness. On the other hand, foams could be grown on few nm
thick substrates which shouldn’t affect the properties of ions accelerated in the
foam. A preliminary investigation on this possibility was performed by deposit-
ing foams on commercially available grids for Transmission Electron Microscopy
(TEM) with a 3 nm thick carbon layer. Clearly, the size of the apertures of a TEM
grid (20 µm) is not acceptable for laser–matter interaction experiments, since the
presence of the grid would influence the acceleration process, thus a feasibility
study on the possibility of depositing carbon foams on 10s nm thick SiN windows
and polymeric windows will be performed.

A further objective of my PhD activities was the quantitative development and
experimental validation of an innovative technique for thin film density evaluation
based on Energy Dispersive X–ray Spectroscopy (EDS), as discussed in Chapter
4. Two EDS based methods were originally proposed for the evaluation of the
density of carbon foams deposited on a Si wafer. In this thesis, a suitable data
analysis software was developed to correctly calculate the foam areal density from
X–ray spectra and to extend the application to films with virtually any possible
composition. The applicability of this method was then demonstrated for a num-
ber of different experimental conditions: thin films with various compositions, dif-
ferent coating–substrate combinations, various mesoscale morphologies and with
densities in an extremely wide range (few mg/cm3– 20 g/cm3). The effect of the
atomic number difference between coating and substrate, of fluorescence induced
by high energy X–rays and of the electron accelerating voltage were extensively
investigated. Although the results were affected by an error up to 30% in a few
unfavourable configurations, it was clear that in general this technique guarantees
a reliable, fast, simple and cheap measurement process to evaluate the density
of nanostructured thin films in a wide range of morphologies and compositions,
exploiting a common integrated EDS–SEM equipment present in most material
science laboratories. In addition, the high resolution of the electron microprobe
was exploited for the analysis of coating inhomogeneity both at the macroscopic
and microscopic scales. The main open issues as regards the development of EDS
based methods for thin film density measurement are the development of a suitable
model to take into account the distortion of the X–ray production distribution in
multilayer samples and the development of a suitable data analysis software for
the validation and application of the EDS based method not requiring a reference
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standard.

The final goal of my PhD activities on foam–attached targets was the applica-
tion of such targets in laser–driven ion acceleration experiments in external laser
facilities, as discussed in Part III: Chapter 5. Two experiments were performed
during my PhD. The first was a proof of principle experiment aimed at testing the
effectiveness of this target configuration in the moderate intensity regime (from
5×1016 W/cm2 to 5×1019 W/cm2). This experiment was performed at the LIDyL
facility (France) with the UHI100 laser system, a Ti:sapphire laser delivering 25
fs pulses at a central wavelength λ = 790 nm, in both high and low contrast con-
figurations. In this experiment, the feasibility of the acceleration scheme based
on foam–attached targets was demonstrated. A systematic enhancement of the
maximum proton energy was observed with foam–attached targets with respect to
the case of bare solid foils below 1018 W/cm2. Protons with energies in the MeV
range were produced also for moderate intensities (1016 W/cm2 − 1017 W/cm2)
much lower than the threshold value below which laser–driven ion acceleration is
commonly quenched (1018 W/cm2). The second experiment was performed at the
PULSER I laser system of GIST (South Korea), a Ti:sapphire laser producing 29
fs pulses at λ = 805 nm with intensity in the 7 × 1019 W/cm2 − 5 × 1020 W/cm2

range. This was an extensive investigation on the role of target properties (in
particular foam thickness and density) and of laser parameters (intensity and po-
larization) on acceleration performances. Protons up to 26 MeV and C6+ ions
up to 120 MeV were detected for foam attached targets. A systematic enhance-
ment by ∼ 30 − 250% in the proton and C6+ maximum energy was achieved
with foam–attached targets with respect to the conventional solid foil configu-
ration depending on the laser parameters. In addition, both the medium ion
energy and the total number of high energy ions increased in presence of a foam
layer, resulting in an enhancement of the acceleration process efficiency. The ex-
istence of an optimum near–critical foam thickness . 8µm was observed from
comparisons between the maximum ion energy achieved in presence of foam lay-
ers with different thickness. This suggested that higher ion energies could be
achieved by suitably optimizing foam properties. In addition, better acceleration
performances are expected for lower incidence angles and higher pulse intensities.
Results achieved so far are already interesting for some of the foreseen applications
of laser–driven ion sources: 10s MeV protons can be employed, for instance, for
the production of radioisotopes for medical diagnostics, for material irradiation or
radiation detector testing. It is interesting to comment these results in the frame
of a number of experimental studies performed with comparable intensity and
ultra–short pulses to investigate advanced target configurations for laser–driven
ion acceleration performance enhancement. As regards nanostructured targets,
maximum proton energies around 5 MeV were achieved with 23 µm thick grating
targets by Ceccotti et al. at UHI100 (25 fs, > 1019 W/cm2, 1012 contrast ratio),
while 7.5 MeV protons were detected at the 100 TW laser system of GIST (30 fs,
5×1019 W/cm2, 5×1011 contrast ratio) by Margarone et al. using 1 µm thick my-
lar foils with a monolayer of polystyrene nanospheres on the directly illuminated
side of the target [150]. These results are comparable or lower than the cut–off
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energy produced with foam–attached targets at PULSER I (∼ 8 MeV) in the same
intensity range. Remarkable results have been achieved for plain µm metal foil
targets: protons with maximum energy of about 17 MeV were observed by Zeil
et al. at the DRACO laser system of the Dresden–Rossendorf research center (30
fs, > 1021 W/cm2, 1010 contrast ratio) [75], while 40 MeV protons were detected
by Ogura et al. at the J–KAREN laser system of the Kansai Photon Science
Institute (40 fs, ×1021 W/cm2, 1010 contrast ratio) [213]. However, in the latter
case, the number of high energy accelerated particles was quite low with respect
to other experiments [214]. Protons with energies up to 45 MeV were accelerated
at the PULSER I laser of GIST (29 fs, 3.3×1020 W/cm2, 1010 contrast ratio) with
ultra–thin polymeric targets (10 nm) by Kim et al. [215]. However, this target
configuration is less robust than the foam–based configuration proposed in this
thesis and it is expected to pose several issues for high repetition rate acceleration
experiments.

A secondary goal of my PhD activities was the participation to a laser–driven
ion acceleration experiment performed on grating targets. The experiment was
performed at the above mentioned UHI100 laser system of the LIDyL facility (25
fs, 5 × 1019 W/cm2, 1010 contrast ratio). The main goal of this experiment was
to complete a previous study performed by Ceccotti et al. [153] by extending
the range of explored target properties (different resonance angles and different
thickness values) and by analysing the angular and spectral electron distribution
with the aim of achieving a deeper comprehension of high field plasmonics effects.
Data analysis is still ongoing at the moment of writing, but preliminary results
showed clear indications of an enhancement of the maximum energy of protons
accelerated with resonant incidence angle (∼ 6MeV ) with respect to the case of
a planar target with comparable thickness. In addition, the electron signal was
more intense for grating targets than for planar targets, especially for resonant
incidence angles. In resonance conditions, the acceleration of electrons along the
target front surface was observed consistently with the excitation of plasmonic
surface waves.

In conclusion, in this thesis the possibility of exploiting novel and enhanced
ultra–intense ultra–short laser driven ion acceleration schemes through the de-
sign, production and employment of engineered nanostructured targets was in-
vestigated. In general, novel target concepts exploit peculiar characteristics of
structured targets, often produced with advanced material science techniques, to
achieve enhanced ion acceleration performances, in terms of number or maximum
energy, spectral and spatial quality of accelerated ions, and to tailor these prop-
erties for specific applications. This study draws attention to the importance of
achieving a suitable coupling between target properties and laser parameters to
enhance the efficiency of energy conversion from the incoming laser pulse to accel-
erated ions. Advanced target configurations would allow to significantly enhance
the ion acceleration performances achieved with the existing laser facilities, thus
relaxing the request and reducing the costs of further technology development
in view of laser–driven ion sources applications and to exploit to the highest de-
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gree the development of advanced ultra–intense laser facilities and pan European
infrastructures (as ELI and HIBEF) to achieve unprecedented ion acceleration
performances. Therefore, the development of advanced target concepts will give
a decisive contribution to the worldwide efforts towards the development of ad-
vanced laser facilities for laser–driven ion acceleration.
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