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Abstract

The present work focuses on the development of computational tools to model Diesel
sprays in both constant volume vessels and engine applications in the context of RANS
simulations.
Particular attention is dedicated to Eulerian-Lagrangian modeling of sprays: liquid-gas
interaction and breakup mechanisms are deeply investigated and a new approach for
exchange of mass, momentum and energy between the phases is presented.
Detailed description of development, implementation, testing and validation of the new
methodology is discussed and results are evaluated comparing them with an available
set of experimental data.
A novel methodology for automatic Cartesian grids generation is then presented and the
application of it to both open "cold flow" and closed cycles is discussed. Different mesh
sizes and discretization orders are evaluated and a validation of the mesh generation
algorithm is proposed by means of comparison to both academic and industrial cases.
All the models used in this work were implemented within the OpenFOAM framework,
as a contribution to the library "Lib-ICE", developed by the Internal Combustion Engine
group of the Energy Department of Politecnico di Milano.
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CHAPTER1
Introduction

1.1 Background

The thesis focuses on the development, implementation, testing and validation of com-
putational tools for Diesel Engines modeling. Different aspects were investigated with
a special attention on the Eulerian-Lagrangian description of the injection process and
on the interaction of the injected liquid fuel with Cartesian mesh structures. Critical
aspects were pointed out, mainly concerning the dependency of energy and momentum
exchange between the phases on the spray-grid mutual orientation.

The first half of the thesis deals particularly with the effect that the adoption of
Cartesian grid structures can have if evaluated on varying the injector nozzle position
with respect to the cell hosting it. To this end, an implementation and evaluation of
a novel approach for describing exchange of mass, momentum and energy in Diesel
spray CFD simulations based on the Discrete Droplet Modeling (DDM) is presented.
During the calculation, each parcel in the domain is surrounded by a spherical volume
of ambient gas and interacts first with it instead of interacting directly with the cell
volume hosting the parcel. In this way, the interaction volume is independent of the
mesh and can be located in more than one cell. This model was implemented using
the OpenFOAM R© CFD opensource C++ library. It was developed with the aim to
reduce grid dependencies related to spray-grid mutual orientation and to the choice of
the injector nozzle position with respect to the cell hosting it.

All the sub-models constants were set to match experimental data of a chosen base-
line case in non-reactant vaporizing conditions. Then the new approach predictions
were firstly compared with standard DDM, initially by moving the injector position
within the hosting cell and later by varying ambient density and injection pressure of
fuel. In addition, a study of the dependency of the results on the spray-grid mutual ori-
entation was carried out. High-speed imaging and Rayleigh-scattering measurements
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Chapter 1. Introduction

taken from the Engine Combustion Network (ECN) web database were used to assess
numerical results: a good accuracy in the predictions of liquid and vapor spray penetra-
tion as well as axial and radial mixture fraction profiles, can be simultaneously achieved
on varying thermo-physical and geometrical settings. If applied to engine calculations,
the reduced dependency on the nozzle position becomes appreciable when injectors
with multiple nozzles are used.

The second part of the thesis focuses on the development of an automated proce-
dure for Cartesian grid generation. The definition of a robust methodology to perform
a full-cycle CFD simulation of IC engines requires as first step the availability of a re-
liable grid generation tool, which does not have to guarantee only a high quality mesh
but has to prove also to be efficient in terms of required time. In this part a novel
approach entirely based on the OpenFOAM technology is presented. The available
3D grid generator was employed to automatically create meshes containing hexahedra
and split-hexahedra from triangulated surface geometries in Stereolithography format.
The possibility to introduce local refinements and boundary layers makes this tool suit-
able for IC engine simulations. Grids are sequentially generated at target crank angles,
which are automatically determined depending on user specified settings such as max-
imum mesh validity interval and quality parameters like non-orthogonality, skewness
and aspect ratio. This ensures high quality grids for the entire cycle and requires a
reduced amount of user time. Experimental validation was carried out by simulating
the full cycle in the so-called TCC (Transparent Combustion Chamber) engine, whose
experimental data are available through the ECN database. In particular, a detailed
comparison between computed and experimental in-cylinder pressure, turbulence in-
tensity distribution and velocity field was performed so that it was possible to assess
the requirements in terms of minimum mesh size and numerical method accuracy to be
employed with the proposed methodology.

The final part shows the extension of the automatic Cartesian mesh generation pro-
cess to sector grids for simulating full-cycle simulations involving injection of fuel and
combustion. The choice to use sector meshes implies the hypothesis of axial symmetry,
which is commonly accepted when the injector is located at the center of the cylinder
head (typical of Diesel applications). The adoption of sector meshes requires the ap-
plication of cyclic boundary conditions and consequently the perfect correspondence
between points and faces on the two sides of the sector. Many features were added to
the original approach so that Cartesian sector grids could be generated in OpenFOAM.
The grids were generated starting from a real heavy-duty engine geometry and then
tested and validated qualitatively and quantitatively on varying minimum mesh size.
Detailed chemistry modeling coupled with Multizone discretization and In Situ Online
Tabulation was adopted to describe the combustion process.

Good agreement and limited mesh dependency were found showing that this ap-
proach could be generally suitable for engine simulations and hence for application to
industrial cases.

All the models, solvers and utilities used in this work were implemented within the
OpenFOAM framework, as a contribution to the library "Lib-ICE", developed by the
Internal Combustion Engine group of the Energy Department at Politecnico di Milano.
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CHAPTER2
Introduction to Lagrangian Modeling of sprays

2.1 Background

It is well known that spray processes play a key role in many technical systems and in-
dustrial applications. Examples include cooling systems, spray painting, humidification
as well as spray combustion in gas turbines, rockets and, especially, Diesel and gasoline
engines. In internal combustion engines the use of sprays is necessary to guarantee the
mixing of liquid fuel with air and at the same time increase liquid surface area to obtain
a more rapid evaporation and combustion. To have an idea, on a first order approxi-
mation, the evaporation rate is proportional to the overall surface area of the liquid, so
atomizing a 2 mm drop into more or less eight million droplets of 10 µm increases the
evaporation rate by a factor of 200. Moreover, in direct injection engines (both diesel
and spark ignition), where the fuel is injected directly into the combustion chamber in
order to form an ignitable mixture with air, defining an appropriate injection law for the
spray is one of the most effective measures to control the combustion process. The ki-
netic energy of the liquid droplets represents the main source for turbulence production
within the combustion chamber, and therefore governs the microscale air-fuel mixing
by turbulent diffusion as well as the flame speed of a premixed flame front. The spray
significantly affects the ignition behavior, heat release and pollutant formation rates and
thus the noise level, fuel consumption and exhaust emissions of an engine. Therefore, a
full understanding of spray processes is fundamental for the design of modem combus-
tion engines which are characterized by more and more flexible injection rate shapes.
At the same time, spray phenomena are very complex: the liquid fuel droplets interact
in multiple ways with the turbulent gas phase and with the flame itself. Furthermore,
engine combustion chambers represent a hostile environment that is hard to access with
appropriate measuring techniques. Geometric and thermal boundary conditions expe-
rienced in the production engine are easily altered by the interaction of the necessary
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Chapter 2. Introduction to Lagrangian Modeling of sprays

tools and sensors with the physical domain. All these complications make difficult to
assess the quality of spray models identifying numerical simulations as a powerful tool
able to provide valuable insight into spray processes and the complex interacting sub-
processes involved. They allow access to any process or state variable at any position at
any given point in time. If validated for a certain range of boundary conditions, spray
models can effectively be utilized to interpret available experimental data and, with
a certain confidence, also to obtain predictions for altered operating conditions. The
depth of analysis possible with spray models has increased significantly over the past
decades, also thanks to undoubted advances in computer technology and parallelization
of codes. This trend is likely to continue such that spray modeling with CFD codes will
be essential in the development of new engines and combustion systems in the near
future.

2.2 Spray Regimes

Fig. 2.1 summarizes the most important spray regimes which affect both dynamics and
evaporation of drops. Directly at the nozzle orifice an intact core of the liquid phase can
be identified. It rapidly disintegrates into ligaments (churning flow) and further down-
stream into droplets, where it still occupies a considerable fraction of the two-phase
mixture. In this region the spray is termed "thick" (or dense) and it is typically found in
the immediate vicinity of the nozzle exit. At the other extreme, and in practical sprays,
the liquid diverges away from the nozzle where the size of the drops is reduced due
to evaporation and breakup. The spray drops far from the nozzle become isolated and
have negligible mass and volume compared to that of the gas that was set in motion by
the spraying process. In this case, the spray is termed "very thin" (or dilute) and, even
if the drops continue to exchange mass, momentum and energy with the gas, the state
of the gas is not altered appreciably by the exchange. The intermediate spray regime
between the "very thin" and the "thick" regimes has been identified as "thin" spray [9].
Here, because of the conical spray shape and liquid evaporation, the average spacing
between droplets expands further downstream of the nozzle, and the void fraction, i.e.
the volume fraction occupied by the gas phase, increases and approaches unity. How-
ever, due to the liquid to gas density ratio, the mass fraction of the liquid phase may
still be noticeable.

Figure 2.1: Spray regimes [1]
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2.2. Spray Regimes

The behavior of various droplets within different regimes of a spray is quite differ-
ent. Close to the nozzle orifice, droplet to droplet interactions such as collision and
coalescence can be significant. Moreover, when the droplet spacing is small the bound-
ary layer around a droplet may be affected by an adjacent droplet. As a matter of
principle, it can no longer be assumed that there is an undisturbed gas phase around
the droplet in order to calculate the exchange processes between liquid and gas. At the
other extreme, in the dilute spray regime the droplet behavior can be calculated based
on relations for an isolated droplet with good accuracy. Collisions between droplets are
rare and typically neglected in the modeling. In the intermediate thin spray regime the
liquid phase still accounts for a noticeable mass fraction as already pointed out. Here,
momentum transfer from the droplets to the gas phase is considerable and, as a result,
affects other droplets again. For instance, the reduced drag forces on those droplets
located in the wake of the spray tip that are decelerated by the gas less rapidly and may
therefore reach the droplets at the former spray tip that have been injected at an earlier
timing. While the qualitative difference in the behavior of the two-phase flow is distinct
between the various spray regimes, the transitions between the regimes are continuous
and their definitions are somewhat arbitrary. Typically, they are defined in terms of the
void fraction:

θ = 1−
∫∫∫

f
4

3
πr3 dr dUd dTd (2.1)

In Eq. 2.1 f is the probable number of droplets per unit volume in the spray. It
depends on time t, and on some droplet related quantities like radius r, temperature Td,
position P and velocity Ud.

d

b

Figure 2.2: Packing geometry for drops with diameter, d, spaced a distance, b, apart.

For a regular arrangement of spherical droplets with a spacing equal to b as it is
displayed in Fig. 2.2, it can be shown that the void fraction ca be calculated as:

θ = 1− π

3
√

3(1 + b/d)3
(2.2)

so when the drops are spaced one drop diameter apart θ‘ = 0.92 (i.e., when b = d).
Consequently, it is often assumed that a spray behaves as a thick spray if the void
fraction is less than about 0.9. O’Rourke [9] also considered an additional spray regime
located between the intact core and the thick spray, termed "churning flow", for void
fractions less than 0.5. The reason behind it is that for liquid volume fractions in excess
of 50 %, the liquid can no longer be assumed to be fully dispersed within a continuous
gas phase and a different set of equations becomes necessary to describe the problem.
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Chapter 2. Introduction to Lagrangian Modeling of sprays

However, there are still considerable uncertainties in the governing equations. This
spray regime, which only applies to an extremely small volume close to the nozzle
orifice, is often neglected in practical applications. Most available CFD-codes utilized
in combustion engine simulations are based on thin or dilute spray assumptions. These
assumptions are justified when the computation begins someway downstream of the
injection nozzle where the spray has already been diluted by the gas phase. But even
if the injector is located within the computational domain, a thin spray may still be
assumed when the computational grid cell is large compared to the size of the nozzle
hole. In typical combustion engine applications, minimum mesh size is in the range
between 0.25 and 0.5 mm whereas a modern passenger car diesel injector has a hole
diameter of only about 0.15 mm. Approximations of thick spray effects can later be
added by superimposing submodels to the conservation and exchange equations.

2.3 The Spray Equation

2.3.1 Equations and exchange terms

In typical diesel sprays the liquid fuel is atomized into a number of up to 100 millions
droplets with average diameters in the ten-micrometer range. These numbers make
it prohibitive to resolve each single droplet in numerical simulations. Instead, some
kind of statistical averaging technique becomes necessary with additional submodels in
order to describe the subscale processes.

Generally the problem can be defined by the so-called spray equation as formulated
by Williams [10]. In this approach the probable number of drops per unit volume at
time t, that are located between position P and P+ dP and characterized by a velocity
between Ud and Ud + dUd , a radius between r and r+ dr and a temperature between
Td and Td + dTd is described with the probability density function f . Since both the
droplet position P and its velocity Ud have three spatial coordinates, f has a total of
nine independent variables:

probable number of droplets
unit volume

= f(P,Ud, r, Td, t) dUd dr dTd (2.3)

It should be noted, that the above formulation is based on the assumption that the
droplets are ideally spherical and that their size or mass is thus explicitly defined by
their radius r. However, this assumption is valid only if the relative velocity between
gas and droplet is small, which is not generally the case in typical engine sprays. Es-
pecially, in the vicinity of the injection nozzle considerable relative velocities between
liquid and gas phases are encountered, such that aerodynamic forces cause droplet dis-
tortion and even breakup. Therefore, in most CFD-codes applied for engine simulations
with spray combustion, two additional independent variables are included in the distri-
bution function: the droplet distortion parameter y and its temporal rate of change ẏ.
Thus, f becomes a function of eleven independent variables, and Eq. 2.3 now reads:

probable number of droplets
unit volume

= f(P,Ud, r, Td, y, ẏ, t) dUd dr dTd dy dẏ (2.4)

The temporal and spatial evolution of the distribution function is described by a con-
servation equation which can be derived phenomenologically in analogy to the conser-

14



i
i

“thesis” — 2015/3/2 — 22:55 — page 15 — #27 i
i

i
i

i
i

2.3. The Spray Equation

vation equations of the gas phase [10]. It is commonly referred to as the spray equation
and can be written as:

∂f

∂t
= − ∂

∂Pi

(fUd,i)−
∂

∂Ud,i

(fFi)−
∂

∂r
(fR)− ∂

∂Td
(fṪd)−

∂

∂y
(fẏ)− ∂

∂ẏ
(fÿ)+ḟcoll+ḟbu

(2.5)

Eq. 2.5 follows the Einstein convention. F denotes a force per unit mass, i.e. an ac-
celeration. Thus the component Fi is the acceleration along the spatial coordinate Pi

(Fi = dUd,i/dt). R, Ṫd and ÿ are the time rates of change of droplet radius r, temper-
ature Td and oscillation velocity ẏ. The source terms fcoll and fbu account for changes
in the distribution function due to droplet collision and breakup, respectively.

The solution of the spray equation gives the so-called source or exchange terms
that describe the interactions between the liquid and gas phases. In order to assure
conservation of mass, momentum and energy of the total (two-phase) system, these
terms need to be included in the gas phase conservation equations. The source term
accounting for mass evaporation of the liquid droplets becomes (Reitz [6]):

ρ̇s = −
∫
fρl4πr

2RdUd dr dTd dy dẏ (2.6)

The rate of momentum gain due to droplet drag, body forces and evaporation is:

ρgF
s = −

∫
fρl

(
4

3
πr3F′ + 4πr2RUd

)
dUd dr dTd dy dẏ (2.7)

And the energy transfer between gas and droplets related to evaporation, heat trans-
fer into the droplet and work due to turbulent fluctuations is

Q̇s = −
∫
fρl

{
4πr2R

[
ud +

1

2
(Ud −Ug)

2

]
+

4

3
πr3

[
cp,dṪd + F′(Ud −Ug −U′g)

]}
dUd dr dTd dy dẏ

(2.8)

The destruction of turbulent kinetic energy due to droplet dispersion is obtained by:

Ẇ s = −
∫
fρl

4

3
πr3F′ ·U′g dUd dr dTd dy dẏ (2.9)

In Eqs. 2.6 to 2.9 the superscript s indicates that the source terms are due to spray
effects (as opposed to effects of chemical reactions that will be denoted by superscript
c). F′ is the difference between F and the gravitational acceleration g, (Ud − Ug) is
the relative velocity between droplets and gas phase, and U′g is the turbulent fluctuation
of the gas velocity. Note, that in Eq. 2.8 ud denotes the specific internal energy of the
droplet and is not to be mistaken for the droplet velocity Ud.

15



i
i

“thesis” — 2015/3/2 — 22:55 — page 16 — #28 i
i

i
i

i
i

Chapter 2. Introduction to Lagrangian Modeling of sprays

2.3.2 Numerical implementation

There are generally two possible ways of solving the spray equation in addition to
the gas phase conservation equations. The obvious method would be to directly solve
Eq. 2.5 with a Eulerian finite difference or finite volume scheme similar to the numerical
solution of the gas phase. This method has been applied in ref. [11] and has been termed
the continuum droplet model (CDM) in the literature [12]. However, the CDM requires
to discretize the droplet probability function f in all eleven independent dimensions,
and thus imposes extremely high demands with respect to computer memory and power.
For example, discretizing the problem on a coarse mesh with only ten grid points in
each dimension results in a total of 1011 grid points. For this reason the CDM has been
proven impractical for most technical applications. An alternative and more practical
approach is the so-called discrete droplet model (DDM) proposed by Dukowicz [13]
and used in its original or similar forms in most CFD codes applied for engine spray
and combustion simulations. It features a Monte-Carlo based solution technique for
the spray equation, that describes the spray droplets by stochastic particles which are
usually referred to as parcels [14].

These parcels can be viewed as representative classes of identical, non-interacting
droplets, and they are tracked through physical space in a Lagrangian manner. The
collection of such parcels within the computational domain represents a discretized
solution of the spray distribution function, and thus, as the number of spray parcels in
the spray are increased, the spray statistics are improved. It should be noted that while
the spray parcels are usually viewed as groups of identical droplets, they are - in a strict
mathematical sense - really statistical items describing the probability that the spray
reacts in a certain way. The ostensive interpretation of droplet groups is probably due
to the fact that due to available memory and CPU-power there are typically significantly
fewer parcels considered than there are droplets in the spray (typically 103 to 104 parcels
compared to about 108 droplets). However, the number of parcels necessary in order to
obtain statistical significance is really independent of the number of droplets within the
spray.

Account must be taken of the coupling between the Lagrangian liquid and the Eule-
rian gaseous phases in the DDM. While some codes utilizes the non-iterative Dukowicz
method [13] where the drop motion equations are solved as functions of time, other
spray codes are based on the so-called particle-source-in-cell (PSI Cell) technique pro-
posed by Crowe et al. [15]. This technique begins by solving the gas flow field neglect-
ing the presence of any spray particles in the flow. The obtained gas phase results are
then used in order to calculate trajectories of the droplets as well as mass, momentum
and energy exchanges between the two phases. Thereafter the gas phase is recalculated,
now including the source terms caused by the spray particles, and the whole procedure
is repeated in an iterative manner until a certain convergence criterion is met. Con-
sequently, the PSI cell method is particularly suited for calculating steady-state spray
processes, but it is not so well suited for modeling droplet dispersion in turbulent flows
since these processes are inherently unsteady [6].

Besides its many obvious advantages it must be mentioned that a significant dif-
ficulty in modeling sprays with the stochastic particle method exists, in that there is
typically a strong influence of the numerical grid design on the simulation results.
Therefore a wide experience is often necessary in order to design a numerical mesh
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2.4. Droplet kinematics

that is appropriate for a given spray problem. Finally, it should be noted that with both
approaches of solving the spray equation, i.e. with the continuum droplet model as
well as with DDM, the interface between a single droplet and the gas phase cannot be
directly resolved because of computer limitations. Instead, an averaging of the flow
process over a scale that is greater than the typical droplet diameter becomes necessary.
Consequently, additional submodels are needed to describe the phase interactions at the
droplet-gas interface. These submodels will be discussed in subsequent sections.

2.4 Droplet kinematics

In the Lagrangian formulation of the discrete droplet model the position of a drop or
actually the position of a parcel containing a group of identical drops is characterized
by the vector P. The movement of the drop during one computational time step dt is
derived from:

d

dt
P = Ud (2.10)

where the change in the drop velocity vector is determined from

d

dt
Ud = F (2.11)

The force F acting on the droplet is composed of body forces and the drag force
caused by the relative velocity of the droplet to the surrounding gas phase. The latter
force depends on the drop size and its drag coefficient (see Sect. 2.5) as well as on the
mean gas velocity and its turbulent fluctuations (see Sect. 2.6). The change in drop size
over time is given by

d

dt
rd = Ṙ (2.12)

where the quantity R depends on vaporization of the droplet (see Sect. ?ref?) and
on breakup and collisions (Sects. ?ref? and ?ref?, respectively). The latter effects
can lead to the change in the number of droplets in a specific size class and even to
the appearance or disappearance of droplet classes from the computation. Thus, the
number of parcels considered within a computation may change over time which can
be expressed as

df

dt
= ḟcell + ḟbu (2.13)

2.5 Drop Drag and Deformation

The drag force acting upon a particle surrounded by gas of density ρg and velocity Ug

can generally be expressed as

ρlVdF =
1

2
ρgCDAp · |Ug −Ud| · (Ug −Ud) (2.14)

where Ap is the frontal area of the particle, i.e. (Ap = πr2d) for a spherical droplet.
The drag coefficient CD is a mostly empirically determined parameter that depends on
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Chapter 2. Introduction to Lagrangian Modeling of sprays

the geometrical shape of the particle as well as on the flow conditions and gas proper-
ties. For low relative velocities (Re ≤ 1) around a spherical particle separation effects
of the gas flow around the particle are negligible and the drag force is mainly due to
friction drag by viscous stress. For this regime the drag coefficient is formulated by
Stoke’s law as

CD =
24

Re
(2.15)

where the Reynolds number is defined as

Re =
2rdρg |Ug −Ud|

µg
(2.16)

For greater Reynolds numbers, and thus for greater relative velocities as they are
typically encountered in engine sprays, the gas flow separates from the particle surface
and form drag becomes increasingly more important than viscous drag. The drag coef-
ficient of the sphere is amplified which is usually expressed by the following relations:

CD =
24

Re

(
1 +

1

6
Re2/3

)
Re ≤ 1000

CD = 0.424 Re > 1000

(2.17)

In order to account for thick spray effects that may increase the effective drag co-
efficient at positions close to the nozzle orifice, O’Rourke and Bracco [16] suggested
to replace the first of the Eqs. 2.17 with a similar relation that additionally includes the
local void fraction θ:

CD =
24

Re

(
θ−2.65 +

1

6
Re2/3θ−1.78

)
Re ≤ 1000 (2.18)

Eq. 2.18 was obtained from experiments on fluidized beds and other sources [9].
The above correlations for the drag coefficient are valid for ideally spherical (solid)
particles. However, in engine sprays the liquid droplets are typically distorted from
their ideal spherical shape prior to breakup. This will obviously have an effect on the
drag coefficient which has been accounted for by Liu et al. [17], who applied the TAB
model in order to determine the drop distortion parameter y. The TAB (Taylor-Analogy
Breakup) model assumes a one-dimensional oscillation of the droplet in analogy to a
spring-mass system. In this analogy the liquid viscosity acts as a damping element and
the surface tension has the effect of a restoring force. The distortion parameter y is
normalized by the droplet radius r and defined in accordance to Fig. 2.3.

The drag coefficient of the distorted droplet is now given as

CD = CD,sphere (1 + 2.632y) (2.19)

which is based on the consideration that for high Reynolds numbers the drag coeffi-
cient of a disc is approximately 3.6 times greater than that of a sphere.
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2.6. Turbulent Dispersion/Diffusion

Ug − Ud

x

2x
rd

y =
rd

Figure 2.3: Droplet distortion in the TAB model

2.6 Turbulent Dispersion/Diffusion

In turbulent sprays the liquid droplets are not only decelerated and deformed by the gas
phase, but an additional dispersion or diffusion of the liquid phase can be observed that
is caused by the turbulent eddies in the gas flow. On average, the random orientation of
the turbulent velocity fluctuations leads to a quicker, more homogeneous dispersion of
the liquid droplets than in a laminar gas flow. At the same time the momentum transfer
between gas and liquid modulates the turbulence level within the gas phase.

The mechanism can be explained following the schematic diagram in Fig. 2.4. It
shows a vortex structure (solid line), i.e. the track of an arbitrary gas molecule within a
turbulent gas flow, as well as three possible droplet trajectories (dashed lines) that start
out at the same position as the gas molecule. Typically, a particle is assumed to interact
with an eddy for a time period taken as the smaller of either the eddy lifetime te or the
transit time tt, required for the particle to pass through the eddy:

tint = min (te, tt) (2.20)

The characteristic eddy size is assumed to be the dissipation (integral) length scale

lI = C3/4
µ

k3/2

ε
(2.21)

where the constant Cµ is the same as in the k-epsilon turbulence model (Cµ = 0.09,
see [18]). For isotropic turbulence the turbulent kinetic energy is related to the turbu-
lence intensity by

k =
1

2

(
U ′ 2g,x + U ′ 2g,y + U ′ 2g,z

)
=

3

2
U ′ 2g (2.22)

and thus, the eddy life time is expressed as

te =
l

U ′g
=

C
3/4
µ√
2/3
· k
ε

(2.23)

The transit time can be estimated by linearizing the drop let momentum equations
and is given by the expression
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Chapter 2. Introduction to Lagrangian Modeling of sprays

tt = −τ ln

[
1− l

τ |Ug −Ud|

]
(2.24)

The particle relaxation time τ is defined by the particle acceleration,

dUd

dt
≡ Ug −Ud

τ
(2.25)

and can be derived from the particle’s equation of motion, Eq. 2.14:

ρlVd
dUd

dt
=

1

2
ρgCDAp (Ug −Ud)

2 (2.26)

Thus, the relaxation time becomes

τ =
8

3

ρlrd
ρgCD |Ug −Ud|

(2.27)

or, if Stoke’s law is utilized for the drag coefficient, Eq. 2.15, we obtain

τ =
2

9

ρlr
2
d

µg
(2.28)

When l ≥ τ |Ug −Ud|, Eq. 2.24 has no solution. This can be interpreted as the
eddy having captured a particle so that the interaction time becomes equal to the eddy
life time te.

Crowe et al. [19] have observed that small drops in a turbulent flow tend to follow the
gas flow, whereas the larger drops with their smaller drag/inertia ratios leave the large-
scale vortex structures. A time-scaling ratio was proposed which, assuming Stokes drag
for the particles, gives the Stoke’s number:

St =
τ

te
(2.29)

St >> 1

St  1

St << 1

l

vortex structure

Figure 2.4: Possible particle trajectories in a turbulent flow

As depicted in Fig. 2.4, particles with Stoke’s numbers much less than unity, i.e.
small particles, are trapped within the eddies and directly follow the vortex structure.
Particles with very large Stokes numbers remain unaffected by the eddies, and for
Stoke’s numbers in the order of unity a centrifuging effect may occur that leads to a
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2.7. Spray Atomization

particle dispersion which exceeds that of the gas phase. The numerical implementation
of the above phenomena in CFD codes can be established by calculating the change in
droplet motion for the interaction time period tint as a function of the total gas velocity
(Ug = Ug + U′g) present at the beginning of the interaction. In order to yield a more
realistic distribution of the turbulent dispersion effects, the fluctuating velocity compo-
nent U′g is typically sampled from a Gaussian distribution with a variance equal to the
turbulence intensity

∣∣U′g∣∣:
G(U′g) =

1√
2π
√

2k/3
· exp

(
−
∣∣U′g∣∣2
4k/3

)
(2.30)

Experiments by Modarress and co-workers [20] on turbulent round jets revealed that
the spread rates of two-phase jets are smaller than those of single-phase jets. Moreover,
it was shown that the turbulence level within two-phase jets depends on the liquid mass
loading: it decreases for greater amounts of liquid mass dispersed in the turbulent jet.
These results indicate that the droplet turbulence interactions have a modulating influ-
ence on the gas phase turbulence. This is usually accounted for by adding the additional
source term Ẇ s in the k and ε conservation equations of the k-epsilon turbulence model.
Ẇ s has been specified in Eq. 2.9, and for incompressible turbulence in the absence of
gradients the conservation equations become

ρ
dk

dt
= Ẇ s (2.31)

ρ
dε

dt
= Cs

ε

k
Ẇ s (2.32)

It can be shown that the turbulence length scale lI given in Eq. 2.21 is unchanged by
this turbulence modulation if the empirical constant in Eq. 2.32 is chosen as Cs = 3/2
[6].

2.7 Spray Atomization

In engine fuel injection systems the fuel typically leaves the injector nozzle in a more or
less continuous liquid phase that can obviously not be reproduced with the Lagrangian
discrete droplet approach. Therefore, additional submodels are necessary in order to
describe the breakup processes that lead to the formation of droplets, before the DDM
can be applied. This procedure seems reasonable since in high pressure injection sys-
tems the disintegration of the continuous liquid phase into small droplets starts very
close to the nozzle orifice. Thus, the impact of the intact liquid core on the gas phase
is extremely small compared to the influence that the dispersed liquid droplets have on
the gas phase in the entire spray.

Two different types of liquid breakup into ligaments and droplets are typically dis-
tinguished, e.g. [21]. The first kind of breakup occurs at or in direct vicinity of the
injection nozzle orifice, i.e. in the region that has been scaled up in the bottom part
of Fig. 2.1 and it is referred to as spray atomization or primary breakup. It describes
the breakup of the intact liquid phase into first ligaments and droplets. Later on, the
relatively large initial droplets can be further distorted and subsequently broken up into
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Chapter 2. Introduction to Lagrangian Modeling of sprays

smaller secondary droplets. This kind of breakup is termed secondary breakup and will
be discussed later. Typically, the secondary breakup takes place a little further down-
stream of the nozzle, i.e. within the thick, thin, and very thin spray regimes indicated
in the schematic illustration of Fig. 2.1.

2.7.1 Breakup regimes

The primary breakup of liquid jets at the nozzle exit can be caused by a combination of
three mechanisms: turbulence within the liquid phase, implosion of cavitation bubbles
and aerodynamic forces acting on the liquid jet [22]. Due to the pressure drop across
the injection nozzle the liquid fuel is accelerated within the small nozzle holes. Thereby
a high level of turbulence is generated within the liquid phase that has a destabilizing
effect on the jet once it exits the nozzle hole. Additionally, at sharp edges along the flow
path inside the nozzle, e.g. at the inlet of the nozzle hole, the streamlines are contracted
such that the effective cross-section the flow is reduced and its velocity is accelerated
even more. According to Bernoulli’s law this causes a reduction in the static pressure,
and locally the static pressure may be decreased to a value as low as the vapor pressure
of the fuel.

Figure 2.5: Schematic illustration of cavitation formation inside the nozzle hole

This phenomenon is schematically shown in Fig. 2.5, where the theoretical (linear)
pressure distribution inside the nozzle hole is compared to a more realistic distribution
along a streamline. The effect is that cavitation bubbles are generated inside the injec-
tion nozzle. This can be seen in Fig. 2.6 which shows an exemplary photograph of a
cavitating flow through an acrylic glass nozzle. The cavitation bubbles are swept out
of the nozzle into the combustion chamber where they implode and contribute to the
disintegration of the spray. The third mechanism is that the relative velocity between
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2.7. Spray Atomization

the liquid jet and the gas results in aerodynamic forces that act on the liquid surface.
Therefore, surface disturbances develop and start to grow that lead to breakup as well.
Depending on injection parameters such as the relative velocity between liquid and gas,
the liquid and gas densities and the liquid viscosity and surface tension, the relative con-
tribution of each of the three above mechanisms to the spray breakup varies, and several
different breakup modes can be identified. They are characterized mainly by different
breakup lengths, i.e. the distance between the nozzle orifice and the breakup position,
and by the sizes of the resulting droplets.

Figure 2.6: Cavitation inside an acrylic glass diesel injection nozzle. The liquid phase is transparent,
the gas phase is opaque. pinj = 65 MPa, pcyl = 0.1 MPa , dnoz = 0.22 mm [2]

A widely agreed classification of breakup regimes has been proposed by Reitz and
Bracco [23] in terms of the above injection parameters and fluid properties. For general
applicability those quantities are expressed through the dimensionless Reynolds, Weber
and Ohnesorge numbers, defined respectively as

Re =
ρUinjdnoz

µ
(2.33)

We =
ρU2

injdnoz

σ
(2.34)

Z =
µ√
ρσdnoz

(2.35)

Figure 2.7: Jet breakup regime boundaries by Miesse [3] and Ohnesorge [4]
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Chapter 2. Introduction to Lagrangian Modeling of sprays

Figure 2.8: Schematic chart of influence of gas density on breakup regime boundaries [5]

Four different spray regimes are typically distinguished, the Rayleigh, first wind
induced, second wind induced and the atomization regime. Ohnesorge [4] and Miesse
[3] suggested a definition by the liquid Reynolds and Ohnesorge numbers, i.e. the liquid
phase properties are used in Eqs. 2.33 and 2.35. Fig. 2.7 displays the results in which
the first and second wind induced regimes have been combined. However, the definition
in terms of the liquid properties implies that the effect of the gas phase on breakup is not
taken into account in the classification, which is in contrast to the observation that the
atomization can be enhanced by increasing the gas density (pressure) [24]. Therefore,
Ranz [25] proposed a breakup classification in terms of the gas phase Weber number,
which is based on the density of the gas phase ρg and the surface tension of the liquid
σl. This approach however is incomplete as well, since now the influence of the liquid
viscosity on breakup is neglected. In order to overcome these limitations Reitz [5]
suggested to include the gaseous to liquid density ratio in the analysis, such that the
two-dimensional plot in Fig. 2.7 now becomes a three-dimensional one as depicted in
Fig. 2.8.

Fig. 2.9 shows a schematic illustration of jet breakup in the characteristic breakup
regimes. For relatively low injection velocities the Rayleigh breakup (a) is primarily
governed by the inertia forces on the oscillating liquid and by its surface tension. The
breakup length is far (many nozzle diameters) downstream of the nozzle orifice and the
diameter of the resulting droplets is greater than the nozzle diameter.

In the first wind induced breakup regime (b) the inertia of the gas phase becomes
more and more important. Surface disturbances are caused by the gas-liquid interac-
tions that increase in amplitude and eventually lead to breakup. The average drop size
decreases and is now in the range of the nozzle diameter. The breakup length is still
a multiple of the nozzle diameter. For further increased injection velocities the second
wind induced regime is reached. In Fig. 2.9 it has been combined with the first wind
induced regime since the basic mechanisms leading to breakup are similar. The main
difference is that as the relative velocity between liquid and gas increases, the aero-
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2.7. Spray Atomization

dynamic forces acting on the liquid surface are intensified and the wavelength of the
disturbances becomes shorter. Therefore, the average droplet diameter is reduced in
the second wind induced regime and the breakup length decreases compared to the first
wind induced regime.

Figure 2.9: Schematic depiction of breakup modes. a) Rayleigh b) Wind induced c) Atomization

Finally, for increased gas densities and large injection velocities the gas phase Weber
number increases further and the atomization regime is reached (c). In this regime
two different breakup lengths can be identified: the surface breakup begins directly at
the nozzle orifice whereas an intact core may still be present several nozzle diameters
downstream of the orifice. Furthermore, a conical shape of the overall spray is now
observed. The mean droplet diameters are much smaller than the nozzle diameter.

The atomization regime is the most important for high pressure diesel injectors.
However, a detailed experimental assessment of the primary spray breakup directly at
the nozzle is extremely difficult because the spray is very dense and almost opaque at
this position. Therefore, the detailed mechanisms that lead to primary spray breakup
or atomization at the nozzle of modern diesel engine injection systems with injection
pressures of up to 200 MPa are still not exactly understood. However, there is a general
agreement that as the injection pressure increases, the effects of the inner nozzle flow
such as the liquid phase turbulence and cavitation become more and more important.

2.7.2 Wave-Breakup Model

It has been discussed above that the development and aerodynamically driven growth of
surface disturbances on the liquid phase is an important if not the dominant mechanism
for breakup of jets. Vital contributions to deriving the theory behind this phenomenon
and to establishing a coherent and continuous breakup model have been made by Reitz
and co-workers, e.g. [5,23,26]. Since this so called wave-breakup model (also referred
to as Kelvin-Helmholtz breakup model) is widely applied in primary as well as in sec-
ondary breakup models it will be summarized here.
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The analysis starts out from a cylindrical liquid jet of radius a that penetrates through
a circular orifice into a stationary incompressible gas environment, Fig. 2.10. The liquid
surface is subject to a number of infinitesimal perturbations with an initial amplitude
of η0 and a spectrum of wavelengths λ typically expressed through the wave number
k = 2π/λ,. The initial disturbances may be caused by effects of the inner nozzle
flow, e.g. by turbulence within the liquid phase. Their amplitudes will be increased
exponentially by the liquid-gas interactions with a complex growth rate of ω = ωr+iωi:

ηt = R (η0exp [ikx+ ωt]) (2.36)

Assuming that the gas phase behaves as an inviscid fluid, i.e. there is free slip at
the liquid-gas interface, and that the perturbations are much smaller than the jet radius
(η << a) the so-called dispersion relation can be derived, that relates the growth rate
ω to the wave number k [26]:

Figure 2.10: Schematic growth of surface perturbations in the Wave-breakup model [6]

ω2 + 2νlk
2ω

[
I ′1(ka)

I0(ka)
− 2kl

k2 + l2
I1(ka)

I0(ka)

I ′1(la)

I1(la)

]
=

σk

ρla2
(
1− k2a2

)
·
(
l2 − k2

l2 + k2

)
I1(ka)

I0(ka)
+
ρg
ρl

(
Ug −

iω

k

)2

k2
(
l2 − k2

l2 + k2

)
I1(ka) ·K0(ka)

I0(ka) ·K1(ka)

(2.37)

In the above equation In and Kn are the nth order modified Bessel functions of the first
and second kind, respectively. The prime indicates differentiation, νl is the kinematic
viscosity of the liquid phase while Ug is the gas velocity at the liquid-gas interface, and
l2 = k2 + ω/νl.

Even though the perturbations of different wave lengths will superpose each other in
the real jet, it is assumed that only the fastest growing perturbation, indicated by growth
rate Ω, that corresponds to the wave length Λ will ultimately lead to breakup. However,
Eq. 2.37 is difficult to solve for a maximum value of ω since l is still a function of
ω. To simplify the problem, Reitz [7] generated curve-fits of numerical solutions to
Eq. 2.37 and obtained the following expressions for the maximum growth rate Ω and
its corresponding wave length Λ:
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Λ

a
= 9.02

(1 + 0.45
√

Z)(1 + 0.4Ta0.7)
(1 + 0.865We1.67g )0.6

(2.38)

Ω

√
ρla

3

σ
=

0.34 + 0.38We1.5g
(1 + Z)(1 + 1.4Ta0.6)

(2.39)

where Z =

√
Wel

Rel
, Ta = Z

√
Wel, Wel =

ρlU
2
g a

σ
, Weg =

ρgU
2
g a

σ
, Rel =

Uga

νl
The above relations have the effect that the growth rate increases and the corre-

sponding wavelength decreases for increasing gas Weber numbers. This is in agree-
ment with the experimental observation that for increasing injection velocities, breakup
is enhanced while the average diameters of the resulting droplets become smaller. The
effect of liquid viscosity which appears in the Reynolds number Re and thus in the
Ohnesorge number Z is that the wave growth rate is reduced.

In order to estimate the sizes of droplets formed by breakup, it is often assumed that
there is a linear dependency between the resulting droplet radius rd and the wave length
Λ of the most unstable surface disturbance, e.g. [7],

rd = B0Λ (2.40)

where B0 is of order of unity. The length of the "intact" liquid core of the spray may be
approximated by considerations of the mass removed from the jet by the atomization
process,

L =
ca

f(Ta)

√
ρl
ρg

(2.41)

where Ta is defined as in Eqs. 2.38 and 2.39, and f(Ta) asymptotically approaches
(30.5/6) for (Ta > 100), which is typically satisfied in diesel sprays. The constant c
ranges from about 15 to 30 and accounts for various effects of the inner nozzle flow
that are not resolved in detail.

The half-angle (α/2) of the cone shaped spray observed in the atomization regime of
high speed jets has been specified in ref. [23] based on the assumption that the droplet
velocity component perpendicular to the spray direction v⊥ is proportional to the wave
growth rate of the most unstable wave:

tan
(α

2

)
=

v⊥
|Ud|

=
ΩΛ

A|Ud|
=

4π

A

√
ρg
ρl
f(Ta) (2.42)

The expression f(Ta) is the same as in Eq. 2.41, and the constant A accounts for the
nozzle geometry. In ref. [6] it has been defined in terms of the length to diameter ratio
of the nozzle hole as

A = 3.0 +
lnoz/dnoz

3.6
(2.43)
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2.7.3 Blob-Injection Model

Reitz [7] applied the above Wave-breakup model to high speed diesel jets by assuming
that during the injection duration there are continuously added large drops (so-called
blobs) with a diameter comparable to the size of the nozzle hole to the gas phase.
The frequency of the addition of new blobs is related to the fuel injection rate in a
straightforward manner, assuming constant density of the liquid fuel and ideally spher-
ical blobs. Immediately after injection the Kelvin-Helmholtz instabilities described by
the wave-model start to grow on the blob surface, such that sm all secondary droplets
are "sheared off" the blob surface as shown in Fig. 2.11.

Figure 2.11: Schematic illustration of the blob-injection model [7]

The calculation of the fastest growing wave length Λ and its corresponding growth
rate Ω is executed in analogy to Eqs. 2.36 to 2.39. In ref. [7] the relation

rd = B0Λ (2.44)

was suggested to estimate the resulting droplet radii with a value of B0 = 0.61 in
the stripping breakup regime. For higher injection velocities and catastrophic breakup
in the atomization regime, which is typical for diesel type injectors, Liu et al. [27]
proposed the formulation

B0 = 0.3 + 0.6P (2.45)

where P is a random number within the interval between zero and one. By this
method a distribution of droplet sizes is obtained which is more realistic for breakup
of high speed jets. In both cases a bi-modal droplet size distribution is obtained for the
complete spray, consisting of a number of larger droplets remaining from the original
jet and a number of small drop lets resulting from the above Kelvin-Helmholtz breakup.

Eqs. 2.44 and 2.45 may be used only if the resulting droplet diameter is less than the
radius of the remaining parent drop, i.e. if (B0Λ ≤ a). Otherwise, the resulting radius
of the newly formed droplet is estimated by

rd,new = min


3

√
3πa2

Urel

2Ω

3

√
3a2

Λ

4

((B0Λ > a, one time only) (2.46)
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which is based on the assumption that the jet disturbance has a frequency of Ω/2π,
i.e. one drop is formed each wave period, or that the drop size is determined from the
volume of liquid contained under one surface wave.

Due to the breakup and generation of new small droplets, the size of the original
blob is reduced. The temporal change in radius of this parent drop is given by

da

dt
= −a− rd

τ
(2.47)

where τ is the breakup time:

τ = 3.788B1
a

ΛΩ
(2.48)

The constant B1 has been introduced in order to account for effects of the inner
nozzle flow on the breakup time that cannot be resolved directly. In ref. [7] a value
of B1 = 20 has been suggested whereas other references reported better results with
values ranging from 1.73 [28] up to 30 [29]. This suggests that the inner nozzle flow has
indeed an influence on primary spray breakup in addition to the liquid-gas interactions
that is not yet included in the breakup analysis.

In order to reproduce the spray cone angle observed in diesel type sprays the child
droplets separated from the initial blobs are equipped with a velocity component per-
pendicular to the main spray orientation. The maximum possible value of this compo-
nent is obtained from the spray half angle specified in Eq. 2.42, and Reitz [7] suggests
to choose an even distribution between zero and the maximum normal velocity for the
various droplets in order to achieve a realistic droplet density within the spray.

In many recent applications of the blob injection method the above Wave- or Kelvin-
Helmholtz breakup model has been combined with the so-called Rayleigh-Taylor model
in order to estimate the disintegration of the blobs into secondary droplets. The Rayleigh-
Taylor model describes the instabilities that develop on a liquid-gas interface subject to
strong normal accelerations pointed towards the gas phase. However, the disintegration
of large drops into small droplets is considered a secondary breakup mechanism and
therefore the Rayleigh-Taylor breakup will be discussed in the next section.

It should be noted here, that the Kelvin-Helmholtz mechanism may be viewed as
a secondary breakup mechanism as well, since it describes the breakup of large drops
or blobs into smaller droplets. In fact, the model is used not only to estimate the dis-
integration of primary blobs but also to model the subsequent breakup of secondary
droplets into even smaller droplets.

2.8 Secondary Droplet Breakup

2.8.1 Drop Breakup Regimes

The secondary breakup of liquid fuel drops into even smaller droplets is primarily
driven by aerodynamic forces employed on the drops by the surrounding gas phase.
These forces cause a distortion of the initially spherical droplet that will eventually lead
to breakup if the surface tension that counteracts the deformation is exceeded. Conse-
quently, the dimensionless droplet Weber number, which relates the dynamic pressure
to the surface tension and is defined as
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We =
ρgrdv

2
rel

σ
, (2.49)

is a characteristic measure of the breakup behavior of liquid droplets. Depending on
the relative velocity between droplet and gas phase, and thus depending on the We-
ber number, several different breakup mechanisms have been observed in experimental
studies. Often the five different breakup regimes schematically shown in Fig. 5.24 are
distinguished.

For very low Weber numbers near the critical value of about six, the droplet ex-
ecutes an oscillation and may breakup into two new droplets of approximately equal
size. If the Weber number is slightly increased, the original drop will be deformed into
a bag shape. After breakup a bimodal droplet size distribution will result with larger
droplets originating from the rim and smaller ones originating from the trailing edge.
For Weber numbers between approximately 10 and 25 an additional streamer-shaped
interior may develop within the bag, leading to a class of droplets with a similar size to
the ones resulting from the rim of the bag. Stripping breakup occurs for Weber num-
bers between 25 and 50. It is characterized by very small secondary droplets that are
stripped or sheared off the surface of the bigger parent droplet. Finally, for large Weber
numbers above about 50 the so-called catastrophic breakup takes place. It is dominated
by surface instabilities that develop on a liquid-gas interface subject to strong accel-
erations in a direction normal to the interface. It should be noted though that there is
some uncertainty about the limiting Weber numbers, especially towards the high-end
of Weber numbers between the stripping and catastrophic regimes. For example, Ar-
coumanis et al. [22] distinguish two different kinds of stripping breakup, namely the
sheet stripping and the wave crest stripping regimes, and extend their applicability to
significantly greater Weber numbers such that catastrophic breakup does not occur until
a value of We ≈ 500 is exceeded.

In high pressure diesel or gasoline sprays all of the above mechanisms may be
present. Starting close to the injector orifice the relative velocity between droplets and
gas as well as the Weber number are very large, such that catastrophic breakup is the
dominant mechanism. However, further downstream of the nozzle droplets with signif-
icantly smaller Weber numbers may be present because of both lower relative velocities
and smaller diameters resulting from previous breakup and evaporation.

A variety of mathematical models for drop breakup have been proposed in the liter-
ature. Most of these models have been established in order to describe one particular of
the five breakup mechanisms. Nevertheless, in engine spray simulations they are - for
the sake of simplicity - often applied to the entire spectrum of breakup regimes. This is
not entirely true though. In recent years it has become more and more standard to de-
termine the goveming breakup mechanism for a droplet class and then apply the more
appropriate of at least two breakup models, e.g. a combination of the Kelvin-Helmholtz
and the Rayleigh-Taylor model.

In the subsequent sections among the secondary breakup models that are applied
most often in engine spray simulations only the KH-RT will be discussed.
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2.8. Secondary Droplet Breakup

Figure 2.12: Drop breakup regimes [8]

2.8.2 The Kelvin-Helmholtz Breakup Model

Reitz [7] has shown that the wave-breakup theory describing the development of Kelvin-
Helmholtz (KH) instabilities on a jet surface can be also be applied to model the sec-
ondary breakup of droplets, see Sects. 2.7.2 and 2.7.3. The complete formulation has
already been given above and, as already discussed, there is considerable uncertainty
about the value of B1. In the literature values ranging from 1.73 up to 30 have been
used, and in ref. [6] it was pointed out that B1 may need to be adjusted to different
initial disturbance levels of the droplet. Another aspect worth of mention is related to
the fact that the numerical implementation of the KH breakup mechanism results in a
bimodal droplet size distribution with small droplets that are sheared off the surface of
the parent droplets and larger droplets remaining from the original parent droplet. This
effect is always implemented into the numerical scheme of the CFD code by generating
additional droplet parcels after breakup.

2.8.3 The Rayleigh-Taylor Breakup Model

The Rayleigh-Taylor (RT) breakup model is based on theoretical considerations of Tay-
lor [30], who investigated the stability of liquid-gas interfaces when accelerated in a
normal direction to the plane. Generally, it can be observed that the interface is stable
when acceleration and density gradient point to the same direction, whereas Rayleigh-
Taylor instabilities can develop if the fluid acceleration has an opposite direction to
the density gradient. For a liquid droplet decelerated by drag forces in a gas phase
this means that instabilities may grow unstable at the trailing edge of the droplet as
schematized in Fig. 2.13.

The acceleration (or deceleration) of a droplet is due to drag forces and follows from
Eq. 2.14,
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F =
3

8
Cd
ρg
ρl

|Urel|2

rd
(2.50)

where Urel is the relative velocity between droplet and gas, and rd is the droplet
radius. Based on the assumption of linearized disturbance growth rates and negligible
viscosity the frequency and wavelength of the fastest growing waves are

Ω =

√
2

3
√

3σ

[|F|(ρl − ρg)]3/2

ρl + ρg
(2.51)

and

Λ = 2π

√
3σ

|F|(ρl − ρg)
(2.52)

respectively [31]. In many applications of the RT-breakup model the gas density is
neglected in the above equations because it is significantly smaller than that of the
liquid. It is apparent from Eq. 2.51 that the acceleration is the prime factor causing a
rapid growth of Rayleigh-Taylor instabilities, whereas the surface tension counteracts
the breakup mechanism.

The breakup time is found as the reciprocal of the frequency of the fastest growing
wave:

tbu = Ω−1 (2.53)

Furthermore, the size of the new child drop lets is calculated in dependence of the
RT-wavelength A, and breakup is only allowed when A is less than the diameter of the
parent droplet [29]. In ref. [32] the number of new droplets is determined as the ratio
of the maximum diameter of the deformed parent droplet to Λ, and the corresponding
diameter of the child droplets is obtained from mass conservation principles.

Typically, the Rayleigh-Taylor breakup model is not applied as the only method to
describe secondary droplet breakup, but it is rather used in combination with an addi-
tional breakup model, most often with the Kelvin-Helmholtz model describing strip-
ping breakup. In that case the RT- and KH-models are implemented in a competing
manner, i.e. the droplet breaks up by the mechanism that predicts a shorter breakup
time. Close to the injector nozzle where the droplet velocities are highest, the RT-
breakup is usually the governing mechanism, whereas the KH-breakup becomes more
dominant further downstream.

Figure 2.13: Schematic illustration of Rayleigh-Taylor instabilities on a liquid droplet
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2.9. Fuel Evaporation

However, one more constraint exists in most applications. In order to be able to
reproduce experimentally obtained intact core or breakup lengths, e.g. given by the
relation

Lbu = Cbudnoz

√
ρl
ρg

(2.54)

the RT-breakup model that would predict extremely rapid breakup directly at the
nozzle exit is switched off within this breakup length [33].

Since the RT-breakup model predicts the disintegration of a parent droplet into a
number of equally sized child droplets, the combination of the RT- and KH-breakup
models counteracts the formation of sprays with a distinct bimodal droplet size distri-
bution as they will be predicted if the KH-model is applied as the only mechanism of
secondary droplet breakup.

2.9 Fuel Evaporation

Fuel evaporation is a process of great importance especially in direct injection engines.
It has a direct effect on the combustion rate since only vaporized fuel that has been
mixed with air in a combustible ratio can chemically react with the oxygen contained
in the fresh intake air. Thus, an engine’s thermodynamic efficiency is affected by the
evaporation rate. And moreover, the fuel evaporation can have a significant influence
on the emission formation as well. Poor evaporation will typically cause increased soot
and unburned hydrocarbon emissions, while very rapid evaporation, especially during
the ignition delay in diesel engines, will cause an increase in nitrogen oxides because of
rapid premixed combustion associated with high temperatures. Consequently, a thor-
ough understanding of the dominating processes in fuel vaporization is a prerequisite in
order to assess the overall quality of mixture formation and spray combustion. In direct
injection engines the major fraction of the fuel mass evaporates after the spray has bro-
ken up into small droplets. This is because the liquid fuel is typically below its boiling
temperature when it exits the injection nozzle and its specific surface area is very small
prior to atomization. Therefore, droplet evaporation is the most important part in evap-
oration modeling. However, under certain boundary conditions additional evaporation
mechanisms such as wall film evaporation, e.g. after spray wall impingement, or flash
boiling, e.g. for volatile fuels, may become important, too.

2.9.1 Droplet Evaporation

Droplet evaporation is governed by conductive, convective and radiative heat transfer
from the hot gas to the colder droplet and by simultaneous diffusive and convective
mass transfer of fuel vapor from the boundary layer at the drop surface into the gas
environment. However, it is not feasible to directly resolve the flow field in and around
the many droplets of a complete spray due to constraints with respect to computer
power and memory. Therefore, in engine applications it is most often assumed that
the droplets are ideally spherical and averaged flow conditions and transfer coefficients
around the droplets are determined. Moreover, the radiative heat transfer between gas
and drops is typically neglected as it is small compared to convection.
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Nevertheless, several additional effects on droplet vaporization have been investi-
gated in detail by various researchers. In ref. [34] it was shown that vaporization re-
duces both the heat transfer rate to the droplet and its drag coefficient. However, as
reported in ref. [6] numerical studies performed with the CFD-code KIVA suggested
that this effect is relatively small for diesel-type sprays.

Taking into account that the fuel drops are significantly distorted during the majority
of their lifetime in diesel sprays, Gavaises and co-workers [22, 35] investigated the ef-
fect of non-spherical droplets on the fuel evaporation rate. They evaluated not only the
drag coefficient as a function of this phenomenon but also accounted for a modification
in the exchange area between drop and gas by assuming that the distorted drop becomes
a spheroid that can be characterized by the maximum and minimum diameters calcu-
lated from the breakup model. Accordingly, more detailed correlations derived from
heat transfer studies on spheroids were used to estimate the dimensionless Nusselt and
Sherwood. The reported results indicate that the consideration of droplet deformation
effects yields an increased overall evaporation rate for complete sprays. Thus, there
is an influence on the spatial equivalence ratio distribution, and ignition timings and
locations are likely to be affected as well.

a) infinite-diffusion b) diffusion-limit c) vortex

T = T(x1, x2, t)

ci = ci(x1, x2, t)

T = T(r, t)

ci = ci(r, t)

T = T(t)

ci = ci(t)

Figure 2.14: Modeling approaches for the droplet interior

The above droplet evaporation models are all based on the lumped capacitance
method, i.e. the temperature within the droplet is assumed to be spatially uniform
and depends on time only. A measure whether this assumption is valid is given by the
Biot number which relates the resistance to heat conduction within the droplet to the
resistance to heat convection from the gas to the droplet, see e.g. [36]:

Bi =
Rcond

Rconv

=
hrd
kl

(2.55)

For Biot numbers much less than unity the assumption of a uniform temperature
within the droplet is justified. However, this may not always be the case in engine
sprays as has been shown by several authors who investigated the evaporation process
including the spatial and temporal evolutions of the droplet interior under Diesel like
conditions, e.g. [37–39]. However, these sophisticated evaporation models that account
for two- or even three-dimensional flows within the droplet interior are limited to stud-
ies of isolated droplets or simple arrays of droplets and cannot be used in complete
spray simulations because of computer limitations. For this purpose three different
degrees of simplification have been proposed and examined in the literature, Fig. 2.14.
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2.9. Fuel Evaporation

Besides the simplest infinite-diffusion model, that is based on the lumped capaci-
tance method and assumes a well-mixed droplet interior without spatial gradients at
any time, the so-called diffusion-limit model has been proposed. It assumes a one-
dimensional temperature and, in the case of a multicomponent fuel, mass distribution
as a function of the drop let radius. The heat and mass exchange processes inside the
droplet are governed by conduction and diffusion, respectively, and are solved on a
one-dimensional numerical grid of concentric shells. The most comprehensive of the
simplified models is the vortex model. It considers an inviscid liquid flow region inside
the droplet that is assumed to be given by Hill’s vortex.

Aggarwal [40] compared the three above droplet models for varying boundary con-
ditions and observed that the infinite-diffusion model yields results that are markedly
different from the two more complex models. This is especially the case for multi-
component fuel mixtures where the species concentrations of the more and less volatile
compounds in the vapor phase are significantly over-predicted and under-predicted,
respectively. The diffusion-limit and the vortex models were found to produce remark-
ably similar results under most conditions and thus, the use of the diffusion-limit model
is recommended as it is easier to handle and computationally more efficient.

It should be noted though, that the simple droplet evaporation model that assumes
a spherical, well-mixed droplet and is based on a single-component fuel, can still be
viewed as the standard in today’s engine spray simulations. This is mainly due to its
simplicity and because of computing time requirements. Nevertheless, the number of
numerical studies including more comprehensive evaporation models is steadily in-
creasing. The focus has especially shifted towards a more realistic description of real
diesel and gasoline fuels that can hardly be characterized by a single-component model
fuel since they are a mixture of several hundred different hydrocarbon components.

35



i
i

“thesis” — 2015/3/2 — 22:55 — page 36 — #48 i
i

i
i

i
i



i
i

“thesis” — 2015/3/2 — 22:55 — page 37 — #49 i
i

i
i

i
i

CHAPTER3
Spherical Volume Interaction DDM

3.1 Introduction

Fuel-air mixing, combustion and pollutant formation in Diesel Engines are strictly in-
fluenced by how the introduction of the liquid fuel and the interaction of it with the
physical domain take place. Accurate prediction of these processes is fundamental to
meet more and more stringent emission regulations and to improve the engine perfor-
mance.

As it happens for every other physical phenomena, numerical description of Diesel
sprays should rely on spatial and temporal averaging and discretization procedures of
the relevant differential equations.

Different approaches were proposed in the past with the aim to correctly describe
the liquid-gas interaction. As already pointed out in Chap. 2, the Discrete Droplet Mod-
eling (DDM) described by Dukowicz [13] is perhaps the most widely adopted method
applied to Diesel spray modeling in the last three decades. This approach consists of a
fully-interacting combination of Eulerian fluid and Lagrangian particle calculations and
presents at the same time well-known advantages and drawbacks. Among the upsides
of this approach, a Lagrangian description of the particles avoids numerical diffusion,
and allows individual attributes, such as particle size, composition, etc., to be statisti-
cally assigned for each particle. It is also notable that this approach relies on strong
basic assumptions such as low liquid volume fraction and homogeneously distributed
parcels in the computational cells that are usually not satisfied in the near nozzle re-
gion. To partially overcome these issues and to assure numerical stability, it is often
necessary to adopt minimum cell sizes larger than the nozzle diameter. This choice
may cause an inadequate resolution of the flow structures. Moreover, even when the
basic hypothesis are fulfilled, results show strong dependencies on the choice of the
grid structure and on the mutual orientation of the spray trajectory with respect to the
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Chapter 3. Spherical Volume Interaction DDM

grid [41, 42]. This makes hard to define a best practice that is independent of the used
grid to discretize the physical domain. It becomes even harder in light of the fact that,
with the aim to automate more and more CFD calculations, most of the software are
lately adopting automatic mesh generation that often produce Cartesian grids. These
meshes are mainly characterized by a well organized structure made of hexahedral ele-
ments arranged along a Cartesian system of axes. Such a structure is therefore basically
independent on the geometry of the physical domain. The present study focuses partic-
ularly on the effect that the choice of this grid structure can have if evaluated on varying
the injector nozzle position with respect to the cell hosting it.

In DDM approach every parcel injected in the domain represents a statistical entity
occupying a precise position at any given time and is characterized by any signifi-
cant physical quantity considered useful to the analysis. The parcel evolves with time
interacting with the surrounding environment that, according to the standard DDM ap-
proach, coincides with the cell hosting the parcel in the given time. As briefly outlined
before, this approach shows grid dependencies on the mesh structure and size which
cannot be neglected. Moreover if the mesh is Cartesian and the injection direction is
aligned with one of the main directions of the grid elements, these dependencies are
also related to the position of the injector nozzle within the cell hosting it. This study
shows that high uncertainties are introduced even only by gradually moving the injector
from the center of the cell to one of the vertexes. Keeping everything constant but the
point from which the liquid is injected, affects the way mass, momentum and energy
are transferred from the Lagrangian phase to the Eulerian domain and different liquid
length and jet penetration, as well as mixture fraction and velocity distribution have
been calculated and pointed out.

In this chapter an implementation of a different approach based on a spherical vol-
ume which acts as intermediary between the Lagrangian and Eulerian phases is pro-
posed. The aim of the work is to evaluate the application of this approach to Diesel
spray modeling by simultaneously comparing it with standard DDM approach and ex-
perimental data. These measurements data were taken from the ECN web database [43]
and include all the parameters listed before.
A sensitivity analysis is finally included to test the robustness of the new approach
keeping constant every tunable parameter of the included sub-models (evaporation, tur-
bulence, break-up models, etc.). This analysis was conducted setting every model to
match experimental data from a baseline case and then on varying ambient conditions
such as density and temperature, as well as using different injection laws (i.e., different
injection pressures).

3.2 Model Description

3.2.1 The VSB2 model as a starting point

In the past years several authors have implemented different approaches with the aim
to reduce the grid dependency that affects the behavior of a liquid spray in engine sim-
ulations. The attention was focused on various aspects of the liquid-gas interaction.
Abraham [44] presented a Virtual Liquid Source (VLS) model that treats the liquid
region of the spray as a source of mass, momentum and energy without directly com-
puting the liquid phase. This model uses the assumption that volume and mass occupied
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3.2. Model Description

by liquid fuel is small relative to to the volume and mass of the total injected fuel. The
authors showed that a good agreement between computed and experimental data was
achieved but the model was completely inapplicable to simulations of sprays imping-
ing a wall. Schmidt [45] analyzed the grid dependency problem from the point of view
of the collision algorithm. In their work they extended the use of the no-time-counter
(NTC) method to the general case of varying numbers of droplets in parcels. They
outlined that an induced grid dependency appears when a Cartesian mesh is used and
at the same time a multi-nozzle hollow cone spray is generated. In these conditions it
could happen that very close to the injector nozzle there could be a collision interaction
between two parcels with totally different trajectories (because injected from different
points with different directions). The involved parcels would experience a change in
their velocity even if the collision is physically not verified and the main consequence
pointed out by the authors was the induction of a non-physical cloverleaf structure of
the jet. To overcome this problem they applied the NTC algorithm combined with the
use of a polar mesh properly designed for the collision process at each time-step. By
doing this they could group the parcels so that they could interact in a more physical
way and be more easily sorted when the collision algorithm was applied. Another way
to reduce grid dependency is to consider the gaseous interaction volume surrounding
each parcel. The idea to consider a sphere around every parcel is not completely new.
Kösters et al. [46] applied it in the implementation of the Stochastic Blob and Bubble
spray model, also known as VSB2 model. In that approach the idea was to construct a
model that treats the spray and its break-up as one process, instead of summing indi-
vidual, fragmenting droplets to a spray. VSB2 uses also the definition of an irregular
blob that contains droplets sized according to some distribution and replaces the parcel
containing identical droplets. The blob then interacts with a gaseous sphere, defined
as bubble, whose radius is calculated considering the radius of an equivalent sphere in-
cluding all the droplets in the parcel. This quantity is finally increased by the turbulent
length scale, lt, calculated in the cell hosting the parcel according to the well-known
definition:

lt = Cµ
k

3
2

ε
(3.1)

3.2.2 The new model

What associates the VSB2 model to the Spherical Volume Interaction DDM (SVI-
DDM) is the idea to use a spherical volume with which the parcel interacts along its
path inside the domain. The first difference between the two methods is that the new
model keeps the standard definition of the parcel (i.e., it does not adopt any size dis-
tribution) and also does not assign to the sphere a turbulence based radius but a user
defined value that in this study is set equal to the minimum cell size. This choice, that
will be more clear later, is due to the fact that typical turbulent length scales in Diesel
sprays (usually 0.1 to 1.0 times the nozzle diameter) are smaller than the mesh size
adopted in this work (five times the nozzle diameter). Another important difference lies
in the fact that this method allows interaction with every cells intersected by the sphere
and located around the one hosting the parcel (Fig. 3.1). This guarantees an exchange
of quantities between the phases that is in principle independent of the mesh structure.
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Chapter 3. Spherical Volume Interaction DDM

This said, it is clear now that the adoption of a turbulence based radius with a minimum
mesh size at least five times bigger than the injector nozzle would almost always result
in the generation of spheres that are completely included in the cell where the parcel is
located. This would make ineffective the use of the SVI approach with respect to the
standard DDM.

Figure 3.1: Interaction volume: the sphere radius is equal to the cell size

An analytical solution is not available to calculate the volumes resulting from the
intersections between the sphere and the grid. For this purpose, the choice to use an
approximate method was made. Once the sphere is defined, a cloud of Np,tot uniformly
distributed points is collocated inside it. Then they are counted in each of the k cells
in the proximity of the parcel and the fraction of the sphere volume included in the
i-th cell is proportional to ratio of the number of points in the cell, Np,i, over the total
number of points in the sphere:

Vi = Vsph
Np,i

Np,tot

, i = 1, ..., k (3.2)

The algorithm keeps track of the subdivision of the points in the involved cells and
excludes all the ones that are outside of the domain (as it happens when a parcels is very
close to the wall boundaries). By doing this, the barycenter of every section, Ci, can
be calculated and this information is then used to interpolate the physical properties of
each section. Knowing the interpolated values and by means of weighted averages, it
is possible to calculate the overall quantities referred to the gas included in the sphere.
For example mass, velocity, temperature and pressure of the gas included in the sphere
are computed as follows:

msph =
k∑
i=1

mi =
k∑
i=1

[ρ̃i(Ci) Vi] (3.3)

Usph =

k∑
i=1

Ũi(Ci)mi

msph

(3.4)
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Tsph =

k∑
i=1

T̃i(Ci)mi

msph

(3.5)

psph =

k∑
i=1

p̃i(Ci)mi

msph

(3.6)

The way the values of the physical quantities at each barycenter are estimated is
briefly explained in Sec. 3.2.6.

3.2.3 Numerical environment

The CFD tool used in the present work is OpenFOAM (version 2.0.x), together with the
Lib-ICE set of solvers and libraries developed by the authors to simulate I.C. engines
( [47] and [48]). Every solver, model, sub-model and library that were not already
present in the standard version of OpenFOAM have been implemented in the Lib-ICE
including the here presented SVI-DDM approach and a different interpretation of the
KHRT breakup sub-model (see Sec. 3.3.2 and appendix A).

3.2.4 Liquid phase equations

The properties of each parcel (position, velocity, temperature, ...) at any given time are
calculated by solving the mass, momentum and energy equations in a Lagrangian way.
Multi-component sprays are supported, allowing simulation of realistic fuel surrogates.
Droplet momentum is influenced by drag and gravity forces, while the liquid evapora-
tion is estimated through the D2-law and by suitable relaxation times calculated under
standard and boiling conditions. The energy equation accounts for heat transfer and
evaporation. Here, the equations for the liquid phase referred to a droplet of diameter
D are presented in summary form; for further details refer to [49].

Droplet momentum equation:

md
dUd

dt
= −πD

2

8
ρCd|Ud −Ug|(Ud −Ug) +mdg (3.7)

Droplet mass equation (under standard evaporation):

dmd

dt
= −md

τe
,

dD

dt
= − D

3τe
(3.8)

Droplet mass equation (under boiling conditions):

dmd

dt
= −md

τb
,

dD

dt
= − D

3τb
(3.9)

Droplet energy equation:
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md
dhd
dt

= ṁdhv(Td) + πDκNu(T − Td)f (3.10)

In the equations above, the subscript d refers to the single droplet, Cd is the drag
coefficient, τe and τb are respectively the characteristic times for evaporation and boiling
conditions. In the last equation hv is the evaporation enthalpy at the temperature of the
droplet, κ is the thermal conductivity, Nu is the Nusselt number and f is a factor which
corrects the rate of heat exchange due to presence of mass transfer (see [49]).

3.2.5 Gas phase equations

The mass, momentum and energy equations are solved for a compressible, multi-
component gas flow using the RANS approach ( [49], [1]).

Conservation of mass:

∂ρ

∂t
+∇ · (ρUg) = ρ̇s (3.11)

Conservation of species mass fractions:

∂ρYi
∂t

+∇ · (ρUgYi)−∇ · [(µ+ µt)∇Yi] = ρ̇si + ρ̇chemi (3.12)

Conservation of momentum

∂ρUg

∂t
+∇ · (ρUgUg) =

−∇p+∇ · [(µ+ µt)(∇Ug + (∇Ug)
T )]

−∇ · [(µ+ µt)(
2

3
tr(∇Ug)

T )]ρg + Fs

(3.13)

Conservation of energy:

∂ρh

∂t
+∇ · (ρUgh)−∇ · [(α + αt)∇h] = Q̇s +

Dp

dt
(3.14)

In the equations above Yi represent the mass fraction of the i-th specie, α is the
thermal diffusivity and all the quantities with the t subscript are contribution obtained
from the turbulence model. The symbols ρ̇s, ρ̇si , F

s, Q̇s identify source terms for mass,
momentum and energy exchange between the gas and the liquid phases. The turbu-
lence viscosity, µt, is provided by the turbulence model that in this work is always the
standard k-epsilon as proposed in the original formulation of [18].

Equations 3.11 to 3.14 are discretized with the second-order, finite-volume method
on a polyhedral mesh [50, 51]. The discretization schemes adopted in this work will
be shortly presented in Sec. 3.4. Discretization of Laplacian, convection and temporal
derivatives terms can be performed with the different schemes originally available in the
code [50]. The transient SIMPLE algorithm is used for the pressure-velocity coupling
[52].
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3.2. Model Description

3.2.6 Gas to liquid coupling

The technique to calculate gas velocity at parcel position slightly differs between the
two methods but rely on the same cell-point-face approach [49]. This method lets the
parcels experience a continuous velocity field within the computational domain and in
both standard and SVI approach it allows a reduction of grid dependency. Firstly, the
velocity field, which is stored at the mesh cell centers, is interpolated both at the mesh
faces and mesh points locations. Then, a tetrahedron is built with the closest points
(cell centers, face centers, mesh points) around the point of interest, P. The distance
between P and one of the tetrahedron faces is αi, while αi + βi represents the distance
between the same face and its opposite vertex. The interpolated velocity at the point P
is:

U(P) =
4∑
i=1

βi
αi + βi

Ui (3.15)

If the standard DDM approach is used, P represents the parcel position, while in the
SVI-DDM P is the generic barycenter of one of the intersections between the sphere
and the mesh. This means that in the new approach proposed here the procedure is
repeated for every sphere fraction and then the velocity values are averaged according
to the Eq. 3.4. For stability reasons, the same technique cannot be employed to estimate
the gas phase temperature and pressure at the parcel positions: to avoid problems in the
evaluation of the divergences therms, these quantities are assumed to have the same
values of the cell center where the parcel is found [49]. As before in the case of the
SVI-DDM the cell center values are assigned to the sphere fractions and then averaged
according to Eqs. 3.5 and 3.6.

3.2.7 Liquid to gas coupling

Every parcel is tracked along its path by using a face-to-face algorithm. In the standard
DDM approach this makes it possible to identify all the cells crossed by each parcel
during one time step and to split the Lagrangian source terms of the Eulerian equations
accordingly. This technique was proved to increase the accuracy and stability of Diesel
spray simulations [49].

In the SVI-DDM some features are added. The Lagrangian source terms are split
according to the cells intersected by the sphere along the parcel path and to the gas mass
contained in every sphere section. Since the new methodology is more computational
demanding with respect to the standard procedure, the sphere properties are updated
within the time step every time the parcel covers a distance larger than the 10 % of
the sphere radius. This choice was made after testing the model on a simple case: the
percentage of the radius was gradually increased and the choice of the 10 % ensured a
good compromise between accuracy and reduction of computational time.
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3.3 Spray sub-models

3.3.1 Injection Model

In accordance with the break-up model (described in Sec. 3.3.2) the Blob-Injection
model was used [1]. Every parcel is injected from a point located in a disk whose size
is equal to the injector nozzle: the points are randomly chosen according to a uniform
distribution. The frequency of the addition of new parcels is directly related to the
fuel injection rate, assuming constant density of the liquid fuel and ideally spherical
droplets. Every injected parcel is characterized by the same diameter which is compa-
rable to the size of the nozzle hole on the side of the gas phase. They are introduced in
the domain according to the following relation, knowing the total number of parcel to
inject:

N(t) = max

(
1, ∆t

Ntot

(teoi − tsoi)

)
(3.16)

The mass and the velocity assigned to each parcel are calculated as a function of
injection profile and total mass to inject. The half-angle of the spray is derived from
the assumption that the droplet velocity component perpendicular to the spray axis is
proportional to the wave growth rate, Ω, of the most unstable wave of the liquid jet:

tan
(α

2

)
=

v⊥
|Ud|

=
ΩΛ

A|Ud|
=

4π

A

√
ρg
ρl
f(Ta) (3.17)

where Λ is the wave length and f(Ta) is a function of the Taylor number that asymptot-
ically approaches (30.5/6) for Ta > 100, which is typically satisfied in Diesel sprays.
The quantity A is defined in terms of the length to diameter ratio of the nozzle hole as:

A = 3.0 +
lnoz/dnoz

3.6
(3.18)

The injection direction is then assigned as uniformly distributed in a cone of half-angle
α/2.

3.3.2 Breakup Model

Primary breakup is described by means of the Blob-Injection model (see Sec. 3.3.1)
combined with the Wave-breakup model. Secondary break-up is calculated by means of
the KHRT model that was used to describe atomization of the spray droplets. Due to a
different interpretation of the theory at the base of the KHRT model the implementation
here adopted differs from the one presented in the official version of OpenFOAM [53],
so a complete description of the KHRT is provided in the appendix A.

3.3.3 Evaporation, Heat Exchange and Drag Models

The drag force acting on the droplets is modeled by means of the correlations proposed
by Krajli [54]. To correctly describe the mass and energy exchange between the liquid
and the surrounding gas, Eq. 3.8 requires expressions for the Sherwood and Nusselt
numbers which are modeled according to the approach described by Crowe [55]. Ac-
cording to Kosaka [56] turbulent dispersion is one of the processes which produce the
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3.4. Mesh management tools

inhomogeneous distribution of fuel mass concentration, but for the purposes of this
work and to reduce the results sensitivity to the turbulence model [1] effects of turbu-
lent dispersion were not considered. Collision models were also not used, because of
their limited effects on the Sauter Mean Radius (SMR) of an evaporating spray [57].

3.4 Mesh management tools

The grids used in this work, due to the very simple geometry of the physical domain,
were created by means of the blockMesh OpenFOAM utility. What is important to
mention is that the adptive local mesh-refinement (ALMR) technique was used [58].

3.4.1 Refinement strategy

To preserve a good quality of the mesh, only hexahedral and degenerated hexahedral
cells (wedges) can be refined. An initial computational mesh has to be provided by the
user and the size should be fine enough to correctly reproduce the geometrical domain
to be simulated and the main details of the initial flow-field [50]. A geometric field
is chosen as an error estimator and when its values lie in a user-specified interval the
parent cell is split into eight child cells by introducing new nodes at the cell centroid
and at the mesh face centers [50]. An arbitrary level of refinement is chosen by the user,
and a maximum number of cells can be specified in order to keep a desired value of the
mesh size. Refined cells are marked with a flag number and by means of it the mesh
can be easily unrefined when the values of the error estimator are outside the specified
interval. In this work the unrefinement feature was disabled while the initial mesh size
was set equal to 4 mm, with three levels of auto-refinement. In this way a minimum
mesh size of 0.5 mm was reached. The choice to adopt a 0.5 mm size was due to the
necessity of keeping a reasonable number of cell during the calculations, especially
for what concerns the engine simulations that will be shown in Sec. 3.6 and that will
involve a number of elements in the range of 2.5-3.0 millions.

3.4.2 Refinement criterion

The geometric field used as a refinement criterion is represented by the total fuel mass
fraction (liquid and gas) in each cell:

Yl+g =
mf,l + ρYtfVcell

ρVcell
(3.19)

where mf,l is the liquid mass of all the parcels belonging to the cell, Ytf is the fuel
mass fraction in the continuous phase, ρ is the gas phase density and Vcell is the cell
volume. The lower threshold value was set to 10−4 while the higher was 1. This allows
an adequate refinement of the mesh close to the nozzle in the first time steps.

3.5 Results and discussion

The proposed approach was validated with different sets of experiments run in non-
reacting conditions. All the tests were conducted in an optical, constant-volume vessel
with a single-component fuel (n-dodecane, C12H26) and the collected data were used to
tune the spray model constants. As briefly outlined in the introduction, in order to select
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a common setup for all the cases, experimental data of a baseline case were used. After
reaching a good agreement in terms of liquid length and fuel vapor penetration between
calculated results and experimental measurements, four analyses were conducted. In
the first one the injector position was moved from the center of the cell (taken as refer-
ence condition) to one of the corner vertices, considering also an intermediate position.
This was made for both, standard and SVI DDM with the aim to test the predictive
capability of the latter. After this first phase, ambient density and injection pressure
were varied to test the robustness of the chosen setup and the sensitivity of the new
approach to the varied conditions. The third analysis was focused on the dependency
of the results on the spray-grid mutual orientation. Finally a simplified engine case
was simulated to test the behavior of the new model when multiple-nozzle injectors are
used.

3.5.1 SANDIA constant volume vessel

All the simulations in this work were conducted on a mesh representing the SANDIA
constant volume vessel. The vessel has a cubical-shaped combustion chamber. The
characteristic dimension of the cube is 108 mm. The fuel injector is located in one side
port using a metal insert that forms the right wall of the combustion chamber. Two
spark plugs and a mixing fan are mounted in another metal insert that forms the top
wall of the chamber. Optical access is provided by four sapphire windows with clear
apertures of 102 mm located in the other four ports. For wall heat transfer modeling
purposes, the steel vessel and metal inserts for the injector and spark plugs are made of
4340 steel.
In this chamber a mixture of gases can be burnt to reach the necessary conditions in
terms of pressure, density, temperature and chemical composition. To obtain a non-
reacting environment for the spray to evolve, a stoichiometric mixture was burnt to
obtain a negligible oxygen content after the combustion.

To describe the geometry, a cubic mesh whose edge is 108 mm was created. The
grid is three-dimensional and its cells are perfectly cubic with an initial size of 4 mm.
The injector is placed in a cell belonging to what will become the second plane of cells
starting from the wall after the refinement procedure.
Fig. 3.2 is a simple scheme to show the three different positions chosen to perform the
calculations.

Corner

Center

Vertex

Figure 3.2: Injection positions and directions
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3.5.2 Analysis strategy

Among the numerous data available from the experiments run on the Sandia Constant
Volume Vessel, the Spray A series was selected. The Tab. 3.1 summarizes the analyzed
cases. The first row refers to the baseline case on which the various sub-models were
set, second and third row to the ambient density variation the last two to injection
pressure variation.

Case Name
Injection

Pressure

[MPa]

Ambient

Density

[kg/m3]

Ambient

Temperature

[K]

Ambient

Pressure

[MPa]

Baseline0 150 22.8 900 6

Density15.20 150 15.2 900 4

Density7.60 150 7.6 900 2

Pressure1000 100 22.8 900 6

Pressure500 50 22.8 900 6

Table 3.1: Simulated cases

As said before the reference case had the injector placed in the cell center. The model
constants (turbulence, breakup, etc.) were set to match experimental data referring to
the baseline case.

The Tab. 3.2 reports the constants used to tune the turbulence model. If compared to
the original formulation C1 is the only constant that was tuned to match experimental
data better.

Cµ C1 C2 C3 σk σε
0.09 1.552 1.92 -0.33 1 1.4

Table 3.2: k-epsilon turbulence model constants

The graphic in Fig. 3.3 shows the achieved agreement in terms of liquid length and
vapor penetration.

The calculated liquid length was measured taking the distance of the parcel repre-
senting the 99 % of liquid mass in system, while the jet penetration is taken as the far-
thest point along the injection direction where the mixture fraction, Z, is at least equal
to the 0.1 % of the cell volume. Fig. 3.4 shows good results also in terms of Mixture
Fraction profiles at different locations and contours of Fig. 3.5 confirm this. Fig. 3.5
shows also that the calculated results are not able to catch finer spray structure present
in experimental measures. This is mostly due to the nature of RANS simulations which
leads to time-averaged fields characterized by an isotropic turbulence combined with
what is mainly an axi-symmetrical problem. Furthermore, the choice of a minimum
mesh size of 0.5 mm does not allow to predict smaller structures.
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Figure 3.3: Liquid Length and Vapor Penetration. Baseline
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Figure 3.5: Mixture Fraction contours. Baseline

48



i
i

“thesis” — 2015/3/2 — 22:55 — page 49 — #61 i
i

i
i

i
i

3.5. Results and discussion

3.5.3 SVI-DDM vs new model comparison

Once defined the best setup, the baseline case was simulated on varying the injector
position and comparing results of the SVI-DDM to those obtained with the standard
DDM approach. In order to guarantee consistency, the same set of sub-models constant
was used. As shown in Figs. 3.6 to 3.10 the standard approach is strongly affected by
the choice of the injector location. This is due to the path followed by the parcels across
the cells involved in the exchange processes. The case with standard DDM and nozzle
at the vertex gives the most similar results to those obtained with the SVI-DDM: this
happens because, injecting from a vertex and due to the disk injection (see Sec. 3.3.1),
the parcels are uniformly distributed along four rows of cells so that the exchange of
mass, momentum and energy is distributed on more cells than in the other two cases. In
the same way the case with the nozzle in the center shows a larger penetration in terms
of both liquid and vapor.
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Figure 3.6: Liquid Length on varying injector position

The adoption of the new approach allows to obtain a very good independence on the
nozzle position. The calculated liquid length is practically the same for all the cases and
a more contained variability in jet penetration is observed. The new model allows also
to reduce indirectly the fluctuations observed in the liquid penetration (Fig. 3.6). They
are probably due to the reduced drag acting on the parcels when most of them interact
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with a smaller number of cells . Because of the locally higher momentum exchanged
with the Eulerian domain, gas velocity increases and drag decreases. A lower drag
slows less the parcels which penetrate more and create a spray where the liquid is more
spread in the axial direction than in the radial. This, combined with a 99% threshold on
liquid mass results in a more fluctuating liquid length.

Standard approach seems to catch better initial vapor penetration in corner and cen-
ter cases. This is due to higher gas velocities that allow the jet to penetrate more in
the domain. Even if at the beginning the jet penetration is better described, the higher
velocities lead to over-estimate the jet length in the steady state phase of injection. An
increasing of mesh resolution in the near nozzle region (keeping an acceptable void
fraction value) could represent better vapor penetration in the initial part of injection
using the SVI-DDM. This should be able to catch velocity peaks that are probably
smoothed by the adoption of a 0.5 mm minimum mesh size.
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Figure 3.7: Vapor Penetration on varying injector position

Figs. 3.8 to 3.9 show the axial profile of mixture fraction and axial component of gas
velocity. It is clear that the mixture fraction is certainly described better by the SVI-
DDM. Indeed, using the standard DDM and keeping the same constants setup could
result (cell center case) in an inconsistent mixture fraction profile in the near-nozzle
region. This behavior could be explained as follows: the first peak is mainly related
to a strong creation of new droplets in the near nozzle region according to the KH
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breakup, the second peak is due to a delayed catastrophic breakup (RT mechanism)
that takes place too far from the nozzle creating a non-physical distribution of mixture
fraction and making the liquid penetrate more. The same behavior is shown also in the
corner case, but with more limited consequences: since the liquid penetrates less than
in the center case, but more than in the vertex one, mixture fraction shows a flat profile
between 3 and 7 mm from the nozzle due to a slightly delayed catastrophic breakup.

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0 10 20 30 40 50

M
ix

tu
re

 F
ra

ct
io

n
 [

-]

Axial distance from injector nozzle [mm]

Mixture Fraction axial profile
Baseline case - SVI-DDM

Experimental

Center

Corner

Vertex

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0 10 20 30 40 50

M
ix

tu
re

 F
ra

ct
io

n
 [
-]

Axial distance from injector nozzle [mm]

Mixture Fraction axial profile 
Baseline case - Standard Approach

Experimental

Center

Corner

Vertex

Figure 3.8: Axial mixture fraction on varying inj. position

Also the axial velocity profiles are less dependent on the injection position if the
SVI-DDM is used. Having a reduced variability of axial velocity and smaller velocity
gradients in the near-nozzle results in a good agreement of the three cases in the far-
nozzle region, especially starting from 22-23 mm from the injector nozzle. The only
noticeable difference in favor of the standard approach is that the vertex case predicts
slightly better the mixture fraction distribution in the region at 18-20 mm from the noz-
zle. This happens because of the spherical control volumes around the parcel created by
the SVI-DDM: in the vertex case the spheres ideally overlap around the injection axis
concentrating the momentum exchange mainly in the cell of that area. This increases
the gas velocity in that region, explaining the small differences at 18-20 mm in the axial
profiles of the two vertex cases.

Fig. 3.9 shows that the SVI-DDM is able to reduce peak velocities in both the critical
cases of standard approach. The reduction is more evident in the center case (about
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20%) while in the corner case is more contained (in the order of the 10%). Because
of lack of experimental data in the near nozzle region, nothing can be said about the
predicted value, but the fact that, using the new approach, the variability of results is
smaller can lead to more focused analysis of near nozzle region in future works.
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Figure 3.9: Axial velocity profiles on varying inj. position

3.5.4 Global and local analysis of spray morphology for baseline conditions

This section shows how the adoption of the SVI-DDM approach is effectively valid to
reduce also the variability of global and local characteristics of the liquid spray mor-
phology. Fig. 3.10 shows the global Sauter Mean Diameter vs time. As previously
pointed out, corner and center positions with standard approach lead to have parcels
interacting with less cells. This affects the drag that causes a lower deceleration of the
parcels due to lower relative velocities. The correlation of the resulting wavelength
in the RT breakup (see appendix A) shows that it increases as the deceleration of the
parcel decreases making less probable the RT breakup mechanism itself and enhancing
the KH breakup. At the same time KH usually creates very small parcels when liquid
mass is shredded from the parent parcels resulting in a lower SMD.

The trend seen in Fig. 3.10 is confirmed by the analysis of the local droplet size
distribution. Figs. 3.11 to 3.28 have been created at 1.0 ms after the start of injection
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Figure 3.10: SMD on varying injector position

(conditions of steady state liquid penetration). The results refers to all the droplets
contained in a plane normal to the injection axis with a thickness equal to the minimum
cell size and located at a user-defined distance from the nozzle. The black bars represent
the probability density function (PDF) of the droplet radius (scale is on the left), while
the grey area shows the cumulative distribution function (CDF) calculated according to
the liquid mass included in the considered slice (scale is on the right). As it is possible
to see, a very contained variability of the shape of the CDF is observed with the new
approach, furthermore the only case that shows similarities between the two DDM
approaches is again the vertex case. The shapes of the CDFs help to explain also why
the value of SMD is higher when SVI-DDM is used: only 10% of the liquid mass is
included in parcels characterized by a very small radius. This value increases to 20-25
% at 2.5 mm and to 55-60 % at 5.0 mm when standard DDM is adopted consequently
leading to a lower value of the global SMD.
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Figure 3.11: Droplet size distribution at 2.5 mm from the injector nozzle. Center case with SVI-DDM
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Figure 3.12: Droplet size distribution at 2.5 mm from the injector nozzle. Corner case with SVI-DDM
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Figure 3.13: Droplet size distribution at 2.5 mm from the injector nozzle. Vertex case with SVI-DDM
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Figure 3.14: Droplet size distribution at 2.5 mm from the injector nozzle. Center case with std DDM
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Figure 3.15: Droplet size distribution at 2.5 mm from the injector nozzle. Corner case with std DDM
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Figure 3.16: Droplet size distribution at 2.5 mm from the injector nozzle. Vertex case with std DDM
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Figure 3.17: Droplet size distribution at 5.0 mm from the injector nozzle. Center case with SVI-DDM
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Figure 3.18: Droplet size distribution at 5.0 mm from the injector nozzle. Corner case with SVI-DDM
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Figure 3.19: Droplet size distribution at 5.0 mm from the injector nozzle. Vertex case with SVI-DDM
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Figure 3.20: Droplet size distribution at 5.0 mm from the injector nozzle. Center case with std DDM
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Figure 3.21: Droplet size distribution at 5.0 mm from the injector nozzle. Corner case with std DDM
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Figure 3.22: Droplet size distribution at 5.0 mm from the injector nozzle. Vertex case with std DDM
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Figure 3.23: Droplet size distribution at 7.5 mm from the injector nozzle. Center case with SVI-DDM
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Figure 3.24: Droplet size distribution at 7.5 mm from the injector nozzle. Corner case with SVI-DDM
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Figure 3.25: Droplet size distribution at 7.5 mm from the injector nozzle. Vertex case with SVI-DDM
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Figure 3.26: Droplet size distribution at 7.5 mm from the injector nozzle. Center case with std DDM
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Figure 3.27: Droplet size distribution at 7.5 mm from the injector nozzle. Corner case with std DDM
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Figure 3.28: Droplet size distribution at 7.5 mm from the injector nozzle. Vertex case with std DDM
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3.5.5 Model response to ambient density variation

The same analysis of Sec. 3.5.3 was performed using different ambient conditions.
The density was decreased from 22.8 to 15.2 and 7.6 kg/m3, keeping constant ambi-
ent temperature. The tunable parameters were left the same as they were defined after
matching experimental baseline results. The only available experimental measurement
for the two cases was the vapor penetration and, as showed in Figs. 3.29 to 3.31, both
approaches were able to respond to the changed ambient conditions. The only inconsis-
tency was identified in a flat trend of liquid length with standard DDM when the ambi-
ent density was increased from 15.2 to 22.8 kg/m3. This could be seen as a confirmation
that using the standard DDM approach is necessary to tune the models every time the
injector position changes in order to avoid a wrong estimation of the momentum ex-
change. As for the baseline case, the SVI-DDM showed a more contained variability
of the results with respect to the injector position for what concerns vapor penetration.
Also computed liquid length (see Fig. 3.29) showed a similar behavior as for the base-
line case, indeed is shown that this quantity was practically independent on the injector
position responding only to the ambient density variation. Furthermore, even if experi-
mental measurements of liquid length were not available for the simulated injector, the
found average value was in accordance to the trend shown in the work of [59]. In that
work the authors simulated a similar injector in comparable conditions to those of the
present work.
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Figure 3.29: Average Liquid Length on varying injector position and ambient density
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Figure 3.30: Vapor Penetration at 1.5 ms on varying injector position and ambient density
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Figure 3.31: Vapor Penetration at 2.0 ms on varying injector position and ambient density

3.5.6 Model response to injection pressure variation

The analysis made in this section aims to show how the two approaches respond to
a change of the injection pressure. As done for most of the previous analysis, the
experimental data were taken from the SANDIA ECN database [43], while the three
injection laws used to simulate the injection pressure variation were generated by means
of an algorithm made available by CMT [60]. This algorithm is able to generate a
coherent injection law, starting from injection and ambient pressures, nozzle diameter,
nozzle discharge coefficient, fuel type and injection duration. As done for the previous
sections the results of Figs. 3.32 to 3.34 are shown on varying the injector position
within the hosting cell.

Fig. 3.32 confirms again that the SVI-DDM approach is able to guarantee a very
contained variability in terms of calculated average liquid length. As for the previous
cases the most similar results between the two models can be obtained only if the in-
jector is placed in a cell vertex when the standard DDM is used. Both models predict a
correct liquid length for the 100 MPa case, while in the 50 MPa case a slightly larger
value results. Figs. 3.33 and 3.34 show a more contained variability of the calculated
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jet length when the new DDM approach is used. The vapor penetration is a little under-
estimated with respect to experimental results, but the general trend is well caught. The
differences in liquid and vapor penetration could be due to choice to use an algorithm
for generating the injection law that does not take in account that the real law used in
the experiments could be slightly different from the one here adopted. As seen for the
density variation analysis, the case with injector in the center and standard DDM is the
most critical. The liquid length shows a divergent trend going from 100 to 150 MPa.
Again, the probable explanation is that the use of a wrong set of models constants leads
to a wrong computation of the momentum exchange between the two phases.
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Figure 3.32: Average Liquid Length on varying injector position and injection pressure
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Figure 3.33: Vapor Penetration at 1.5 ms on varying injector position and injection pressure
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Figure 3.34: Vapor Penetration at 2.0 ms on varying injector position and injection pressure

3.5.7 Spray-grid mutual orientation analysis

In order to test and compare the sensitivity of the two approaches to the spray-grid
mutual orientation, a new mesh was created in which the mesh elements were rotated
by 45◦ with respect to the injector axis. This was done to make the parcels interacting
with a mesh not-aligned with the spray. Having a mesh not aligned with the spray
means that there is not a preferential lane in which the spray can evolve. This should
reduce the dependency on the injector nozzle also using standard DDM approach. The
aim of the analysis described in this section is to test how the two approaches react to
the changed mesh orientation. In this case, changing the position from the cell center to
the vertex does not make a significant variation of the cells interacting with the spray, so
two new injectors positions replaced the "vertex" and "corner" cases. On this meshes,
the injector was placed in the cell center as reference case and then it was moved to a
face center and to an edge center (Fig. 3.35).

Edge

Face Center

Figure 3.35: Injection positions and directions. 45◦ cases

The most critical case among the three is the "edge center" because the spray in-
volves two planes of cells, while in the other two cases it interacts mainly with the
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plane containing the hosting cell and the injection axis. Figs. 3.36 to 3.37 show that
using the same setup as for the baseline case, an under-estimated vapor penetration is
observed for both the approaches, while liquid length is not strongly affected by the
mesh orientation. The reason of this behavior could be related to the presence of a
mesh-induced false diffusion [61]. Due to the orientation of the mesh cells with respect
to the spray, the fluxes of the gaseous phase present a component that is normal to the
injection axis and tends to enlarge the jet to the sides and to shrink it in the axial direc-
tion (see Fig. 3.38). This difference could be limited by tuning the turbulence model
in order to have a reduction in the turbulent viscosity that could allow a larger fuel
jet penetration or by adopting a higher order solution scheme possibly coupled with a
smaller time step. Nevertheless the adoption of the SVI-DDM model resulted in a more
contained variability especially in the near-nozzle region during the first phase of the
injection. Indeed it is clear how the three curves are practically overlapped in the first
millisecond of the injection, where the jet tip reaches a maximum penetration of 40
mm. As opposite the standard DDM approach showed divergent fuel jet penetrations
since the very first part of the injection (see Fig. 3.37). Also the trend showed among
the three cases is consistent with the simulations with the spray-aligned mesh. Here the
edge case is the more similar to the vertex case because of the reasons explained before
and as before it is the one that shows the largest penetration with SVI-DDM and the
lowest with standard approach.
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Figure 3.36: Liquid Length on varying injector position
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Figure 3.37: Vapor Penetration on varying injector position

Contours of Mixture Fraction 

Baseline case t Calculated Results 

Axial distance from injector nozzle [mm] 

R
a

d
ia

l 
co

o
rd

in
a

te
 [

m
m

] 

20 30 40 50

10

 5

 0

 5

10

 

 

0.02

0.04

0.06

0.08

0.1

0.12

0.14 Edge case 

Center case 
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3.6 Application on an engine geometry

The last part of this work has been dedicated to test the SVI-DDM approach on a
simplified engine geometry in non-reacting conditions. The mesh was created starting
from the geometry of a Cat Engine (C7.1 model). For the purposes of this study an
axi-symmetrical domain was preferred hence the head details were simplified in a flat
surface and a crevices volume was introduced to preserve the compression ratio. All
the meshes used for this simulation were created by means of the OpenFOAM utility
snappyHexMesh [62]. Starting from the beginning of the simulation every mesh has
its own range of validity expressed as the crank angle interval along which the mesh
is moved and deformed. Once the limit of validity of the mesh is reached, all the
information contained in the Eulerian domain are mapped on the new following mesh.
SnappyHexMesh is a tool that allows to create cartesian meshes automatically by means
of a pre-meshed prismatic block and a surface file containing the information of the
geometry. This means that the main structure of the mesh will be defined by how the
block is discretized. The CFD domain will be the result of the intersection of the surface
file with the block and the elements that are located on this intersection will be snapped
to catch as well as possible the shape of the surface. Furthermore it is also possible to
locally refine the mesh with respect to user-defined regions and surfaces. In this case
the mesh was refined in the region in which the liquid spray was thought to interact
with the gaseous phase in order to have a minimum mesh size of 0.5 mm. As already
pointed out in Sec. 3.4.1, the choice to use this value is mainly related to the necessity
to keep the number of cells in a range between two and three millions elements. Due
to the size of this engine, a further refinement would have resulted in an increase in
the amount of cells that was considered not acceptable for the aim of this the study.
Fig. 3.39 shows half of the geometry at 10◦ before the TDC. It is possible to see the
refinement region around the injector, furthermore the Lagrangian phase of one of the
four simulated sprays is shown to give an idea of its trajectory across the domain.

0.040 0.080 0.120 0.160 0.200

Mixture Fraction

0 0.22

Figure 3.39: Engine simulation. Detail of the grid
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3.6. Application on an engine geometry

3.6.1 Description of the simulation and results

The simulation started at the Intake Valve Closing using an experimental set of given
thermo-physical initial conditions. In order to keep the axial symmetry, the flow field
has been initialized neglecting the presence of any swirl motion. This means that the
velocity field at the start of injection was only related to the piston motion during the
compression phase. The Tab. 3.3 summarizes the main data of the engine simulation.
These data were provided by Caterpillar UK Engines Company Ltd. Four nozzles were
arranged along the injector tip forming an angle of 90◦ between each nozzle and the
next. As done in part of the previous analysis on the Sandia constant volume vessel,
the attention was focused on mixture fraction and gas velocity.

Engine Specification Fuel Injection

Bore [mm] 105 Start Of Injection - SOI [°CA aTDC] -14

Stroke [mm] 127 Injection Duration [°CA] 29.65

Engine Speed [rpm] 2200 No. Of Nozzle Holes 4

IVC [°CA aTDC] -146 Nozzle Hole Diameter [mm] 0.152

Table 3.3: Engine and injection data
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Figure 3.40: Mixture Fraction axial profile at −3◦ aTDC.
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Figure 3.41: Gas velocity along the injection axis at −3◦ aTDC.

The graphics reported in Figs. 3.40 to 3.41 show some comparisons of the profile of
evaporated fuel and axial velocity component along the centerline of every spray axis
for each individual nozzle. The profiles are extracted at 3 crank angle degrees before the
TDC. Due to the shape of the spray cone angle the trajectories of the liquid fuel across
the domain did not follow preferential paths within the mesh. This is an advantageous
condition for the standard approach for the reasons explained in Sec. 3.2 and confirmed
in Sec. 3.5.7. Nevertheless Figs. 3.40 and 3.41 show how the SVI-DDM approach is
able to guarantee more similar profiles in terms of mixture fraction distribution and
velocity. This can be seen as a confirmation that the new model is less grid-dependent
in terms of exchange of momentum and mass from the liquid to the gaseous phase.
Moreover the velocity generally results a little lower in the case of the new approach
as it was pointed out with the spray A results. This is probably due to the different
exchange of momentum that involves more than one cell at the same time according to
how the grid is intersected by the sphere. The SVI-DDM tends to diffuse momentum
to the sides and consequently reduces the peak value along the injection axis. Standard
DDM shows also that the predicted mixture fraction and gas velocity in the near-nozzle
region strongly differs from nozzle to nozzle. This difference are almost completely
canceled when the SVI-DDM is adopted.
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3.7. Conclusions

3.7 Conclusions

A novel approach based on a spherical volume interaction between the liquid parcels
and the gaseous phase was proposed and compared to the standard DDM approach for
Diesel spray modeling. The main scope of the proposed contribution was to reduce the
dependency of the momentum exchange between the Lagrangian and Eulerian fields
on the injector location and direction with respect to the grid. Comparison with the
standard approach were carried on considering both constant volume vessel experi-
ment and a Diesel engine. Results showed a significant reduction of dependency of the
liquid length penetration on the injector position in the grid cells and less evident but
still appreciable improvements on the reduction of the dependency of the vapor phase
morphology. For what concerns the spray/grid orientation effects, a deep investigation
is required to evaluate and propose possible solutions that could allow reducing the de-
pendency when the parcels cross the domain following a diagonal path with respect to
cells alignment. The new SVI-DDM approach showed that it is able to reduce nozzle-
to-nozzle dependency within the same calculation even in those cases, given that all the
liquid jets are oriented in a similar fashion. Bigger differences could be surely found if
different orientations should be adopted within the same calculation.
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CHAPTER4
Automatic mesh generation for full-cycle IC

engines simulations

4.1 Introduction

Nowadays, multi-dimensional models are widely employed as design tools for inter-
nal combustion engines. Depending on application and objectives, different simulation
types are generally performed. Steady-state conditions are modeled when new inlet
port configurations have to be evaluated [63, 64] and the main interest is for flow co-
efficients and indexes of charge motions, like tumble or swirl numbers. When fuel-air
mixing or combustion processes have to be studied, piston geometry is included in the
computational domain and mesh motion is also needed [65, 66]. Depending on the en-
gine type, a portion of the cycle or the entire one are simulated. For example, in Diesel
engines with axi-symmetric piston bowl only compression, combustion and expansion
phases are considered with flow field imposed at intake valve closure (IVC) time from
measured or computed swirl ratio at steady-state conditions [48]. To simulate combus-
tion or fuel-air mixture formation processes in SI engines, the full-cycle or, at least,
the intake stroke needs to be included due to the higher complexity of the in-cylinder
charge motions that are generated by the interaction between the incoming air jet and
cylinder walls [67–69]. Currently, most of the simulations are carried out by using the
RANS method with the standard k − ε model and reliable approaches are available
to describe both fuel-air mixing and combustion [58, 70–75]. Increase of CPU perfor-
mance and massive parallelization makes possible to achieve results in a reasonable
amount of time. In particular, full-cycle simulations are more and more necessary be-
cause most of the engine design process is focused on spray targeting and combustion
optimization, due to the need to reduce both pollutant emissions and fuel consumption.
While case setup and run are handled almost automatically with limited user operation,
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Chapter 4. Automatic mesh generation for full-cycle IC engines simulations

the main bottleneck is still represented by the mesh generation stage which requires
a significant amount of time and experience for geometry processing/cleaning and to
build a high-quality grid. This aspect is further worsened by modern engine combustion
chambers due to the complex shapes of valves, piston bowl, ports and cylinder head.
To generate a grid, conventional programs offer a pre-processing interface where it is
possible to import the CAD geometry in surface or volume format. Afterwards, the
user manually cleans the geometry, creates several volume blocks inside it and gener-
ates a proper mesh for each block. Once the first template grid is done, specific tools
are available to create the entire necessary set to complete the full-cycle simulation.
Due to the large involvement of manual user work in mesh generation stage, several
critical issues might arise that negatively affect the quality of the results. Among them,
we can mention the capability to maintain similar mesh structure, size and quality for
the different configurations to be tested. Possible, fully automatic alternative solutions
exist. Initially, semi-automatic methods were proposed in [76] and currently applied up
to these days. Automatic tetrahedral mesh generation was employed in [77, 78] using
the Delaunay algorithm. Such approach is very fast and allows to generate high-quality
grids. However, it has several drawbacks related to the numerical diffusion induced
by a non flow-oriented mesh structure, very high number of cells, computational ef-
ficiency and difficulty in creating boundary layers on valve wall boundaries. Recent
examples of the use of fully tetrahedral grids for IC engine simulations can be found
in [79,80]. An alternative approach is represented by Cartesian, cut-cell grids as it was
described in detail in [81]. Such methodology has been successfully applied over the
years to simulate gas exchange, fuel-air mixing and combustion both in Diesel and GDI
engines [82–84]. There, the engine mesh is generated from the surface geometry and
a Cartesian mesh. Cells outside the geometry are removed and intersecting cells are
cut to fit to the boundary geometry by introducing additional faces. To capture most of
the geometry details of ports, valves and combustion chamber, local refinement is also
included close to the boundaries of interest. Cartesian cut-cell grids are computation-
ally very efficient and also very accurate because of their very low non-orthogonality.
However, prediction of charge motions can be negatively affected by the absence of
boundary layers on the valve wall boundaries and also numerical interpolation errors
might arise due to the need to regenerate the computational mesh at each time-step.
This last aspect also introduces a non-negligible computational overhead. In this work,
a novel approach for automatic generation of engine grids was developed using the
OpenFOAM technology and implemented into the LibICE code. Such technique was
then incorporated in the methodology developed by the Polimi ICE group over the years
for full-cycle engine simulations [67,85,86], where the entire cycle is simulated by us-
ing a multiple number of deforming grids, each one valid within a certain crank angle
interval. In the proposed approach, the user has to provide only the combustion cham-
ber geometry in surface file format with piston at top dead center (TDC) and valves at
minimum arbitrary lift. Surface points are then moved to positions corresponding to the
start time of the simulation and a Cartesian, body-fitted grid-generator creates the first
mesh which is automatically moved until quality parameters are satisfied or maximum
validity interval is covered. At this stage, a new grid is generated and both mesh mo-
tion and automatic mesh generation steps are sequentially performed until the entire set
of grids is created. The proposed approach employs the utility available in the Open-
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4.2. Mesh management

FOAM code, called snappyHexMesh, generating automatically 3D meshes containing
hexahedra and split-hexahedra from triangulated surface geometries in Stereolithog-
raphy (STL) format. Advantages of such utility are represented by the possibility to
insert boundary layers on wall surfaces and local refinements in regions of interest.
snappyHexMesh allows grid generation in parallel with a consequent reduction of the
pre-processing time required. To test the proposed technique for mesh generation and
handling, an entire engine cycle was simulated for the TCC engine. The choice of
such geometry was justified by several aspects. First, geometry and experimental data
are publicly available through the Engine Combustion Network database, making such
experiment a common basis for comparing different CFD approaches for mesh man-
agement and turbulence modeling. Furthermore, the layout of the valves is quite critical
when Cartesian-based grids are employed, since the flow enters into the cylinder with
approximately a 45◦ orientation with respect to the mesh structure. Hence, an accurate
numerical setup needs to be defined to properly predict the gas flow. Finally, a large
amount of experimental data of in-cylinder velocity field and turbulence is available,
making a comprehensive validation of the proposed methodology possible.

4.2 Mesh management

In the proposed approach for CFD simulation of IC engines a multiple number of
meshes is employed, so that each mesh is valid in a certain crank angle interval and dur-
ing it the grid points are moved and the grid topology is eventually changed. Consistent
interpolation of the computed flow field from one mesh to the next one is performed
by means of a second-order, inverse distance weighting method (with escapes for exact
hit) [49].

4.2.1 Mesh Motion

An automatic mesh motion technique was developed to accommodate the displace-
ment of internal grid points according to the prescribed boundary motion [85, 87]. The
Laplace equation is solved with the Finite Volume method for the cell centers velocity
field UC with constant or variable diffusivity γ:

∇ · (γ∇UC) = 0 (4.1)

The grid point velocity field UP is computed by extrapolation from UC and used to
modify the point positions:

xnew = xold + UP∆t, (4.2)

Eq. 4.1 is solved with boundary conditions represented by the prescribed boundary
motion. To further preserve the mesh quality during motion it is also possible to specify
mesh-motion for an arbitrary number of points in pre-defined regions before solving
the motion equation. The developed mesh motion technique is flexible with respect to
the mesh structure, supporting unstructured polyhedral cells of arbitrary shapes. This is
quite important when direct-injection engines have to be simulated, since their complex
geometry usually require combination of hexahedra and tetrahedra in regions where
high deformations takes place.
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Chapter 4. Automatic mesh generation for full-cycle IC engines simulations

4.2.2 Automatic mesh generation

Figs. 4.1 - 4.2 summarize the methodology developed in this work for automatic mesh
generation. The process is intended to ensure high quality grids according to the fol-
lowing user specified parameters:

- maximum validity interval for each mesh, to avoid excessive stretching of the cells
and loss of resolution;

- maximum allowed mesh non-orthogonality and skewness values, to increase sta-
bility and simulation accuracy [50];

- Topological and geometrical validity of the mesh [88].

Template 

surface at 

TDC 

Surface at 

simulation start 

time 

First mesh 

From combustion chamber surface to first mesh 

Figure 4.1: Generation of the first mesh from surface geometry of the combustion chamber

Automatic mesh generation for the full-cycle

Initial mesh at 

Crank angle 0

Move mesh for 

Mesh 

quality and 

duration 

satisfied?

curr = 0

curr = curr

YES

NO

Move surface 

geometry to current 

crank angle curr

curr = 

end ?

End of mesh 

generation process

NO

YES

Generate a new 

mesh with 

snappyHexMesh

0 = curr

Figure 4.2: Automatic mesh generation process

At the end of the process, an entire set of meshes satisfying the listed criteria will be
created and can be used for gas exchange, fuel-air mixing and combustion simulations.
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4.2. Mesh management

Initially, the user has to provide a cleaned surface of the combustion chamber where
all the boundaries of interest (piston, valve poppet, valve bottom, liner, cylinder head,
valve stem, inlet, outlet, . . . ) are identified with a proper name. Only stereolithographic
formats are supported. Piston must be located at TDC and valves at minimum lift,
usually ranging in the 0.1 - 0.25 mm interval. A proper utility moves automatically both
piston and valves at positions corresponding to the crank angle where the simulation
is started. At this stage, the first mesh is automatically generated and then it is moved
using the automatic mesh motion technique and solving the Laplace equation with a
fixed, user-specified time-step ranging from 0.1 to 0.25 CAD. The mesh is continuously
deformed until duration, quality and validity criteria are satisfied. As soon as one of
these fails, the combustion chamber surface geometry is moved to the current crank
angle and a new mesh is generated. This process is sequentially performed until the
end of the simulation is reached.

4.2.3 Mesh generation tool

The snappyHexMesh method available in OpenFOAM differs from the traditional way
of doing pre-processing for CFD. This method uses automatic procedure to create or-
thogonal hexahedral mesh either around or inside a given geometry surface, which has
to be provided in stereolithographic format. In principle this method enables fast and
robust meshing of complex geometries. In this work, snappyHexMesh was applied to
generate engine meshes and here its operation is shortly described and summarized in
Figs. 4.3(a) - (c).

a) Combustion chamber surface 

and background mesh
b) Castellated mesh c) Body-fitted mesh

Figure 4.3: Application of the snappyHexMesh tool to engine mesh generation

Initially, a block-structured grid has to be provided and its size represents the initial
mesh density. On the basis of the geometry to be meshed and user-specified settings, the
so-called castellated mesh is created by removing all the cells outside the combustion
chamber, as it can be seen in Fig. 4.3(b). Close to boundaries or in regions of particular
interest, the castellated mesh can be further refined either for a better matching of the
real geometry or to properly predict phenomena of interest such as incoming gas flow,
flame kernel growth or air-fuel mixture formation. An iterative procedure, controlled
by maximum specified non-orthogonality and skewness values, will be then used to
morph the castellated mesh to the combustion chamber surface. The final result of
the procedure is shown in Fig. 4.3(c), displaying a body fitted mesh conforming to
surface boundaries and properly accounting for the main geometry details including
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sharp edges.
The optional possibility to insert boundary layers on surfaces of interest was also

exploited for the valve boundaries in order to better predict the flow entering into the
cylinder. Details of the mesh generation process in the valve region, from castellated to
body fitted mesh with boundary layers are illustrated in Fig. 4.4.

Since it is not possible to model the contact between valve poppet and cylinder head,
the following procedure was used: the valve is considered to be closed when its lift is
lower than a minimum value (range is 0.1 - 0.25 mm). At that points, a new mesh is
created and baffles are automatically introduced to physically separate the cylinder and
port domains.

snappyHexMesh runs in parallel and operates a load balancing step every iteration.
Both these aspects make mesh generation process very fast and guarantee an optimal
domain decomposition for the subsequent gas flow simulations.

a) Castellated mesh b) Body-fitted mesh
c) Body-fitted mesh with 

boundary layers

Figure 4.4: Application of the snappyHexMesh tool to generate body-fitted meshes with boundary
layers in the valve region

4.2.4 Mesh quality indexes

Using a finite volume method with deforming grids, the computed solution is strongly
affected by mesh size and quality, which are continuously changing due to domain
volume variation induced by moving boundaries. A significant work about mesh quality
metrics was performed in the past [89] where different shape and size quality indexes
were defined, but they cannot be easily extended to polyhedral grids and are only valid
for tetrahedral and hexahedral cells. In [50], Jasak showed that discretization accuracy
of the finite volume method depends on the mesh skewness and non-orthogonality.

An example of non-orthogonal mesh is displayed in Figure 4.5a(a). The mesh non-
orthogonality is defined for a face as the angle α between the face area vector (S)
and the vector joining the cell centers sharing the same face (PQ). Non-orthogonality
affects the discretization accuracy of the diffusion term in transport equations [50, 90].
In industrial CFD simulations non-orthogonal meshes are commonly used to account
for complex geometry features. However, if α > 80 the non-orthogonality is considered
severe and requires to limit or discard the non-orthogonal component of the diffusion
term and to increase the number of non-orthogonal correctors [50]. α ≥ 90 is an index
of mesh invalidity since this happens with degenerate cells.

The grid skewness error reduces the accuracy of face integrals to the first order [50]
when the interpolated face value does not lie in the its center as shown in Fig. 4.5a(b).
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4.3. Results and discussion

The skewness parameter for a face is defined as:

skewness =
‖m‖
‖PQ‖

(4.3)

Where the vector m is the distance between the face center and the intersection
between the face area and the vector PQ. As for non-orthogonality, skew meshes are
rather common in IC engine simulations mainly when tetrahedra are used. Skewness
can be considered severe when it is higher than 4. However, values lower than 10 can
be still considered acceptable.

P d Q

f

S
α

(a)

P

Q

Sf

m

df
i

(b)

Figure 4.5: Examples of a non orthogonal (a) and a skew mesh (b)

4.3 Results and discussion

4.3.1 Sandia TCC Engine

The proposed approach was assessed and validated by means of experiments carried
out in a Transparent Combustion Chamber (TCC) engine. In it a two-valve head and a
pancake combustion chamber were adopted mainly to perform experiments about the
nature of stochastic flows in internal combustion engines [91–93]. This aspect justified
the simplified geometry layout which was intended to generate a turbulent flow in the
cylinder by means of the interaction between the incoming gas jet, piston and liner
walls. Most of the studies on this engine were used to assess and develop sub-grid
models for Large Eddy Simulations [94–96], while to the authors’ knowledge no RANS
simulations were carried out on such geometry so far. The engine layout is displayed
in Figs. 4.6 (a) - (b), Table 4.1 illustrates the main geometry data and valve lift profiles
and phasing are displayed in Fig. 4.7.

The overall optical access is maximized to allow acquisition of three-dimensional
in-cylinder flow field for a proper investigation of near-wall, boundary layer flows.
Experimental data are acquired with optical multi-dimensional high-speed diagnostics
techniques. In particular, macro- and micro-PIV techniques were used for flow mea-
surements, which can be set up to cover the full 86 mm stroke of the engine. Fur-
thermore, zoomed-in measurements allow spatial resolutions below 50 mm. Data were
recorded every 5 CAD for 70 cycles, allowing a very detailed characterization of the
average in-cylinder flow-field and related fluctuations.
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Chapter 4. Automatic mesh generation for full-cycle IC engines simulations

Figure 4.6: SANDIA TCC engine layout: (a) engine at test-bench; (b) combustion chamber geometry

Bore 92 mm
Stroke 86 mm

Connecting Rod Length 244 mm
Compression Ratio 10

IVO 359◦

IVC 592◦

EVC 364◦

EVO 131◦

Speed 800 rpm
Valve diameters 30 mm

Maximum valve lift 8.9 mm

Table 4.1: Summary of engine geometry data and simulated operating conditions

Figure 4.7: Intake and exhaust valve lift profiles of the TCC engine.
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4.3. Results and discussion

4.3.2 Methodology assessment

The performances of the proposed approach for automatic mesh generation were first
tested in terms of number of required grids and required CPU time. Such investigation
was carried out using the following parameters for the grid generation process:

- 2 mm mesh size inside cylinder and ports;

- local refinement up to 0.125 mm close to cylinder head, piston, liner and valve
boundaries;

- additional refinement box below the cylinder head with a 1 mm size.

The corresponding mesh sizes are approximately 600 thousand and 1.5 million cells
at TDC and BDC, respectively. More details about the mesh structure are displayed
in Figs. 4.8 (a) - (b) where it is also possible to see that the spark-plug geometry was
included in the computational domain.

(a) (b)

Figure 4.8: Mesh structure used for the TCC engine simulation: (a) inlet port and valve region; (b)
cylinder symmetry plane

Grid generation process starts from EVO, where the full-cycle simulation begins.
Effects of non-orthogonality on the mesh generation process were evaluated, by setting
that during motion grids maintain both their topological and geometrical validity, al-
lowing a maximum non-orthogonality of 90◦ and avoiding negative face areas. With
such constrains, average mesh duration is approximately 10 CAD and the cumulative
mesh count as function of crank-angle is reported in Fig. 4.9 where it is possible to
see that mesh validity mainly depends on how the adopted finite-volume algorithm is
affected by cylinder mesh deformation, valve motion and interaction between piston
and valves. In particular, grid compression combined with valve motion during ex-
haust stroke requires a higher number of grids (33 vs 25) compared to the intake phase,
where cylinder mesh is expanded. Compression stroke requires less grids, due to the
absence of valve motion. Mesh count drastically increases during valve overlap around
IVC since in such conditions mesh validity is strongly worsened by piston-valve inter-
action and high deformation of small cells on the top of the valves. Compression and
expansion phases requires much lower grids, due to the absence of valve motion.

Fig. 4.10 illustrates how the cumulative mesh count is affected by maximum allowed
non-orthogonality, with tested values in the 70-90◦ range. When generated, each mesh
has an initial maximum non-orthogonality of 60 degrees. As expected, when reducing
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Figure 4.9: Cumulative mesh count for the mesh generation process, limited only by topological and
geometrical validity of each mesh
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Figure 4.10: Effect of maximum allowed non-orthogonality on the mesh generation process

the maximum allowed non-orthogonality during motion, the total number of required
meshes grows. However, such increase takes place mainly during valve overlap and
IVC periods, while the number of grids required for intake, compression and exhaust
phases remain almost unchanged. This aspect can be drastically seen when maximum
mesh non-orthogonality is reduced from 75 to 70 degrees. Since charge motions and
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4.3. Results and discussion

turbulence are mainly generated during the intake stroke, introducing more grids in
the other parts of the cycle is expected to increase the computational time but not the
quality of the results. For this reason, grid generation process based on maintaining
topological and geometrical validity of the mesh was adopted in this work.

Finally, Fig. 4.11 illustrates performance of the grid generation process when run
on multiple CPU. The single processor case was not considered due to the large size of
the meshes involved. Mesh generation and simulations were run on an AMD 64 cores
machine, with 4 processors and 4 GB RAM for each core. For what concerns the scala-
bility of the process, it is possible to see that a good speed-up factor is achieved until 12
cores are used. With a higher number of them, overheads introduced by the continuous
need to redistribute the meshed domain across the different processors compensates the
increase of available computational resources. On 16 cores the entire mesh generation
process takes approximately 8 hours (including the required pre-processing) which is
significantly less than what is generally needed to create manually just the first template
mesh.
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Figure 4.11: Parallel performance of the mesh generation process

4.3.3 Experimental Validation

Full-cycle simulations of the TCC engine were carried out to validate the proposed
approach. The simulated domain is shown in Fig. 4.12 where it is possible to see that
the entire combustion chamber (including spark-plug) and part of intake and exhaust
manifolds were included in the computational mesh. On the inlet and outlet boundaries,
experimental time-varying total pressure and temperature profiles were imposed. In
Fig. 4.13 it is possible to see the typical behavior of pressure waves in a single cylinder
engine operating at non-fired conditions. The standard turbulence k − ε model was
used with 5% turbulence intensity at the inlet and the integral length equal to 10% of
the manifold diameter. Coefficients used for the turbulence model are listed in Tab. 4.2.

Validation was mainly carried out to understand the validity of the proposed setup
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Chapter 4. Automatic mesh generation for full-cycle IC engines simulations

Figure 4.12: Simulated computational domain

Figure 4.13: Evolution of pressure (solid) and temperature (dashed) on the inlet (blue) and outlet (red)
boundaries for an engine cycle

Cµ C1 C2 C3 αh αk αε Prt
0.09 1.44 1.92 -0.33 1 1 0.769 0.85

Table 4.2: k − ε model coefficients used in this work

in terms of boundary conditions and number of used meshes and to see if the Cartesian
grid orientation could be used to properly reproduce the in-cylinder flow field. This
aspect is rather critical for the simulated engine, since the flow enters the cylinder with
approximately a 45◦ orientation with respect to the mesh structure. Under such con-
ditions, numerical diffusivity plays a big role and might lead to a wrong prediction of
flow field, charge motions and turbulence. To this end, three different simulation setups
were considered as displayed in Tab. 4.3, representing a combination of mesh sizes and
numerical methods. Two different grids were used which mainly differ in the mesh
structure close to the valves, as illustrated in Fig. 4.14 (a) - (b): the second mesh has
an additional refinement region close to the valves with a 0.25 mm size. This increases
the number of cells, up to 1.3 at TDC and 1.7 millions at BDC. Numerical diffusivity
is expected to have a much higher influence on the results with the coarser meshes than
the fine meshes. To understand how numerical methods influence the computed flow-
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4.3. Results and discussion

field and if the meshes are all robust enough to support high-order methods, both first
and second-order schemes for space discretization were tested on the fine mesh.

(a) Coarse mesh (b) Fine mesh

Figure 4.14: Comparison between the structures adopted for the two tested mesh configurations: (a)
coarse mesh; (b) fine mesh

Case Mesh Numerical Method
1 Coarse First order
2 Fine First order
3 Fine Second order

Table 4.3: Simulation setup in terms of mesh size and numerical schemes adopted for the TCC engine

In order to achieve the convergence of results in terms of computed velocity field in
both manifolds and cylinder for each crank angle, two engine cycles were simulated.
The validity of the proposed setup in terms of mesh to mesh interpolation, geometry
discretization and imposed boundary conditions was verified by comparing in Fig. 4.15
computed and experimental data of in-cylinder pressure profiles.

Figure 4.15: Comparison between computed and experimental cylinder pressure profiles for the full
cycle under motored conditions
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Chapter 4. Automatic mesh generation for full-cycle IC engines simulations

A proper matching was achieved, showing that trapped cylinder mass is correctly
predicted at the end of the gas-exchange process. Furthermore, a rather good agreement
between experimental and computed pressure values was achieved during the intake
stroke, meaning that losses in both inlet manifold and valves are properly reproduced.

Once the setup was verified, comparisons between computed and experimental data
of in-cylinder flow fields were carried out. In particular, measured data were available
in a 26 mm width x variable height window, located in a plane passing through the inlet
valve axis and parallel to the cylinder symmetry plane. Both measured velocity vectors
and magnitude were available as well as the distribution of the turbulence intensity.
Fig. 4.16 shows the exact location of the measurement window inside the cylinder.

Figure 4.16: Location of the optical window used for flow field and turbulence measurements

Effects of mesh size and numerical accuracy were evaluated at different times during
intake and compression stroke and flow field results were then compared with experi-
mental data. For what concerns the intake phase, the following instants were consid-
ered:

• 370 CAD: beginning of intake phase where high velocities are expected because
of small valve lift (∼ 1.5 mm);

• 410 CAD: inlet valve at mean lift (∼ 4.9 mm) and piston at maximum acceleration;

• 450 CAD: inlet valve at almost lift and piston at maximum velocity;

• 490 CAD: inlet valve at mean lift (∼ 4.9 mm) and piston at maximum decelera-
tion;

• 540 CAD: inlet valve at mean lift (∼ 4.9 mm) and piston at bottom dead center
(zero velocity);

• 590 CAD: inlet valve closure time.
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4.3. Results and discussion

To validate the proposed methodology, a detailed comparison between computed
and experimental data of in-cylinder velocity and turbulence intensity distributions was
carried out for the selected crank angles. Experimental instantaneous velocities were
recorded on two different windows, parallel to both cylinder and valve axes. The first
window provides detailed information about the incoming flow in the cylinder. It has a
40.6 x 62.8 mm size, with a corresponding grid of 52 x 80 points equally spaced. The
second measurement window is larger (74 x 115.7 mm) than the first one, but it has
a lower resolution (same number of points: 52 x 80) and provides an overview of the
overall cylinder flow field. Interpolating computed data at exact measurement locations
and accounting only for projected values on the optical windows ensure a consistent
validation with experimental data. Here, some details about the post-processing tech-
nique are briefly described. Experimental velocity magnitude in each point of the mea-
surement plane is computed from the average of its horizontal and vertical components
as follows:

U (x, y, θ) =
1

Nc

√√√√( Nc∑
i=1

Ux,i (θ)

)2

+

(
Nc∑
i=1

Uy,i (θ)

)2

(4.4)

where Nc is the total number of cycles where velocity data were recorded. For each
experimental velocity component, corresponding turbulence intensities are estimated
as:

u′x (x, y, θ) =
1

Nc

Nc∑
i=1

(
Ux (x, y, θ)− Ux,i (x, y, θ)

)2
(4.5)

u′y (x, y, θ) =
1

Nc

Nc∑
i=1

(
Uy (x, y, θ)− Uy,i (x, y, θ)

)2
(4.6)

where Ux and Uy are the average horizontal and vertical components of velocity,
respectively. Experimental turbulence intensity is computed for u′x, u′y, estimating the
corresponding turbulent kinetic energy first and then computing the corresponding av-
erage turbulence intensity u′exp as follows:

kexp =
1

2
u′

2
x +

1

2
u′

2
y (4.7)

u′exp =
√
k (4.8)

For a consistent comparison between experimental and computed data, calculated ve-
locity field is interpolated at measurement locations with an inverse-distance weighted
interpolation technique [49], then its magnitude is computed taking only the projection
of the velocity vector on the measurement plane into account. Computed turbulence
intensity u′calc is estimated from turbulent kinetic energy kcalc interpolated at measure-
ment locations as follows:

u′calc =

√
2

3
kcalc (4.9)

85



i
i

“thesis” — 2015/3/2 — 22:55 — page 86 — #98 i
i

i
i

i
i

Chapter 4. Automatic mesh generation for full-cycle IC engines simulations

Figs. 4.17 (a) - (d) report a comparison between computed and experimental velocity
distributions at 370 CAD. At the beginning of the intake stroke, there is still significant
vortex located below the exhaust valve originating from the exhaust stroke as it can
be seen in Fig. 4.17(a). None of the simulated configurations predicts correctly the
intensity and shape of that vortex. because of the rather coarse mesh below the exhaust
valve. A small vortex also appears on the left of the inlet valve and his presence is
properly reproduced by all the tested configurations as it can be seen in Figs. 4.17 (b) -
(d) where also no significant differences between used meshes and numerical setup
were found. However, the predicted vortex size is smaller than the experimental one
and this might be due to the choice of using a minimum valve lift of 0.25 mm, which
might limit the air inflow to the cylinder at the beginning of the inlet stroke.

370 CAD - Velocity magnitude
(a) Exp. (b) Coarse Mesh

(c) Fine mesh (1st ord.) (d) Fine mesh (2nd ord.)

Figure 4.17: Comparison between computed and experimental velocity magnitude distribution at 370
CAD. Units are in [m/s], scale is 0 (blue) - 11 m/s (red)
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4.3. Results and discussion

During the first part of the intake stroke, the typical gas jet structure is established
at the valve entrance, in particular Fig. 4.18 illustrates that experimentally there is still
not interaction between gas flow and piston. The shape of jet is correctly predicted
when the fine mesh is used, either with first or second order schemes as it can be seen
in Figs. 4.18(c) - (d). Instead, Fig. 4.18(b) shows that numerical diffusion due to either
first order schemes or coarse mesh induces a non-physical deviation of the jet towards
the cylinder liner in the horizontal direction. However, accurate numerical schemes are
necessary to properly predict jet penetration, while first order schemes makes the jet
larger and shorter.

410 CAD - Velocity magnitude
(a) Exp. (b) Coarse Mesh

(c) Fine mesh (1st ord.) (d) Fine mesh (2nd ord.)

Figure 4.18: Comparison between computed and experimental velocity magnitude distribution at 410
CAD. Units are in [m/s], scale is 0 (blue) - 70 m/s (red)
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Chapter 4. Automatic mesh generation for full-cycle IC engines simulations

A comparison between velocity vector distribution in the measurement plane is
shown in Fig. 4.19(a) - (d). In particular, when comparing Figs. 4.19(a) and (d) it
is possible to see that also the slight deviation of the jet due to interaction between the
incoming flow and the spark-plug is properly described and this demonstrates the need
to include such detail in the computational mesh.

410 CAD - Velocity vectors
(a) Exp. (b) Coarse Mesh

(c) Fine mesh (1st ord.) (d) Fine mesh (2nd ord.)

Figure 4.19: Comparison between computed and experimental velocity vectors at 410 CAD
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4.3. Results and discussion

For what concerns the turbulence levels inside the cylinder, in Fig. 4.20 experimental
intensity looks at this time much higher than computed data. Only the fine mesh with
second order schemes seems to be able to predict non negligible turbulence levels inside
the cylinder with a distribution similar to experimental data. However, at 410 CAD
predicted in-cylinder turbulence might be also affected by the residual flow originated
during the exhaust phase where a coarse mesh was used.

410 CAD - Turbulence intensity
(a) Exp. (b) Coarse Mesh

(c) Fine mesh (1st ord.) (d) Fine mesh (2nd ord.)

Figure 4.20: Comparison between computed and experimental turbulence intensity distribution at 410
CAD. Units are in [m2/s2], scale is 0 (blue) - 30 m2/s2 (red)
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Figs. 4.21(a) - (d) report a comparison between computed and experimental velocity
magnitude at 450 CAD, where piston velocity is maximum and for this reason a signif-
icant amount of air is sucked inside the cylinder. Jet penetration is rather well predicted
by fine meshes, with second order schemes being also able to better reproduce the ve-
locity distribution inside the jet. For what concerns the jet shape, experimental data
show a slight vertical deviation at his periphery which is not properly estimated during
the simulations.

450 CAD - Velocity magnitude
(a) Exp. (b) Coarse Mesh

(c) Fine mesh (1st ord.) (d) Fine mesh (2nd ord.)

Figure 4.21: Comparison between computed and experimental velocity magnitude distribution at 450
CAD. Units are in [m/s], scale is 0 (blue) - 60 m/s (red)
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4.3. Results and discussion

To better understand such difference, Fig. 4.22 compares experimental and com-
puted velocity vectors with second order schemes and fine mesh.

450 CAD - Velocity vectors
(a) Exp. (b) Fine mesh (2nd ord.)

Figure 4.22: Comparison between computed and experimental velocity vectors at 450 CAD: (a)
Experimental data, (b) Fine mesh with second order schemes

450 CAD - Turbulence intensity
(a) Exp. (b) Fine mesh (2nd ord.)

Figure 4.23: Comparison between computed and experimental turbulence intensity distribution at 450
CAD: (a) Experimental data, (b) Fine mesh with second order schemes. Units are in [m2/s2], scale

is 0 (blue) - 20 m2/s2 (red)

From Fig. 4.22(a) it is possible to see that, experimentally, the gas jet deviation is
mainly due to the circular vortex originated at the bottom of the valve and moving
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Chapter 4. Automatic mesh generation for full-cycle IC engines simulations

downwards. Such vortex also exists in simulations, but it is more elongated and for this
reason it is not able to properly deviate the incoming cylinder flow. It is possible that
this discrepancy can be affected by two different aspects: the first is the grid size below
the valve, being 1 mm and probably not refined enough to reproduce the development
of the vortex originated by the shear flow at valve exit. Turbulence model might also
play a role, producing a limited viscosity that makes the jet more straight than what
effectively it is. However, when looking to predicted turbulence levels in Fig. 4.23,
they are comparable with experimental values and for this reason mesh structure below
the valve might be the reason for the differences between experimental and predicted
shapes of the gas jets at 450 CAD.

490 CAD - Velocity magnitude
(a) Exp. (b) Coarse Mesh

(c) Fine mesh (1st ord.) (d) Fine mesh (2nd ord.)

Figure 4.24: Comparison between computed and experimental velocity magnitude distribution at 490
CAD. Units are in [m/s], scale is 0 (blue) - 40 m/s (red)
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4.3. Results and discussion

When moving towards the second part of the intake stroke at 490 CAD, it is possible
to see in Fig. 4.24(a) that the jet enlarges due to air entrainment. Due to interaction with
the vortex created below the valve, the jet maintains its round distortion. All the tested
setup were able to qualitatively describe the shape of the jet but the coarse grid predicts
a very low penetration, while the fine mesh with first order schemes estimates a reduced
jet enlargement downwards. Results with fine mesh and second order schemes shown
in Fig. 4.24(d) are in acceptable agreement with experimental data. When looking at
Fig. 4.25, comparing experimental velocity vectors and computed ones with second-
order schemes it is possible to see that now the round vortex located the bottom-right
part of the window is well-established in simulations while it starts to decay in mea-
sured data.

490 CAD - Velocity vectors
(a) Exp. (b) Fine mesh (2nd ord.)

Figure 4.25: Comparison between computed and experimental velocity vectors at 490 CAD: (a)
Experimental data, (b) Fine mesh with second order schemes

For what concerns the turbulence distribution inside the cylinder, an interesting as-
pect is shown in Fig. 4.26(a). The large amount of turbulence found in the bulk of the
cylinder seems to be mainly originated by the shear flow that exists the valve outlet.
Turbulent kinetic energy originates at the cylinder head and valve edges, diffuses into
the air jet so that a large region of high turbulence intensity is created. In simulations,
again mesh structure seems to be responsible for a not correct prediction of the turbu-
lence distribution as it can be seen in Fig. 4.26(b). In particular, a fine mesh in the top
of the valve generates a significant amount of turbulence while coarse mesh in the bot-
tom of the valve is not able to properly capture velocity gradients there and the related
turbulence generation.
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490 CAD - Turbulence intensity
(a) Exp. (b) Fine mesh (2nd ord.)

Figure 4.26: Comparison between computed and experimental turbulence intensity distribution at 490
CAD: (a) Experimental data, (b) Fine mesh with second order schemes. Units are in [m2/s2], scale

is 0 (blue) - 14 m2/s2 (red)

To better understand experimental results at BDC, Figs. 4.27 and 4.28 display the
measured velocity field evolution during the second part of the intake stroke, in the
450-540 CAD range.

(a) 450 CAD (b) 480 CAD

Figure 4.27: Experimental evolution of in-cylinder velocity field in the 450-480 CAD interval

94



i
i

“thesis” — 2015/3/2 — 22:55 — page 95 — #107 i
i

i
i

i
i
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(a) 510 CAD (b) 540 CAD

Figure 4.28: Experimental evolution of in-cylinder velocity field in the 510-540 CAD interval

Despite not completely visible in the images, the jet that enters from the other side
of the intake valve has a significant influence on the in-cylinder flow. It strongly in-
teracts with the cylinder liner and then it moves towards the piston and flows over it
already at 450 CAD (Fig. 4.27(a)). This is the condition for the creation of a sort of
vortex which remains located in the bottom part of the cylinder and it is also enhanced
by the incoming air jet. At BDC, Fig. 4.28(b) shows that such vortex is almost located
in the center of the cylinder and it has a major influence in the velocity distribution.

Mesh size and turbulence model are expected to play a big role in the prediction of
the in-cylinder flow at BDC due to the presence of the large vortex inside the cylinder.
To this end, a comparison between computed and experimental velocity magnitude con-
tours is displayed in Fig. 4.29. Care is necessary for a detailed analysis of the computed
data since misleading conclusions can be drawn: at a first sight results achieved using
a coarse grid with 1st schemes look much better than the others. To better understand
the differences between the numerical setup used, the development of the in-cylinder
flow on a larger window is illustrated in Figs. 4.30 4.31 in the 450-540 CAD range.
In particular, velocity contours are shown for the coarse mesh with first order schemes
and the fine mesh with second order schemes.
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540 CAD - Velocity magnitude
(a) Exp. (b) Coarse Mesh

(c) Fine mesh (1st ord.) (d) Fine mesh (2nd ord.)

Figure 4.29: Comparison between computed and experimental velocity magnitude distribution at 540
CAD. Units are in [m/s], scale is 0 (blue) - 7 m/s (red)
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(a) 450 CAD
Coarse mesh (1st ord.) Fine mesh (2nd ord.)

(b) 480 CAD
Coarse mesh (1st ord.) Fine mesh (2nd ord.)

Figure 4.30: Comparison between computed velocity contours using coarse mesh with 1st order
schemes (left) and fine mesh with 2nd order schemes during the second part of the intake stroke

(450-480 CAD)
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(a) 510 CAD
Coarse mesh (1st ord.) Fine mesh (2nd ord.)

(b) 540 CAD
Coarse mesh (1st ord.) Fine mesh (2nd ord.)

Figure 4.31: Comparison between computed velocity contours using coarse mesh with 1st order
schemes (left) and fine mesh with 2nd order schemes during the second part of the intake stroke

(510-540 CAD)

Compared to the fine mesh, the coarse mesh has lower levels of turbulence and
higher numerical diffusivity. This last aspect is in principle responsible for a reduced jet
penetration as it is clear from Figs. 4.30(a)-(b). At 510 CAD, there is a high difference
in terms of velocity distribution on the piston. In particular, the flow in the fine mesh
has a higher penetration and moves fast towards the cylinder head, producing a larger
vortex. In the coarse mesh, instead, a vortex is created in the bottom part of the cylinder
and its shape at BDC is very similar to the experimental one. However, its generation
and evolution is mainly affected by numerical diffusivity and reduced jet penetration
that increases the vortex strength. In particular, the first one diffuses the velocity from
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4.3. Results and discussion

the piston and the liner to the cylinder bulk. For what concerns the second order grid,
again the main reason for a non correct estimation of the velocity field seems to be
only due to the wrong distribution of the in-cylinder turbulence intensity and related
diffusivity because of the coarse resolution adopted below the inlet valve. For sake
of completeness and to further clarify what was found so far, Fig. 4.32(a)-(d) finally
compares experimental and computed turbulence intensity distributions for the three
different simulation setup used.

540 CAD - Turbulence intensity
(a) Exp. (b) Coarse Mesh

(c) Fine mesh (1st ord.) (d) Fine mesh (2nd ord.)

Figure 4.32: Comparison between computed and experimental turbulence intensity distribution at 540
CAD. Units are in [m2/s2], scale is 0 (blue) - 5 m2/s2 (red)

Fig. 4.32(d) shows that only the fine mesh with second order schemes is able to
properly reproduce the same levels of turbulence which were experimentally found,
even if with a wrong distribution due to the non correct position of the predicted vortex
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Chapter 4. Automatic mesh generation for full-cycle IC engines simulations

at BDC. First order methods instead underestimate the turbulence intensity and this
further explain how numerical diffusivity can lead to acceptable results but with the
wrong physics.

600 CAD - Velocity magnitude
(a) Exp. (b) Coarse Mesh

(c) Fine mesh (1st ord.) (d) Fine mesh (2nd ord.)

Figure 4.33: Comparison between computed and experimental velocity magnitude distribution at 600
CAD. Units are in [m/s], scale is 0 (blue) - 5 m/s (red)

From BDC to IVC time the main vortex inside the cylinder evolves and, in Fig. 4.33
the computed flow field immediately after the valve closure time is illustrated. The
vortex is still intense and fine mesh with 2nd order schemes produces the best agree-
ment with experimental data. This is mainly due to the better capability of such grid
to reproduce flow and turbulence details in combination, predicted velocity magnitudes
are higher than experimental ones. The coarse grid with first order schemes, produc-
ing the best flow agreement at BDC, predicts a new weaker vortex due to numerical
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diffusivity that also affects the results of the fine mesh in Fig. 4.33(c). For a proper
prediction of both fuel-air mixing and combustion processes, a good estimation of both
flow field and turbulence at IVC time is fundamental. Within this context, it is quite
clear from computed results that the fine mesh with second order schemes produces the
best agreement with experimental data. For this reason, from now, only results obtained
with such mesh will be analyzed and compared to experimental measurements.

Fig. 4.34 provides a comparison between experimental and computed velocity fields
with the best setup (fine mesh and second order schemes). A rather good agreement
was achieved at this point: the location of the vortex is correctly placed in the bottom-
right part of the window. Furthermore, the simulation correctly predicts an almost
horizontal gas flow in the region immediately below the cylinder head. Finally, also the
vortex intensity is properly described when looking at the size of the velocity vectors.
However, Fig. 4.35 illustrates that turbulence levels remain rather high compared to the
experimental data. Still turbulence distribution is affected by what happened during
the intake stroke. Now that compression stroke starts, turbulence levels are expected
to increase due to the breakdown of the vortex. Hence, it is expected that predicted
turbulence levels inside the cylinder will remain higher than the computed ones.

600 CAD - Velocity vectors
(a) Exp. (b) Fine mesh (2nd ord.)

Figure 4.34: Comparison between computed and experimental velocity vectors at 600 CAD: (a)
Experimental data, (b) Fine mesh with second order schemes
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600 CAD - Turbulence intensity
(a) Exp. (b) Fine mesh (2nd ord.)

Figure 4.35: Comparison between computed and experimental turbulence intensity distribution at 600
CAD: (a) Experimental data, (b) Fine mesh with second order schemes. Units are in [m2/s2], scale

is 0 (blue) - 3 m2/s2 (red)

660 CAD - Velocity magnitude
(a) Exp. (b) Fine mesh (2nd ord.)

Figure 4.36: Comparison between computed and experimental velocity magnitude distribution at 660
CAD. Units are in [m/s], scale is 0 (blue) - 7 m/s (red)

Halfway during compression, at 660 CAD, the flow is still characterized by a strong
vortex as it can be seen in Fig. 4.36. However, simulations present a stronger vortex
compared to experimental data.
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This is much clear from Fig. 4.37, where computed data show a stronger horizontal
component of the velocity vectors compared to the measured ones.

660 CAD - Velocity vectors
(a) Exp. (b) Fine mesh (2nd ord.)

Figure 4.37: Comparison between computed and experimental velocity vectors at 660 CAD: (a)
Experimental data, (b) Fine mesh with second order schemes

Fig. 4.38 shows that both experiments and simulations predict an increase of turbu-
lence intensity due to dissipation of the vortex kinetic energy into turbulence.

660 CAD - Turbulence intensity
(a) Exp. (b) Fine mesh (2nd ord.)

Figure 4.38: Comparison between computed and experimental turbulence intensity distribution at 660
CAD: (a) Experimental data, (b) Fine mesh with second order schemes. Units are in [m2/s2], scale

is 0 (blue) - 3 m2/s2 (red)
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Close to TDC, the agreement between experimental and computed data is still ac-
ceptable, mainly close to the spark-plug and above the piston. Fig. 4.39(a) displays that
the high velocity region is experimentally found just on left of the spark-plug in experi-
ments while, in Fig. 4.39(b), predicted charge motions involve also the right part. Here,
due to very small gas speed, velocity vector comparison for this condition is omitted.

720 CAD - Velocity magnitude
(a) Exp. (b) Fine mesh (2nd ord.)

Figure 4.39: Comparison between computed and experimental velocity magnitude distribution at 720
CAD. Units are in [m/s], scale is 0 (blue) - 3 m/s (red)

720 CAD - Turbulence intensity
(a) Exp. (b) Fine mesh (2nd ord.)

Figure 4.40: Comparison between computed and experimental turb. intensity distrib. at 700 CAD:
(a) Exp. data, (b) Fine mesh with 2nd or. schemes. Units in [m2/s2], scale: 0 (blue) - 2 m2/s2 (red)
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4.3. Results and discussion

Fig. 4.40 shows levels of turbulence intensity at TDC. Predicted distribution is sim-
ilar to experimental data, even if turbulence levels are higher because of the highest
intensity of the predicted vortex. However, the agreement is satisfactory for consider-
ing the proposed setup (fine mesh and second order schemes) suitable also for running
combustion simulations on the same engine.

To summarize the computed results and further understand the predictive capability
of the proposed approach, a comparison between computed and experimental kinetic
energy and its rms was performed. Such quantities are computed on the two experi-
mental grids were velocity field data were acquired, and they are defined as:

Kmean =

ng∑
i=1

1

2
U2
i (4.10)

rmsK =

ng∑
i=1

1

2
u2i (4.11)

where ng is the number of grid points in the measurement window, U the velocity and
u′ the turbulence intensity. The same procedure was carried out for computed data,
which were interpolated at experimental grid point positions. Two different windows
were considered: the high resolution one, 26 mm large, which was extensively used
to validate the result and the so-called low resolution grid having approximately twice
the size of the first one and was used in this work in Fig. 4.27. Results on the high
resolution windows are displayed in Fig. 4.41 (a) - (b).
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Figure 4.41: Comparison between computed and experimental evolution of specific kinetic energy (a)
and rms of the specific kinetic energy (b) on the high-resolution measurement window

105



i
i

“thesis” — 2015/3/2 — 22:55 — page 106 — #118 i
i

i
i

i
i

Chapter 4. Automatic mesh generation for full-cycle IC engines simulations

As expected, results from the fine mesh with second order grid are the ones that
better agree with experimental data. The different way the vortex below the valve is
predicted is responsible for an underestimation of the kinetic energy during the intake
stroke and an overestimation during the compression stroke due to the higher vortex
strength during that phase. Under-prediction of the incoming jet penetration is mainly
responsible for the bad agreement with experimental data provided by both the coarse
mesh and fine mesh with first order schemes. For what concerns the RMS of turbulent
kinetic energy, satisfactory results were provided by the fine mesh with second order
schemes, even if during the compression stroke the higher vortex strength produces
more turbulence than what was experimentally expected.

The comparison shown on the low-resolution window, shown in Figs. 4.42(a) - (b)
provides a better idea of the way simulations predict the main details of the flow field.
Results are very similar to Fig. 4.41, with the fine mesh with second-order schemes to
be the one providing the best agreement with experimental data. Here, the capability to
reproduce the turbulence decay during compression is remarkable.
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Figure 4.42: Comparison between computed and experimental evolution of specific kinetic energy (a)
and rms of the specific kinetic energy (b) on the low-resolution measurement window

4.4 Conclusions

This work presented a comprehensive methodology for full-cycle simulations in IC en-
gines. To this end, multiple deforming grids were used and created by a Cartesian,
body-fitted mesh generator, snappyHexMesh, available in the OpenFOAM code. The
portion of cycle covered by each mesh is mainly limited by prescribed quality parame-
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4.4. Conclusions

ters (skewness, non-orthogonality), its topological or geometrical validity. Grid points
are displaced by means of a finite-volume based automatic mesh motion technique.
The possibility to employ an automatic mesh generator significantly reduces the re-
quired amount of user pre-processing time, since only a cleaned template geometry has
to be provided at a prescribed initial position. The grid generator tool supports bound-
ary layer creation and local refinement, allowing a better prediction of incoming cylin-
der flow and other relevant physical phenomena. Finally, the Cartesian mesh structure
strongly reduces the mesh non-orthogonality, making possible to employ high-order
schemes.

The proposed approach was validated by performing RANS simulations at non-
combusting conditions for an optical engine whose data were available in the ECN
database. In particular, effects of mesh structure and numerical schemes were evalu-
ated by testing different configurations. Accurate, full-cycle simulations are possible,
however mesh structure and in particular size close to the valves play a big role in com-
puted results, probably even more than the approach used for turbulence. To this end,
the possibility to incorporate adaptive local mesh refinement in the proposed method-
ology appears to be of great importance to improve the quality of results.
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CHAPTER5
Automatic mesh generation applied to an engine

sector case

5.1 Introduction

The last section of this work presents an extension of the automatic mesh generation
process, discussed in the previous chapter, to sector engine cases. Referring to gen-
eral literature, CFD simulations of Diesel engines have been traditionally performed
using a sector model corresponding to one hole of the fuel injector. Only recently some
interest has grown towards the analysis of the entire cylinder domain in order to inves-
tigate the spray-to-spray interaction or perform a full cycle simulation. Though, when
these aspects are considered of second order interest, sector simulations are the com-
mon practice. Furthermore many commercial software are lately adopting unstructured
Cartesian grids instead of the classic structured polar meshes. This gives the possibility
to define a grid that is independent of spray direction and domain geometry, and for
which cell tangential size is not a function of the distance from the cylinder axis.

In this chapter a sensitivity analysis on mesh size is presented. RANS simulations of
three different grid structures were carried out with the aim of evaluating and validat-
ing the mesh generation process. To give completeness and general applicability to the
analysis, a closed cycle including fuel injection and combustion was simulated. Global
quantities such as heat release and in cylinder pressure were compared with experi-
mental measurements taken on a CAT 3512 engine as well as a qualitative analysis was
carried out in terms of spray related quantities and flame structure evolution in time.
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Chapter 5. Automatic mesh generation applied to an engine sector case

5.2 Peculiarities of sector cases

As already seen in Chap. 4, the methodology previously presented was developed with
the aim to simulate full-cycle simulations under "cold flow" conditions. In order to
extend the same concepts to sector cases involving fuel injection and combustion,
some additions were necessarily needed. In particular, the use of sector meshes im-
plies the adoption of cyclic boundary conditions on the two correspondent sides of the
grid. This feature is not immediately applicable to meshes generated with the snappy-
HexMesh utility unless Arbitrary Mesh Interface (AMI) [97] is involved. As explained
in Sec. 4.2.3, the output of the mesh generation process is a consequence of the intersec-
tion of a block made of hexahedral elements with the surface of the desired geometry
provided in stereolithography file format. This intersection results in a body fitted mesh
conforming to surface boundaries and properly accounting for the main geometry de-
tails including sharp edges. Even if the generation process is well controllable through
a multitude of parameters, it is not to the point the user can control or know the actual
position of cell vertexes a priori. They are calculated by means of an iterative process
which results in a locally random positioning. Hence it is practically impossible to
obtain a symmetrical mesh structure, especially for what concerns the side boundaries.
Indeed they could be generated, not only with non-matching vertexes, but even with a
different number of cell faces.

An attempt to employ AMI was made, motivated by the possibility of using the
code as it was, with only minor changes. Nevertheless, the available implementation
of this boundary condition in OpenFOAM is thought for simulations across discon-
nected, but adjacent, mesh domains where the latter can be stationary or move relative
to one another. The application to sector meshes resulted in wrong estimations of gra-
dients across the side boundaries and consequent instabilities because of the not perfect
matching of the two sides due to the mesh generation process.

To overcome this problem, the best solution was to perform the implementation of
a new methodology for symmetrical mesh generation in which both geometrical and
topological correspondence between the two sides was achieved.

5.3 Generation of symmetrical meshes

In this section a brief description of the generation process of a single sector mesh
is given. A new sub-algorithm was added to the main process in order to guarantee a
symmetrical structure of the grids and the flowchart in Fig. 5.1 summarizes the different
steps that are necessary for obtaining the desired output.

The algorithm starts with a perfectly symmetrical template (in the stl format) that
has been previously created at TDC and then moved by the main algorithm to the target
crank angle using the createEngineStl utility. Here, symmetry on the stl file needs to
be guaranteed because it will be crucial for the correct generation of the central plane
of the mesh.

Then, one of the two side patches of the surface file is extracted, copied and rotated
to match the symmetry plane of the sector. This operation individuates a reference
plane that will be used during the snappyHexMesh phase to create the symmetry plane
of the final mesh.
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5.3. Generation of symmetrical meshes

Perfectly symmetrical STL at 

target crank angle moved 

with the utility 

createEngineStl

Generation of the 

dynamic blockMeshDict

and creation of the 

blockMesh

Extraction and rotation of 

one of the side patches to 

create an STL of the 

symmetry plane

Creation of the entire 

non-symmetrical 

mesh using 

snappyHexMesh

Extraction of half of the mesh 

by means of the subsetMesh

utility

Flattening of the symmetry plane and the only side 

patch over user-defined planes using 

fixPointsOnPlane

Mirroring of the mesh 

using the command 

mirrorMesh

Creation of a cellSet

including only one half of 

the domain using topoSet

Extrusion of the crevices 

area to create the crevices 

region (optional)

Combination of several topoSet and 

createPatch to correctly define all the 

boundaries including the cyclic patches

Figure 5.1: Step-by-step procedure for symmetrical grids generation.

The next step is the generation of an optimized dictionary (blockMeshDict) that
contains all the necessary information for the creation of the block to be used for the
snappyHexMesh phase. Fig. 5.2 shows the structure of a block for a full 3D case. The
application on a sector mesh is completely equivalent and three main zones and one
interface are identified.

Figure 5.2: Optimized dynamic blockMesh for a full geometry engine case.
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Chapter 5. Automatic mesh generation applied to an engine sector case

The cylinderHead block is fixed in space and the piston one moves rigidly with
the piston so that the respective intersections with the cylinder head and the piston are
always the same. This allows to keep the same mesh structure in those regions for
every grid. The two central blocks are those intersecting the cylinder and the large one
is the only one that sees a variable number of elements during the engine cycle. The
pistonLinerInt block is a one cell layer interface and helps having a predefined mesh
size when the piston approaches the TDC and the liner block gets removed.

Once the blockMeshDict is defined and the starting block is created, an entire non-
symmetrical mesh is generated by means of the snappyHexMesh utility. Using the stl
of the symmetry plane previously created, a baffle is introduced on the middle plane of
the sector. This allows snappyHexMesh to preserve details of the edges in that area so
that the next phases can be performed properly.

After the mesh creation, a set of cells belonging to only one half of the domain
is identified and subsequently isolated from the other half which gets removed using
the subsetMesh utility. The result of this operation is one half of the final mesh that
before being duplicated needs some additional pre-processing. In particular the side
and the symmetry plane need to be flattened on the plane they belong, each one for
its own reason. Every face on the side patch needs to have the same normal as the
geometric plane they belong, so that the gradients on the cyclic boundaries can be
correctly calculated. For what concerns the symmetry plane, it has to be flat and lie
perfectly on the xz plane for the mirroring phase to be carried out correctly.

Once the half mesh is ready, the mirrorMesh utility generates the second half of the
grid that results perfectly symmetrical with respect to the other side. Here, an optional
task can be performed if the user needs to generate the crevices volume for the eventual
compression ratio compensation. Last operation is the correct identification of all the
boundaries including the cyclic patches.

Figure 5.3: Some of the possible obtainable outputs
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5.4 Application to an industrial case

5.4.1 CAT3512 engine data

A CAT engine was selected to test and validate the mesh generation methodology. Ex-
perimental measurements of global quantities were available for the CAT 3512 engine
and the following tables summarize the main data relative to geometry, injection system
and operative conditions.

Table 5.1: Geometrical data and injection characteristics of the CAT 3512 engine

Table 5.2: Initial and boundary conditions at 90◦ before TDC

5.4.2 The solver: CCMDieselEngineDyMFoam

The solver selected for the validation phase allows the user to perform engine calcu-
lations involving moving meshes: add/removal layering and cells deformation (com-
pression and expansion) are supported. Detailed chemical kinetic is included and cou-
pled with multidimensional Chemistry Coordinate Mapping (CCM) discretization [98]
and In Situ Adaptive Tabulation (ISAT) (see [99]). Mixture fraction, temperature and
species concentration are used to map the CFD domain and reduce the computational
resources dedicated chemistry calculation. Similar cells with close values of the three
variables are grouped together according to user-defined spans that discretize the whole
range in which the variables are defined. The reaction rate is computed only once for
each group of cells and then returned to the CFD domain as a source term for the energy
equation.
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Chapter 5. Automatic mesh generation applied to an engine sector case

5.4.3 Mesh generation strategy and case setup

Defining with 360◦ the TDC corresponding to the fuel injection and combustion, the
simulation starting point was fixed at 270◦. The reason for this decision relates to the
lack of information about the flow field at the Inlet Valve Closing (IVC) and the impos-
sibility to run a full open cycle simulation to create it. The only available information is
the estimation of the swirl profile, so having to start from a situation in which the fluid
is almost still, the best option is to place the piston in a position in which acceleration
is zero, hence the choice to start from 270◦ was made to reduce possible instabilities at
the beginning of the simulation.

For what concerns the initial conditions estimate, a 0-D model was employed to
match the experimental pressure during the compression phase. The inputs for the
model were the initial chemical species composition, the total average cylinder mass
(derived from air total flow rate) and the EGR percentage. An estimate of the polytropic
curve exponent was made to match the pressure trace and finally a couple of plausible
values for initial pressure and temperature were computed.

Three different mesh series were created in order to run a sensitivity analysis on
minimum mesh size of the nozzle region. Typical engines CFD applications are lately
adopting minimum sizes around 0.25 mm. Due to the injection nozzle size (diameter
of 0.296 mm) a minimum size of 0.35 mm was chosen for the reference case. 0.5 mm
and 0.25 mm were chosen respectively to test the possibility of using a coarser mesh
and to evaluate the robustness of the Eulerian-Lagrangian approach when void fraction
values are very high in the vicinity of the injector nozzle (causing the invalidation of
the diluted spray assumption). Fig. 5.4 shows the cell count along the whole simulation
for the three different mesh sizes.
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Figure 5.4: Cell count vs Crank Angle on varying mesh size
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5.4. Application to an industrial case

In Fig. 5.4, cell counts for the 0.25 mm and the 0.5 mm coincide up to the start of
injection (SOI) at 353◦. Also, cell count of the 0.5 mm has a counterintuitive trend,
being always greater than the 0.35 mm case. This is related to the choice of the base
mesh size, done when the initial block was defined. 0.5 mm and 0.25 mm cases shared
the same block with a base size of 4 mm, while the 0.35 case had a 5.6 mm base size.
The only difference between the two 4 mm cases was in the near nozzle area where the
finest size case, as done in the reference one, had a spherical refinement region that was
missing in the 0.5 mm (see Fig. 5.5).

Figure 5.5: Comparison of the three different mesh structures

This strategy is motivated by two different reasons. If the same approach used for
the 0.25 and the 0.35 mm cases was extended to the 0.5 mm one, a base mesh size
of 8 mm would have been necessary, leading to too large cells in the far nozzle region
(especially around the squish area) and to a poor description of the flame structure from
the final moments of the injection on (when the flame reaches the above-mentioned
area). Furthermore, the missing refinement in the nozzle area gave the opportunity to
evaluate the behavior of both spray and jet whether a mesh size jump was present or
not.

The whole mesh generation process required 3 to 5 hours for creating the grids on
a 12 processor machine. Another hour should be added for the pre-processing related
to the stl creation and to the setting of the snappyHexMesh dictionary leading to a total
pre-processing user time contained within a working day.

Among all the employed submodels, k-epsilon was selected to model turbulence
while Blob model and KHRT for injection and spray breakup. All the submodels were
tuned according to the values adopted for the study shown in Chap. 3. Same choices of
Chap. 3 were made for collision and dispersion model as well, and therefore were not
included.

To model fuel, n-tetradecane was chosen for physical properties and n-heptane for
chemistry as done by Krishnasamy et al. in [100]. Reduced chemical kinetic mecha-
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Chapter 5. Automatic mesh generation applied to an engine sector case

nism for n-heptane was provided by CAT and was characterized by 42 species and 168
reactions.

5.5 Validation of the methodology

5.5.1 Heat release and in-cylinder pressure

As already pointed out in the introduction to this chapter, the new methodology for
automatic cartesian grids generation for sector engine cases was tested and validated
by means of a sensitivity analysis. Both minimum mesh size in the near nozzle region
and general mesh size all over the whole domain were varied to test goodness and
robustness of the approach. Here, instantaneous and integral apparent heat release as
well as in cylinder pressure are compared with available experimental data and, together
with a qualitative analysis of global spray quantities, some conclusion will be drawn at
the end of the chapter.
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Figure 5.6: Apparent rate of heat release rate vs time

Figs. 5.6 and 5.7 show respectively instantaneous and integral apparent heat release.
Looking at the latter it can be seen that the final value of total heat release is well com-
puted for all the three cases. This gives confidence that the chemical kinetic mechanism
and the chemistry model are able to model correctly the Lower Heating Value (LHV)
associated to the fuel. Some differences can be seen in the first 50 degrees after the SOI,
and this is confirmed in Fig. 5.6 which shows how apparent heat release rate is over-
estimated during the injection phase. The explanation behind this behavior is probably
connected to different reasons that can be either acting at the same time or not.

The input injection law used for the simulations could be probably anticipated with
respect to the real one. There were no available information about hydraulic delay
and a shift of 1.5 crank angle degrees toward TDC could lead to a better matching of
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5.5. Validation of the methodology

experimental heat release rate. Also, the lack of information about an experimental
analysis of spray morphology lead to the choice of using the same setup adopted in
Chap. 3. In the CAT 3512 engine, injector nozzle is three times larger than the Spray A
one, so a better tuning of the breakup model constants could possibly help improving
spray atomization and delaying ignition of the fuel. There are some doubts concerning
also the total injected mass. The used value is the mere division of the total mass per
cycle used by the whole engine. No data are available for the single cylinders, so there
is no guarantee the employed value is correctly estimated. Finally, the choice of using a
surrogate fuel to model Diesel and the use of a reduced mechanism for n-heptane could
play a role in the prediction of ignition delay. However, for the purposes of this work
and because of the very high computational resources involved, this approximation was
considered of second order interest.

Aside from the discrepancies with experimental measurements, it is possible to state
that mesh size did not influence heavily the results. Minimum mesh size around the
nozzle affected vapor diffusion in the 0.5 mm case during early stages of injection (see
Figs. 5.12 and 5.13). It is believed that the lower jet penetration caused a slower heat
release in the 365-380 CA-deg interval and lead also to some small differences in the
in-cylinder pressure plot.
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Figure 5.7: Integral of the apparent heat release rate vs time

The unphysical peaks visible on the heat release rate plot (at 377, 387, 395 CA-deg
and so on) were due to the mapping process from one mesh to the next one. When
detailed mechanisms are involved, a lot of intermediate chemical species are created
during the calculations. A mapping process involving up to 30-40 species inevitably
introduces an error in the local conservation of the species themselves. Among the
available methods the mapNearest was chosen. It gave the chance to map each specie
by copying the exact value stored in the cell having the closest cell center compared to
the one in the new mesh. The smaller is the cell deformation during compression and
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Chapter 5. Automatic mesh generation applied to an engine sector case

expansion, the more accurate will be the meshing process. Indeed it was found that
reducing the validity range of a mesh helped smoothing down the peaks in correspon-
dence of the mapping operations.
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Figure 5.8: In-cylinder pressure
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Figure 5.9: Detail of the in-cylinder pressure around TDC and first part of expansion

Figs. 5.8 and 5.9 show in-cylinder pressure during the whole simulated time range.
Pressure is generally overestimated and consistent with heat release rate. The pressure

118



i
i

“thesis” — 2015/3/2 — 22:55 — page 119 — #131 i
i

i
i

i
i

5.5. Validation of the methodology

peak position is well predicted, confirming that total injected mass could be the possible
reason for the overestimation of pressure and heat release. No difference was found
between the 0.35 mm and the 0.25 mm cases, showing the possibility of good grid
convergence on varying minimum mesh size.

5.5.2 Analysis of the spray

Figs. 5.10 to 5.15 show a qualitative analysis on spray global parameters. The unavail-
ability of experimental data makes this analysis weak on the quantitative side, so this
part of the validation will focus only on the assessment of mesh size influence on spray
behavior.

Fig. 5.10 displays temporal evolution of liquid length, whose definition is the same
adopted in Chap. 3 (i.e., based on 99% of liquid mass in system). Steady state value of
liquid penetration was practically the same for all cases, quantified in 28-30 mm from
the injector nozzle. Small differences were found in the settling in period that becomes
larger on increasing mesh size. Nevertheless, differences were contained within one
crank angle degree and seemed to converge to the value calculated for the 0.25 mm
case. Also 0.35 mm and 0.25 mm cases are more similar to each other than how they
are compared to the 0.5 mm one, possibly confirming the convergence trend.
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Figure 5.10: Calculated liquid length vs time

The same behavior was found for vapor penetration through the chamber. Results
tended to converge to those of the 0.25 mm case. Differently than liquid length, jet
penetration showed higher differences due to the choice of mesh size: the 0.5 mm case
tended to predict a lower penetration during the early stages of the injection phase and
until it reached the piston bowl (367 CA-deg). The reason behind this behavior could
be related to a different way the momentum exchange between liquid and gas phases
happened on varying mesh size. Indeed, when a finer mesh is used, momentum is given
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Figure 5.11: Detail of calculated liquid length around TDC

to a smaller volume and hence mass of gas. Therefore this led to a higher increase in
gas velocity and to a deeper and faster penetration of the fuel vapor jet. The fact that
some convergence is shown does not mean that the obtained results are accurate. Only
a quantitative comparison with experimental data could help drawing some conclusions
on the goodness of the shown grid convergence.

0.0

10.0

20.0

30.0

40.0

50.0

60.0

70.0

80.0

90.0

350 355 360 365 370 375 380 385 390 395 400

Je
t 

P
e

n
e

tr
a

ti
o

n
 [

m
m

]

Crank Angle [deg]

Jet Penetration vs Time

0.25 mm

0.35 mm

0.50 mm

Figure 5.12: Calculated vapor penetration vs time
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Figure 5.13: Detail of calculated vapor penetration around TDC
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Figure 5.14: Calculated Sauter Mean Diameter vs time

The last spray global quantity to be analyzed is Sauter Mean Diameter. As already
pointed out, the calculated value is only an indication of the measure of the SMD, but
without experimental measurement nothing could be said in quantitative terms. Nev-
ertheless, the qualitative assessment of this parameter confirms what already stressed
previously in this section: a good agreement between the three cases was reached,
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showing some differences in the early stages of the injection phase where the spray of
the 0.25 mm case tended to atomize more and faster than the other two cases. Starting
from 355.2 CA-deg, 0.25 mm and 0.35 mm cases gave the same results, while the 0.5
mm needed more time to adjust to the other two. The steady state value of the SMD
is probably more driven by the evaporation of smaller droplets due to the happening
combustion than to spray breakup. A better way to asses possible differences between
the three grids could be to run the same simulations in non-reacting conditions.
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5.5.3 Flame structure analysis

This section presents an analysis of flame structure carried out in both CFD and mixture
fraction domains. The Z-T graphics have been plotted for the first stages of combustion
and then every 5 CA-deg up to 375◦. Ignition of fuel happens around 354.75◦ and it is
faster for the 0.25 mm and the 0.35 mm cases than for the 0.5 mm one. Peak values
and position are consistent among the three cases and located around the stoichiometric
value of mixture fraction (0.05). One difference that can be seen along the CA-deg span
is related to the tail values on the Z coordinate. The finer is the mesh, the higher is the
maximum Z: this is intrinsic to minimum mesh size; indeed using a finer mesh it is
possible to describe better peak values of any quantity, while on growing size these
peaks are smoothed down.

Looking at the Z-T plots evolution in time, it could be noticed how the thickness
grows with crank position. Because of the nature of these plots, no information in
the physical space could be extracted, but some conclusions could still be drawn. Be-
cause of volume variation due to piston movement, thermodynamic condition of the
fresh mixture varied with time as a consequence of compression and expansion. Dif-
ferent points with similar mixture fraction and reacting in successive moments, lead to
different final temperatures. In particular, especially during expansion, fresh mixture
temperature decreased causing lower flame temperatures, hence the thickening of the
plots towards lower values of T.

Last analysis of this section concentrated on the contours of temperature and in
general on flame structure in the physical domain. First detail that is immediately
noticeable is that flame growth was faster when finer mesh were used. Indeed, following
the flame attachment point on the piston bowl it easy to notice that the 0.5 mm case had
a slower development of the flame in accordance to the slower and lower penetration
of the vapor discussed in Sec.5.5.2 (see Figs. 5.12 and 5.13). In general the three
flames were very similar to each other and the most appreciable difference was in the
contour of equivalence ratio. Especially at 375 CA-deg, the 0.5 mm case showed a
wider contour, possibly related to a different estimation of the flow field.

One detail that could be seen in all meshes and especially in the 0.35 mm case is the
size of the elements in the squish area. Probably a further refinement in that area would
have given the opportunity to describe better the flame structure in a region whose
interaction with walls is very important. At the same time this would have increased
heavily the number of cells, consequently affecting computational time demands.
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Figure 5.16: Z-T distribution at 354.75 CA-deg. Minimum mesh size 0.25 mm

Figure 5.17: Z-T distribution at 354.75 CA-deg. Minimum mesh size 0.35 mm

Figure 5.18: Z-T distribution at 354.75 CA-deg. Minimum mesh size 0.50 mm
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Figure 5.19: Z-T distribution at 355 CA-deg. Minimum mesh size 0.25 mm

Figure 5.20: Z-T distribution at 355 CA-deg. Minimum mesh size 0.35 mm

Figure 5.21: Z-T distribution at 355 CA-deg. Minimum mesh size 0.50 mm
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Figure 5.22: Z-T distribution at 360 CA-deg. Minimum mesh size 0.25 mm

Figure 5.23: Z-T distribution at 360 CA-deg. Minimum mesh size 0.35 mm

Figure 5.24: Z-T distribution at 360 CA-deg. Minimum mesh size 0.50 mm
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Figure 5.25: Z-T distribution at 365 CA-deg. Minimum mesh size 0.25 mm

Figure 5.26: Z-T distribution at 365 CA-deg. Minimum mesh size 0.35 mm

Figure 5.27: Z-T distribution at 365 CA-deg. Minimum mesh size 0.50 mm
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Figure 5.28: Z-T distribution at 370 CA-deg. Minimum mesh size 0.25 mm

Figure 5.29: Z-T distribution at 370 CA-deg. Minimum mesh size 0.35 mm

Figure 5.30: Z-T distribution at 370 CA-deg. Minimum mesh size 0.50 mm
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Figure 5.31: Z-T distribution at 375 CA-deg. Minimum mesh size 0.25 mm

Figure 5.32: Z-T distribution at 375 CA-deg. Minimum mesh size 0.35 mm

Figure 5.33: Z-T distribution at 375 CA-deg. Minimum mesh size 0.50 mm
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Figure 5.34: Flame structure at 355 CA-deg. Minimum mesh size 0.25 mm

Figure 5.35: Flame structure at 355 CA-deg. Minimum mesh size 0.35 mm

Figure 5.36: Flame structure at 355 CA-deg. Minimum mesh size 0.50 mm
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Figure 5.37: Flame structure at 360 CA-deg. Minimum mesh size 0.25 mm

Figure 5.38: Flame structure at 360 CA-deg. Minimum mesh size 0.35 mm

Figure 5.39: Flame structure at 360 CA-deg. Minimum mesh size 0.50 mm
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Figure 5.40: Flame structure at 365 CA-deg. Minimum mesh size 0.25 mm

Figure 5.41: Flame structure at 365 CA-deg. Minimum mesh size 0.35 mm

Figure 5.42: Flame structure at 365 CA-deg. Minimum mesh size 0.50 mm
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Figure 5.43: Flame structure at 370 CA-deg. Minimum mesh size 0.25 mm

Figure 5.44: Flame structure at 370 CA-deg. Minimum mesh size 0.35 mm

Figure 5.45: Flame structure at 370 CA-deg. Minimum mesh size 0.50 mm
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Figure 5.46: Flame structure at 375 CA-deg. Minimum mesh size 0.25 mm

Figure 5.47: Flame structure at 375 CA-deg. Minimum mesh size 0.35 mm

Figure 5.48: Flame structure at 375 CA-deg. Minimum mesh size 0.50 mm
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5.6 Conclusions

This chapter presented an improved and extended version of the methodology explained
in Chap. 4. The possibility to employ automatically generation of Cartesian meshes for
sector engine cases with OpenFOAM was shown to be feasible. The new implementa-
tion was tested on a CAT Engine by means of RANS simulations and sensitivity anal-
ysis on varying minimum mesh size. Three different structures were evaluated with
the aim of investigating eventual spray-grid dependency and ability to predict global
quantities like heat release and in-cylinder pressure.

The adoption of three different minimum mesh sizes (0.25, 0.35 and 0.5 mm) glob-
ally led to similar results. The two finer grids resulted to be very consistent with each
other in terms of heat release and pressure, while the coarser one showed a slight overes-
timation of cumulated heat release. However, all of them were able to catch the general
trend, even if some differences were found in terms of instantaneous heat release and,
consequently, in-cylinder pressure.

Good grid convergence was found in all the analyzed quantities. In particular, the
0.35 and 0.25 mm cases gave very similar results in terms of liquid spray behavior:
both steady state values and transient trends were caught similarly in a monotonic trend
that included also the 0.5 mm case. Nothing could be said in terms of accuracy of
these results. Only new studies including further experimental measurements would
help understanding the goodness of the spray setup.

Finally, an analysis in terms of flame structure in both CFD and mixture fraction
domain was carried out. The three meshes were able to describe a plausible flame and
good qualitative convergence was obtained on decreasing minimum mesh size. Again,
nothing could be said in terms of accuracy for which a comparison with experimental
measurements run on an engine with optical access would be needed.
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CHAPTER6
Final conclusions

Preliminary conclusions have been drawn already at the end of each chapter. These last
part will discuss the thesis as a whole trying to give an overview of the achieved results.

Every effort made during the PhD course was in the direction of improvement and
innovation. The approaches here discussed represented an attempt of reducing variabil-
ity in engine simulations involving Eulerian-Lagrangian modeling of Diesel sprays and
adoption of Cartesian meshes. Everything was made in order to make these method-
ologies applicable to industrial cases, especially heavy-duty applications.

Chap. 3 discussed a new approach for Eulerian-Lagrangian interaction based on the
DDM by Dukowicz [13]. The way parcels and mesh interact was changed by placing
a spherical volume around each parcel. This led to a strong reduction of results depen-
dence on the injector position within the hosting cell, i.e., on the path followed by the
parcel within the Eulerian domain.

The new approach was successfully validated by comparing numerical result with
experimental measurement of the ECN Spray A. A sensitivity analysis was carried out
on varying initial and boundary conditions and also on varying spray-grid mutual ori-
entation. Results showed a good ability of the employed submodels to predict trends
and numerical values on varying ambient density and injection pressure. Spray mor-
phology was shown to be practically independent of nozzle position and both global
and local parameters analysis were performed. When applied to a full 3D engine case,
the SVI approach was able to reduce appreciably nozzle-to-nozzle differences in terms
of mixture fraction and axial velocity profiles.

Chap. 4 and Chap. 5 introduced a novel approach for automatic mesh generation
of Cartesian grids for engine simulations. Both an open cycle and a closed one were
simulated to assess the validity of the new methodology. Chap. 4 focused on the com-
parison of RANS simulations with a large set of experimental data available for the
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Chapter 6. Final conclusions

Sandia TCC engine. Different mesh structures and discretization orders were tested
showing that accurate, full-cycle simulations are possible. However mesh structure and
in particular size close to the valves played a big role in computed results, probably even
more than the approach used for turbulence. Last chapter showed that this methodology
could be extended to sector cases. An industrial engine was simulated and results were
compared to available experimental data. Where experimental measurement were not
available a qualitative analysis was performed on global spray related quantities and on
flame structure. Results showed a good ability of catching the trends of experimental
apparent heat release and in-cylinder pressure. Nevertheless, there is much space for
improvement and the possibility of simulating an optical engine for which experimen-
tal data involving combustion are available could give the chance to assess better the
capabilities of the new methodology.
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APPENDIXA
KHRT break-up model

The implementation of the KHRT model adopted in this work combines two models
in a competing manner: the Kelvin-Helmoltz (KH) and the Rayleigh-Taylor (RT). The
first model applied by the algorithm is the RT. If the conditions to apply it are not
satisfied, the algorithm proceeds to apply the KH routine.
In the near nozzle region the governing breakup mechanism is the one modeled by the
Kelvin-Helmoltz theory. Reitz [7] showed that the wave-breakup theory describing the
development of KH instabilities on a jet surface can be applied to model both primary
and secondary atomization of droplets. In KH model the breakup time is computed as
follows:

τKH = 3.788B1
rp

ΛKHΩKH
(A.1)

where ΛKH and ΩKH are respectively wavelength and maximum growth rate of the liq-
uid surface perturbations usually caused by effects of the inner nozzle flow, e.g. by
turbulence within the liquid phase. The full analytical formulation can be found in
the work of Reitz [7] who proposed also the curve-fits of numerical solutions that are
reported here:

ΛKH = 9.02 rp
(1 + 0.45

√
Oh)(1 + 0.4Ta0.7)

(1 + 0.865We1.67g )0.6
(A.2)

ΩKH =
(0.34 + 0.38We1.5g )

(1 + Oh)(1 + 1.4Ta0.6)

√
σ

ρlr3p
(A.3)

During the KH routine the parent parcel can undergo two different mechanisms. The
first is the enlargement of the droplet that can only occur if simultaneously τKH is larger
than the perturbations lifetime and the wavelength satisfies the relation rp < B0λKH
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Appendix A. KHRT break-up model

(whit B0 constant of the KH model usually equal to 0.61). This mechanism can occur
only once for each parcel and only if the other mechanisms have not occurred yet.

rp,new = min


3

√
3πr2p

Urel

2ΩKH

3

√
3r2p

ΛKH

4

(A.4)

The second mechanism in KH is also the main one. If the child droplets radius rc =
B0λKH is smaller than the parent droplet radius the KH algorithm checks if stripping
breakup can occur. Due to the breakup and generation of new small droplets, the size of
the original droplet is reduced. The temporal change in diameter of the parent droplet
is given by:

drp
dt

= −rp,new − rc
τKH

(A.5)

from which through an implicit integration it is possible to obtain the updated radius of
the parent droplet:

rp,new =
frc + rp

1 + f
(A.6)

with f = ∆t/τKH.
The stripped mass is calculated as:

ms = mp

(
1−

d3p,new
d3p

)
(A.7)

whit which it is possible to calculate the number of droplets in the child parcel:

Nc =
6ms

ρlπd3c
(A.8)

If the number of child droplets, Nc, is larger than the number of droplets contained in
the parent parcel, Np, the breakup occurs and a new parcel of mass ms is generated.
To save computational resources the stripped mass is accumulated till it reaches the 3%
of the parent parcel mass [29], when the breakup occurs. During and after this phase the
total number of droplets in the parent parcel is conserved. This means that a parcel that
undergoes only KH breakup will have always the same number of droplets assigned at
the moment of the injection. This is done because the idea is to describe the stripping
breakup as a detachment of mass from the parent droplet to create new droplets. Since
in a parcel the included droplets are all equal and they undergo the same mechanisms,
the behavior has to be the same and they have to generate at least one child droplet each.
Once a new parcel is generated it is given the same temperature and physical location
as the parent and the radius is given rc = B0λKH . It is given the same velocity in terms
of magnitude but it is also introduced a small deviation from the original direction by
means of casual generation of the two components in the plane orthogonal to the parent
parcel direction.
Downstream of the nozzle Rayleigh-Taylor breakup takes place. The RT breakup model
is based on the theoretical considerations of Taylor [30] who investigated the stability
of liquid-gas interfaces when accelerated in a normal direction with respect to the plane
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that contains them. If the directions of acceleration and density gradient are concordant
the interface will result stable, otherwise Rayleigh-Taylor instabilities can develop. In
the case of a liquid droplet decelerated by drag forces in a gas phase, these instabilities
may grow at the trailing edge of the droplet.The droplet acceleration is expressed as:

ad =
3

8
Cd
ρg
ρl

|urel|2

r
(A.9)

where Cd is the drag coefficient and urel is the relative velocity between liquid and gas.
The gas velocity is interpolated at the parcel position using the technique explained in
Sec. 3.2.7. By means of the droplet acceleration it is possible to calculate the frequency
and wavelength of the fastest growing waves:

ΩRT =

√
2

3
√

3σ

[|ad|(ρl − ρg)]3/2

ρl + ρg
(A.10)

ΛRT = CRT2π

√
3σ

|ad|(ρl − ρg)
(A.11)

In the Eqs. A.10 and A.11 σ is the surface tension and CRT is a tunable constant to allow
a modification of the effective wavelength. It accounts for unknown effects of initial
conditions like turbulence and cavitation inside the nozzle on the secondary breakup.
RT breakup occurs only if the wavelength ΛRT is smaller than the the droplet diameter
and if the lifetime of the instabilities is greater than a breakup time calculated as:

τRT =
Cτ
ΩRT

(A.12)

with Cτ as a tunable constant for reducing or increasing the break-up time to match
experimental results. Furthermore in this implementation of the KHRT, the use of a
breakup length was made. RT breakup is completely excluded if the distance between
the parcel and the injector nozzle is smaller than a certain threshold calculated as fol-
low:

Lbu = Cbudnoz

√
ρl(Tinj)

ρg
(A.13)

Here Cbu is a tunable constant and the liquid density value is taken at the injection tem-
perature. The use of a breakup length is justified in [33], [101] and [102]: experimental
results have shown that diesel spray penetration has different rates within and beyond
a breakup length near the nozzle exit and this may be attributed to the existence of an
intact liquid core close to the nozzle. The used threshold allows to catch better this
behavior. Tab. A.1 summarizes the values adopted for each constants present in the
KHRT breakup model:

B0 B1 CRT Cτ Cbu
0.61 25 0.2 0.2 25

Table A.1: KHRT breakup model constants
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