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Abstract

The commercially available 100 Gbit/s optical channel employs coherent modulation and
demodulation allowing transmission over long distances, up to thousands of kilometers,
but for short distances the cost of a coherent receiver can be overkill. In literature
there are several techniques, based on advanced different digital modulation schemes,
that reduce the complexity of the transmitter or the receiver, allowing a more cost-
effective solution. The contribution of this work is the design and implementation of a
communication system employing Discrete Multitone (DMT) modulation with bit and
power loading, transmitted using an externally modulated laser in C-band, optically
amplified, and received with a single photodiode (direct detection). After the design of
the system followed by numerical simulations, it has been experimentally tested both in
back-to-back and over several spans of Standard Single-Mode optical Fibers (SSMFs), up
to 80 km. We studied and adopted Single Side-Band (SSB) at the transmitter to increase
spectral efficiency and reduce the effects of Chromatic Dispersion (CD).

This work is organized as follows. After the introduction, in chapter 2 we present the
main concepts of optical communications. Chapter 3 presents the theory of multi-channel
modulation (such as DMT), comparing it with single-channel techniques. Chapter 4
shows channel capacity for multi-channel modulation scheme and the Levin-Campello
bit and power loading algorithm.

After reviewing the state-of-the-art, in chapter 5 is presented the system design, along
with the algorithms we developed, and the experimental setup; the results are showed in
chapter 6. The results we obtained are very promising since we measured a pre-Forward
Error Correction (FEC) Bit Error Rate (BER) below the standard hard-decision FEC

threshold. Chapter 7 presents the conclusions of this work.
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Sommario

Il canale ottico a 100 Gbit/s comunemente utilizzato nei sistemi commerciali impiega una
modulazione e demodulazione coerente, e ciò permette di trasmettere a lunghe distanze,
dell’ordine di migliaia di chilometri, ma per trasmissioni su brevi distanze il costo di un
sistema di trasmissione coerente può essere eccessivo. In letteratura sono presentate varie
soluzioni, basate su diversi schemi di modulazione digitali che riducono la complessità
del trasmettitore o del ricevitore, e questo permette di ridurre il costo. Il contributo di
questo lavoro è lo sviluppo e l’implementazione di un sistema di comunicazione ottico
basato sulla modulazione Discrete Multitone (DMT), trasmesso con un laser modulato
esternamente nella banda C, amplificato con Erbium Doped Fiber Amplifier (EDFA) e
Semiconductor Optical Amplifier (SOA), e ricevuto con un singolo fotodiodo (rilevazione
diretta). Dopo la progettazione del sistema e la sua simulazione numerica, abbiamo
costruito un apparato sperimentale in cui abbiamo trasmesso il segnale a 100 Gbit/s sia
in condizione back-to-back (ossia trasmettitore collegato direttamente al ricevitore con
pochi metri di fibra), che lungo diverse distanze di fibra ottica standard monomodale
(SSMF), fino a 80 km. Abbiamo adottato una trasmissione a banda laterale singola (SSB)
per aumentare l’efficienza spettrale e ridurre l’impatto della dispersione cromatica (CD),
che, non compensata, è deleteria per distanze superiori a qualche chilometro.

Questa tesi è organizzata come segue. Dopo l’introduzione, nel capitolo 2 vengono
presentati i concetti fondamentali dei sistemi di comunicazione ottici, entrando nel det-
taglio sui principi utilizzati per questa tesi, come il modulatore Mach-Zehnder (MZM)
in niobato di litio (LiNbO3), rilevazione diretta di un segnale modulato in ampiezza,
dispersione cromatica e compensazione usando un segnale SSB. Nel capitolo 3 viene
presentata la teoria dei sistemi di trasmissione multicanale, comparandoli con i siste-
mi a singolo canale, e spiegando nel dettaglio i sistemi Orthogonal Frequency Division
Multiplexing (OFDM) e DMT. Nel capitolo 4 viene illustrata la capacità del canale DMT,
mostrando l’importante risultato che un sistema multicanale con allocazione ottimale
di potenza tra le sottoportanti può ottenere la capacità di un sistema a singolo canale
con equalizzatore Minimum Mean Square Error (MMSE)-Decision Feedback Equaliza-
tion (DFE) a lunghezza infinita. A partire da questi risultati viene mostrato l’algoritmo
Levin-Campello per l’allocazione di bit e potenza sulle varie sottoportanti con una bassa
complessità computazionale.

Dopo la revisione dello stato dell’arte, nei capitoli successivi viene presentato il contri-
buto di questa tesi, dal dimensionamento del sistema ai risultati sperimentali. Il capitolo
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5 presenta il dimensionamento dei vari sottosistemi, illustrando gli algoritmi di Digital
Signal Processing (DSP) usati nel trasmettitore e ricevitore e la loro implementazione,
spiengando infine l’apparato sperimentale. Nel capitolo 6 sono illustrati i risultati ot-
tenuti con l’apparato sperimentale, dove, dopo una calibrazione iniziale del sistema per
trovare i parametri ottimali, vengono mostrate le curve di Bit Error Rate (BER) sia in
back-to-back con l’aggiunta di rumore Amplified Spontaneous Emission (ASE), che dopo
20, 60 e 80 km di SSMF. I risultati sono molto promettenti dato che abbiamo misurato a
80 km un tasso di errore (BER) non codificato sotto la soglia di 3.8× 10−3 della codifica
di canale scelta. Nel capitolo 7 vengono illustrate le conclusioni con le problematiche
restanti per sviluppare un prodotto commerciale.
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Chapter 1

Introduction

Current transport networks are almost entirely built with optical fiber.

Research in communication over optical fiber started in the 1960s with the construc-
tion of the first laser [22] and optical fiber itself [17]. In the 1970s fiber technology was
further developed making actually possible to transmit information over optical fiber,
and in the 1980s started the first commercial deployments of optical fiber. Research was
led by the fact that the electrical transmission technologies, namely coaxial cables and
microwave links, were inadequate even at that period for transmission of high bitrates
over long distances.

Current high-speed optical transport systems are based on the 100 Gbit/s channel
[41], which employs Polarization Division Multiplexing (PDM)-Quadrature Phase-Shift
Keying (QPSK) coherent modulation and demodulation techniques for a line (gross) rate
of 112 Gbit/s; the coherent receiver will be explained in detail in section 2.2.2. The 100G
technology, initially developed in mid 2000s [40], started its commercial deployments in
2010s [39], and now is a mature and widely deployed technology. Systems with higher
speed are already commercially available and tested in field trials [27], and research is
going even further with single channel speed [32].

The coherent 100G channel has been proven flexible and efficient, but for short and
medium haul systems (up to 80 km), employed in metro networks, the standard 100G
channel can be overkill due to its high costs and complexity. A recent study by Cisco
[11] showed that in the next years metro networks will become more important due to
the use of Content Delivery Networks (CDNs) for video streaming, therefore there is a
growing research interest in these networks.

Several novel techniques have been proposed to tackle this problem [34], based on
advanced Digital Signal Processing (DSP) made possible due to the availability of fast
Analog-to-Digital Converters (ADCs) and Digital-to-Analog Converters (DACs); one of
the most promising techniques is Discrete Multitone (DMT). DMT has been developed in
the 1990s [7] for the use in Asymmetric Digital Subscriber Line (ADSL) systems (leading
to the ITU-T Recommendation G.992.1 [12]), was then proposed in the end of 2000s for
the use in Plastic Optical Fiber (POF) [18, 19], and during the last years its use was
proposed, initially by Fujitsu for 100G Ethernet [37], for medium reach optical transport
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2 CHAPTER 1. INTRODUCTION

systems (up to 80 km), with several experiments made by different companies [6, 25, 43].

Another novel application for DMT modulation are short-reach optical interconnects,
such as data-center communications, where, paired with cost-effective Directly Mod-
ulated Lasers (DMLs) like Vertical-cavity surface-emitting lasers (VCSELs), allow 100G
communications at an even smaller cost. Another work that we performed, using sim-
ilar software and experimental setup as the work done in this thesis, proved reliable
transmission up to 4 km of Standard Single-Mode optical Fiber (SSMF) [42].

Project goals

The final goal of this work is the development of a DMT-based medium reach cost-effective
communication system, suitable for 100G communications up to 80 km.

A special focus have been put in the complexity of the DSP algorithms for a future
implementation in an Application Specific Integrated Circuit (ASIC), and we put the
following constraints in order to reduce the cost and the complexity of the system:

• The communication is strictly unidirectional, without any feedback from the re-
ceiver to the transmitter;

• The receiver is based on a single photodetector;

• Transmission is performed over SSMF (ITU-T Recommendation G.652 [14], Table
B) over C-band (1550 nm).

Outline

This work is organized as follows. In chapter 2 we present the main concepts of optical
communications adopted for this work. We start discussing on the different techniques
used for modulation and detection of an optical signal, leading to the self-coherent solu-
tion as a trade-off between performance and complexity. We then present the features
of C-band, with its advantages, such as low loss and amplification with Erbium Doped
Fiber Amplifiers (EDFAs), and the main disadvantage of Chromatic Dispersion (CD). We
then present Single Side-Band (SSB) as a solution to compensate for CD and increase
spectral efficiency.

Then, in chapter 3, we present the theory digital communication focusing on the
techniques which can be used in the optical channel presented in chapter 2. We then
explain the differences between single-channel and multi-channel modulation, describing
in detail multi-channel schemes, such as Orthogonal Frequency Division Multiplexing
(OFDM) and DMT.

One of the main advantages of multi-channel modulation is the possibility to use
different power and modulation schemes for each subchannel, and this can be exploited to
increase the overall throughput. To do this, in chapter 4 we evaluate channel capacity for
multi-channel modulation, showing the important result that, with an optimal allocation
of bits and power, we can achieve the capacity of single-channel system followed by an
infinite-length Minimum Mean Square Error (MMSE)-Decision Feedback Equalization
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(DFE) equalizer, which is difficult to implement in a receiver for optical communications.
After that, we describe the allocation algorithms, leading to the Levin-Campello scheme,
which is the scheme we adopted in this work.

In chapter 5 we start presenting the contribution of this thesis, starting from the
detailed implementation of the DSP algorithms for DMT modulation and demodulation.
We then provide some calculations that we derived to solve some practical issues we en-
countered in the system design, such as the high Peak-to-Average Power Ratio (PAPR),
the delay between the In-Phase (I) and Quadrature (Q) components at the transmitter
and the Signal-Signal Beating Interference (SSBI), which is one of the main impairments
of self-coherent systems. After this, we show some models we developed to measure and
control the Carrier-to-Signal Power Ratio (CSPR), which is one of the most important
parameters of our transmitter, and we provide a model to predict the impact of trans-
mitter imbalances on a SSB system. At the end, we show the experimental setup we
built to test the system we developed.

The experimental results are shown in chapter 6. At the beginning we calibrate the
main parameters of the system (CSPR, transmit and receive powers) in optical back-
to-back, and we produce a Bit Error Rate (BER) curve with Amplified Spontaneous
Emission (ASE) noise loading with the aid of a Variable Optical Attenuator (VOA). Then
we transmit over several spools of SSMF, up to 80 km and, after another calibration, we
provide the BER curves with respect to the launch power. We anticipate that the results
are very promising, showing a BER under the Forward Error Correction (FEC) threshold
at 80 km with reasonable transmitter and receiver parameters, and this means that, with
further investigation, a commercial system can be built. The conclusions are detailed in
chapter 7.

Publications

The main part of this work has been accepted for oral presentation at European Con-
ference on Optical Communications (ECOC) 2015 [31]. The presentation focuses on the
SSBI compensation algorithm, the system design and the experimental results.

Additionally, a related work, where we transmitted 100 Gbit/s DMT modulation with
a directly modulated VCSEL over data center distances (up to 4 km), has been presented
at Optical Fiber Conference (OFC) 2015 [42].
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Chapter 2

Optical communications

In this chapter we will introduce optical fiber as a transmission media, focusing on the
different receiver and transmitter structures and their characteristics, and from them we
will present the self-coherent system as a compromise between coherent and non-coherent
communications. After these, we will explain the issue of chromatic dispersion and we
will present the method used in this work for compensating it. The main reference used
in this chapter is [1].

2.1 Introduction

A generic scheme of an optical communication system is shown in Figure 2.1.

The goal is reliably transmit bits from the source to the sink. The source sends bits
to the electrical transmitter, which maps the bits into an analog waveform x(t). Usually
the electrical transmitter is digital, i.e. all the processing is done digitally, and as a last
step a DAC generates the analog waveform.

The analog waveform is then used to modulate an optical carrier, e.g. light coming
from a laser, using a device called Electro/Optical Modulator (EOM); we use f0 to
indicate the carrier frequency, or equivalently λ0 = c/f0 in terms of wavelength. The
modulated light is then sent into an optical transmission system, which consists in various
spans of optical fiber with some optical amplifiers to recover signal amplitude.

The light is then received by an optical receiver, that transform the incident optical

Figure 2.1: Generic optical communications system (from [1, ch.1])
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field into an electrical analog waveform y(t), which is sent to the electrical receiver that
tries to recover the original transmitted bits and sends them to the sink. Like the
electrical transmitter, the electrical receiver is digital as well, so that its first component
is an ADC and all the processing is done in the digital domain.

2.2 Optical receiver

In optical communications, the choice of the receiver limits the capabilities of the trans-
mitter, therefore it is explained before the transmitter.

2.2.1 Photodiode

An optical signal is a passband signal, so its baseband representation is a complex signal
(baseband signals are described in detail in appendix A.2). The main device to transform
an optical field into an electrical signal that can be detected with an ADC, the photodiode,
is sensible only the intensity (i.e. the squared modulus) of the electric field [1, ch.3].

A PiN photodiode, for instance, works thanks to a junction of a p-doped semicon-
ductor, an intrinsic material and a n-doped semiconductor. In this work we will always
assume that the photodiode is ideal, i.e. its output current is proportional to the inten-
sity of the incident electric field in both polarizations

i(t) ∝ |e(t)|2 (2.1)

This is a big limitation, because allows only to receive amplitude modulated signals,
with a waste of spectral efficiency and power.

2.2.2 Coherent receiver

In order to detect the real and the imaginary part of the incident optical field we have
to add a carrier to the received signal immediately before the photodiode. We assume
that the carrier is a Continuous Wave (CW) light source with amplitude c and phase 0.
The received signal, in complex baseband, therefore is

y(t) = |e(t) + c|2 = |e(t)|2 + c2 + 2c<{e(t)} (2.2)

The presence of the carrier unlocks the access to the real part of the electric field, with
two unwanted terms. While c2 is a DC tone and can be removed using a DC block,
|e(t)|2 is a nonlinear distortion of the incident electric field whose removal is not trivial.
To remove these terms, we add another arm in which a phase shift of π is applied to the
carrier and we connect it to a second photodiode, leading to{

y1(t) = |e(t) + c|2 = |e(t)|2 + c2 + 2c<{e(t)}
y2(t) = |e(t)− c|2 = |e(t)|2 + c2 − 2c<{e(t)}
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Figure 2.2: Coherent receiver scheme

Considering the difference y1(t)− y2(t) we finally get

y1(t)− y2(t) = 4c<{e(t)}

The imaginary part can be obtained with a π/2 phase shift to the carrier in the same
way as the real part{

y3(t) = |e(t)− jc|2 = |e(t)|2 + c2 + 2c={e(t)}
y4(t) = |e(t) + jc|2 = |e(t)|2 + c2 − 2c={e(t)}

and
y3(t)− y4(t) = 4c={e(t)}

For this derivation we assumed an unpolarized input optical field; in case we want
to detect both polarizations we have to split using a Polarization Beam Splitter (PBS)
the signal in two orthogonal polarizations and do the same for the carrier, leading to the
coherent receiver [1, ch.10] , shown in Figure 2.2. The receiver with only one photodiode
described in section 2.2.1 is called non-coherent receiver.

It is important to note that in order for the coherent receiver to work properly,
the phase (so the length) of the arms must be accurately controlled, so it is usually
performed in an integrated device called 90◦ hybrid. The two photodiodes and the
difference operation are done in another integrated device called balanced photodetector.

2.3 Optical transmitter

There are two main ways to modulate an optical carrier:

• Direct modulation

• External modulation
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With direct modulation we change the properties (e.g. the input current) of the
CW source to modulate the optical field, while with external modulation a device called
optical modulator is used to modulate the optical field.

The main device used for the external modulation is the Mach-Zehnder Modulator
(MZM), which is the device used in this work.

Mach-Zehnder Modulator

The MZM is an integrated optical device that consists in a Mach-Zehnder interferometer
with two electrodes that, exploiting Pockels effect, create a phase difference between
the two arms proportional to an input voltage V (t) [2]. These devices can be made
with different materials, such as silicon (Si), indium phosphide (InP) or lithium niobate
(LiNbO3). In this work we used a lithium niobate modulator, since they have a large
modulating bandwidth with a small driving voltage, with the main drawback of the
size1, which makes difficult an integration with the transmitter.

The phase difference between the two arms can be modeled as

∆φ(t) = π
V (t)

Vπ

where Vπ is a construction parameter of the modulator and represents the voltage that
achieves a π phase shift between the two arms.

The output optical field, assuming a CW input, is therefore

eout(t) ∝
1

2

(
ejπ

V (t)
2Vπ + e−jπ

V (t)
2Vπ

)
= cos

(
π
V (t)

2Vπ

)
(2.3)

which means that we can modulate the amplitude of the real part of the electric field;
this response is shown in Figure 2.3.

The main problem is that this transfer function is not linear, so in order to use it we
have to use a modulating voltage Vrf(t) � Vπ and add a DC bias Vb to set a working
point where we can linearize the function. Most of the modulators have two separated

electrodes, each with its own Vπ, one for the RF voltage input V
(rf)
π and one for the bias

input V
(dc)
π , leading to

eout(t) ∝ cos

(
π

2V
(rf)
π

Vrf(t) +
π

2V
(dc)
π

Vb

)

There are two main bias points:

• The null point Vb = −V (dc)
π is the point where the amplitude response is maximally

linear.

1The modulator we used is 79.4 × 13.5 × 7 mm, and they can be as long as 10 cm
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Figure 2.3: Mach-Zehnder Modulator response

• The quadrature point Vb = −V (dc)
π /2 is the point where the intensity response

Iout(t) = |eout(t)|2 ∝
1

2
+

1

2
cos

(
π

V
(rf)
π

Vrf(t) +
π

V
(dc)
π

Vb

)
is maximally linear.

The choice of the bias point depends on the adopted modulation scheme, which mainly
depends on the receiver capabilities.

If field modulation is adopted, then the modulator is biased at the null, while if
intensity modulation is adopted then the modulator is biased at the quadrature.

Dual-nested MZM

The MZM described with equation (2.3) allows us to modulate only the real part of the
electric field. To modulate the whole optical field we add another modulator combined
to a π/2 phase shift which modulates the imaginary part of the optical field. This device
is called dual-nested MZM.

Its structure is shown in Figure 2.4. A third bias voltage Vb3 is responsible of the
π/2 phase shift, while the two arms are controlled independently. To control both
polarizations, two dual-nested MZMs are put in parallel, preceded and followed by a PBS.

In the following sections we will use the term MZM to indicate a single-polarization
dual-nested Mach-Zehnder modulator.

2.4 Self-coherent systems

The choice of a receiver is a critical parameter in the design of an optical communication
system. A coherent receiver allows to use modulation formats with very high spectral
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Figure 2.4: Dual-nested Mach-Zehnder modulator

Figure 2.5: Self-coherent scheme

efficiency, but has high costs, since it needs not only the components inside the receiver,
but also 4 ADCs and some DSP algorithms to perform a carrier recovery to compensate
the difference between the transmit laser and the local oscillator.

On the other end, a single photodiode is very simple and cost-effective, but the
traditional choice of intensity modulation schemes has very low spectral efficiency and
cannot achieve high bit-rates.

It is then important to find a third solution, which lays in between these two, and
this solution is self-coherent.

2.4.1 Structure

The scheme of a self-coherent system is shown in Figure 2.5. The receiver is a regular
non-coherent receiver, but a carrier is added to the signal at the transmitter.

The solution is the same as equation (2.2)

y(t) = |e(t)|2 = c2 + |x(t)|2︸ ︷︷ ︸
ss(t)

+2c<{x(t)}︸ ︷︷ ︸
sc(t)

(2.4)
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Figure 2.6: Self-coherent transmitter structures

where we call the square term SSBI ss(t) and the real part term signal-carrier beating
sc(t).

This scheme allows the use of a single photodiode to detect the real part of the signal,
with two main disadvantages:

• The signal is corrupted by SSBI, which cannot be removed optically like in the
coherent receiver since we cannot separate carrier and signal at the receiver

• We waste transmit power since must be divided between signal and carrier; more-
over, a high power concentrated in a single wavelength can increase the impact of
fiber nonlinearities

While the first disadvantage can be, at least partially, compensated using DSP, the second
one is limiting the range of the self-coherent system to hundreds of kilometers. Since
our goal is transmission over 80 km, this disadvantage is not a limitation, while the first
one will be discussed in the DSP section.

Obviously since it is able to detect only the real part of the optical field a self-
coherent system needs a real modulation scheme (e.g. PAM), so we will always assume
that the transmitted signal is real in complex baseband. A discussion of the possible
real modulation formats will be performed in chapter 3.

2.4.2 Transmitter structures

The generation of a self-coherent signal is not trivial since it requires to add the same
carrier used to modulate the signal. There are three different approaches to achieve this,
shown in figure 2.6. At the top of the figures the amplitude (red) and the intensity (blue)
response of the MZM is shown, the dot is the bias point while the bold line is the signal
amplitude range. On the bottom the structure of the MZM is shown.
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• In scheme A○ we bias the modulator at the quadrature point and the CSPR is
controlled by changing the Radio Frequency (RF) signal amplitude. The main
drawback of this scheme is the high modulator nonlinearity and the need of a
broadband linear driver amplifier.

• In scheme B○ we bias in a point between the null and the quadrature, and we tune
the CSPR by changing the bias point. The modulator nonlinearities are lower but
it is difficult to implement an automatic bias control for this point.

• In scheme C○ we bias at the null and the carrier is added from an external path.
This scheme has the lowest modulator nonliearities, but requires a modification of
the modulator; this scheme also requires a tight control of the phase of the carrier

We tried solutions B○ and C○; solution A○ was not possible since we did not have
suitable driver amplifiers, and its cost would be too high for the project goals.

The practical realization of these two structures and their results will be discussed
in chapters 5 and 6.

2.5 Fiber propagation

The linear effects of propagation of an optical field etx(t) over d meters of optical fiber
can be approximated using the expression

Erx(f) = Etx(f) · 10−αd/20e−jβ(f)d (2.5)

where α[dB/m] is called attenuation factor and represents an amplitude decay of the
signal, β(f) is a phase variation of the signal that, in general, depends on the signal
frequency. It can be expanded using a Taylor series around 0 to get 2

β(f) ≈ β(0)︸︷︷︸
β1

+
dβ

df

∣∣∣∣
f=0︸ ︷︷ ︸

β1

·f +
1

2

d2β

df2

∣∣∣∣
f=0︸ ︷︷ ︸

β2

·f2

Let us analyze these three parameters:

• β0 is a frequency-independent phase shift

• β1 is a linear phase shift and represents a delay in time; this is linked to the
propagation velocity (called group velocity) of the signal

vg =
2π

β1

2 It is important to note that in some references (like [3]) the terms β1 and β2 are obtained by taking
the derivatives of β with respect to ω = 2πf instead of f ; however, the definition of Dλ, which is the
main parameter used to quantify chromatic dispersion, has been modified in order to get the same result.
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Figure 2.7: Chromatic dispersion in various types of optical fiber (from [1, ch. 2])

• β2 is a linear change of the group velocity depending on the frequency

While the term β0 can be easily compensated at the receiver, the term β2 makes the
different frequency components of the transmit signal travel at different velocities and
its effect is called chromatic dispersion.

2.5.1 Chromatic dispersion

Chromatic dispersion is an effect that creates memory in the channel. An approximate
formula gives the broadening of a pulse with bandwidth ∆f [1, p. 39]

T ≈ d∆f
β2

2π

In optics, bandwidths are usually expressed as difference between wavelengths ∆λ. Using
the relation

∆f ≈ − c

λ2
0

∆λ = −f
2
0

c
∆λ

where c is the speed of light in vacuum and f0 the center frequency of the signal, we can
create another parameter to measure chromatic dispersion

Dλ = − f2
0

2πc
β2

so that
T ≈ d∆λDλ
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Dλ is usually expressed in units of ps/(nm · km) (1 ps/(nm · km) = 1× 10−6 s/m2),
and a plot of its value for different kinds of optical fiber is shown in Figure 2.7. SSMF

has zero chromatic dispersion in O-band around 1310 nm, while in C-band its value is
approximately 19 ps/(nm · km).

With a coherent receiver, since we have full access to the received electric field, chro-
matic dispersion can be fully compensated using a linear filter with frequency response

exp
(
−jβ̂2f

2d/2
)

, where β̂2 is the estimation of the chromatic dispersion [35]. In a self-

coherent system uncompensated chromatic dispersion will irreversibly degrade system
performance. To understand this, let us write the signal-carrier beating using a passband
signal epb(t)

2<{epb(t)e−j2πf0t} F−→ Epb(f + f0) + E∗pb(−f + f0)

Graphically this operation is shown in Figure 2.8, where we neglected the two additional
terms at f = ±2f0. As we can see, around baseband the negative frequency spectrum
and the positive frequency spectrum are summed with different chromatic dispersion
phases, and this destructive interference will degrade the performance and irreversibly
reduce the SNR.

Going back to complex baseband, the signal-carrier beating of the real optical field
e(t) affected by chromatic dispersion (represented by the linear filter hcd(t)) becomes [3]

sc(t) = <{e(t)⊗ hcd(t)} F−→ E(f)e−jβ2f
2d/2 + E∗(−f)ejβ2f

2d/2 =

= 2E(f) cos

(
1

2
β2f

2d

)
where the cosine creates ripples in the spectrum that degrades the performance of the
system.

Compensation techniques

There are different strategies used to reduce the impact of chromatic dispersion in non-
coherent short-distance links. The best strategy would be transmitting in O-band around
the zero of chromatic dispersion, like [6, 43]. The use of dispersion-shifted fiber [13] is
not recommended due to high nonlinearities.

Since in our system we are required to use C-band over SSMF, we adopted another
solution, which will be explained in detail in section 2.6.

2.5.2 Attenuation

As for any guided transmission method (like coaxial cables), a signal transmitted over
optical fiber is, according to (2.5), exponentially attenuated with factor α (dB/km). The
attenuation profile of SSMF over different bands is shown in Figure 2.9.

According to the attenuation profile, optical fiber bandwidth is conventionally di-
vided into bands, shown in table 2.1, defined in ITU-T series G supplement 39 [15].
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Figure 2.8: Effect of chromatic dispersion in a non-coherent system

Figure 2.9: Attenuation profile of SSMF (from [24])
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Band Description Range (nm) Range (THz)

O-band Original 1260 to 1360 237.9 to 220.4
E-band Extended 1360 to 1460 220.4 to 205.3
S-band Short wavelength 1460 to 1530 205.3 to 195.9
C-band Conventional 1530 to 1565 195.9 to 191.6
L-band Long wavelength 1565 to 1625 191.6 to 184.5
U-band Ultra-long wavelength 1625 to 1675 184.5 to 179.0

Table 2.1: Single-mode spectral bands [15]

The band with the lowest attenuation is C-band, which is also the operation band of
the most common optical amplifier, the EDFA, and is the band employed by regional and
long-haul networks. Another common band is O-band, which has a low attenuation and,
for SSMF, has the lowest chromatic dispersion, therefore is widely employed in access and
short reach metro networks. E-band has a strong attenuation peak due to presence of
water (water peak), but a special manufacturing process can remove it, creating Zero
Water Peak (ZWP) fiber, allowing the use of this band.

2.5.3 Optical amplification

In order to recover amplitude in optical transmission systems, optical amplifiers are
employed, which increase the signal power in all-optical domain.

Erbium Doped Fiber Amplifiers

The most common optical amplifier for C-band signals is the EDFA [1, ch.7]. An EDFA

is made by a short span (few meters) of optical fiber doped with erbium (Er3+), where
together with the signal a laser pump is added with a Wavelength Division Multiplexing
(WDM) coupler; this creates a population inversion in the fiber, creating an optical
amplification effect. The most common pump wavelength is 980 nm (305.9 THz).

EDFAs have a large bandwidth3, and with a gain flattening filter it can have an
almost constant gain all over the amplification bandwidth. An EDFA adds random white
Gaussian noise, flat across all the amplifier bandwidth, called ASE, with Power Spectral
Density (PSD)

Ψase(f) = nsphf0(G− 1)

h = 6.63× 10−34 J s is Planck’s constant, f0 the central frequency of the amplified signal,
G the gain and nsp > 1 the spontaneous emission factor, which for G � 1 is related to
the noise figure of the amplifier with a simple expression nsp ≈ 1

2Fn.
The main drawback of the EDFA is that it can amplify only C-band signals (and,

with some modifications, L-band), and that is why C-band is the most common band
used for long haul transmission.

3For instance, the EDFA used in this experiment (Oclaro PureGain PG1600) has a bandwidth of
35 nm (4.4 THz) with a gain of 23 dB
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Semiconductor Optical Amplifiers

Another kind of optical amplifiers is the Semiconductor Optical Amplifier (SOA). An SOA

is a semiconductor laser with an anti-reflective coating on the facets and two isolators
before and after the diode.

These kind of amplifiers are less common because they exhibit strong non-linear
effect, such as Cross Gain Modulation (XGM) and Cross Phase Modulation (XPM), and
have a worse noise with respect to EDFAs, but they can be integrated in the transceiver.

2.6 Single Sideband

As we saw in the previous section, chromatic dispersion will irreversibly degrade the
performance of a self-coherent system, so this problem cannot be solved at the receiver,
as we do with coherent systems. The only solution is changing the transmit signal in
order to make it resilient from chromatic dispersion.

The solution we adopted in this work is transmitting a SSB signal, which, as we will
see later, is (in principle) unaffected by chromatic dispersion.

2.6.1 Definition

Real signals have the Hermitian property (A.1), which means that only half of the
spectrum contains information and the other half is just a copy, so if we can tolerate to
have a complex signal in baseband, we can remove half of the spectrum without any loss
of information. This can be done by adding to the real signal s(t) an imaginary part
which is the Hilbert transform of the signal

sssb(t) =
1

2
[s(t) + jH{s(t)}] (2.6)

where the Hilbert transform is a linear all-pass filter that has a phase of −π/2 for positive
frequencies and a phase of π/2 for negative frequencies (the DC gain is conventionally set
to 0, but in almost all practical implementations the s(t) does not have a DC component)

H{s(t)} = s(t)⊗ hH(t) ∀s(t) ∈ <

hH(t) =
1

πt

F−→ HH(f) =


−j f > 0

+j f < 0

0 f = 0

(2.7)

It is easy to see that H{s(t)} ∈ <, so jH{s(t)} is imaginary. The spectrum of the SSB

signal therefore is

Sssb(f) =

{
S(f) f ≥ 0

0 f < 0

The signal is using half of the bandwidth, without any loss of information since the
original signal can be reconstructed by taking the real part of the SSB signal

s(t) = 2<{sssb(t)}
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Figure 2.10: Effect of chromatic dispersion to an SSB signal

2.6.2 SSB and chromatic dispersion

The effect of an SSB signal to the signal-carrier beating in a self-coherent system can be
seen in Figure 2.10, where the baseband signal is not anymore the sum of two compo-
nents but takes the first half of the specrum from the positive frequencies and the other
half from the negative frequencies, so any phase difference will not create destructive
interference.

In complex baseband, assuming an SSB optical field essb(t) = e(t)+ jH{e(t)}, we get

Essb(f)e−jβ2f
2d/2 + E∗ssb(−f)ejβ2f

2d/2 =

{
Essb(f)e−jβ2f

2d/2 f ≥ 0

E∗ssb(−f)ejβ2f
2d/2 f < 0

=

= E(f) · e−j sgn(f)β2f2d/2

which is the original signal e(t) affected by an all-pass filter that can be compensated
using an equalizer.

This is a known technique, which has already been applied in the past to other
modulation formats [44] and recently applied to DMT in [45], which represents the best
way to reduce the impact of chromatic dispersion in C-band over SSMF.

We performed a more detailed study of the impact of transmitter imperfections on
SSB signals, discussed in chapter 5.



Chapter 3

Discrete Multitone

In the previous chapter we introduced optical SSB self-coherent systems as a trade-off
between complexity and efficiency, and we adopted a real modulation format. In this
chapter we will introduce two real modulation formats suitable for these kind of systems:
Pulse Amplitude Modulation (PAM) and DMT. Then we will discuss more in detail DMT

since it is the system adopted in this work. The main references used throughout this
chapter are [4, 29].

3.1 Digital communication systems

Throughout this chapter we assume the very simple system model shown in Figure 3.1.
At the transmitter the modulator maps bits from the source to one of the M complex
symbols in the symbol set

S =
{
s(1)(t), s(2)(t), . . . , s(M)(t)

}
and transmits one of them every T seconds over the channel, leading to a transmitted
signal

x(t) =

+∞∑
`=−∞

s`(t− `T )

where s`(t) is the `-th transmitted symbol. T is called symbol time and its inverse
Rs = 1/T is called symbol rate and it is measured in baud (Bd).

Figure 3.1: Digital transmission system model

19
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The channel is represented as a linear time-invariant filter with impulse response c(t)
and a bandwidth B, i.e. its power spectral density is nonzero only for |f | ≤ B/2; then
an Additive White Gaussian Noise (AWGN) process z′(t) is added to the output of the
filter.

The receiver receives a signal y(t) from the channel, and the demodulator will esti-
mate the sequence of symbols that has been transmitted. Then it will map them to a
sequence of bits and send it to the sink.

The main performance indicator of a digital communication system is the BER, which
is the ratio between the wrong bits and the total transmitted bits. In the design of a
communication systems is often defined a target BER, and if the BER gets higher than
the target BER we say that the system is out of service.

3.2 Single channel modulation

3.2.1 Transmitter

The most simple real modulation format is called PAM. With this modulation format we
transmit a sequence of independent discrete symbols {a[n]}+∞n=−∞ with power σ2

a taken
from an alphabet

A = {−(M − 1),−(M − 1) + 2, . . . , (M − 1)− 2,M − 1}

that contains M symbols. The mapper maps log2(M) bits to one of the symbols, which
is then used to modulate the amplitude of a pulse p(t), leading to a transmit signal

x(t) =
+∞∑

n=−∞
a[n]p(t− nT )

so the symbol set is
s(t) = {a[k]p(t)} a[k] ∈ A

with a bit rate

Rb =
log2(M)

T
(3.1)

3.2.2 Receiver

After the channel, the receiver will filter the input signal with a receive filter r(t) and
sample it every T seconds

y[n] =
[
(x(t)⊗ c(t) + z′(t))⊗ r(t)

]
t=nT

= a[n]⊗ h[n] + z[n] (3.2)

where h[n] is an equivalent discrete-time filter that takes into account the pulse-shaping
filter, channel and receive filter

h[n] = [p(t)⊗ c(t)⊗ r(t)]t=nT (3.3)

and z[n] is the additive noise z′(t) sampled and filtered with r(t). The demodulator will
then estimate the sequence a[n] from y[n], leading to an estimated sequence â[n].

The model of the discrete-time PAM channel is shown in Figure 3.2.
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Figure 3.2: Discrete-time model for PAM

3.2.3 Channel memory

In all cases of practical interest h[n] has a limited channel memory δ, i.e. h[n] 6= 0 only
for n = 0, . . . , δ. The value of δ depends on the three impulse responses p(t), c(t) and
r(t). To predict its impact, let us consider the simplest case where c(t) = δ(t), i.e. the
channel is ideal.

Ideal channel

If we want to have zero memory, we have to satisfy this condition

[p(t)⊗ r(t)]t=nT = δ[n]

which translates in the Discrete Time Fourier Transform (DTFT) domain to the popular
Nyquist’s criterion [26]

H
(
ej2πfT

)
=

1

T

+∞∑
n=−∞

P (f − n/T )R(f − n/T ) = 1 (3.4)

It is trivial to note that a waveform must have a bandwidth at least 1/T = Bmin to
satisfy (3.4), and this is called the minimum bandwidth of the system. Usually trans-
mission systems do not work at the minimum bandwidth, since the only pulse possible
is the sinc pulse

p(t)⊗ r(t) = sinc (t/T )

which is difficult to implement; moreover, this makes timing recovery at the receiver very
difficult. Communication systems usually transmit with a bandwidth B = Bmin(1 + ρ),
where ρ ≥ 0 is the excess bandwidth factor. Common values of ρ are between 0.2 and
0.3.

Non-ideal channel

Let us now consider a non-ideal channel impulse response c(t) 6= δ(t); in this case there
are two possible cases, depending on the shape of C(f) = F {c(t)}

• C(f) ≈ 1 for |f | ≤ 1/2T , this means that the DTFT of the overall impulse response
is almost flat H

(
ej2πfT

)
≈ h[0]T and we can approximate the impulse response

h[n] = h[0]δ[n] with a single pulse. This means that δ = 0 and the channel is
memoryless
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• C(f) changes rapidly for |f | ≤ 1/2T , this means that the DTFT of the overall
impulse response H

(
ej2πfT

)
is not flat and the impulse response h[n] has a length

δ > 0; in this case we say that the channel has memory.

Channel memory creates an effect called Intersymbol Interference (ISI), since the
received signal

y[n] = h[n]⊗ a[n] =

δ∑
i=0

h[i]a[n− i]

is the n-th symbol, which we want to receive, affected by the previous δ symbols, and
this makes difficult the estimation of the transmitted symbol a[n].

It is interesting to see that the memory depends on the shape of C(f) with respect
to the inverse of the symbol rate 1/T , so a possible remedy for ISI could be the increase
of T ,. However, in single-channel systems the overall bitrate linearly depends on 1/T
(3.1), hence the increase of T is not a feasible option. The most common remedy is the
application of a linear filter w[n] at the receiver called linear equalizer which tries to
reduce ISI at the receiver before detection.

3.2.4 Signal-to-noise ratio

It is interesting to see that the zero-ISI constraint of (3.4) for an ideal channel is not
on p(t) and r(t), but on their convolution, which means that we have another degree of
freedom in the choice of these two filters.

The second constraint can be the maximization of the Signal-to-Noise Ratio (SNR)
after the sampling. If we assume that Ψz′(f) = N0, and we are transmitting only one
symbol at t = 0 the power of the noise after sampling is

Pn = T

∫ +1/2T

−1/2T
Ψz′(e

j2πfT )
∣∣∣R(ej2πfT )

∣∣∣2 df = N0Er

where Er is the energy of the filter r(t) sampled every T seconds; the power of the signal
is

Psig = σ2
a |[p(t)⊗ r(t)]t=0|

2 = σ2
a

∣∣∣∣∫ +∞

−∞
p(τ)r(−τ) dτ

∣∣∣∣2 ≤ σ2
aEpEr

where the last inequality is Schwarz inequality. Therefore

SNR =
Psig

Pn
≤ σ2

aEp

N0

and the equality holds for r(t) = p∗(−t), called matched filter to p(t).

It is important to note that this result holds only for ideal channels, although it can
be proven that for non-ideal channels the matched filter followed by sampling every T
seconds is a sufficient statistics to recover the maximum SNR for that specific channel
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[4, p.165]. It can also be proven [4, 10] that the best infinite-length linear equalizer can
get an SNR which is the arithmetic mean of the input SNRs at each frequency

SNRLE = σ2
a

[
T

∫ 1/2T

−1/2T

Ψz

(
ej2πfT

)
Ψh (ej2πfT )

df

]−1

(3.5)

where Ψz(f) and Ψh(f) are (respectively) the Power Spectral Densities (PSDs) of the
noise z[n] and the channel filter h[n].

In an optical communication system the channel has always memory, and this is
mainly due to the limited bandwidth of the components used in the system. Since our
goal is the reduction of the cost of a communication system, we will have to deal with
limited bandwidth components, so PAM is not the optimal solution to deal with strong
ISI.

3.3 Multichannel modulation

As we have seen in the section before, the channel memory mainly depends on the shape
of H(f) compared with the symbol rate, so one possible solution to avoid ISI would
be reducing the symbol rate. The problem with PAM is that the bit rate (3.1) linearly
depends on the symbol rate, so an increase of T will necessary mean a decrease of the
bit rate with the same SNR. The only way to achieve this is to use a completely different
transmission scheme, and one possible solution is multichannel modulation.

In a multichannel modulation we divide the transmit bits into N independent chan-
nels, called subchannels, map them into symbols drawn from an alphabet, and transmit
all the N symbols together every NT seconds. In this case we have a symbol rate of
1/(NT ) but a bit rate which is the sum of the bitrates of the channels, and if N is chosen
big enough we will have a memoryless multi-channel system with the same bitrate of a
single-channel system with the same bandwidth.

3.3.1 General model

Let us consider the general model in figure 3.1. As we stated before, the channel has
bandwidth B, so C(f) = 0 for |f | > B/2, and with this in mind let us divide the
transmit channel in the frequency domain into N subchannels, each with bandwidth Bk
and center frequency fk for k = 0, . . . , N − 1.

The structure of a multichannel transceiver is shown in Figure 3.4. The encoder
maps the input bits into the N channels with a symbol a[k] drawn from a complex
alphabet Ak (e.g. Quadrature Amplitude Modulation (QAM)). Each of these symbols is
transformed every NT seconds into a continuous-time signal using a pulse-shaping filter
ϕ(t), where T = 1/B, and multiplied by a carrier with frequency fk. All the signals are
summed together getting a transmit signal x(t), which is sent to the channel linear filter
with impulse response h(t) with the addition of an AWGN process z(t). The receiver will
divide the received signal into N paths, and in each of them the signal is multiplied with
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Figure 3.3: Multichannel modulation

Figure 3.4: Multichannel transceiver (adapted from [9])
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a carrier with frequency −fk, filtered by the matched filter ϕ∗(−t), sampled every NT
seconds and sent to the decoder that recovers the original transmitted sequence.

3.3.2 Orthogonal Frequency Division Multiplexing

The main application of multichannel modulation is called OFDM. In this case, the
transmit channel is uniformly divided into N subchannels, so that the subchannels
center frequencies are

fk =
k

NT
k = −N/2, . . . , N/2− 1

and the symbol set is

S =

{
N−1∑
k=0

A[k]

√
1

NT
rect

(
t

NT

)
ej2πtk/(NT )

}
A[k] ∈ A (3.6)

The main property of this scheme is that every symbol in the symbol set is orthogonal
in frequency〈

ej2πtk/(NT ), ej2πtn/(NT )
〉

=
1

NT

∫ NT/2

−NT/2
e−j2πtk/(NT )ej2πtn/(NT ) dt = δ[n− k]

which means that all the N subcarriers form an orthonormal basis, so the decoder is
simply projecting the received signal onto the orthonormal basis to recover the subcar-
riers.

Discrete-time implementation

One of the reasons why OFDM is popular is its discrete-time implementation. For the
following calculations, we will consider the transmission of one OFDM block, that is only
one element of the symbol set.

This implementation uniformly samples the transmit block s(t) ∈ S every T seconds,
getting a discrete signal

s[n] =

√
1

N

N−1∑
k=0

A[k]ej2πnk/N , n = 1, . . . , N − 1 (3.7)

which is transmitted over a channel using a pulse-shaping filter p(t)

x(t) =

+∞∑
n=−∞

s[n]p(t− nT ) (3.8)

The receiver will filter the signal using a receive filter r(t) and sample it again every T
seconds

y[n] = [y(t)⊗ r(t)]t=nT = x[n]⊗ h[n]
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where h[n] is the equivalent-discrete time channel described in equation (3.3), with mem-
ory δ samples.

We then separate the subchannels by projecting the signal over the orthonormal basis
used to transmit it (3.7)

Y [k] =

√
1

N

N−1∑
n=0

y[n]e−j2πnk/N , k = 1, . . . , N − 1 (3.9)

The transmitted symbols can be estimated from each subcarrier after some additional
processing (e.g. equalization, carrier recovery, hard decision,. . . ), depending on the
channel

Y [k]→ Â[k]

We first see that the operations in (3.9) and (3.7) are (respectively) the Discrete
Fourier Transform (DFT) and the Inverse DFT (IDFT); for N = 2n they can be im-
plemented using the efficient Fast Fourier Transform (FFT) algorithm. Additionally,
the modulation and demodulation operations can be executed in parallel over an en-
tire OFDM block, requiring, in hardware, only 1/N of the clock speed of an equivalent
single-channel system.

Equalization

Since the signal is generated in the frequency domain, it is more efficient if the equal-
ization of the signal is performed block-wise in the frequency domain. Thanks to the
relation

X[k] ·H[k] ⇐⇒ x[n]⊗
C
h[n] n, k = 0, . . . , N − 1

we can perform this, but the convolution on the right is not a regular (linear) convolution,
but it is the so-called circular convolution, i.e. is a convolution performed overN samples
where the signal x is periodically repeated with period N .

Additionally, in the previous section we considered the transmission of only one block.
Let us now consider an infinite sequence of blocks

x[n] =
+∞∑
`=−∞

s`[n− `N ]

where s`[n], for n = 0, . . . , N − 1 and zero everywhere else, is the `-th OFDM block.
After transmission over the equivalent discrete-time channel h[n] we get

y[n] = x[n]⊗ h[n] =
δ∑
i=0

h[i]x[n− i]

In this case we see that each sample affects the next δ samples regardless of its position
inside the block. For instance, the 1st sample in the block ` = 1 y[N ] is affected by the
previous δ samples x[N−δ], x[N−δ+1], . . . , x[N−1] which belong to the previous block
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(` = 0), leading to an effect called Interblock Interference (IBI). This effect forbids us
to equalize the channel in the frequency domain block-wise using a Frequency Domain
Equalizer (FDE)

Â`[k] = W [k]Y`[k]

There are two possible solutions:

• Adopt an adaptive equalizer using an algorithm like overlap-save or overlap-add
that allows the use of FDE over linear channels; this will increase the complexity
of the system because needs an additional FFT and Inverse FFT (IFFT), plus the
additional components to perform coefficient adaptation and the overlap.

• Add a guard interval of length ≥ δ between adjacent blocks, losing spectral effi-
ciency.

The most common solution is the second, where we accept to lose some spectral efficiency
to have an efficient equalization mechanism.

The guard interval, as stated before, is a known (by the receiver) sequence of Nc ≥ δ
samples inserted between blocks that cancels out the IBI. The samples of this sequence
cannot be random, but they must be accurately chosen to fulfill the aforementioned
circular convolution constraint. This is achieved by repeating the first Nc samples of the
block at the end of the block, leading to a transmit signal

. . . , s`[0], s`[1], . . . , s`[N − 1], s`[0], s`[1], , . . . , s`[Nc − 1]︸ ︷︷ ︸
cyclic prefix

, s`+1[0], . . .

where the guard interval takes the name of cyclic prefix or cyclic extension. The cyclic
prefix will decrease the spectral efficiency by a factor of

ηcp =
N

N +Nc

Usually the cyclic prefix length is measured as a ratio between its length and the total
length of the block, called cyclic prefix overhead, and often measured as a percentage

OHcp =
Nc

N +Nc
= 1− ηcp

By applying this method the receiver, for each block, discards the cyclic prefix,
performs the FFT operation and applies the FDE.

3.3.3 Discrete Multitone

In the previous section we described the OFDM system, but there is one problem left to
tackle: it is not a real modulation format. The output of an IDFT, described in equation
(3.7), in general is a complex number being the weighted sum of complex exponentials.
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The transmit signal s[n] can be made real by imposing the Hermitian symmetry in
the frequency-domain signal A[k], that is setting half of it as the mirrored and conjugated
copy of the others.

In math, let us write equation (3.7) as the IDFT of the sequence S[k], with some
other small modifications

s[n] =

√
1

N

N−1∑
k=0

gkS[k]ej2πnk/N (3.10)

where the sequence S[k] is defined as

S[k] =


A[k] ∈ Ak k = 1, . . . , N/2− 1

A∗[N − k] k = N/2 + 1, . . . , N − 1

0 otherwise

(3.11)

In this definition we note few things:

• N is assumed even, but since in all cases of practical interest N is a power of two,
this is a reasonable assumption.

• We do not transmit anymore N complex symbols, but N/2− 1, losing more than
half of the spectral efficiency. For the DC (k = 0) and Nyquist (k = N/2) frequen-
cies, we can put a real symbol (e.g. PAM), which would correspond to an extra
complex symbol that can increase the number of complex symbols to N/2 (losing
exactly half of the spectral efficiency); in real channels usually the DC and the
Nyquist are not modulated, and that’s why they are set to zero.

• The symbol alphabet Ak is different among the subcarriers, allowing to allocate a
different number of bits in each subcarrier (bit loading).

• We also introduced a pre-emphasis factor gk which can be used to allocate different
powers to different subcarriers (power loading).

A system with these properties takes the name of Discrete Multitone, which is a variant of
the discrete-time implementation of OFDM. The possibility of changing the modulation
format and the gain for each subcarrier can be exploited to get closer to the channel
capacity, and this will be discussed in details in the next chapter.

SSB-DMT

Since DMT is a real modulation format, we can transmit only one sideband (SSB), de-
scribed in section 2.6. This will recover the spectral efficiency, achieving the same as
OFDM, and at the same time will make the system resistant to chromatic dispersion. The
main drawback is the requirement of a transmitter capable of transmitting a complex
signal, increasing its complexity (and cost).
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From a theoretical standpoint the SSB equation (2.6) can be combined with (3.11)
to get the DMT-SSB equation

Sssb[k] =

{
A[k] ∈ Ak k = 1, . . . , N/2− 1

0 otherwise
(3.12)

therefore we can efficiently generate the signal in the frequency domain without applying
a Hilbert filter.
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Chapter 4

Capacity

In the previous section we described DMT modulation, comparing it with single-channel
modulation formats such as PAM. We provided in (3.5) the important result of the
maximum SNR for single channel systems with linear equalization, but we did not provide
a similar result for DMT since depends on the choice of the gain and modulation scheme in
each subcarrier. In this chapter we will discuss in detail the capacity of a multichannel
system, finding the expression of the maximum SNR for multi-channel systems, and
we will provide a practical algorithm to optimally allocate bits and powers amongst
subcarriers. The main reference used throughout this chapter is [9].

4.1 Capacity of a multichannel system

Let us consider the channel model described in section 3.3.1, where we assume that the
AWGN process z(t) has a PSD N0, and for the moment let us consider as channel input
the signal x(t) and as channel output y(t) (neglecting the multichannel modulation and
demodulation). The capacity of this channel is given by Shannon’s formula [36]

C =

∫ B/2

−B/2
log2

(
1 +
|H(f)|2

N0B

)
df =

∫ B/2

−B/2
log2 [1 + SNR(f)] df

where we defined as channel SNR the quantity

SNR(f) =
|H(f)|2

N0B

We assume that the SNR is a property of the channel, i.e. is a quantity that we cannot
control.

Let us now consider the entire multichannel system, where the channel is divided into
N subchannels as shown in Figure 3.3, and we introduce the fundamental assumption
that N is big enough to have a memoryless system; this means that

|H(f)|2 ≈ |H[n]|2 f ∈ Bn, ∀n = 0, . . . , N − 1 (4.1)

31
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so this is like having N independent AWGN channels with no memory

Y [n] ≈ X[n]A[n] + Z[n]

and the capacity becomes the sum of the capacities of the subchannels

C =

N−1∑
n=0

Bn log2 (1 + SNR[n])

with SNR per subchannel

SNR[n] =
|H[n]|2

N0Bn
(4.2)

Let us consider now only the n-th subcarrier. Its capacity, in bits per complex
dimension, is

cn = log2 (1 + SNR[n])

and represents the maximum number of bits that we can reliably transmit on this sub-
channel.

4.1.1 SNR gap

In a real system we cannot transmit at the channel capacity, but we can transmit at a
lower rate, which can be written as

b̄n = log2

(
1 +

SNR[n]

Γn

)
(4.3)

bits, with Γn ≥ 1.

Γn is called SNR gap, which is a convenient mechanism to relate channel capacity and
achievable bit rate. The SNR gap depends on the modulation format, coding scheme,
and maximum acceptable bit error rate tBER.

In order to define the SNR gap Γn we first have to define another function, the required
SNR. The required SNR rSNR(b̄n) is the minimum SNR needed, for a given modulation
and coding scheme with b̄n bits per dimension, to have a bit error rate lower or equal
than tBER in a given channel. The SNR gap is then defined as the ratio between the
required SNR and the minimum SNR needed to have a capacity of b̄n bits per dimension

Γn =
rSNR(b̄n)

2b̄n − 1

For example, for uncoded square M -QAM constellation the SNR gap can be conve-
niently calculated by inverting the BER curves, shown in Figure 4.1.
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Figure 4.1: SNR gap for uncoded square M -QAM constellations

4.1.2 SNR margin

Let us now consider the DMT channel, where the signal is transmitted according to
equation (3.10). The main difference with (4.3) is the inclusion of a gain factor gn,
becoming

b̄n = log2

(
1 + |gn|2

SNR[n]

Γn

)
In a real system usually we do not want to transmit exactly b̄n in every subcarrier

for two main reasons.

• The total bit rate

Rb =
1

T

N−1∑
n=0

b̄n =
Nbb

T

in optical communication systems is a fixed value and cannot be changed arbitrar-
ily.

• The exact SNR per subchannel is usually unknown and must be estimated, so in
case of an estimation error where the real SNR is lower than the estimated value,
we may have a system outage.

For these two reasons we usually choose to transmit bn ≤ b̄n bits per subcarrier,
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defined as

bn = log2

(
1 + |gn|2

SNR[n]

Γnλn

)
where λn ≥ 1 is called SNR margin, and represents the maximum amount by which
SNR[n] can decrease while keeping the bit error rate BER[n] lower than the target BER.

The average number of bits per DMT symbol is

〈b〉 =
1

N

N−1∑
n=0

bn =
1

N

N−1∑
n=0

log2

(
1 + |gn|2

SNR[n]

Γnλn

)
=

=
1

N
log2

[
N−1∏
n=0

(
1 + |gn|2

SNR[n]

Γnλn

)]
= log2 (1 + SNRmc)

In this case the multichannel bit rate can be seen as the bit rate of a single-channel
AWGN system with no ISI with an equivalent multichannel SNR defined as

SNRmc ,

[
N−1∏
n=0

(
1 + |gn|2

SNR[n]

Γnλn

)]1/N

− 1

Assuming high SNR values, the +1 can be ignored leading to the geometric SNR

SNRmc ≈

[
N−1∏
n=0

(
|gn|2

SNR[n]

Γnλn

)]1/N

It is interesting to compare this result with the result provided in (3.5) for the best
linear equalizer. According to Jensen’s inequality, the geometric SNR is always greater
or equal than arithmetic SNR, which means that a DMT with an optimal choice of bn
and gn can outperform the best possible linear equalizer for single-channel modulation.
The geometric SNR can be reached in single-channel modulation by adopting an optimal
infinite-length Zero-Forcing (ZF)-DFE [10], which is a non-linear equalizer, with the main
drawback of requiring a low-latency feedback loop which is difficult to design in high-
speed links.

4.2 Allocation policies

In order to achieve the capacity described in the previous subsection, we need to opti-
mally choose the number of bits and the pre-emphasis factor for each subcarrier, given
the channel SNR.

There are two main ways to proceed, depending on the system design goals.
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Figure 4.2: Rate Adaptive water filling

4.2.1 Rate Adaptive

This first approach tries to maximize the total bit rate

max
|gn|2

{
N−1∑
n=0

bn

}
with a total transmit energy constraint

subject to

N−1∑
n=0

|gn|2 = E

The solution, using Lagrange multipliers, is

|gn|2 =

{
Γ̃− Γn

SNR[n] Γ̃− Γn
SNR[n] ≥ 0

0 Γ̃− Γn
SNR[n] < 0

for a certain positive constant Γ̃.
A graphical representation of this solution, is called water filling or water pouring,

which can be seen in Figure 4.2. The gains |gn|2 are put to ”equalize” the SNR in each
channel to get the constant Γ̃, the higher the SNR the higher the gain; some subcarriers
with a low SNR may get |gn|2 = 0.

The overall bit rate becomes

Rb =
1

T

N−1∑
n=0
gn 6=0

log2

(
Γ̃

Γn
SNR[n]

)
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which represents the maximum achievable bit rate for the specific channel, and there is
no SNR margin

λn = 1 ∀n = 0, . . . , N − 1

4.2.2 Margin Maximization

As stated before, the total bit rate of the channel can be a fixed value. In this case, the
allocation policy minimizes the total transmit energy

min
bn

{
N−1∑
n=0

|gn|2
}

with the bit rate constraint

subject to
1

T

N−1∑
n=0

bn = Rb

The solution is again the water filling, but the energy is ”poured” until we reach the
desired bit rate Rb.

Margin Maximization with energy constraint

As the bit rate maximization solution, this solution has unit SNR margin for all subcar-
riers. If we assume a fixed transmit energy E , we can multiply all the gn by a factor of√

E
Emin

where Emin is the total energy after the minimization

Emin =
N−1∑
n=0

|gn|2

obtaining an SNR margin, equal among all subcarriers, of

λn =
E
Emin

The SNR margin may be greater or lower than 1. If λn > 1 means that Emin < E and the
system can tolerate a decrease of SNR by a factor of λn maintaining the requirements,
while γn < 1 means that the system cannot work with E and we have to increase the
transmit energy to match at least Emin

4.3 Practical allocation algorithms

The water filling algorithm provides the optimal solution to allocate bits and energies
among subcarriers, but has two main drawbacks:

• Does not provide an efficient, hardware-implementable procedure.
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• Assumes that bn is a real number; it is usually defined a granularity β, which is the
elementary increase of bn, so that bn = mnβ for mn integer. In most applications
β = 1, i.e. bn is an integer.

For these reasons, there are different algorithms to optimally allocate bits and gains
with the granularity constraint. The two main algorithms are:

• Chow’s algorithm [8]

• Levin-Campello algorithm [5, 20]

Chow’s algorithm is a modification of the water filling procedure that takes into account
β, while the Levin-Campello uses a different approach that achieves the same result.

In this work we adopted the Levin-Campello algorithm, described in the following
section.

Levin-Campello algorithm

The Levin-Campello algorithm1 achieves the optimal solution, both for the RA and MM
problems, with a low complexity and an arbitrary value of β.

In the following explanation, we will show the algorithm that solves the Margin
Maximization problem.

Introduction

The idea of the algorithm is recognizing that the overall performance of the system
mainly depends on the highest BER; the algorithm tries to ”level up” all subcarriers in
order to have the same BER in all of them. Instead of allocating power like in water
filling algorithms, this algorithm mainly allocates bits; this is to reduce the impact of
nonlinearities in the system, which, especially for ADSL systems for which the Levin-
Campello was originally designed, represent a major impact on system performance.
The powers are allocated after the bit loading part to compensate for the granularity β.

Definitions

This algorithm distributes b = Rb ·NT bits among N subcarriers, each with signal-to-
noise ratio SNR[n] for n = 1, . . . , N . A function rSNR(bn) (required SNR) is defined,
depending on the target BER and the modulation/coding scheme, and is a function of the
number of bits allocated in a subcarrier. All the signal-to-noise ratios, and the margins,
are measured in dB.

There are two main variables in the algorithm: the current margin and the projected
margin. The current margin λn is the difference (in decibels), between the measured
SNR for the n-th subcarrier and the required SNR with bn bits allocated

λn = SNR[n]− rSNR(bn)

1Developed independently by Jorge Campello de Souza and Howard E. Levin
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The projected margin Pn is the difference between the measured SNR and the required
SNR with bn + β allocated bits, and represents the next margin in case another β bits
are allocated in the n-th subcarrier

Pn = SNR[n]− rSNR(bn + β)

Bit allocation

At the beginning 0 bits are allocated amongst all subcarriers.

bn = 0 ∀n

Then the projected margin Pn is evaluated for all subcarriers, and we increment bn
on the subcarrier with the highest projected margin

bn = bn + β with n = arg max
m

{Pm}

The previous step is then repeated until all b bits are allocated.
Some subcarriers may have bn = 0 because the SNR is too low, in this case the

subcarrier is shut down and no signal is transmitted over it.
A pseudocode representation of the bit allocation part is shown in the following

algorithm:

Algorithm 1 Bit allocation

1: for n = {0, . . . , N − 1} do
2: bn ← 0
3: Pn ← SNR[n]− rSNR(1)
4: end for
5: for k = {1, . . . , Nbb} do
6: n← arg maxm{Pm}
7: bn ← bn + β
8: Pn ← SNR[n]− rSNR (bn + β)
9: end for

Power allocation

The solution after the power allocation is not optimal due to the nonzero granularity β.
This can be solved by allocating a gain vector gn with the energy constraint

N−1∑
n=0

|gn|2 = E

At the beginning, the current margin γn is evaluated for all active subcarriers, and
all the margins are summed to get the geometric margin γ

γ =
N−1∑
n=0
bn>0

λn
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The unnormalized gains, in linear scale, are then calculated using

gn =

{
10(γ−λn)/20 bn > 0

0 bn = 0

and then normalized to the target energy

gn = gn

√
E∑N−1

n=0 |gn|2

A pseudocode representation of the power allocation and minimal margin part is
shown in algorithm 1.

Minimal margin

At the end of the algorithm, a minimal margin λmin is calculated with

λmin = min
n
{20 log10 (gn) + γn}

and represents the minimum margin that we get in the worst subcarrier. If this number
is positive, the system is working and we can tolerate a maximum loss of λmin dB SNR

and have the system still working, while if this number is negative the system is not
working and we have to change the requirements.

A pseudocode representation of the power loading is shown below, where the gains
gn and the margins λn are collected into N × 1 vectors g and λ.

Algorithm 2 Power loading and minimal margin calculation
1: γ = 0
2: for n = {1, . . . , N} do
3: if bn > 0 then
4: λn ← SNRn − rSNR (bn)
5: γ ← γ + λn
6: else
7: λn ←∞
8: end if
9: end for

10: g← 10(γ−λ)/20

11: g← g ·
√
E/g†g

12: λmin ← min {20 log10 (g) + λ}
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Chapter 5

System design

After reviewing the state-of-the-art of DMT-based optical communication systems in
chapters 2, 3 and 4, in this chapter we will show the actual work done for this thesis,
starting from the transceiver DSP design, followed by some detailed studies regarding
specific issues that we encountered in the practical implementation of the system, and
ending with the overall experimental setup.

5.1 Transceiver DSP

5.1.1 PAM vs DMT

In chapter 3, we described two modulation schemes suitable for self-coherent systems:
PAM and DMT, and we anticipated that the choice for this work is DMT. We mainly
choose DMT for its robustness against non-ideal channels, described in details in chapter
4, and its easy hardware implementation, due to the parallel processing and FDE.

An extensive comparison between PAM and DMT has been done by Fujitsu for the
100G Ethernet standardization process [21]; other comparisons can be found in [3, 16,
30].

5.1.2 Transmitter

The first thing we designed was the transmitter, its final scheme is shown in Figure
5.1. We are supposing that the bits do not come directly from a source but from a
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Figure 5.1: Block diagram of an optical DMT transmitter
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FEC encoder, this is because the target BER of an optical communication system is
below 10−14 and FEC is the only way to get this BER values for high-speed optical
communications. FEC was not implemented in this work, therefore all the BERs shown
are pre-FEC, and are compared to an FEC threshold, which in our work is 3.8× 10−3,
that corresponds to the standard threshold for hard decision FEC in optical transport
networks.

After the DMT modulation, the signal is sent to a DAC followed by a Lowpass Filter
(LPF) which performs the operation in equation (3.8), and then is I/Q modulated and
amplified using the techniques described in chapter 2.

Mapping

In this system we adopted modulation schemes with n = 1, 2, . . . , 10 bits per symbol. For
n even, we adopted standard QAM constellations, for n = 1 we used Binary Phase-Shift
Keying (BPSK), while for n odd and greater than 1 there is not an optimal choice. The
two possibilities we took into consideration are rectangular and cross QAM constellations.
Rectangular-shaped constellations allow a Gray mapping but they are not very efficient
in terms of average energy per symbol, while cross-shaped constellations do not have a
Gray mapping but are more energy efficient.

A comparison of BER performance between these two shapes is shown in Figure
5.2, where we can see that cross-shaped constellations are slightly better (∼ 1 dB at
BER = 3.8× 10−3) than the rectangular shaped ones, therefore we choose to use cross-
shaped constellations.
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Pulse shaping

In a digital transmitter for optical communications, DACs bandwidth is one of the biggest
limitations1.

In optics, single-channel modulation formats are usually transmitted without any
digital filtering, and the DAC low-pass effect is used to limit the bandwidth of the signal.
In specific situations where the DAC output power is limited or the WDM grid is very
strict, the signal is digitally upsampled and filtered with a low-pass filter (e.g. raised
cosine) before being sent to the DAC. This increases the power efficiency and reduces
the occupied optical bandwidth of the signal, but decreases the symbol rate.

In our specific system the DAC output power is limited and we cannot put a RF am-
plifier between the DAC and the modulator since the cost of a linear broadband amplifier
will make the overall system unfeasible, therefore we decided to apply a digital filter
before modulation. For multi-channel modulation, we achieved this effect by ”switching
off” some high frequency subcarriers, i.e. setting them to zero. This changes equations
(3.10) and (3.12) as follows:

s[n] =

√
1

Nf

Nf−1∑
k=0

gkSssb[k]ej2πnk/Nf

Sssb[k] =

{
A[k] ∈ Ak k = 1, . . . , Nm

0 otherwise

Where the FFT size remains Nf and the number of modulated subcarriers reduces to
Nm ≤ Nf/2 − 1. If Nm = Nf/2 − 1 we get the same situation as equation (3.11), but if
we decrease this number we can increase the sampling rate getting something equivalent
to a digital pulse-shaping of the signal.

Skew compensation

A problem we encountered is the synchronization of the two DACs responsible to transmit
the In-Phase and the Quadrature components of the signal. As we will show in section
5.2.4, even a small delay, called skew, between the two components (with respect to
the DAC sampling rate) can degrade the performance. The DACs we employed allow us
to tune the delay in integer multiples of the sampling rate, but cannot compensate for
fractional delays.

First of all, we experimentally measured the delay by transmitting a BPSK signal at
36 GBd first in one DAC, switching off the other one, then we did the same of the other
DAC. Using a sampling oscilloscope we measured the eye diagrams and we compared
them to measure the time delay. Since the skew is caused by length differences between
the RF paths, it is constant once the DACs are connected to the modulator. An example
of eye diagram is shown in Figure 5.3, where the time delay is around 5 ps.

1For instance, the Fujitsu Leia DAC has a sampling rate of 65 Gs/s with a 3 dB bandwidth of 13 GHz
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Figure 5.3: BPSK eye diagram for delay detection

After measuring it, we compensate it using a phase-only filter with frequency response

Hτ [k] =


cos(πτ) k = 0

ej2πτ(Nf/2+1−k)/Nf k = 1, . . . , Nf/2− 1

1 k = Nf/2

e−j2πτ(−Nf/2−1+k)/Nf k = Nf/2 + 1, . . . , Nf − 1

where τ is the delay measured in samples.

Peak-to-average power ratio

A DAC is not a perfect linear device, but it has a limited output resolution (expressed
in bits), which limits the output dynamic range. A b bit DAC has an output dynamic
range which can be approximated as

20 log10 2b ≈ 6b (dB)

The effects of this limitation on the transmit signal depends on its PAPR γ2, that is
the ratio between the peak output and the average power of the signal

γ2 =
maxt

{
|x(t)|2

}
〈
|x(t)|2

〉
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For M -PAM, the PAPR is

γ2 = 3
M − 1

M + 1

for instance, 4-PAM has a PAPR of 2.55 dB.

For DMT without power and bit loading the PAPR is [30]

γ2 = 6(N − 1)

√
M − 1√
M + 1

where M is the size of the M -QAM constellation and N the DMT block size. For instance,
a 16-QAM constellation with a DMT block size of 512 samples has a PAPR of 32.64 dB,
much greater than PAM. If this is not corrected in some way, the quantization noise of
the DAC will heavily disrupt the quality of the communication.

To perform this, following [23], we note from equation (3.6) that a DMT signal is a
sum of N independent random variables (assuming that the transmitted symbols are
independent and identically distributed), and for N & 10 for the central limit theorem
we can assume the output signal to be Gaussian, with zero mean (assuming the DC tone
is set to zero) and variance σ2, which is also the power of the signal

pDMT(x) =
1√
2πσ

e−x
2/(2σ2)

So, for instance, even if more than 99% of the amplitudes is contained between ±3σ, we
can have a peak value of ±γσ, which in our example of 16-QAM N = 512 is approxi-
mately 42.64σ!

This means that we can clip the output with a negligible penalty but with a big
benefit in terms of quantization noise added by the DAC. We say that a real signal x(t)
with power σ2 and zero mean is clipped with clipping factor µ if we apply the following
transformation

xclip(t) =

{
x(t) |x(t)| ≤ µσ
µσ · sgn [x(t)] |x(t)| > µσ

In this case, this adds a clipping noise to the signal with signal-to-clipping noise ratio

SNRclip =

[(
1 + µ2

)
erfc

(
µ√
2

)
−
√

2

π
µe−

µ2

2

]−1

so by clipping the signal with a reasonable value, e.g. µ = 4, we get an almost negligible
clipping noise (SNRclip = 52.1 dB) but we dramatically reduce the quantization noise
introduced by the DAC.

5.1.3 Receiver

The overall structure of the DMT receiver is shown in Figure 5.4.
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Figure 5.4: Block diagram of an optical DMT receiver
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Figure 5.5: Cyclic prefix alignment

Cyclic prefix alignment

Before going to the frequency domain with the FFT, we have to detect and remove
the cyclic prefix added by the transmitter, therefore we implemented the well-known
Maximum Likelihood (ML) detection scheme [38] in a feed-forward structure, as opposed
to the feedback structure, which is difficult to realize in hardware at the required speed.
As opposed to [38], we did not estimate a frequency offset since we are demodulating
the signal using the same carrier used to modulate it.

The main idea of the scheme is finding the maximum of the correlation of two sliding
windows, each with length Nc, over an entire block with length Nf. To reduce noise, the
correlation is averaged over K blocks with length Nf + Nc. The position of the cyclic
prefix n̂ can be therefore estimated with:

n̂ = arg max
0≤n≤Nf−1

{
K−1∑
`=0

Nc−1∑
m=0

y [n+m+ ` (Nf +Nc)] y [n+m+Nf + ` (Nf +Nc)]

}
The block diagram of the scheme is shown in Figure 5.5. The received signal from

the ADC is divided into blocks with size Nf +Nc. A delay and split component divides
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the input data into two blocks, each with size Nf + Nc but delayed by a factor of Nf,
and multiplies them element-by-element. Then is run a moving average with length Nc

inside each block and another moving average over K blocks, and the position of the
maximum is the position of the cyclic prefix.

Equalization

After the FFT, we have to apply a FDE to the received subcarriers in order to perform
hard decision. The equalizer coefficients W [k] are not known a priori since we do not
know the channel frequency response, but can be estimated using a sequence of training
blocks Nte

W0[k] =

Nte−1∑
`=0

A`[k]

Y`[k]

and then updated using a decision-directed algorithm with a forgetting factor de < 1

Wm+1[k] = (1− de)Wm[k] + de
Âm+Nte [k]

Ym+Nte [k]

Bitloading

Immediately after the equalizer there are two different paths where the signal can go:

• At the beginning the signal goes into a calibration path, where a (known) training
sequence, which is QPSK on all subcarriers, is compared to the received signal, the
SNR per subcarrier is calculated and the Levin-Campello algorithm, described in
section 4.3, is applied.

• After calibration, the transmitter transmits different modulation formats on each
subcarrier based on the Levin-Campello results, and the receiver compares the
received bits with the transmit bits and calculates the BER.

In chapter 6, where the experimental results are shown, we will use both the minimal
margin after Levin-Campello and the BER, based on the specific experimental conditions.

5.1.4 System parameters

After setting up the transceiver DSP using MATLAB, we run some simulations to debug
the software and tune the main parameters in conditions similar to the experimental
ones. The system parameters we chose are summarized in table 5.1.

5.2 Electrical and optical transmitter

5.2.1 Digital-to-Analog Converter

The analog signal is generated using two DACs at 72 Gs/s. These DACs, built with SiGe
technology, have a high symbol rate maintaining a good bandwidth [33], and we have
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Parameter Description Value Unit

Nf FFT size 512 samples
Nm Modulated subcarriers 224 subcarriers
Nc Cyclic prefix length 40 samples
OHcp Cyclic prefix overhead 7.25 %
fs DAC symbol rate 72 Gs/s
bDAC DAC resolution 6 bits
Rb Gross bit rate 114 Gbit/s
M Max bits per subcarrier 10 bits
Nbb Bits per DMT block 874 bits
Ng DMT blocks generated 512 blocks
µ Clipping factor 4 -
tBER Target BER 3.8× 10−3 -

Table 5.1: System parameters

used them in other experiments [32, 42]. They are controlled by an embedded Linux
board, and we wrote some software to control it using MATLAB.

A low-speed DAC (MC DAC) applies the bias voltages to the MZM.

5.2.2 Carrier-to-signal power ratio

In the design of a self-coherent system, the most critical parameter is the CSPR, i.e. the
ratio between the power of the carrier and the power of the signal. For this work we
performed some calculations to find the best value.

Let us assume that the transmit signal is the sum of a zero-mean signal and the
carrier

etx(t) = ae(t) + c

where e(t) has unit power, a and c are real positive constants with a total transmit power
constraint

a2 + c2 = 1

Therefore the CSPR d2 is

d2 =
c2

a2

The received signal, according to (2.2), is

y(t) = |ae(t) + c|2 + n(t)

where n(t) is an additive noise term that takes into account all noise contributions in
the system (ASE noise, Johnson noise, . . . ).

After some algebra and the removal of the Direct Current (DC) term, we obtain

y(t) ∝ 2<{e(t)}+
1

d
|e(t)|2 +

d2 + 1

d
n(t) (5.1)
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This equation tells us that a high CSPR reduces the SSBI, but at the same time will
increase the input noise. As we will see in chapter 6, there is an optimal value of CSPR

that represents the best trade-off between signal-signal beating and noise.

Signal-signal beating interference compensation

As shown in (5.1), the signal received with a photodiode is affected by SSBI, and its
compensation is crucial to reach the goal of 100 Gbit/s. There are several compensation
techniques described in literature, such as 2nd-order Volterra equalizers [43] or iterative
detection schemes [28], but all of them have a high computational complexity.

We therefore developed a novel scheme to reduce the impact of SSBI for a Single
Side-Band signal with a low complexity. Assuming a transmit SSB optical field essb(t) =
e(t) + jH{e(t)}, it gets impaired by CD with impulse response hcd(t) and detected using
a photodiode according to (5.1). The received signal becomes

r(t) = [e(t)⊗ gcd(t)] +
1

d
|essb(t)⊗ hcd(t)|2 +

d2 + 1

d
n(t)

where gcd(t) is a real signal whose Fourier transform is

Gcd(f) =


Hcd(f) f > 0

0 f = 0

H∗cd(−f) f < 0

The term inside the squared modulus can be expanded exploiting the fact that essb(t)
is a SSB signal, and its convolution with the CD filter is a SSB signal as well

essb(t)⊗ hcd(t) = e(t)⊗ gcd(t) + jH{e(t)⊗ gcd(t)}

and this is simply the SSB version of the signal-carrier beating.
Assuming a high signal-to-noise-and-distortion ratio the SSBI term can be well ap-

proximated with
1

d
|essb(t)⊗ hcd(t)|2 ≈ γ |r(t) + jH{r(t)}|2

where r(t) is the signal received by the photodiode defined in (2.4) and γ is a positive real-
valued factor. According to this equation, we can compensate the SSBI by subtracting
this term to r(t), optimizing the value of γ.

In chapter 6 we will show some results with this scheme.

Bias method

When using scheme B○, we cannot directly set the CSPR since the only tunable parameter
is ∆V , the difference between the bias applied to the modulator and the null. Neverthe-
less, there is a direct relation between ∆V and the CSPR which can be found using the
MZM equation (2.3); its response centered around the null point is

eout(t) ∝ sin

(
π

2V
(rf)
π

Vin(t) +
π

2V
(dc)
π

∆V

)
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The combined power of the signal and the carrier is

Psc = Ps + Pc = E


∣∣∣∣∣sin

(
π

2V
(rf)
π

Vin(t) +
π

2V
(dc)
π

∆V

)∣∣∣∣∣
2


We assume that Vin(t) is a Gaussian process with zero mean and variance σ2, while ∆V
is deterministic.

If the signal is clipped between −µσ and µσ the variance is linked to the peak-to-peak
voltage Vpp with the equation

σ2 =

(
Vpp

2µ

)2

In this case, using the definition of expectation, the power becomes

Psc =
1

2
− 1

2
exp

−2

(
π

2V
(rf)
π

)2

σ2

 cos

(
π

V
(dc)
π

∆V

)

The power of the carrier is

Pc = sin2

(
π

2V
(dc)
π

∆V

)

and the carrier-to-signal power ratio is

CSPR =

1− exp

[
−2
(

π

2V
(rf)
π

)2
σ2

]
cos
(

π

V
(dc)
π

∆V
)

2 sin2
(

π

2V
(dc)
π

∆V
) (5.2)

5.2.3 Bias control

Another important parameter to control is the bias point of the MZM, described in detail
in section 2.3. This parameter is crucial to set the correct CSPR if using method B○, but
also with method C○ it is important to bias the modulator at the null.

The main issue for finding the correct bias point of the modulator is that the point
slowly changes with time, mainly due to changes in temperature. In commercial coherent
systems there are devices called Automatic Bias Controllers (ABCs) which, using a low-
speed feedback loop, are able to track the correct bias point. These devices cannot be
used in our system since they are built for biasing at the null point and they use QPSK

pilot tones, therefore we had to implement our own system.

Since the bias point is slowly changing with time, we manually bias the modulator
before running any measurement. We tried to implement an automatic system but
was not as effective as manual adjustment. The automatic system was kept to find an
approximate solution, and then we manually adjusted the setting to the optimal value.
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Figure 5.6: Left: BPSK at null. Right: BPSK at quadrature (NRZ-OOK)

Figure 5.7: 18 GBd QPSK: wrong (left) and correct (right) common bias

To tune the I and the Q biases, we transmitted an 18 GBd BPSK signal, alternatively
on both arms, and using the eye diagram to find the null. The null is the point in
which the eye is at its maximum closure, as seen in Figure 5.6, left. As a comparison, in
the same Figure on the right is represented the same signal biased at the maximum eye
opening, which is the quadrature point, creating the so-called Non-Return-to-Zero (NRZ)
On-Off Keying (OOK) modulation.

To tune the common (third) bias to π/2, we transmitted an 18 GBd QPSK signal and
we connected a coherent receiver in homodyne configuration, i.e. the local oscillator is
the transmit laser itself, in order to limit phase noise and avoid frequency offsets, and
we looked at the received constellation in a 33 GHz, 80 Gs/s real time oscilloscope. If
the angle is not π/2 the received constellation is a parallelogram, while when the angle
is exactly π/2 we get a square. An example of this measurement is shown in Figure 5.7.
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5.2.4 Effect of I/Q imbalance on SSB

In an SSB-DMT system, the performance of the receiver is very sensitive to transmitter
imbalances between the I and the Q components. For instance, the coaxial cables that
connect the DACs to the modulator can be slightly different, which can introduce a delay
τ between these two components, and the modulator does not shift these two component
by exactly π/2 radians, but there can be an error θ in the phase shift.

To analyze this, let us analyze the real and the imaginary parts of the Fourier trans-
form of the SSB optical field Essb(f) = Er

ssb(f) + jEi
ssb(f). Both of them are real in time

domain, so in frequency domain they express Hermitian symmetry. In addition, Essb(f)
has no negative frequency components. To express these conditions, we introduce a
placeholder function Q(f) which is the positive spectrum of Essb(f)

Essb(f) ,

{
Q(f) f ≥ 0

0 otherwise

Using this definition, the real and imaginary parts are

Er
ssb(f) =

{
1
2Q(f) f ≥ 0
1
2Q
∗(−f) f < 0

Ei
ssb(f) =

{
1
2jQ(f) f ≥ 0

− 1
2jQ

∗(−f) f < 0

We can now start applying the time delay and phase shift between the real and
imaginary part. The transmitted SSB signal is therefore

Essb(f) = Er
ssb(f)e+j(θ+2πτf)/2 + jEi

ssb(f)e−j(θ+2πτf)/2

Using the definition of Q(f) we get

Essb(f) =

{
1
2Q(f)

[
e+j(θ+2πτf)/2 + e−j(θ+2πτf)/2

]
f ≥ 0

1
2Q
∗(−f)

[
e+j(θ+2πτf)/2 − e−j(θ+2πτf)/2

]
f < 0

=

=

{
Q(f) cos [(θ + 2πτf) /2] f ≥ 0

Q∗(−f)j sin [(θ + 2πτf) /2] f < 0

and the flipped conjugate version of this signal is

E∗ssb(−f) =

{
−Q(f)j sin [(θ − 2πτf) /2] f > 0

Q∗(−f) cos [(θ − 2πτf) /2] f ≤ 0
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Figure 5.8: DMT over 80 km SSMF with τ ≈ 0

By transmitting over a distance d of optical fiber and receiving it using a self-coherent
system, according to (2.4), we get

SC(f) =

Q(f)
[
cos
(
θ+2πτf

2

)
e−j(β2f

2d/2) − j sin
(
θ−2πτf

2

)
e+j(β2f2d/2)

]
f ≥ 0

Q∗(−f)
[
j sin

(
θ+2πτf

2

)
e−j(β2f

2d/2) + cos
(
θ−2πτf

2

)
e+j(β2f2d/2)

]
f < 0

=

= E(f)Hθ,τ (f)

which means that we get the original Dual SideBand (DSB) signal,

E(f) =

{
Q(f) f ≥ 0

Q∗(−f) f < 0

impaired by a linear filter Hθ,τ (f) which is not anymore all-pass but is frequency-
selective, and this will reduce the performance of the system.

For instance, let us compare the performance of a 72 Gs/s DMT system over 80 km
of SSMF without any delay and with a delay τ ≈ 5 ps = 0.36T . As we can see, the delay
creates notches in the spectrum which reduce the overall system performance.

5.2.5 Experimental setup

After solving the aforementioned problems, we started building the actual transmitter
for the experiment.

We started from the laser, which was a standard telecom External Cavity Laser (ECL),
set at frequency f0 = 193.1 THz (or wavelength λ0 = 1552.52 nm). Then we connected
the DACs to the LiNbO3 MZM using two 10 cm coaxial cables and the low-speed MC
DAC to the biases of the modulator.
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Figure 5.9: DMT over 80 km SSMF with τ ≈ 5 ps

Parameter Description Value Unit

V
(dc)
π MZM drive voltage at DC 8.5 V

V
(rf)
π MZM drive voltage at RF 3 V
Bo MZM optical bandwidth 22 GHz
Pl Laser output power 15.5 dBm
f0 Laser frequency 193.1 THz
λ0 Laser wavelength 1552.52 nm

Table 5.2: Transmitter parameters

After that, we implemented the two transmitter structures B○ and C○ described in
section 2.4.2. The transmitter parameters used for the experiment are summarized in
table 5.2.

Bias method For this case we just connected directly the modulator after the laser,
and we tuned the bias using a software we wrote for the low-speed DAC. On Figure 5.10
is shown a picture of the transmitter setup.

External carrier path In the experiment we also tried scheme C○ of Figure 5.11,
where the carrier is added using an external (with respect to the modulator) path. A
picture of the setup is shown on Figure 5.12.

In this scheme a 90/10 tap is put immediately after the laser, and while in one arm
we put the modulator, in the other we put a VOA to tune the CSPR. After that, a 3 dB
tap combines together the carrier and the signal. Since the self-coherent system works



5.2. ELECTRICAL AND OPTICAL TRANSMITTER 55

Figure 5.10: Transmitter picture

Figure 5.11: External carrier path scheme
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Figure 5.12: External carrier path picture

Parameter Description Value Unit

CG TIA conversion gain 200 V/W
R Photodiode DC responsivity 0.585 A/W
f3 dB 3 dB cutoff frequency 40 GHz

inoise Equivalent input noise density 40 pA/
√

Hz
fs ADC sampling rate 160 Gs/s
bADC ADC resolution 8 bits

Table 5.3: Receiver parameters

only if the signal and the carrier are on the same polarization, all the optical components
are Polarization Maintaining (PM), increasing the cost of the system.

5.3 Electrical and optical receiver

As photodetector, we first used a regular PiN photodetector, but the sensitivity was too
low and it was required a very high received power (around +7/+8 dBm). Then we
decided to employ a PiN photodiode followed by a low-noise Transimpedance Amplifier
(TIA), and this decreased the optimal received power. The results of this experiment are
shown in details in the chapter 6. The main receiver parameters are summarized in table
5.3. The photodetector is connected to a real time oscilloscope that digitizes the output
of the photodiode, and saves in its memory the captured waveform. The waveform is
then offline processed using a computer with the algorithms described in section 5.1.3;
the photodetector and the scope are shown in Figure 5.13.
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Figure 5.13: PiN-TIA and oscilloscope

Since in our experiment we did not implement a timing recovery scheme, we con-
nected a BNC cable from the clock generator that drives the DACs to the real time
oscilloscope to deliver a 10 MHz reference clock that synchronizes the sampling instants.

5.4 Transmission

After building the transmitter and the receiver, we started building the whole commu-
nication system. We first started connecting the transmitter directly to the receiver,
called back-to-back configuration, and then we connected spools of fiber in between to
build the final system

Amplification

Due to the Gaussian distribution of the amplitude of a DMT signal, as described in section
5.1.2, the modulation has a high insertion loss, so we decided to put a booster amplifier
immediately after the transmitter. We put another amplifier immediately before the
receiver in order to recover the signal power dissipated during transmission.

To keep the system cost-effective, we employed mini EDFAs, which are smaller and
cheaper than regular EDFAs, but with a worse noise figure and low output power. The
EDFA parameters are reported in table 5.4.

At the receiver we also tried an SOA, with parameters written in table 5.5. A SOA

has a worse noise figure and high nonlinearities, like XGM, but it is more appealing since
it can be easily integrated in the optical transceivers.
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Parameter Description Value Unit

Pmax Maximum output power 17.5 dBm
Gn Nominal gain 23 dB
Fn Average noise figure 5 dB

Table 5.4: EDFA parameters

Parameter Description Value Unit

Gmax Maximum gain 27.3 dB
Fn Average noise figure 6.4 dB
Psat Saturation power (3 dB) 13.6 dBm

Table 5.5: SOA parameters

Setup

To test this configuration and to emulate the attenuation of transmission over fiber, a
VOA is put between the transmit and receive amplifiers. For transmission two spools of
20 km and 60 km of SSMF are used. The amplifiers with the VOA and the fiber spools
are shown in figures 5.14 and 5.15.

At the receiver, especially after transmission over a long distance, the signal is cor-
rupted by ASE noise. Since the receiver is non-coherent, it is important to remove noise
outside the signal bandwidth, and for this reason we put a broadband optical filter with
bandwidth 175 GHz immediately after the receiver amplifier. After the optical filter, a
90/10 tap sends 10% of the light to the Optical Spectrum Analyzer (OSA) for monitoring,
then the 90% arm is connected to the photodetector; this setup is shown in Figure 5.16.
The OSA is an important diagnostic tool that we used to verify and debug the setup.
The overall system is shown in Figure 5.17.
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Figure 5.14: Amplifiers and VOA

Figure 5.15: Spools of SSMF
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Figure 5.16: 90/10 tap and optical filter

Figure 5.17: Overall experimental setup



Chapter 6

Experimental results

6.1 Introduction

In this chapter we will present the experimental results measured with the setup de-
scribed in chapter 5.

As a performance indicator, we will use either the minimal SNR margin or the average
BER. For the BER measurements, we applied the Levin-Campello algorithm to the SNR

measured in the optical back-to-back experiment with no attenuation, while for the SNR

measurements we used the system in the calibration mode, transmitting QPSK in all the
subcarriers. As stated in the introduction, the bit and power mapping are static since
the absence of a feedback channel is a requirement of the system.

The BER has been used for the main transmission experiments (like the back-to-back
curve or the power sweeps during transmission), while the SNR has been used in the
sweeps to find the best system parameters.

6.2 Back-to-back

In this section we disconnected the fiber spools and connected the VOA. If there is no
attenuation value specified, is implicit that the attenuation is 0 dB.

6.2.1 Calibration

Carrier-to-signal power ratio The first parameter we have to tune is the CSPR. As
shown in (5.1), there’s an optimal trade-off between the carrier and the signal power,
this can be clearly seen in Figure 6.1. The Figure compares the two mechanisms that
we experimentally used to add the carrier, the bias point method B○, and the external
carrier path method C○, defined in section 2.4.2. The optimal CSPR is approximately
the same, but the bias point method has a better performance of 0.6 dB due to a better
control of the carrier phase.

In scheme C○, the CSPR has been measured by looking at the signal power after
switching out the carrier path and the combined signal+carrier power. The results are
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Figure 6.1: CSPR in back-to-back, 5 waveforms

more ”noisy” due to the manual adjustment of the VOA. In scheme B○, the CSPR is
estimated from the voltage difference ∆V from the null applied to the modulator, using
(5.2).

In the next experiments we will use this optimal CSPR value.

SSBI compensation In chapter 5, we shown our proposed SSBI compensation scheme.
To test the scheme, we took the same data we measured for Figure 6.1 with scheme B○
and we run the receiver DSP without any SSBI compensation. The results are shown in
Figure 6.2, together with the original data. We can see a significant improvement in
SNR margin to as much as 4 dB, and a shift of the optimal CSPR value. This fact can be
understood from (5.1), since a high CSPR reduces the impact of SSBI but increases the
noise.

Photodetectors As stated in section 5.3, we compared a PiN photodiode with an
integrated PiN-TIA. The difference between these two different receivers is shown on
Figure 6.3.

We measured the SNR margin as a function of the photodiode input power, set
using a VOA immediately before it. In this case, we can see that the PiN-TIA has a
greater sensitivity (around 8 dB) than the regular PiN photodiode, and can achieve better
performance due to the limited output power of the EDFA. Increasing the input power
increases the performance until a maximum is reached, then the photodiode saturates
and the performance slightly decreases.

Additionally, we measured the PiN-TIA curve with a fixed attenuation of 17 dB be-
tween the amplifiers, which is the nominal attenuation of 80 km of SSMF. The presence
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Figure 6.4: Levin-Campello results

of ASE noise reduces the overall performance but keeps the best input power at the same
level, between 1 and 2 dBm.

In the next experiments, we will use the optimal input power of 1.5 dBm.

Levin-Campello After the calibration of the experiment parameters, we accurately
measured the SNR in every subcarrier and applied the Levin-Campello algorithm to gen-
erate an optimal bit and power allocation that will be used in all future bit transmission
experiments. The results are shown in Figure 6.4.

We can see that the channel has a lowpass charateristic, but few subcarriers close
to the carrier are worse due to the impact of signal-signal beating (5.1). The Levin-
Campello employs a range of modulation formats from QPSK to 32-QAM, achieving a
minimum SNR margin of 4 dB.

6.2.2 Experiment

Attenuation/BER curve After the Levin-Campello, we measured how the BER scales
with the attenuation between amplifiers to see how our system scales with distance. The
results are shown in Figure 6.5.

From the results we see that after a floor around 2× 10−5, the BER increases linearly
(in log-log scale) with attenuation, reaching the BER threshold at 20.7 dB of attenuation,
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Figure 6.5: Attenuation vs BER curve

which corresponds to 103.5 km of SSMF. In this case, we can say that the goal of 80 km
transmission can be reached.

In the plot on the right we compare the performance of the equalizer in full training
mode and in training plus tracking mode with a limited number of training blocks. We
can see that for BERs lower than the threshold the difference is negligible, while for
higher BERs the difference becomes bigger.

Guard band In the previous section, we showed the average BER among all subcar-
riers, which is the relevant value in case of jointly coded subcarriers. Showing instead
the single BER among all subcarriers, we can see that the maximum BER can be higher
than the average BER. This is mainly caused by the first subcarriers, close to the carrier,
since are mainly affected by nonlinearities and their SNR measurement is not accurate.

To try to solve this problem, we tried to shut down some subcarriers, creating a
”guard band” between the carrier and the signal. From the results in Figure 6.6, we can
see that by shutting down few subcarriers, 2 or 3 at most, the average BER stays the same,
but the difference between maximum and average BER decrease dramatically, increasing
the system reliability. Greater guard band length doesn’t improve the difference but
slightly decreases the performance due to the lowpass effect of the channel.
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6.3 Transmission

In the next sections we will show transmission experiments over 20, 60 and 80 km of
SSMF.

6.3.1 Calibration

Carrier-to-signal power ratio At first we run another carrier-to-signal power ratio
sweep using the same method employed for the back-to-back measurement. The results,
shown in Figure 6.7, show that there is an optimal value, but it is lower than the
back-to-back measurements. This is mainly due to fiber nonlinearities, not present in
back-to-back.

In the next transmission experiments, instead of using this maximum, we adopted
the optimal value in back-to-back, since the Levin-Campello results is tied to a specific
CSPR.

6.3.2 Experiment

Launch power We then measured different launch power at the booster amplifier for
the three adopted transmission distances, shown on Figure 6.8.

We can see that an increase of the launch power corresponds to an increase in optical
SNR and an increase in performance, until the fiber nonlinearities (mainly Stimulated
Brillouin Scattering (SBS)) are triggered, starting from 10 dBm, that generate power
fluctuation in the received waveform.

We then see that the optimal transmit power is 9 dBm, and using this power we are
able to transmit under the BER threshold at all the distances.
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Semiconductor Optical Amplifiers We then employed an SOA as a receiver ampli-
fier; the results are shown in figure 6.9.

The results of the back-to-back curve and transmission using two EDFAs and one
EDFA+SOA are compared. We can see that there is a transmission penalty compared to
the back-to-back, as expected, and the SOA decreases the overall performance, but at
80 km the system is still under the FEC threshold.



Chapter 7

Conclusions

In this work we have designed and implemented a complete optical communication sys-
tem, with a maximum raw bit rate of 114 Gbit/s over distances up to 80 km.

We first started analyzing the most common transmitter and receiver structures
adopted in optical communications, focusing on the self-coherent structure, in which
we transmit a carrier along with a real-valued signal that can be received with a single
photodetector, without the need of a coherent receiver and simplifying the Digital Signal
Processing (DSP) algorithms. For these systems chromatic dispersion is one of the main
impairments, and we presented Single Side-Band (SSB) as a method to compensate it,
with a slight increase in transmitter complexity. SSB also provides an increase in spectral
efficiency.

We then focused on the digital modulation schemes that can be adopted in self-
coherent systems, focusing on the multi-carrier Discrete Multitone (DMT) scheme, which
allows to divide the bandwidth of the channel into several sub-channels and allocate a dif-
ferent bit rate based on the quality of each sub-channel. The optimal allocation method
is based on the calculation of channel capacity for DMT channels, and we presented the
Levin-Campello algorithm to achieve this.

We then started designing the system, starting from the DMT transceivers. We built
a model to study the impact of transmitter impairments on the received signal, and
we developed a novel Signal-Signal Beating Interference (SSBI) compensation scheme
that allowed us to reduce the Bit Error Rate (BER) and the Carrier-to-Signal Power
Ratio (CSPR). After that, we built an experimental setup to measure the performances
of the system we designed, measuring the Signal-to-Noise Ratio (SNR) and the BER at
different distances and noise levels.

At the beginning we calibrated the system, finding the optimal values of the system
parameters, and we run the Levin-Campello algorithm to obtain the best bit allocation
among the subcarriers. We then measured the BER in back-to-back with Amplified
Spontaneous Emission (ASE) noise loading and after transmission over different spans
of Standard Single-Mode optical Fiber (SSMF). In the experiment we transmitted a raw
bit rate of 114 Gbit/s, which takes into account a 12% Forward Error Correction (FEC)
overhead and an additional 2% overhead for training symbols.
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From the results, we saw that the BER is below the hard FEC threshold both in
back-to-back (Figure 6.5) and in transmission (Figure 6.9), which means that DMT with
SSB is a feasible option for 100G transmission over 80 km, using SSMF over C-band,
using both Erbium Doped Fiber Amplifier (EDFA) and Semiconductor Optical Amplifier
(SOA) amplification. Nevertheless, there are still problems that have to be tackled. For
instance, the system is very sensible to the amplitude and phase of the carrier added
at the transmitter. In the experiment we compared the carrier added by Mach-Zehnder
Modulator (MZM) with a custom bias point and an interferometric structure (Figure
6.1), and we found the MZM to be more effective since, being an integrated optical
circuit, it has greater control of the phase in the arms. The MZM solution is not easy to
implement in a commercial system, since there are no Automatic Bias Controllers (ABCs)
able to track a custom bias point, therefore it is necessary to build a custom integrated
modulator. Additionally, we used very ideal (and expensive) components, especially the
Digital-to-Analog Converters (DACs) and the oscilloscope, which cannot be used in a
commercial low-cost implementation.

These problems have to be solved in future works in order to develop a commercial
implementation.



Appendix A

Conventions

A.1 Notation

In this work we will use the following notation:

Numbers are complex unless explicitly stated differently, with j =
√
−1

Scalars are written as lowercase italic characters, e.g. a

Vectors are, unless explicitly indicated, column vectors and are lowercase bold-faced
characters, e.g. a

Matrices are uppercase bold-faced, e.g. A

Signals are letters followed by the independent variable between parentheses for con-
tinuous signals and brackets for discrete signals. For frequency-domain signals the
letter is uppercase.

Matrix operations we use the apex T to indicate matrix transposition and the dagger
† for the Hermitian transpose († =T∗)

Discrete Fourier Transform is always normalized. The Nf-point DFT is defined as

X[k] =

√
1

Nf

Nf−1∑
n=0

x[n]e
−j2π nk

Nf

while the IDFT is

x[n] =

√
1

Nf

Nf−1∑
n=0

X[k]e
+j2π nk

Nf

Autocorrelation of sequences are defined as

ψx[k] =
+∞∑

n=−∞
x∗[n]x[n+ k]
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for finite energy sequences and

ψx[k] = E {x∗[n]x[n+ k]}

for finite power sequences

Power Spectral Densities of sequences are indicated with the letter Ψ and are defined
as the Discrete-Time Fourier Transform of the autocorrelation function ψ[k]

Ψx

(
ej2πfT

)
=

+∞∑
k=−∞

ψx[k]e−j2πfkT

for finite power sequences

A.2 Complex baseband

A signal transmitted over optical fiber is a passband signal around the carrier frequency
f0, i.e. its power spectral density Ψx,pb(f) is nonzero only in a frequency range around
f0

Ψx,pb(f) 6= 0 ∀f : 0 < f0 −
B

2
≤ |f | ≤ f0 +

B

2
<∞

Real world signals are real, so they have Hermitian symmetry in frequency domain

xpb(t) ∈ < ⇐⇒ Xpb(f) = X∗pb(−f) (A.1)

and the quantity B is called bandwidth of the signal, which for real signals it is calculated
only for positive frequencies

Pass-band signals are painful to handle, so we can use these two properties to find
an alternative representation. This leads to the upconversion theorem which states that
every passband signal can be written as a function of two real baseband signals xI(t) and
xQ(t), i.e. their power spectral density is nonzero in a range of frequencies around the
DC f = 0

ΨxI(f),ΨxQ(f) 6= 0 ∀f : |f | ≤ B

2
<∞

each with bandwidth B/2.
The upconversion theorem [4, 29] states that

xpb(t) =
√

2xI(t) cos (2πf0t)−
√

2xQ(t) sin (2πf0t) =
√

2<
{

[xI(t) + jxQ(t)]︸ ︷︷ ︸
x(t)

ej2πf0t
}

=

=
√

2<
{
x(t)ej2πf0t

}
where we collected the two real baseband signals in a complex baseband signal

x(t) = xI(t) + jxQ(t) = e(t)ejθ(t)
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called complex baseband of xpb(t). In details, xI(t) and xQ(t) are called In-Phase (I) and
Quadrature (Q) components of x(t), and e(t) and θ(t) envelope and phase of x(t). Since
x(t) is a complex signal, the bandwidth is B since we are taking into account also the
negative frequencies.

To transform a passband signal into its complex baseband representation we perform
the complex downconversion process

x(t) =

√
2

2
[xpb(t) + jH{xpb(t)}] e−j2πf0t

where H indicates Hilbert transform, defined in (2.7).
Since there’s a 1 : 1 correspondence between a passband signal and its complex

envelope, unless explicitly written, all the signals in this work are expressed in the
complex baseband notation.
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