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Abstract

In the latest years, the �eld of binaural reproduction has gained remarkable

importance among the di�erent spatial sound reproduction techniques. As an

example, there are some interactive video games on the market which require

a particular recognition of sound features through the headphone.

One of the challenges that the binaural technique presents is the di�culty

to satisfy the physical hearing cues of many users only with a single HRTF

dataset. Therefore, it will be required to have a con�gured system so that the

externalization of spatial sound will be improved for di�erent users.

The goal of this work is to develop a web interface that combines one or

more experiments, supporting a possible video gamer on training his or her

hearing for the video-game platform or scenario. Moreover, there will be an

analysis of the performances of two HRTF datasets, and a comparison from

sound scenarios on which one is better at localizing sounds.

After a review of the current literature, an approach to the problem will

be proposed, followed by an analysis of the results and conclusions.





Sommario

Negli ultimi anni, il campo della riproduzione binaurale ha acquistato notevole

importanza tra le diverse tecniche di riproduzione spaziale del suono. Ad es-

empio, ci sono alcuni videogiochi sul mercato che richiedono un riconoscimento

particolare delle caratteristiche sonore tramite cu�a.

Una delle s�de che la tecnica binaurale presenta è la di�coltà di soddisfare

gli stimoli dell'ascolto �sico di molti utenti con un solo set di dati HRTF. È nec-

essario quindi avere un sistema con�gurato in modo tale che l'esternalizzazione

del suono spazializzato venga migliorata per diversi utenti.

Lo scopo di questo lavoro è sviluppare un'interfaccia web che combina uno o

più esperimenti che supporteranno un possibile videogiocatore nell'allenamento

del suo udito per la piattaforma o lo scenario del videogioco. Inoltre, ci sarà

un'analisi delle prestazioni di due set di dati HRTF e un confronto tra scenari

sonori su quale sia il migliore nel localizzare i suoni.

Dopo un esame della letteratura attuale, verrà proposto un approccio al

problema, seguito da un'analisi dei risultati e dalle conclusioni.
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Chapter 1

Introduction

Every challenge in the history of sound technique development has taken its

own unique direction. In particular, the researches on the integration of high-

quality sound for interactive purposes have resulted in an extensive e�ort that

must de�nitely not be left aside.

There are numerous key points that must be taken into account in the pro-

duction of a possibly attractive application, and surely two of them draw the

attention of designers. The �rst aspect is the production cost, and regarding

this point it can be said that it is the most priority for a company. The second

aspect is the product quality, a crucial part in terms of appearance and �nal

overall rating of the output as well as persuasion of potential clients.

Another fact that has always to be taken seriously into consideration while

developing an interactive application is that human sense of sight has always

been dominant in orientation and perception compared with the sense of hear-

ing. This implies that the focusing on auditory aspect is crucial for the creation

of an immersive interactive application.

Sound-based interactive video games and consoles were not conceived ini-

tially to include a high-resolution sound system. This is due to many reasons,

of which the most important is that a reasonably good signal processing sys-

tem needs a lot more power and e�ort to be built up and to work, compared
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1. Introduction 1.1. What does �Binaural Reproduction� mean?

to a lower-quality one. Nonetheless, some technologies have developed in the

recent years so that the listener can perceive sound stimuli as they were almost

real.

Having said this, binaural reproduction is a technique that plays a big

role in this challenge and that gained a remarkable importance among the

various existent spatial sound reproduction techniques. With the help of 3D

audio rendering technique it is possible to produce an audio application with

immersive sound.

1.1 What does �Binaural Reproduction� mean?

First of all, the term binaural means that the sound is coming to both left

and right ear. The two incoming input signals are elaborated by the auditory

system and the brain in such a way as to localize the origin of the sound

properly and to segregate sound sources [1]. It can be said in addition that

binaural technique enhances the experience of a possible user, because it makes

use of di�erent techniques in order to try to recreate the sound as if it would be

without headphones. In this sense it di�ers from stereophony, which implies

the mere splitting of sound into the two left and right channels in order to

recreate directionality. Stereophony does not encompass the binaural recording

of sounds though, which is taken at the ears in order to give back the sound

as if it would be heard in a natural way.

Possible types of interactive application that make use of binaural repro-

duction technology are mainly interactive video games and movies. The fact

that there could exist the possibility that a video gamer or a �lm watcher

hears the sound from a speci�c direction has always been taken into account

in the most �nely created interactive applications. Binaural technology is also

important for virtual reality systems, and everyday more for portable devices

such as tablets or smartphones.

Binaural reproduction plays de�nitely a main role in the production of a

suitable and at the same time reasonably priced audio system that can help

6



1. Introduction 1.2. Statement of the problem

towards the perception of a rich quality sound. Moreover, its level of sound

�delity can compete with the quality of e�ects of parallel technologies used

for image rendering, leading to a great contribution for the construction of a

totally immersive virtual reality.

Binaural hearing provides the basis for perception of spatial sound events.

More speci�cally, its technology reduces the sound �elds in acoustic spaces

into the characterization of the input signals of the human hearing system, i.e.

the sound pressure at the eardrums. Its goal is to create a virtual scene which

should not di�er from the real scene in terms of acoustic impression [2].

1.2 Statement of the problem

In commercial video games and interactive applications the reproduction of

the sound is usually channel-based, be the system stereo or multichannel. The

work here reported aims to �nd features to include in a sound system of an

interactive application to let the audio experience be enhanced to the player.

This has to be implemented and rendered with an e�cient but possibly cheap

approach, namely an adaptive way that makes use of very few data but also

consents to dynamically satisfy hearing cues and externalize spatial sound for

many users. Since high-de�nition sound rendering systems require expensive

devices, a suitable arrangement is provided to headphone users. The end user

of such a binaural application has to be supported through the insertion of

a short hearing training session that can improve the audio perception in its

whole.

1.2.1 Hypothesis of �ndings

The sound directional perception for the user will be enhanced thanks to the

technology used, therefore the assessment will be done through a listening test.

Such cognitional ability is estimated to be increased especially for horizontal

incoming directions. Considering the results, an improvement of around 10%

7



1. Introduction 1.3. Contribution and signi�cance of the study

on average is expected. With the proposed method some elements and factors

will be analyzed and thus the most performing combination of parameters will

be taken into account as the most suitable. See more on this in chapter 3.

1.3 Contribution and signi�cance of the study

The work here described aims to develop the study of binaural technology and

to make it more accessible and convincing to the market by means of accessible

technology. A parallel purpose may be to contribute to an enhancement of

the sound perception in suitable platforms, bringing also a more immersive

reality and possibly a higher sense of �satisfaction�. New doors may be open

to researches or further studies on the topic of binaural audio integration with

interactive applications given the results of this work.

1.4 Scope and delimitation

The work will be basically centered on the development of a web application

for a listening test scenario which will communicate with a sound rendering

machine to carry out the binaural reproduction on headphones. Although

loudspeakers can also be used along with binaural technology, the use of head-

phones is preferred basically because of the absence of crosstalk e�ects. The

use of loudspeakers related to binaural impairs indeed the sound because, while

having a better externalization, without any crosstalk compensation they mix

up the coming-out sound. Therefore this e�ect is often not desired in binaural

technology.

Headphones are not only cheaper but it can also be said that they can give

out a comparable rendering as the loudspeakers and, according to [2], they

can be correlated to real free �eld listening. In the experiment carried out by

Oberem et al. at least 50% of the subjects could not distinguish if the sound

they listened to was coming from loudspeakers or from the headphone.

The extent of the �nal evaluation will be limited to the recognition of

8



1. Introduction 1.5. Document structure

directions in the horizontal plane, or the so-called azimuthal angles. It does

not thus involve the vertical directions belonging to the median plane, also

referred to as elevation angles, for the reason that the latter are complicated

to estimate due to psychoacoustic complexities.

1.5 Document structure

The document is organized as follows:

� In chapter 2 a summary of the developments and main features regarding

the technology used in this work is described.

� In chapter 3 the deployment of the conceived solution is shown.

� The �nal results and analyses are reported in chapter 4.

� Eventually, chapter 5 contains a �nal summary of the work and suggests

further developments.

9





Chapter 2

Fundamentals

2.1 Sound

Sound signals are de�ned as vibrations propagating through mediums, like air

or water. Our body is sensitive to them in the sense that the pressure, caused

by the propagating waves of the vibration, reaches our ear and these signals

are then converted into electrical signals to be interpreted by the brain. When

describing sound, it is often depicted with sinusoidal plane waves, whose main

properties are:

� Pressure: it is de�ned as the force of a sound wave on a surface perpen-

dicular to the direction of sound. Another de�nition for it can be the

local pressure deviation from the ambient atmospheric pressure. It is

usually measured with microphones. Its measurement unit is the Pascal

([Pa] = [N] / [m2]). Its relative value is better expressed with respect

to measurements in a logarithmic scale, relative to a reference value,

namely the sound pressure level or SPL, de�ned by

SPL = 20 log10

(
p̃

p0

)
dB

11



2. Fundamentals 2.1. Sound

with p̃ as the root mean square pressure, and precisely [3, p. 18]

p̃ =

√
1

T

∫ T

0
p2(t)dt

and p0 as the reference sound pressure, usually set to 20µPa which is the

approximate value of the human hearing threshold in midfrequencies.

� Intensity: it is a measurement of sound energy �ow and is de�ned as

the sound power per unit area. Its mathematical formulation relates the

pressure with the particle velocity, i.e.

I = pv

with I and v being the vectors of sound intensity and particle velocity

respectively.

� Frequency: it describes the number of wave cycles happening in one

second. Namely,

f =
1

T

with T de�ned as the wavelength period, which is the duration of a cycle.

Frequency is the parameter that mostly contributes to the pitch, de�ned

as a psychoacoustical feature to let a melodic sound be described as high

or low. Concerning the human ear, the range of audible frequencies goes

from 20Hz to 20 kHz.

� Wavelength: it is the spatial distance between two consecutive peaks

or valleys of a wave. Its mathematical formulation with respect to the

sound is

λ =
c

f

being c the sound speed, which is about 343.9m/s in the air, and f the

frequency of the wave.

12



2. Fundamentals 2.2. Sound sources

Figure 2.1: Plane, line, and point source

2.2 Sound sources

In order to characterize the sound, it is normally represented as emitted by

ideal structures called sound sources. The direction of sound propagation

from these is actually perpendicular to every point of their ideal surface if

the propagation takes place in a homogeneous medium. Sound sources are of

di�erent types and have di�erent properties depending on their shape.

The three main types of sound sources generally taken into consideration

for sound models are, as depicted also in �gure 2.1:

� Point source: it propagates the sound in radial directions from itself.

The sound energy is the same in all directions. An ideal point source

can be thought as a sphere having in�nitesimal radius. According to the

inverse square law, the sound intensity from a point source falls o� as the

inverse square of the distance. Being the energy equally distributed over

the surface, which is in turn inversely proportional to the square radius

of the sphere, the proportion between the SPL and the source radius r

is

SPL ∝ −10 log(4πr2) ∝ −20 log(r) ≈ −6.02r

that is, the SPL decreases of about 6.02 dB when the distance is doubled.

13



2. Fundamentals 2.2. Sound sources

� Linear source: as the point source, the propagation has the same radial

pattern in all lateral directions. However, since an ideal linear source can

be represented as a cylinder, or a line containing in�nite sound sources,

with in�nitesimal radius r and in�nite length l, the SPL is lowered by

3.01 dB for each doubling of distance from the source, because

SPL ∝ −10 log(2πrl) ∝ −10 log(r) ≈ −3.01r

� Plane source: it is depicted as a �at surface with almost null thickness

and in�nite length and width. It radiates sound in the same way from

its sides. Since it produces a plane wave, the sound intensity have no

attenuation in an ideal case if the sound distance increases from the

source, therefore its SPL is theoretically constant.

These descriptions of ideal sources are made assuming free-�eld conditions,

i.e. in a situation where there are no other sources than the one playing and

there are no reverberation e�ects due to obstacles encountered by the waves.

In most of the cases, a sound recording or reproduction scene includes other

elements that interfere with the sound waves. The main e�ects that in�uence

the total sound pressure in a sound �eld are:

� Re�ection: it is de�ned as the change of the direction of a sound wave

according to the material of which the re�ecting surface is made and the

angle of incidence with it. If the surface has a �nite impedance, the sound

waves are subject to absorption or refraction phenomena, depending on

the surface composition.

� Scattering: it is an e�ect similar to re�ection but the wave bounces back

in a random direction. This is primarily due to non-uniformities in the

medium which it encounters. It reduces the energy of the sound and, in

general, helps in perceiving a clearer sound. The related phenomena can

also be called di�use re�ections whereas specular re�ections refer to the

normal re�ection phenomenon.

14



2. Fundamentals 2.3. Auditory system

Figure 2.2: The auditory system

� Di�raction: it occurs when a sound wave encounters objects with free

edges, corners or edges in a room, or boundaries between materials with

two di�erent impedances. If the object is small compared with the wave-

length, the incident wave remains una�ected. If not, a shadow region

results from a total cancellation of the incident wave by the di�raction

wave [3].

2.3 Auditory system

Modeling the hearing system and focusing on the binaural e�ects to the left

and right ear, leads to the understanding some phenomena such interaural or

binaural cues. As in �gure 2.2, the peripheral hearing system is composed by

[3]:

� Outer ear: it is formed by:

� Ear canal: it can be seen as a tube of constant width, whose walls

have high acoustic impedance. It can be thus modeled as a simple

one-dimensional resonator with a 3 kHz resonance frequency. Our

sensitivity has its maximum in this frequency range. The ear canal

15



2. Fundamentals 2.3. Auditory system

is delimited by the eardrum, which is a thin membrane that converts

the pressure arriving at its surface into mechanical signals recepted

by the middle ear.

� Pinna: it is the visible part of the ear and its role is to amplify and

modify the sound especially in the high frequency range. Thanks

to its anatomy, it acts as a �lter, bringing spectral notches in some

frequency regions.

� Middle ear: it consists of the bones malleus, incus, and stapes, which

transmit the sound mechanically. The impedance match provided by the

middle ear improves the e�ciency of sound transmission signi�cantly. It

terminates with the oval window, which connects the stapes and the

inner ear.

� Inner ear: it consists of the cochlea and the semicircular canals which

contain the human organ of equilibrium. The cochlea is a spiral-shaped

organ with two parts divided by several membranes. The basilar mem-

brane plays a central role in the transduction of vibroacoustic stimuli

into neural electric signals, given by the cochlear �uid. The sound wave

in the �uid excites the basilar membrane to transversal waves. The vi-

bration amplitude on the basilar membrane varies with frequency along

its length, and the displacements on the basilar membrane are detected

by sensory cells which transmit electrical pulses to the local nerves.

Also the head in�uences the sound �ltered and processed by our ear. Given

that a sound source around the listener is currently active, the head is an

obstacle to the incoming sound. This gives rise to two important phenomena

that a�ect the sound perception: head di�raction and head shadowing. Both

e�ects originate two interaural cues respectively, which help in localizing the

sound source:

� ITD or Interaural Time Di�erence (�gure 2.3): supposing we have a

non-centered sound source (i.e. away from the median plane), it is de-

�ned as the time distance that occurs between the instant in which the

16



2. Fundamentals 2.3. Auditory system

Figure 2.3: Interaural time di�erence

Figure 2.4: Interaural level di�erence at low and high frequencies

17



2. Fundamentals 2.4. Spatial audio

sound reaches the ear located on the same side of the source and the in-

stant in which it reaches the opposite ear. It is extremely important for

localization, moreover it is a key point belonging to the Duplex Theory

(Rayleigh, 1907) according to which the ITD causes a phase di�erence

between the ears and plays a fundamental role at low-frequency recogni-

tions, approximately below 1 kHz, of sources not located on the median

plane. As reported by Wightman and Kistler [4], experiments can show

that it is the dominant cue for wide-band signal recognitions.

� ILD or Interaural Level Di�erence (�gure 2.4): it is de�ned as the dif-

ference of the intensity level between the perceived sounds coming at

both ears. Classi�ed as a secondary cue in comparison to the ITD, it

consents us to localize a source in a more re�ned way, thanks to the fact

that this cue is present mostly at high frequencies. Since the head shad-

ows the sound waves coming to the opposite side, the ear located on the

same side of the source can use this cue to resolve confusions along with

spectral cues mostly by means of the pinna [4]. Also Olsen and Carhart

[5], who conducted a study about the bene�t brought by this cue to the

hearing impaired, stated that the ratio between the signal level at the

eardrum and that at the entrance of the ear canal is particularly greater

at a frequency interval between 2 and 5 kHz.

2.4 Spatial audio

2.4.1 Brief history of stereo

According to Sunier [6] , the history of stereophony draws back to 1881 when

Clément Ader implemented a telephone system at the Paris Opera to let the-

ater stage sound be heard. He placed two groups of transmitters on the left

and on the right of the stage itself, and two receivers, likewise left and right,

arriving to a telephone apparatus.

18



2. Fundamentals 2.4. Spatial audio

Figure 2.5: The Blumlein pair

Alan Blumlein created in 1930 a two-channel stereophonic recording system

with two microphones placed as close together as possible but angled out

toward left and right sides. This con�guration, shown in �gure 2.5, is nowadays

known as Blumlein Pair and it was drawn so as to eliminate time and phase

di�erences and enhance spectral features like amplitude and energy.

A stereophonic telephone transmission of an orchestra live performance was

carried out in 1933 by Bell Laboratories. Three microphones were places in

front of the orchestra and linked to a respective loudspeaker in a remote room.

To recreate directionality, each loudspeaker must have been in the same place

of the corresponding microphone, whereas the two halls had to be of the same

size and shape.

After a period of lack of interests in stereophonic techniques after World

War II, the revival took place with the commercialization of standards for

home stereo tape reproductions. This let stereophony be accessed by a huge

public and also record companies began to produce stereo tapes.

Based on what is reported in [7], Dolby Stereo was launched in the mid-

1970s. The peculiarity in its inner technology was that it used optical sound

prints and there were two sound tracks together in the same space occupied

by the traditional mono track. Then matrixing techniques were employed to
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incorporate also the center and the surround channel. Dolby Stereo was then

introduced as a new standard and the movie industry experienced a kind of

renaissance thanks to the new technology.

Dolby Surround introduced in 1982 was meant for home playing and in-

cluded thus in its devices the possibility to play out the surround channel,

whereas the related Pro Logic technique further released had also the possi-

bility for the center channel to be decoded.

As the digitalization process in the audio technology industry went along,

Dolby Laboratories decided to implement a digital system for the cinema

screenings. To wit, a separate new digital optical track was included to satisfy

the new 5.1 con�guration described below. Along with Dolby Digital, another

format was introduced and launched in those years by the company Digital

Theater Systems Inc. (DTS), whose technology was based on using lossy com-

pression at a higher bit rate compared to that of Dolby Digital. In the end

DTS systems can fully compete with Dolby surround-sound technologies and

to some users it can even seem that DTS performs a slightly little clearer and

more natural.

2.4.2 Two-channel reproduction

The de�nition of a two-channel sound reproduction system, or in common

expressions, a stereo system, is an arrangement that makes use of two loud-

speakers. Stereo systems can be true, which means that a signal from a live

sound is recorded by a pair of microphones and is played back through loud-

speakers. This lets the sound be played out with the possibly closest �delity.

Another classi�cation would be that of arti�cial stereo systems, comprising

a set of recorded mono sounds to be controlled in amplitude at the two playback

channels by means of pan-pot mixing. Thus an arti�cial direction for each of

the sounds can be displayed and a full simulated sound �eld can be created.

The ideal placement of the two loudspeakers from the listener position

would be made so that almost an equilateral triangle can be drawn between

the loudspeakers and the listener, as in �gure 2.6. Here with �listener� is meant
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Figure 2.6: Position of the loudspeakers in a two-channel reproduction system

the playback area intended to be covered by the sound �eld, also known as

sweet spot. This is done in order to maintain certain features like directional

cues and evenness of some frequency ranges like basses.

At the recording stage, two microphones are used and placed in strategi-

cally chosen locations relatively to the sound source. The two recorded sounds

will have similar properties but tend to di�er in phase (time of arrival) and

SPL. The listener will then use those di�erences to locate the recorded sounds.

Stereo systems, compared to mono, give a spatial impression to the lis-

tener thanks to level and phase information. This di�erence is revealed in the

phantom image, an apparent sound source which is �brought to life� and made

hovering in the space between the two loudspeakers. While the monaural ver-

sion comes from an equal signal sent to the speakers, thus it is sounding at the

center of the scene, the stereo version is created from two signals which are

slightly di�erent. The latter is therefore more realistic and detectable than its

mono version1.

1http://www.moultonlabs.com/more/principles_of_multitrack_mixing_the_

phantom_image

21

http://www.moultonlabs.com/more/principles_of_multitrack_mixing_the_phantom_image
http://www.moultonlabs.com/more/principles_of_multitrack_mixing_the_phantom_image


2. Fundamentals 2.4. Spatial audio

Two-channel playback systems are suitable for a small sweet spot. If these

systems are used in large areas such as theaters or big rooms, there will be a

lack from uniform coverage of the entire listening area. It will be necessary

for that to have a loudspeaker system for each channel but the cost of this

implementation is very high.

Two channel systems are then a poor choice for music reinforcement for

example, since many listeners in the area will hear a completely di�erent sound

mix compared with other listeners2. Moreover, a two-channel system has no

feature regarding front to back movement, so it is far away to be considered a

surround system.

2.4.3 5.1 surround sound system

The 5.1 Surround Sound system was introduced by Dolby Laboratories in

1982. The con�guration is called in this way because it makes use of �ve

speakers, which are left, center, right, left surround, and right surround re-

spectively, and an added channel standing for low-frequency e�ects (LFE),

whose speaker is commonly known as subwoofer.

The center channel carries mainly the sources that are wanted to be located

at the center of the sound scene, like human voice in movies or vocals in music.

It also helps to centrally stabilize the phantom image, in order to anchor the

sound �eld. The surround channels, instead, carry the low-level ambient and

di�use sounds.

The placement of the speakers is described in �gure 2.7. According to

the ITU standard ITU-R BS.775-33, the center channel is placed at 0° with

respect to the front, the left and right channels are located at ±30°, and the

surround channels can be set in a position between ±100° and ±120°. These

2http://www.mcsquared.com/mono-stereo.htm
3https://www.itu.int/dms_pubrec/itu-r/rec/bs/R-REC-BS.775-3-201208-I!

!PDF-E.pdf

22

http://www.mcsquared.com/mono-stereo.htm
https://www.itu.int/dms_pubrec/itu-r/rec/bs/R-REC-BS.775-3-201208-I!!PDF-E.pdf
https://www.itu.int/dms_pubrec/itu-r/rec/bs/R-REC-BS.775-3-201208-I!!PDF-E.pdf


2. Fundamentals 2.4. Spatial audio

Figure 2.7: Position of the loudspeakers in a 5.1 reproduction system

ones are placed above the ears of the listeners and possibly along walls, so as

to recreate an extremely di�use sound. Finally, the subwoofer can be basically

placed anywhere. If it is located near walls, the bass section will be enhanced,

even though a less controlled bass quality can result from this.

Between stereo and 5.1 systems, the latter con�guration is more suitable

for reproducing audio in movies, because of the greater di�use sound and sense

of presence o�ered by it. Instead, the stereo con�guration �ts better in case

of audio reproduction of music and TV programs. Certainly, there is often no

need in this case to have an enhanced surround e�ect, since the audio scene

is not centered or surrounded. Apart of that, the surround systems present

no feature for sound reproduction in terms of heights, hence there is no deep

sensation of a complete acoustic space.

Dolby Digital 5.1 was followed by the 6.1 and later by the Dolby Surround

7.1 con�guration for cinemas in 2010, which add to the former playback pattern

one and two back surround channels respectively. Later on, Dolby Atmos

technology was announced. It allows up to 128 audio tracks to be properly

set in theaters for dynamic rendering based on the local capabilities. As a

consequence, it can be con�gured for additional loudspeakers like new front,

surround, or ceiling-mounted height channels to achieve precise panning of
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Figure 2.8: Position of the loudspeakers in a 10.2 reproduction system

certain sounds [8].

2.4.4 10.2 and further

The 5.1 standard was even not su�cient for some people. Based on it, a system

dubbed 10.2 and developed by Tolminson Holman from THX was introduced.

As seen in �gure 2.8, it has �ve loudspeakers matching the 5.1 requirement

and positioned at respectively 0°, ±30° and ±120° with respect to the front

(those at ±120° can actually be equipped with two orthogonal loudspeakers at

their rear) plus other two speakers at ±60°, one at 180°, two at ±45°�those

being also 45° higher, in order to give an impression of height or an emphasized

envelopment�and two subwoofers placed at ±90°, these with the same signal

arriving at them but with inverted polarity, so as to possibly cancel the direct

sound and give the listener a more di�use sound [9].

The 10.2 system can also be improved with an addition of two point sur-

round channels acting as di�use radiators. With these, the sound can be

further re�ected o� walls before arriving at the listener. This led to the 12.2

con�guration. Another format, developed by the Japanese NHK, is the 22.2

system. This can allow up to 22 speakers (and 2 subwoofers) to be distributed
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over three layers in height, and is compatible with all the previous audio for-

mats. The higher the number of channels of surround systems, the greater the

possibility to involve larger spaces or a bigger number of listeners, in order to

recreate a very �ne sense of audio spatiality.

2.4.5 Wave �eld synthesis

The principle of wave �eld synthesis, whose �rst studies were carried out in

1988 at Delft University in Netherlands, says that, having a source that emits

a spherical wave, it is possible to reconstruct the wave �eld in a volume as

long as the wave front on a continuous surrounding surface is known, and the

respective wave front can be reconstructed by means of sampling methods.

This conclusion is possible because of the existence of the Huygens principle

which states that every point of a wave front can be taken as the source of

an elementary wave that interacts with the surrounding environment. The

Kirchho�-Helmholtz integral, which is its mathematical formulation, is the

core of wave �eld synthesis. Placing an equally arranged microphone array in

the original sound �eld and a reproducing the recorded signals with an equally

arranged speaker array�both arrays having n components�it is possible to

obtain the synthesized wave front in the area covered by the speakers.

On the one hand, the binaural signals synthesized with this technique arise

in a more natural way compared to a binaural reconstruction of the �eld itself.

On the other hand, wave �eld synthesis gives rise to a certain number of

practical constraints [10]:

� Discreteness of the array (spatial aliasing): due to the discretiza-

tion of the secondary source distribution, spatial aliasing, given by the er-

roneous reproduction of a wave �eld above the aliasing frequency falias�

which depends on the spacing of the loudspeakers and on the geometry

between the source and the listener�produces spatial and spectral errors

and artifacts like coloration and localization.

� Room re�ections: possible re�ected waves interfere in the spatial per-
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ception and therefore a wave �eld synthesis array cannot be rendered

properly. Room compensation algorithms help in the minimization of

this e�ect.

� Restriction to the horizontal plane: wave �eld synthesis is practi-

cally restricted to the horizontal plane despite the fact that theoretically

it is not. The �rst consequence of this is the impairment of perception

of distance, depth, spatial impression and envelopment, while the second

aspect is the rise of cylindrical waves, which bring errors a�ecting the

level roll-o�.

� Limitation of array dimensions: the �nite length of the loudspeaker

array gives rise to after- and pre-echoes and contributes to additional

coloration.

� E�ects on perception: some e�ects are still not known in detail, al-

though psychoacoustics can come in handy in order to understand them.

2.4.6 Ambisonics

Ambisonics is a reproduction technique invented by Michael Gerzon in the

early 1970s at the Mathematical Institute of Oxford, UK. Its deployment in-

volves a number of playback channels�limited only by the number of transmit

channels de�ned by the ambisonic order�while it allows a reproduction of full

3D acoustic spaces with several moving virtual sources.

It is based on the holographic theory, which states that any sound �eld

can be expressed as a superposition of plane waves. Thanks to the Kirchho�-

Helmholtz integral, it is possible to reproduce the original sound �eld by an

in�nite number of loudspeakers arranged on a closed contour. The ideal re-

production would be in a spherical volume surrounded by a �nite number of

loudspeaker, and the respective area is then called sweet spot [11].

The main advantages of Ambisonics are the following:
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� Decoding and encoding phase in Ambisonics are decoupled so that the

loudspeaker placement is completely �exible.

� The recording method can be set up in a simple way with just the need

of multiple microphones at the center of the scene.

� All speakers contribute to the sounds involving any direction, thus giving

greater localization also to the sides and the rear [12].

� Ambisonic approach gives in the overall great bene�t in computational

e�ciency for binaural sound reproduction.

The main disadvantages are instead the following:

� Sources can only produce planar wave fronts, thus the rendered wave

�eld must be a combination of planar wave fronts; this problem a�ects

small environments like cars, where the speakers must be su�ciently far

from the listener.

� Is it not widely known and its concept is di�cult for people to grasp.

� Due to the fact that the sources are played out by several speakers with

strong correlation, Ambisonics is prone to phasing artifacts when the

listener moves or turns.

2.5 Binaural technology

2.5.1 De�nition

Binaural hearing is a discipline of psychoacoustics and leads to directional

localization and distance perception. Furthermore, it helps in understanding

speech or nearby sounds in noisy environments thanks to its consistent noise

suppression, described as the �cocktail party e�ect� [3]. According to its theory,

the sound must be reproduced in a way as separate and accurate as possible.
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Figure 2.9: Examples of binaural recording and reproduction with a real
listener (a) or with a dummy head (b). In both cases, equalization between

the two stages is needed. See also section 2.5.3

Therefore, to give out an auditory impression that can be very close to

the hearing of real 3D sound, headphones are the most suitable equipment to

combine with binaural, though also loudspeakers are capable to yield a�ordable

performances when fed with binaural signals. While the sound is in�uenced

by direction-dependent linear distortions, mainly re�ections and di�ractions

caused by head and torso, the dependence comes also from the distance in

case of spherical waves. The �ow of sound under these conditions is resumed

in a scattering pattern called Head-Related Transfer Function (HRTF) and

described in section 2.5.3.

Binaural recording can take place with either real listeners (see �gure 2.9a)

or properly made dummy heads (see �gure 2.9b) as subjects. The reproduction

of binaural audio with headphones requires also a well-de�ned 3D audio scene

to be played back with the aid of sound rendering techniques. These must

include spatialization of the di�erent sound sources and the construction of a

full response depending on angular directions.
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2.5.2 Brief history of binaural

The contents of this section are based on the work of Paul [13]. It can be

said that Ader's experiment in 1881 was the �rst try ever to comply with

the de�nition of binaural technology (see section 2.4.1, line 1). The very

�rst binaural implementation was presented in 1932 when Bell Laboratories

introduced Oscar, a dummy having a pair of sensitive microphones in front

of his ears (see �gure 2.10a). After World War II, stereophonic recording and

reproduction equipment were improved thanks to the introduction of arti�cial

heads.

From the 1960s on, more sophisticated human head models begin to burst

on the binaural scene. An article written by Nordlund and Lidén in 1963 [14]

reports the �rst experiments with a dummy head including the simulation of

the ear canal, inasmuch as the microphones were placed approximately at the

eardrum. Later on, in 1967, Bauer et al. and Kürer et al. created manikins

with approximations of both pinna and ear canal [15, 16].

There was still a challenge to overcome, namely the introduction of a stan-

dard dummy head representing an average adult. KEMAR (Knowles Elec-

tronic Manikin for Acoustic Research) was presented in 1972. Its ear simulator

could reproduce the behavior of eardrums, ear canals, and pinnae of di�erent

sizes (see �gure 2.10c). These features led KEMAR manikin to become a

reference for in-situ measurements.

In the 1980s, a signi�cant contribution was given by Neumann GmbH with

their KU81 arti�cial head, which had smaller microphones in order to reduce

the roll-o� of the response at high frequencies. Its pinnae were also derived

from mean parameters of di�erent subjects. Another noteworthy work of those

times was that of Genuit, who developed a system for technical sound repro-

duction that featured free-�eld equalization for headphone reproduction [17].

The later HMS II, whose version number 5 is represented in �gure 2.10b, fea-

tured head and shoulder simulation and simpli�ed elements to the purpose of

obtaining a representative manikin.

From the beginning of the 1990s audio manufacturers implemented new
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(a) Oscar (b) HMS II.5 (c) KEMAR

Figure 2.10: Pictures of some well-known binaural dummies

technologies in their products such as digital signal processing. A German

producer, Cortex Instruments, o�ered dummies like their MK 1 model, which

featured a human-like head and torso geometry and pinnae adapted to stan-

dards. New solutions for dummy heads were sought and analyzed, like the use

of the best localization performance criterion instead of means of values taken

from individuals.

Later on, a great discussion on whether binaural recording equipment must

be standardized or individualized arose then as further developments went on

and this debate is actually valid up to now. In particular, standardization is

favored industrially in order to compare data coming from di�erent dummy

heads in a better way, whereas individualization is kept by some researchers

as a possible solution for localization problems.

2.5.3 HRTF

Certainly many techniques have been deeply studied through various researches

done in the 3D audio �eld. One of the most important and challenging one

is how to model the sound that comes to our ears. This has been taken

into account since the �rst studies and the respective model is called HRTF

(Head-Related Transfer Function), namely the function that models the trans-

formations that a sound coming from a source�positioned at a certain point
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Figure 2.11: HRTF principle. The impulse responses hL and
hR are also depending on azimuth and elevation

in the space surrounding the listener�undergoes until it reaches the eardrum.

The synthesis of an HRTF is usually made so that its model will be eventually

cost-e�ective, that is to say, in a reasonable level of complexity while keeping

suitable rendering performances.

The �rst usage of this function in literature was made by Jens Blauert

under the term of Free-Field Transfer Function (FFTF) and dates back to

1974. According to Vorländer, the details of the HRTF were discovered by

Shaw [18] and it is de�ned by the sound pressure measured at the eardrum

or at the ear canal entrance divided by the sound pressure measured with a

microphone at the center of the head but with the head absent [3].

Sound �ltered by means of HRTFs preserves spatial hearing cues, in such

a way that the auditory system links spatial attributes to auditory events,

like in natural free-�eld listening [19, 20]. The mathematical principle of the

HRTF goes as follows. Let x(t) be the signal coming from a source in the

horizontal plane at azimuth θ and elevation φ, where with azimuth and eleva-

tion it is intended the angles on the horizontal plane and on the median plane

respectively. The left and right headphone signals, yL(t) and yR(t), undergo
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an HRTF �ltering and can be expressed as:

yL(t) = hL(θ, φ, t)∗x(t), yR(t) = hR(θ, φ, t)∗x(t),

respectively, where ∗ represents the convolution operation, and hL(θ, φ, t) and

hR(θ, φ, t) are the left and right head-related impulse responses (HRIRs) corre-

sponding to the direction (θ, φ) (see also �gure 2.11). In the frequency domain,

this can be seen as a signal multiplication, hence

YL(f) = HRTFL(θ, φ, f)X(f), YR(f) = HRTFR(θ, φ, f)X(f),

where HRTFL and HRTFR account for the left and right components of the

HRTF, respectively.

The measurement of an HRTF takes place with in-ear microphones and

speakers surrounding the subject, the latter ones being placed in a circle every

angular step. Measurement signals are produced from the speakers to measure

the impulse response of each source direction to each ear, therefore the whole

process is quite tedious and elaborating. Indeed, in order to achieve a good

reproduction of binaural sounds, recordings must be made for every angular

step and thus the process can last long.

The HRTF can be individualized or non-individualized. In the �rst case,

the recordings are taken singularly for human listeners. In the latter case, they

take place using a dummy head. It must be pointed out that, when the subject

of the recording measurements is a human, he is not allowed to move his or

her head during the process, otherwise the results will be marred by errors.

Supports for head blocking come in handy in this case, but this requires a

lot of patience to the listener. When using a dummy head, the process is of

course simpler, but then a careful choice about the type of dummy head must

be made, in such a way that it would represent a good amount of the subjects.

Many elements actually in�uence the HRTF, from the body to the sur-

rounding environment: the most in�uent are the body parts, that is, ears,

head, shoulders and torso, in order of importance respectively. A scheme that
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Figure 2.12: Schema including the main
elements in�uencing the HRTF

can be suitable for an HRTF representation is shown in �gure 2.12, where also

room e�ects can be taken into account if they are considered in the scenario.

There is also another key point that a�ect the composition of the system,

and that is the subjective component. This part is actually very complex to

study due to its subjective nature, since every listener has a di�erent back-

ground in social and physical terms. This can also be seen for example in

the structure of the pinnae where this diversity comes out to be even greater

among humans. Nonetheless, researches in psychoacoustics have always come

along to help giving out interesting results about the study of the relation

between subjective and objective factors.

Head A good head approximation to consider for the HRTF is a sphere

having ears located at the same height at opposite sides. The main sound

e�ect carried along with the head is di�raction [21]. While both ITD and ILD

(described in section 2.3) let binaural audio through HRTFs sound convincing

for an improvement in localizing sources, some still very known problems that

lead to errors can result from the listening. These problems are related to

the localization of a source and can arise as a consequence of listening to a
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binaural recording with an HRTF pattern that does not match the features of

one's own ear system. The most relevant are known as:

� Front-back or elevation discrimination: this problem occurs espe-

cially with the use of a non-individualized HRTF. The areas in which

this e�ect happens are called cones of confusion and are the front-back

part on the horizontal plane (whose e�ect in particular is called front-

back confusions) and the up-down part of the elevation localization area

(whose e�ect in this case is called up-down confusions). Since ITD and

ILD are small in the median plane, it becomes harder to have a clear

localization of possible sound sources as they get closer to it [3], although

monaural cues and head-tracking techniques can improve this discrimi-

nation.

� In-head localization: it results from the confusion errors and a weak

headphone coupling, the latter depending from the headphone type and

its position in relation to the ear. The sound images are localized within

the head instead of in the correct location, often tending to come from

the rear [22].

� Localization blur: it is de�ned as the minimum audible angle, in other

words, the angle of uncertainty while trying to localize one source of

sound. Its values vary between 5° and 20° [23].

External ear The external ear models the sound at the end of the HRTF

chain, modeling higher frequencies in particular and introducing some reso-

nances. The most in�uent part that is contributing to the HRTF is the pinna,

which gives the greatest contribution to high frequencies and elevation angles.

The analyses of features and the consequent model of the corresponding Pinna

Related Transfer Function (PRTF) carried out by Satarzadeh et al. [24] report

that such a function has a few parameters and can be modeled by two low-

order bandpass �lters, representing two resonances, and one comb �lter, which

accounts for one main re�ection. The �rst resonance is uniquely de�ned by
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(a) Re�ections (b) Shadowing

Figure 2.13: Main e�ects caused by torso and shoulders

width and depth of a cylindrical approximation of the pinna itself while the

second resonance is thought to be correlated with the main re�ection's time

delay.

The greatest spectral contributions brought to the HRTF by the pinna

are shown in terms of spectral peaks and notches: the �rst are supposed to

be in correlation with resonances while the latter are found out by Spagnol

et al. [25] to be probably related to three main tracks corresponding to three

re�ective pinna anatomical surfaces: helix wall, antihelix/concha wall and

concha border, found out by the authors with a contour-matching algorithm.

Torso and shoulders Since the role of the torso and shoulder components

is not relevant compared to the other parts mentioned before, there is fewer

research that has been done on it. Their main e�ects are in the low-frequency

region [21], namely additional re�ections to the ear (�gure 2.13a) and shadow-

ing of the sounds coming from below the torso, or the so-called �shadow cone�

(�gure 2.13b). The easiest representation is an ellipsoidal torso located below

a spherical head. Re�ections are spectrally represented as a comb �lter, with

notch locations inversely related to the re�ection delays. This explains the

corresponding behavior with respect to the elevation angles, that is to say, the

re�ection delay is greater with varying elevations and has its maximum when

the source is located above the listener.
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(a) (b)

Figure 2.14: (a) Example of headphone transfer function (AKG K701)
and (b) equalization �lter suggested by Masiero and Fels [26]

2.5.4 Challenges of binaural technology

In�uence of headphones The headphone transfer function (HpTF) maps

the sound between headphones and eardrums. Recent studies have given out

that a proper equalization or compensation of headphones leads to suitable

perception of binaural sound and avoids unwanted e�ects such as spectral

coloration. In particular Masiero and Fels suggest a �lter (�gure 2.14b)that

gives valleys instead of peaks�the latter ones more disturbing�in the high-

frequency region of the respective HRTF spectrum, which would be otherwise

dependent on the headphone �tting and thus on the perception of every indi-

vidual [26�28].

Furthermore, headphone reproduction is also likely to bring e�ects resulting

from head movements. If the head is in some way turned or shifted, the sur-

rounding virtual reality moves with the listener. This introduces errors leading

to misperception of source positions, which can be heard, among other things,

inside the head. To solve this problem, devices able to track the position of

the head should be integrated with the system. Unfortunately, these systems

are not often available at competitive prices, due to the high complexity of

their technology.
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Auralization Auralization is a technique of re-creating the sound of a cer-

tain environment with the aid of computer data. This environment can be

of many types: from free �elds, in which sound sources are playing without

the simulation of any sound obstacle like walls, to di�use �elds, in which the

e�ects given by walls and enclosures are taken into account in such a way as

to re-create a simulated sound scene in this kind of environment, though not

physically being in it.

It is common to combine originally free-�eld sounds with the responses

of di�use-�elds environment, in order to re-create a di�use-�eld sound scene.

The HRTF is then the main tool used to re-create such e�ects in close environ-

ments such as rooms, buildings, vehicles or other technical devices. The term

�auralization� can be compared to that of �visualization� because in visual il-

lustration of scenes in movie animation and in computer graphics, the process

of �making visible� is described as visualization. Analogous e�ects occur in

auralization when primary sound signals are processed into an audible result

[3].

Through such method, there is no need of physically building an enclosing

environment nor measuring its acoustical properties. It only requires infor-

mation about the dimensions of walls and obstacles, their materials, and the

features of sources and receivers (position, orientation, and directionality).

This information is contained in the measured impulse response.

The main drawback of auralization is the time required to simulate the

room acoustical behavior and to process the sound through the impulse re-

sponses, due to the number of convolutions needed. Torres et al. suggested a

simpli�ed model for this technique consisting of a reduced-order representative

HRTF for each direction [29].

Individualization It is usually referred with the term �individualization�

as the process in which an HRTF is measured for a single listener or a group

of listeners. Therefore, an individualized HRTF is a function measured with

this criterion whereas a non-individualized HRTF is a function taken from
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other data rather than those speci�c of the subjects. Individualization brings

a bene�t generally in terms of sound rendering and localization, giving thus

a better and clari�ed image of an auditory scene. With an individualization

method, the resulting HRTF is the most suitable for that particular subject

and if the same transfer function is applied to other subjects, localization errors

and confusions may arise.

Listeners adapt to non-individualized HRTFs easily, but better after train-

ing and feedback, despite a di�erent auditory experience. In particular, ac-

cording to the results of Mendonça et al. [30], humans can learn to localize

sources with altered spectral stimulation, based on their experience. Wenzel

et al. state also that there are a considerable quantity of similarities between

the audio emitted by free-�eld sources and virtual sounds �ltered by non-

individualized HRTFs [23].

Despite the fact that individualization gives improvements to the ability

of localize sound sources during binaural reproduction, it is still a problem

to implement a system to individualize HRTFs in a commercial environment.

The main factors are both the costs of time and money. To measure a suitable

individualized HRTFs, a reasonable method, a �ne quantization step�usually

around 2° on the median plane�and quality ear microphones and loudspeak-

ers are needed. Moreover, the listener has to sit in the same position for

several minutes due to the time length of the process, and this becomes the

greater obstacle, because it su�ces just a movement of the head and the results

are compromised. Methods to block the head can be incorporated, but this

requires a lot of patience to both the subjects and the experimenters anyway.

A lot of works were done so far in the �eld of individualization. The �rst

works were primarily focused on creating the individual HRTFs, namely, a

sample of persons were taken voluntarily and subjected to individual measure-

ments of Head-Related Impulse Responses (HRIRs), that is to say, the corre-

sponding function in time of the HRTF according to the Fourier Transform.

These HRIRs were taken with a set of loudspeakers surrounding the listener in

a circle or in a dome, then processed with signal processing tools (like Matlab)
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(a) Loudspeakers (b) Procedure

Figure 2.15: Material and algorithm used in the DOMISO test by Iwaya [32]

subsequently4. Other works were instead concentrated on building up HRTF

datasets from single measurements, speci�cally dummy heads, see for example

the MIT KEMAR database5 in which a dataset was constructed from a KE-

MAR dummy head. Similar works were also done at the Fraunhofer IDMT

institute in Ilmenau, Germany, especially with Cortex and KEMAR dummy

heads.

Further investigations were based on individualization of HRTFs upon al-

ready existent databases. Seeber and Fastl developed a work in which the

selection of the individual HRTF had to follow some evaluation criteria, like

externalization, minimization of front-back confusions, match of the presented

and perceived directions, focused virtual auditory image. They made a sub-

sequent experiment in which a two-step procedure was carried out such that

the �nal HRTF, singled out of �ve sets selected in the �rst step according to

some other criteria, would be selected as the best-matching one [31].

The method introduced by Iwaya, called DOMISO (Determination method

4See for example the CIPIC database (http://interface.cipic.ucdavis.edu/sound/
hrtf.html) or the IRCAM database (http://recherche.ircam.fr/equipes/salles/
listen/), just to mention a few.

5http://sound.media.mit.edu/resources/KEMAR.html
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of OptimuM Impulse-response by Sound Orientation), calls for the following

steps [32] (see also �gure 2.15b):

� The system selects 32 HRTFs randomly from the whole set of already

measured HRTFs with the loudspeaker set in �gure 2.15a.

� An orbit of 13 virtual sound images, created with a one-second long

pink-noise sound, for every 30 degrees counterclockwise from the front

of the listener in the horizontal plane is prepared.

� The orbit is then shown to the listener as a preamble to the listening

test.

� A tournament-like style of presentation of the HRTFs to the listener is

set up.

� The listener selects the HRTF that resembles the orbit at the best from

every match.

� The winning HRTF is eventually select as the �tted set.

The technique is said by the author to be:

� easy, due to less physical restrictions to the listener.

� fast, because the task requires just 15 minutes to be completed against

2 hours of a complete HRTF measurement.

� computationally simple, because no signal compensation for the head-

phone is required, since DOMISO uses the VAD (Virtual Auditory Dis-

play) system to be individualized.

The author also claims after some variance analysis of the front-back confusions

that the HRTF produced in this way achieves the best performances regarding

localization on the horizontal plane with respect to the listener's own HRTF.
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Wenzel et al. used a HRTF from a representative subject of one experiment

made previously by some of the authors. Their trial consisted in the judg-

ment of a free-�eld location of noise stimuli processed with this HRTF, either

through speakers or headphones. The aim of the experiment was to compare

the localization between the free-�eld case and the headphone reproduction�

namely, a virtual free �eld�and the subjects were not told anything about

their performances as a feedback. The data were presented in an elevation

range between -36° and +54° with intervals of 18° and at random azimuth

values with a step of 15° (24 azimuth positions in total). Wenzel et al. were

the �rst to note the presence of up-down confusions and regarded the calcula-

tion of confusion rates as a separate statistic. Their judgment of the average

location was based on a centroid vector computation. The results showed in

general that interaural di�erence cues were maintained with headphones while,

although the spectral details responsible for elevation and front-back discrim-

ination were distorted by the synthesis with non-individualized HRTFs, 14

out of 16 subjects showed good accuracies in both free-�eld and virtual-source

conditions [23].

Mendonça et al. did instead a work concerning a possible adaptation to

non-individualized HRTFs. Since they state that there is the possibility for

humans to improve their localization with altered spectral simulation based

on single experiences and thus perceptual learning processes�brain plasticity

is actually the governing process in this case�they made up a set of trials

to assess the quality of localization improvements and the long-term e�ects of

their method. They did two experiments, one for the judgment of azimuthal

angles, in which the white noise stimuli were played in the front-right quadrant

of the horizontal plane (from the front to the right), and one for the elevation

angles, in which the same signals were given in the front-upper quadrant of the

median plane (from the front to the top of the head). The interval between

one location and the next one was of 10° and the HRTF database with which

the signals were convolved was the CIPIC database. The steps of the approach

were the following [30]:
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� Pre-test: the sounds were presented randomly and repeated 10 times.

The subject had to click the estimation point on a proper touch screen.

Each signal had the duration of 3 seconds with an interval of 2 seconds

between the stimuli.

� Training: in this part, the subjects trained on points located in the

aforementioned quadrants with an angular interval of 30° between each

other. The two sub-experiments that the participants had to follow were:

� Active learning: the subjects could listen to any of the presented

stimulus to their liking. This part lasted �ve minutes.

� Passive feedback: the training sounds were displayed to the sub-

jects and after a given point on the touch screen, the correct answer

for each try was given. This lasted until participants could answer

correctly in 80 percent of the tries in the azimuth experiment, or

70 percent of the tries in the elevation experiment. Each sound

had here a duration of 3 seconds, with an inter-stimulus pause of 4

seconds.

� Post-test: this experiment was exactly the same as the pre-test and

done in order to draw out and compare the results of the training sessions.

Moreover, the same test was then done �ve times, so as to judge the

progresses in the long term, speci�cally after: the �rst training, one

hour, one day, one week and one month.

All the four subjects had an improvement from this test. Two of them were

already experienced and probably thanks to their previous background, their

improvement were higher that the other two, who were inexperts. After one

month, the mean decrease in localization error was of 3.48° on the horizontal

plane and of 9.88° on the median plane compared to the initial training day.
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Chapter 3

Proposed approach

3.1 Research design

The test conducted at Fraunhofer Institute for Digital Media Technology in

Ilmenau, Germany, was created in order to �nd out an approach to let a user

improve his or her localization ability before using an interactive application.

This application can be a video game or a movie with a high level of sound

displacement in the various scenes. The idea is to �nd an appropriate solution

by means of a short experiment that consents the listener to achieve a higher

sense of locating the direction of a sound, and at the same time trying not to

annoy or stress him or her too much with a long-duration test, thus �nding

out a cheap, quick and e�ective way to deal with it.

Two HRTFs were chosen for the evaluation, which were the Cortex and

the KEMAR HRTFs, already measured before in the anechoic room of the

Fraunhofer Institute with the respective Cortex and KEMAR dummy heads.

For the sake of simplicity, the sets with the measurements conducted setting

a distance from the center of 1 m were chosen. Unfortunately, there was no

more information regarding the methods used for the HRTF measurements.

Half of the test population performed the test using KEMAR HRTF, the other

half used the Cortex one. The sounds of the experiment were played entirely
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through headphones.

Only the horizontal plane, thus azimuthal angles, was taken into account

in order to simplify the judgment of the results. In order to have a thorough

evaluation of the ability to discriminate between sound directions, 32 possible

source positions were displayed homogeneously in a circumference on the hor-

izontal plane at a distance of 1 m from the center. Not more than one position

would be played at a time, in order to analyze the performances of just one

direction and not that of sources playing simultaneously, which would confuse

the user. The virtual sources are also positioned right respect to the localiza-

tion blur criterion: since this value on the horizontal plane is for humans 1°

in the frontal direction, 10° on the right-left axis, and 5° in the back direction

[3], setting 32 sources means having a localization blur of 11.25°. Hence the

users would theoretically su�er less from localization problems.

Partly according to the methodology used by Mendonça et al. [30], the

test should have included an initial part, in order to analyze the localization

performances of the subject at the beginning, an intermediate step, composed

of a set of experiments designed to train the user to better recognize the sound

directions within a short time, and a �nal part, done to assess the possibly

modi�ed perception ability of the experimentee. The experiments at issue

were:

� Select one source: the user could select one position at a time and listen

to it, in order to train himself or herself about that speci�c position.

� Trial with feedback : a source was displayed in one di�erent position at

a time and the listener had to guess its position. The answer was given

to the source as a feedback in order to have a cognition of errors. The

vicinity was displayed also following the criteria for vicinity described

below.

� Source going around : a source playing while going in a circle clockwise at

successive discrete steps starting from the front and the user had just to

hear and focus on the sound direction. The source remained in a position
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on the circle for 500 ms and then went on the next position while keeping

playing the same sound �le. This method was investigated because of

its quick duration.

Such tests were chosen for their simplicity and short duration, following the

initial idea of having a quick but e�ective training.

The data of 36 persons who took part in the experiment was collected in

the end. In order to compare the results, the candidates did two out of the

three training experiments proposed. Therefore there were 6 trials in which

the subjects were divided, namely:

� Cortex 1+2: it included the �Select one source� and �Trial with feedback�

experiments and the whole test was made synthesizing the Cortex HRTF

with the played sound

� Cortex 1+3: it comprised the �Select one source� and �Source going

around� experiments and the whole test was made by means the Cortex

HRTF

� Cortex 2+3: it was composed of the �Trial with feedback� and �Source

going around� experiments and the whole test was made using the Cortex

HRTF

� KEMAR 1+2: same as the Cortex 1+2 but the KEMAR HRTF was

employed

� KEMAR 1+3: same as the Cortex 1+3 with KEMAR HRTF

� KEMAR 2+3: same as the Cortex 2+3 using the KEMAR HRTF

In any of the cases, the number of participating subjects was then 6.

Impulse-like or short-duration set of sounds suit best for a listening test,

because they help signi�cantly in lateralization of signals [33, 34]. Further-

more, many sounds used in virtual reality environment like video games is of

impulsive nature�for instance, sounds of a game in which steps, enemy voices,
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shots, helicopters, and so on, appear. The choice of the sound to be played

fell thus on the �Castanets� WAV �le from the EBU archive1. The �le was

subsequently converted from stereo to mono and with a sampling frequency

of 48 kHz instead of 44.1 kHz, in order to be adapted to the rendering system

described in section 3.4.

The test was then carried out following the steps here described:

� The person received an oral explanation of the entire method of the

experiment, in order to let understand what he or she was going to do

and possibly avoid any misunderstanding or mistake.

� The subjects were then asked to sit down and wear the headphones.

After a brief written repetition of the procedure, they were given an

initial test, in which a primary localization of the virtual sources had to

be done without a previous training.

� Next, the training session began. Depending on the case, the experi-

mentee was told to select the respective tests to do and there were some

recommendations to follow according to the choice: that is to say, in

case of the �Select one source� experiment, the recommendation was to

repeat the listening trying at least 10 di�erent sources, whereas if the

experiment �Source going around� was selected, the user should let the

source play at least for two consecutive laps.

� Ultimately, the user had to do the �nal test, which was designed exactly

in the same way as the initial test.

In the initial test, the �Trial with feedback� experiment, and the �nal test,

the number of trials for the sources were 32. As a matter of fact, each source

was played once in a random order, though the listener was just aware of

1https://tech.ebu.ch/publications/sqamcd
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the number of the trials for the experiments and not of this fact. The deci-

sion of playing the sources once for every direction was taken for the sake of

comparison of the �nal results.

The total duration of the test was estimated on average to be about 15

minutes, in any case no more than 20. In an ideal implementation in an

application, this time would be even less, approximately less than 10 minutes,

because the initial and the �nal test would not be needed anymore. After all

the experiments, an analysis of the most performing experiment case among

the six reported above was done. Then, based on the work of Mendonça et

al. [30], a set of informal listening tests was set up regarding the e�ects of

the training in relation to time. To wit, one subject repeated the whole test

with the most e�cient con�guration of training steps in di�erent instants of

time and the evaluation of the progress with respect to the starting point was

performed after that.

3.2 Population of interest

Normal people with average hearing were sought and invited to be subjects of

the experiment, since the entire procedure was designed for general purposes,

i.e. not requiring any particular propensity to discriminate sounds. Although

around 40 persons took part in the experiment, only the data of 36 of them were

taken into account, due to a need of having the same number of participants

per experiment case and to some errors that a�ected the results. Some case

studies were made regarding people who had previously taken audio tests, thus

experienced subjects, and those who had already had or were having hearing

problems, in order to see how the performance of these target groups could be

a�ected. To this purpose, it was asked to the participants at the end of every

test if they pertained to each of these two groups.
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Figure 3.1: The type of headphone
(AKG K701 ) used in the experiment

3.3 Instruments and software

Headphones were preferred to use in this experiment because they lead to a

better channel separation and noise suppression. According to what is already

written in section 2.5.1, they are of great importance in binaural technology.

In addition, the auralization comes out more naturally if the sound is played

with headphones, because loudspeakers' natural di�use �eld e�ects such as

ambience re�ections, di�ractions, or wave superpositions, are avoided, thus

achieving a condition very close to a free sound �eld. While speakers give out a

more natural auditory environment, having superior externalization properties

and thus also creation of frontal sound images, rear sound images are harder

to perceive [22].

Furthermore, it is well known that using headphones there are externaliza-

tion problems resulting in the e�ects already explained in section 2.5.3. Despite

this, sounds reproduced by means of headphones can be easily controlled since

there is in principle no need to apply cross-talk cancellation �lters�which are

instead required for loudspeakers�and there are no sweet spot limitations for

headphones. At any case, headphones remain popular especially for multime-

dia PC applications and virtual acoustic displays [23]. Due to these facts, the

decision was to use headphones for reproduction, and eventually, a headphone
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Figure 3.2: Schema of the hardware setup for the experiment

of the type AKG K701 was utilized (see �gure 3.1).

The experiment ran on a Linux machine with CentOS 6 as operating sys-

tem. This computer was suitable for running the experiment software since

it was intended to be left exclusively for performance applications and also

because it had a con�guration compatible with the audio rendering tool. The

sound renderer was already implemented and it su�ced to know how to con-

�gure it.

With the aid of an XML con�guration �le containing the de�nition of all the

block elements that allowed the sound to be processed and directed to the audio

interface and could also communicate with the visual interface, the output of

a suitable binaural audio was given to the headphones. Particularly in the

machine, the sound card was provided with an interface following the MADI

(Multichannel Audio Digital Interface) protocol standardized by the Audio

Engineering Society (AES)2. In �gure 3.2 is shown the complete hardware

2See http://www.aes.org/tmpFiles/aessc/20150630/aes10-2008-r2014-i.pdf.
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setup3,4.

The visual interface with the rendering section was actually embedded in

a software framework, developed in the Fraunhofer institute, called UI.FM.

It includes many other applications that represents manifold aspects of sound

and spatial audio production, besides the fact that it is also designed for mobile

devices and for a simultaneous use of more than one designer. It is rendered for

applications to be loaded with Google Chrome browser. One of the particular

aspects of this framework is to build up a customized audio scene by means

of a model made up of, among other things, planes, sound sources, listeners,

and speakers.

3.4 Implementation

When a mono source is convolved with a pair of head-related impulse re-

sponses, namely when, being s(t) a mono signal source and having two di�erent

HRTFs that account for the left and the right ear respectively, the principle

explained in section 2.5.3 holds, with the HRTFs belonging to a predeter-

mined database of head-related transfer functions, and therefore any direction

of sound incidence can be simulated [3, p. 142-144]. In the approach here

presented, the convolution is done by means of �lter blocks provided by the

renderer.

The sound mapping and processing and the communication with the in-

terfaces are all de�ned in the XML con�guration �le provided to the renderer

and are depicted in �gure 3.3. The FIR �lter had a length of 512 samples and

it had a set of as many �lters as the number of HRTF �les, whose path was

described in the con�guration. All the blocks were described in the XML �le

3Speci�cations of the MADI/ADAT converter: http://www.rme-audio.de/en/

products/adi_648.php
4Speci�cations of the ADAT/Analog converter: http://www.rme-audio.de/en/

products/adi_8_ds.php
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Figure 3.3: Diagram of the blocks and connections of the
sound renderer, as given in its basic XML con�guration �le

of the renderer, which recalled their C++ implementation. The red-contoured

block represents the user interface, the black-contoured blocks are the render-

ing blocks including the �lters and the interface with the sound output, and

the blue-contoured blocks stand for the messaging section.

Regarding the connections, the black arrows between the rendering compo-

nents mean the passing of audio data, while the blue ones denote the exchang-

ing of OSC (Open Sound Control) messages, carried using the UDP protocol,

between the blocks. The channels going out from the main �lter are certainly

two, each one accounting for the left or right channel to bring to the external

output. Being two HRTFs to be used, there was one rendering �le with the

paths of the Cortex data and another one with the same structure but with

the paths of the KEMAR data.

The user interface programming framework is built up as a web applica-

tion container and therefore is based on JavaScript programming. Its main

server has to be started with the Node.js environment, so as to load particular

modules that aid in the construction of an application. The MVC (Model-

View-Controller) paradigm is employed in UI.FM and thus, while building an

application, a programmer must carefully take this aspect into account. There
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Figure 3.4: Screenshot of the main window of the test

are prede�ned as well as customizable JavaScript classes for the construction of

each of the components. The application made for the listening test included

a single source, taken from the model, who was placed around the plane by

modifying its original coordinates and switched on or o� according to the case.

The source position values were passed automatically to a module communi-

cating with the renderer. Buttons and instructions for the experiment were

located at the center of the scene as in �gure 3.4 and there was also a tool

to regulate the volume located to the upper left of the screen at the user's

disposal.

3.5 Distance and score evaluation

While the listeners made the test, some method of evaluation of the distance

between the clicked position and the right position must have been done in

order to assess the performance and the errors made by the person concerned.

An easy approach was to take into account an array of positions that included

the right circle, its three consecutive neighbor positions on its left, and those on

its right. The selection contributed to a �nal score which was the general assess

of the listener performance. This method was also used in the experiment
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�Trial with feedback� to show the user the relative position of its choice for

the audio source after each try. The following held:

� If the clicked position was also that of the virtual source, it would count

1 point to the total score. In the feedback experiment, the sign �Right�

would appear to the user and the corresponding circle would light up in

green.

� If the clicked position was one position far away from the virtual source,

left or right, it would add 0.75 points to the total score. In the feed-

back experiment, the sign �Very close� would appear to the user and the

corresponding circle would color in light orange.

� If the clicked position was two positions far away from the virtual source,

it would bring 0.5 points to the total score. In the feedback experiment,

the sign �Close� would appear to the user and the corresponding circle

would become orange.

� If the clicked position was three positions far away from the virtual

source, then 0.25 points would be added to the total score. In the feed-

back experiment, the sign �Roughly close� would appear to the user and

the corresponding circle would change its color to light red.

� If instead the clicked position was none of the above, no points would

be given. In the feedback experiment, the sign �Wrong� would appear to

the user and the corresponding circle would be lit up in red.

The maximum score one could reach was of course 32. The same scoring

system was then used in the initial and �nal tests, without the answers being

shown. The total scores of these tests were at last compared in order to select

the most well-performing experiment case out of the six listed in section 3.1

at line 56.
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3.6 Data gathering and processing

The data were gathered by means of the JavaScript �le of the test application,

with which the results of the initial and �nal tests were produced. Since the �le

managing in JavaScript requires external modules, thus an additional work to

integrate new modules in Node.js, the output of the scores was written to the

HTML code of the produced page. To the �rst 21 participants, these results

were shown as a report at the end of each initial and �nal test. During the

course of the experimentation, from the 22nd subject on, they were decided

not to be shown anymore, thinking about a possible source of compromising

the results due to a probable more commitment by the user in doing the �nal

phase. The data were then retrieved from the returned HTML code by means

of the Google Chrome web console, copied in text �les, and analyzed within a

spreadsheet.

Means were made out for the total scores of each trial, divided by test

case, and also an analysis was carried out between the Cortex and KEMAR

cases and between those of the experiment sequences�i.e., having �Select one

source� as experiment 1, �Trial with feedback� as experiment 2, and �Source

going around� as experiment 3, the sequences were, respectively, 1+2, 1+3,

and 2+3. In particular, the key values were di�erences between initial and

�nal test scores, who stood for the e�ective improvements. As an additional

analysis, the test results in the following cases were assessed:

� Experienced subjects, that is, subjects who already took part in other

audio tests;

� Subjects having former or current hearing problems;

� Subjects to which their results were shown, at least after the �rst test.

Subsequently, the �les were fed to a Python script in order to give out disper-

sion plots recalled in section 4.1.
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Chapter 4

Analysis of �ndings

4.1 Presentation of data

The results reported in table 4.1 were calculated based on the method de-

scribed in section 3.5. The left column of the table represents the di�erent

case studies. First, the general performance gain is given, i.e. the average

improvement comprising all cases. Secondly, the enhancement calculated tak-

ing into account the cases of usage of Cortex and KEMAR HRTFs singularly

is shown. Next, the improvement regarding the three general cases of train-

ing experiment sequences (to recall: number 1 corresponds to the �Select one

source� experiment, number 2 represents the �Trial with feedback� test, and

number 3 stands for the �Source going around� experiment) is listed. After

that, the same values taken from the cases listed in section 3.1 at line 56,

which are derived anyway from the combination of the Cortex and KEMAR

with the �1+2�, �1+3�, and �2+3� cases, are printed out.

At last, there are particular scenarios which were decided to be taken into

account and therefore analyzed. The �rst case is the scenario in which data

from �experienced� persons, that is to say, subjects who already went under

an audio test before, is calculated and shown. The second case represents

the mean gain in experiments with participants that said to have, or have
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4. Analysis of �ndings 4.1. Presentation of data

Scenario Amelioration (%)

General 9.14
Cortex 11.02
KEMAR 7.25
1 + 2 7.49
1 + 3 11.00
2 + 3 8.92

Cortex 1 + 2 7.55
Cortex 1 + 3 16.93
Cortex 2 + 3 8.59
KEMAR1 + 2 7.42
KEMAR1 + 3 5.08
KEMAR2 + 3 9.24
Experienced 9.31

Hearing problems 5.58
Shown results 10.80

Table 4.1: Table showing the mean values of
improvements for each single case

Scenario Initial performance (%) Final performance (%)

General 39.50 48.63
Cortex 40.80 51.82
KEMAR 38.19 45.44

Experienced 41.13 50.44
Hearing problems 40.63 46.21

Table 4.2: Table showing the initial and
�nal mean results in the cases of interest

had, hearing problems. The third case, considered in the course of the whole

experiment session, is that of people who were shown their performance after

the initial and the �nal test. In table 4.2, instead, the mean pre-test and
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4. Analysis of �ndings 4.1. Presentation of data

post-test results of the general, Cortex, KEMAR�these ones taken for all

subjects�experienced, and hearing problems scenarios are listed. These data

are shown because they can be relevant, especially the initial part, in order to

be compared with the general cases regarding performances.

Figure 4.1: Data after the initial tests

Box plots with statistics of the angular distance from the angles selected

by the users with respect to the given source positions (x axis) are here shown.

In the following graphs, the x axis contains the various angles in which the

sources or the positions were given, namely, the 0° corresponds to the front of

the listener, the right angles are in clockwise steps with respect to the front

until 180° (back), and the left angles go from -180° to 0° (front). On the
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4. Analysis of �ndings 4.2. Quantitative analysis

Figure 4.2: Data after the �nal tests

y axis instead, the di�erence in angles from the right position varies from -

168.75° to 0° (left hemisphere relative to the playing source) and from 0° to

180° (right hemisphere). The red central horizontal line on the 0° value is the

line representing the right-guessed values.

4.2 Quantitative analysis

According to table 4.1, it comes out that there is a general average gain in

performance of 9.14% between the location of guesses in the initial tests and

those in the �nal tests, hence the initial hypothesis is satis�ed since this value
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4. Analysis of �ndings 4.2. Quantitative analysis

Figure 4.3: Data for the Cortex tests

is close to the foreseen 10%. With respect to the other cases, the Cortex

scenario yields a higher improvement compared to the KEMAR case and the

winning training con�guration is the �1+3�, but regarding the latter a remark

must be done. The di�erence between the �Cortex 1+3� and the �KEMAR

1+3� scenarios is to notice, in particular, it seems that the KEMAR HRTF

performs bad in combination with the experiments �Select one source� and

�Source going around�. There are no relevant di�erences between the Cortex

and the KEMAR situation with respect to the �1+2� and the �2+3� training

sequences.

Experienced users' performance does not seem to di�er much from the av-
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4. Analysis of �ndings 4.2. Quantitative analysis

Figure 4.4: Data for the KEMAR tests

erage value while the achievement of the subjects to which the initial results

were shown presents a slightly higher deviation. This value is actually a�ected

by the fact that most of the trials in this case fell in the Cortex scenario. Per-

sons a�ected or having been a�ected by hearing problems fall instead behind,

as expected. From table 4.2 it comes to light that Cortex listeners and expe-

rienced listeners have almost the same performances. About the experiments

in which the results were shown after the �rst test, the average gain seems to

be relatively high but this included in most cases the use of Cortex, which is

the most probable reason for the production of this value.

Comparing the plots of the performances of the initial test in �gure 4.1 and
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4. Analysis of �ndings 4.2. Quantitative analysis

Figure 4.5: Data after the tests of the sequence �1+2�

those after the �nal test in �gure 4.2, it is evinced that there is an increasing

in the number of estimated sources close to the original one. From all the

plots instead (from �gure 4.1 to 4.9), it can be inferred that there is a strong

tendency to select the source at the very left or at the very right�namely those

at ±90° relative to the front�in case the incoming sound is played from the

nearby sources, especially if they are three or four positions away (until about

40° degrees of circular distance). One of the participants of the experiment

reported that sometimes he felt as the same source was repeated, although

each source was actually heard once.

The fact that the Cortex HRTF gives the best performances is furthermore
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4. Analysis of �ndings 4.2. Quantitative analysis

Figure 4.6: Data after the tests of the sequence �1+3�

analyzed in �gure 4.3. From the plot, it emerges that this function has a �ner

resolution and helps better in solving front-back confusions compared to the

KEMAR case in �gure 4.4, where the choices in the central and edge columns

are more scattered. It can also be seen that the displacement between the

direction of the played sources and that of the selected sources is reduced with

the aid of the Cortex HRTF.

About the training experiment results, the sequence of tests �1+2� performs

worse, though with a little di�erence, in comparison to the other cases, and has

the most scattered values on the plot (see �gure 4.5). �1+3� is the con�guration

which gives the best performance in recognizing the lateral sources (see �gure
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4. Analysis of �ndings 4.2. Quantitative analysis

Figure 4.7: Data after the tests of the sequence �2+3�

4.6) whereas the sequence 2+3 attains the best outcome in the front-back

confusion cone (see �gure 4.7). The �Cortex 1+3� and the �KEMAR 1+3�

cases' performances can be seen in details in �gures 4.8 and 4.9. The scenario

including KEMAR falls behind, and particularly for front-back confusions, as

it can be seen that the dispersion is stronger in the plot. It can be surmised

that the statistics of the sequence �1+3� depend highly on the choice of the

corresponding HRTF.

Nonetheless, the �Cortex 1+3� scenario was discovered to be the most

well-performing and was therefore used in the informal post-experiments. The

results from these are reported in �gure 4.10. As it can be seen from the
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4. Analysis of �ndings 4.3. Qualitative analysis

Figure 4.8: Data regarding the sequence �Cortex 1+3�

graph, the tests were done in di�erent, though not continuous, instants of

time, extending until about 10 days from the �rst event. The improvement is

actually variable and does absolutely not show a steady pattern of its evolution

over time, therefore it does not depend on it. Instead, the values collected after

the �nal informal tests seem to converge within a relative narrow range, thus

it can be said that the e�ect of the test lasts with the progress of time.
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4. Analysis of �ndings 4.3. Qualitative analysis

Figure 4.9: Data regarding the sequence �KEMAR 1+3�

4.3 Qualitative analysis

Five of the participants stated that the directions in the horizontal plane were

perceived as being above, namely on the upper part of the frontal plane (also

known as coronal plane, the one dividing the body in front and back). It can

be also seen from the phenomenon resulting also in the graphs that the choice

in the lateral angles went for the directions located exactly at ±90° and this

can be a consequence of the aforementioned e�ect, which can be also due to

incorrect measurements of the HRTF in these directions. As already said in

section 3.1 at line 14 there was no more information to be found with respect
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4. Analysis of �ndings 4.3. Qualitative analysis
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Figure 4.10: Results of the informal tests

to the HRTF measurements.

According to the sound produced by the system, the resolution of the front-

back confusions was helped by the fact that the sources heard in the rear lacked

of some high-frequency content, thus the sound played appeared less brilliant

in comparison to the sources heard in the front. Although this complies also

with the �ndings of Blauert [35, p. 107-116] and one of the main causes of

this phenomenon is the shadowing of the body, it was actually a very subtle

di�erence to be clearly distinguished.

The test in its whole was reported by some participants to have a certain

degree of di�culty. This fact is due perhaps to a consistent number of sources

which were put on the scene of the test. In fact, the number of sources could

have been reduced, primarily because of the high level of mistakes at lateral

angles. One subject reported also that there were some possible confusions be-
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4. Analysis of �ndings 4.4. Interpretation

tween 45° and 135° and between -45° and -135° directions, whereas another one

told that he felt that the audio was being �clipped� for some source positions,

especially at the front.

4.4 Interpretation

The statistics concerning the experiment �Source going around� say that this

test can help to improve the localization performances of a listener. Moreover,

since it is also quick and requires a more dense concentration in following the

moving audio source in a short period of time, it would not stress a user of an

interactive audio application and is therefore recommended to be included as

a training experiment in combination with one of the other two tests.
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Chapter 5

Conclusions

5.1 Problem description

In this work, the goal was to create a suitable binaural environment for audi-

tory training in interactive applications which include 3D audio content. Such

an environment shall be made up, before starting the application, with a series

of training experiments that would help the listener to improve his or her sense

of location of items emitting sound, hence audio sources. The tests shall not

last long, since the user would get tired otherwise and probably unwilling to

play or watch.

In order to have a greater focus on plain sound, thus avoiding e�ects as

room simulation or di�use sound �eld, binaural technology was used in the au-

dio reproduction through headphones. The position of the sound varied within

a circle around the listener and the test comprises three parts, speci�cally:

� Initial test, to assess the localization ability before training;

� Training part, in which users did some experiments to improve this skill;

� Final test, identical to the initial, to check the performance after training.

The scenarios for each test subject were divided in six groups, according to:
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5. Conclusions 5.2. Salient �ndings

� the Head-Related Transfer Function (HRTF) used�two HRTFs were

taken under analysis;

� the types of training sequences�the performance of three experiments,

gathered in sequences of two, were estimated.

After that, the statistics regarding improvements brought by di�erent scenar-

ios, depending on the HRTF or the training methods used, were evaluated.

Also cases of experienced subjects and persons with hearing problems were

further analyzed. At last, a study concerning the e�ects of such experiment

over time was carried out.

5.2 Salient �ndings

The most salient �ndings are listed in table 4.1. Some values stand particularly

out, for instance, the improvement values of:

� the Cortex scenario in comparison to the KEMAR;

� the �1+3� sequence of experiments compared to �1+2� and �2+3�, though

its performance varies depending on the HRTF used;

� the �Cortex 1+3� scenario against the other six of the same group.

Although the best-performing case is �Cortex 1+3�, an eventual use of one of

the scenarios including the �2+3� sequence would help more in discriminating

the front-back confusions, that is, sources presented to the front while heard

from the back and vice versa.

5.3 Recommendations and further studies

The scenario �Cortex 1+3�, precisely that having HRTF data from Cortex

dummy head and the training experiments �Select one source� and �Source
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5. Conclusions 5.3. Recommendations and further studies

going around�, is recommended to be implemented in an ideal 3D audio inter-

active application. The use of headphones against loudspeakers is advisable

for the features of decoupling and isolation of sound channels.

To improve the results, the study of other cases, including experiments that

would di�er from those used in this work, scenarios with di�erent audio �les

to be displayed, in order to analyze the people's reaction to new sounds, as

well as scenarios with a lower number of sources, so as to reduce the number

of errors while having a simpler scenario, are suggested for the future.

Another possible study would be to include the control of head movements.

Head movements help improving front-back discriminations and their super-

vision can be done with the support of head-tracking equipments, in order to

track the position of the head and to allow certain types of movements along a

given trajectory. Head tracking has already been introduced in some interac-

tive devices to avoid possible mismatches between the actual and the perceived

localization in the headphone. But since these devices require a strong e�ort

and design to be built, their price is not accessible sometimes. As always, the

higher the price, the better the quality, so this can be an obstacle in terms of

costs.
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