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he context of the present Ph.D. thesis is the domain of research oriented toward the 

improvement of the control-oriented modelling of Generation IV Lead-cooled Fast 

Reactors (LFRs) through the development of reduced order methods. The Reduced Order 

Modelling (ROM) approach is aimed at combining the high-detail modelling usually adopted for 

design purposes with the requirements demanded for a control-oriented tool, firstly the 

computational efficiency. The practical application of this study is the improvement of a control-

oriented simulator of an LFR plant, i.e., substituting some components based on zero-dimensional 

approach with ROM-based models ensuring a high level of accuracy and a better physical 

description without increasing the computational burden. The plant simulator is based on the 

object-oriented modelling, is developed with Modelica language and implemented in the Dymola 

simulation environment. In the first part of the thesis, an introduction on the current approach of 

the control-oriented modelling and its impact on the control scheme design are presented. The 

second part is focused on the development of a spatial neutronics model for the reactor core, 

highlighting the differences in terms of modelling and assumptions. A simple 3D test case is 

analysed in order to demonstrate the feasibility of the spatial neutronics approach, to assess its 

better performance with respect to the classic Point Kinetics, and to show how it can be 

implemented in an object-oriented simulator, as well. Moreover, the full core model of the 

Advanced Lead Fast Reactor European Demonstrator (ALFRED) is set up in order to evaluate 

the performance of the different modelling choices in reproducing the reactivity insertion 

following a temperature change or a CR movement. In the third part of the thesis, the development 

of a spatial model of the ALFRED reactor pool is described. This model is based on the POD 

(Proper Orthogonal Decomposition)-FV-ROM procedure, developed on purpose for extending 

the literature approach based on Finite Element to the Finite Volume (FV) approximation of the 

Navier-Stokes equations. Moreover, the proposed procedure allows building a reduced order 

model that is capable to handle turbulent flows modelled through the Reynold-Averaged Navier 

Stokes equations. The POD-FV-ROM is tested in the classic benchmark of numerical simulations 

for the 2D lid-driven cavity. In particular, two simulations at Re = 1.000 and Re = 100.000 are 

considered in order to assess both a laminar and turbulent case. As final step, the developed 

approach is employed to build a ROM-based component of the coolant pool of the ALFRED 

reactor. 
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uesta tesi di dottorato si inserisce nel contesto della ricerca rivolta al miglioramento della 

modellazione orientata al controllo di reattori nucleari di quarta generazione, ed in 

particolare del reattore raffreddato a piombo (LFR – Lead-cooled Fast Reactor), attraverso 

lo sviluppo e l’implementazione di metodi di riduzione d’ordine. Questo approccio si prefigge di 

unire la modellazione ad elevato grado di dettaglio utilizzata a fini della progettazione con i 

requisiti che vengono solitamente richiesti ad uno strumento di simulazione orientato al controllo, 

in primis l’efficienza computazionale. L’applicazione pratica di questo studio è il miglioramento 

di un simulatore d’impianto orientato al controllo del reattore a piombo ALFRED (Advanced 

Lead Fast Reactor European Demonstrator) attraverso la sostituzione di alcuni componenti basati 

su un approccio puntiforme con componenti basati su modelli di riduzione d’ordine. Quest’ultimi 

possono garantire un elevato grado di accuratezza e una migliore modellazione fisica senza 

aumentare il carico computazionale. Il simulatore d’impianto è basato su una modellazione 

orientata agli oggetti, è sviluppato con il linguaggio Modelica ed implementato nell’ambiente di 

simulazione Dymola. Nella prima parte della tesi viene fornita un’introduzione sull’attuale 

approccio impiegato nella modellazione orientata al controllo e il suo impatto sulla progettazione 

dello schema di controllo. La seconda parte riguarda lo sviluppo di un modello di neutronica 

spaziale per il nocciolo di ALFRED, ponendo l’accento sui differenti metodi di riduzione d’ordine 

e le relative assunzioni modellistiche. Un semplice caso tridimensionale viene analizzato sia per 

dimostrare la fattibilità del modello di neutronica spaziale, sia per valutarne le migliori prestazioni 

rispetto al classico metodo della cinetica puntiforme, sia per dimostrare come tale approccio possa 

essere inserito all’interno di un simulatore d’impianto orientato al controllo. Inoltre, si è 

sviluppato un modello completo (3D) del nocciolo di ALFRED per valutare le prestazione dei 

metodi di riduzione d’ordine nel riprodurre l’inserzione di reattività a seguito di un cambiamento 

di temperatura o di movimento di un organo di controllo. Nella terza e ultima parte della tesi viene 

descritto lo sviluppo di un modello spaziale per la piscina del reattore ALFRED. Quest’ultimo è 

basato su una procedura POD-FV-ROM (Proper Orthogonal Decomposition – Finite Volume – 

Reduced Order Modelling), appositamente sviluppata per estendere l’approccio a elementi finiti 

(solitamente usato in letteratura) all’approssimazione a volumi finiti dell’equazione di Navier-

Stokes. In aggiunta, la procedura proposta permette di costruire un modello d’ordine ridotto 

capace di gestire fluidi in regime turbolento attraverso l’utilizzo delle equazioni di Navier-Stokes 

mediate (RANS). Il metodo POD-FV-ROM è testato con riferimento al classico confronto 

numerico della cavità bidimensionale. Sono stati considerati due casi principali, con numeri di 

Reynolds pari a 1000 e 100000, per valutarne l’efficacia sia in caso laminare che turbolento. Come 

stadio finale, il metodo POD-FV-ROM è stato utilizzato per mettere a punto un componente 

basato sul modello d’ordine ridotto della piscina del reattore ALFRED.  
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n the last years, the research in the nuclear field has focused on the Generation-IV reactors to 

reach high standard in the areas of sustainability, economics, safety and reliability, 

proliferation resistance and physical protection. Among these reactor concepts, the Lead-

cooled Fast Reactor (LFR) seems promising due to the excellent material management 

capabilities since it operates in the fast-neutron spectrum and uses a closed fuel cycle for efficient 

conversion of fertile uranium, allowing also the possibility to use the reactor as a burner of minor 

actinides. Advanced reactor concepts cooled by Heavy Liquid Metal (HLM) coolants ensure a 

great potential for plant simplifications and higher operating efficiencies compared to other 

coolants, introducing however some safety concerns and design challenges.  

The need to investigate the control strategy for this innovative system arises from two main 

reasons: 

• the new technological issues brought by the use of lead as coolant (Tucek et al., 2006) do 

not make possible the adoption of the classic approaches retrieved from Light Water and 

Sodium Fast Reactor concepts since the different features result in different constraints 

on control and controlled variables. In particular, the spatial dependence plays a relevant 

role in the dynamics evolution, both in neutronics and in thermal-hydraulics environment.  

• the need of improving the plant availability and the present energy production situation 

require constantly enhanced performance for Nuclear Power Plants (NPPs), along with a 

more and more ability to follow grid demands (IAEA, 1999).  

In the development of the control system, it is of primary importance to rely on simulation tools 

for its realization, testing and validation by means of an accurate description of the reactor-

controlled response. The modelling approach used to represent the system plays a relevant role. 

A poor detailed modelling precludes the possibility to exploit all the potentialities of the advanced 

control schemes and techniques. In particular, these techniques should adopt a detailed modelling 

in order to provide the control system design with spatial information regarding neutron flux, 

temperature, pressure, and mass flow rate. Besides control purpose, the latter can be useful for 

diagnostics and fault detection during operational transients (IAEA, 2009) and safety insights as 

well. At the same time, a simulation tool for control purposes has to fulfil some requirements. In 

particular, (i) fast-running simulations, (ii) a comprehensive representation of the entire plant 

behaviour, (iii) the possibility to couple the plant dynamics simulator with the control system are 

the main requests in this sense. The control system usually adopted in nuclear reactors is based 

on Proportional-Integral-Derivative controllers (PID) in decentralized control scheme, which 

ensure simplicity in the implementation and robustness towards malfunctioning of single control 

loops, favoring the Operation and Maintenance (O&M) (Levine, 1996). The choice of simple 

Single Input Single Output (SISO) control laws has brought to the development of simulators that 

implement simple models (zero-dimensional) for the description of the main physics of a nuclear 
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reactor (e.g., the point kinetics for the neutronics). The classic control-oriented approach based 

on 0D/1D modelling is appropriate whether the spatial effects are not relevant and only the 

estimation of integral quantities is required as for the SISO control laws. On the opposite side, the 

3D modelling is usually devoted to design purposes having a high level of detail but extremely 

expensive from a computational point of view (Figure 1).  

 

 

In the light of the previous considerations, the research efforts should be devoted to combine 

a high-detail modelling featuring spatial capabilities (e.g., 3D modelling) with the requirements 

demanded for a control-oriented tool, firstly the computational efficiency. A viable solution is to 

employ Reduced Order Modelling (ROM) techniques, such as Proper Orthogonal Decomposition 

(POD) and Reduced Basis (RB) (Rozza et al., 2008; Hesthaven et al., 2016). The aim of a 

computational reduction technique is to retain the governing dynamics of a system in rapid and 

reliable way (Rozza et al., 2009; Manzoni et al., 2012). The main assumption of ROM is that the 

behaviour of the system with respect to a parameter (physical, geometrical) or the time can be 

represented by a small number of dominant modes. In this way, the system evolution is compared 

by a reduced set of Ordinary Differential Equations (ODEs). The latter can be employed, for 

instance, as the basis for the synthesis and the verification of controllers (Barbagallo et al., 2011). 

A suitable computational offline/online procedure is usually employed in order to efficiently 

decouple the generation of the basis (made only once – offline phase), which involves the 

resolution of a Full Order Model (FOM), and the simulation of the reduced order model that can 

be run many times as required (online phase).  

The subject of the thesis is the improvement of the control-oriented modelling by means of 

reduced order methods. Though the focus is kept more on the modelling aspects rather than 

control ones, this effort is a necessary step in the progress of the current approach employed in 

the control system design. The high accuracy guaranteed by the adoption of reduced order models 

allows solving some control issues related to modelling aspects, in particular the spatial ones, 

which otherwise could not be managed by means of the classic control-oriented approach.  
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Reduced-order modelling (also model order reduction or reduced order methods) is a generic 

expression to identify any approach aimed at replacing a high-fidelity problem, i.e., the Full Order 

Model (FOM), by one featuring a much lower computational complexity, i.e, the reduced order 

model (Quarteroni et al., 2016 – Figure 2).  

 

As said, the purpose of a computational reduction technique is to retain the governing 

dynamics of a system in a rapid and reliable way. In particular, the reduced order modelling is 

aimed at approximating a Partial Differential Equation (PDE) solution (or a set of Ordinary 

Differential Equations (ODEs)) with a reduced number of degrees of freedom. The common 

procedure is to solve the full-order problem only for a properly selected number of instances of 

the input parameter (through a demanding Offline computational step), in order to be able to 

perform many low-cost real-time simulations (inexpensive Online computational step) for new 

instances of the parameter (Manzoni et al., 2012).  

One of the main challenge of the reduced order modelling is to find the desired compromise 

between accuracy and the size of the model, i.e., the computational cost (Quarteroni et al., 2011 

– Figure 3). It is worthwhile to remind that reduced order modelling do not replace high-fidelity 

discretization technique but they are linked in a kind of algorithmic collaboration since the 

reduced order model are usually built upon and compared (as regards accuracy) to the FOM.  

 

Reality

Full Order Model

Reduced Order Model



There are two main paradigms usually adopted in the reduced order modelling, mainly based 

on projection or interpolation (Manzoni et al., 2012). To the first family belongs all the 

Computational Reduction Techniques (CRT), which aim at reducing the dimension of the 

algebraic system through the projection onto a small subspace made by global basis functions. 

On the other hand, the Surrogate Response Surfaces (SRS) family provides an approximation of 

the dynamics of the system by fitting a set of data obtained through numerical simulations. The 

main difference between the two approaches is that the CRT are problem-dependent methods 

whereas the SRS are problem-transparent. This means that in the first approach the reduced order 

model is built upon physical modelling, which can be more reliable in situations far from which 

the reduced order model has been developed. In this thesis, considering the control-oriented 

purpose applied to an innovative nuclear system for which there is no operational experience, the 

focus is kept on the CRT approach rather than the SRS one.  

The most common CRT options are the Proper Orthogonal Decomposition (POD) and the 

Reduced Basis (RB) methods (Rozza et al., 2008; Chinesta et al., 2015). They seek for a reduced 

solution through a projection onto suitable low dimensional subspaces. In particular, the essential 

components of a CRT can be summarized as follows (Manzoni et al., 2012): 

• a high-fidelity discretization technique aimed at calculating some high-fidelity PDE 

solutions (called snapshots) which are needed to build the reduced basis.  

• a (Galerkin) projection. The reduced solution is usually expressed as a linear combination 

of the basis functions. The coefficients of this combination are calculated by means of 

Galerkin-like projection of the equations onto the reduced space. 

• an offline/online procedures. The expensive computation of the snapshot and the basis 

calculation can be performed just once (offline phase) and totally decoupled from the 

fast-running ROM simulation.  

• an error estimation procedure both to assess the accuracy of the ROM and to construct a 

reliable, certified, and suited reduced basis1. 

In Table 1, the model reduction approaches and the method for the basis function calculation 

used in this Ph.D. thesis are listed.  

 General  

approach 

Basis function  

calculation 

References 

Neutronics 

Modal Method Eigenvalue calculation (Stacey, 1969) 

POD 

Singular Value 

Decomposition 
(Holmes et al., 1996; 

Sirovich, 1987; Volkwein, 

1999) 
Thermal-

hydraulics 
Correlation Matrix 

                                                           
1 The development of an error estimation procedure is out of the scope of this thesis.  



This Ph.D. thesis seeks to improve the control-oriented modelling of Generation IV Lead-

cooled Fast Reactors (LFRs) (GIF, 2013) through the development of reduced order methods. In 

this thesis, the reference reactor is ALFRED (Advanced Lead Fast Reactor European 

Demonstrator) (Alemberti et al., 2013b), a pool-type reactor whose conceptual design has been 

developed within the Euratom LEADER Project (htp://www.leader-fp7.eu, 2012, for further 

details on the reactor design, please refer to Appendix A.1), even if the proposed approach and 

modelling techniques can be applied to any reactor concept. The reduced order models are aimed 

at being assessed and implemented in an Object-Oriented simulator developed with the Modelica 

language (The Modelica association, 2014), in the Dymola environment (DYMOLA, 2015). In 

particular, the attention is focused on the component (object) representing the neutronics and the 

component (object) representing the reactor pool of the reactor. The rest of the plant simulator 

will be not affected by the implementation of the ROM-based components. 

Throughout the thesis, a special attention is paid to the modelling aspects, highlighting the 

differences between the approaches and the assumptions (e.g., the choice of the spatial basis). The 

results point out both the accuracy of the proposed models (with respect to high fidelity outcomes) 

as well as the reduced computational times. Whether possible, a benchmark or test case is set up 

in order to evaluate the approach in simple or well-known conditions. Finally, the object-oriented 

component retrieved from the reduced order model is described. In Figure 4, the outline of the 

Ph.D. thesis is depicted.  

 

 

In Chapter 1, the review of the state of the art concerning the control-oriented modelling of 

LFR systems and the related PID-based control scheme developed at PoliMi – Nuclear Reactor 
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Group (NRG) is presented2. This part is meant to provide an insight into the current approach of 

the control-oriented modelling, and its impact on the control scheme design as well. In this way, 

the reader can appreciate the weak points of the zero-dimensional modelling of some relevant 

physics and the need to improve these models with ROM-based components ensuring a high level 

of accuracy without increasing the computational burden. Improved modelling tools will allow 

developing innovative control techniques, which require not only integral information but also 

spatial data. 

In Chapter 2, the development of a spatial neutronics model for the reactor core is described. 

This approach is meant to replace the Point Kinetics currently used in control-oriented simulators. 

Such simple approach may prevent the use of advanced techniques made available thanks to the 

significant developments of digital Instrumentation & Control (I&C) technology in recent 

decades. On the other hand, this modelling improvement may allow adopting innovative control 

strategies, whose feasibility in the nuclear field cannot be adequately studied with a zero-

dimensional model. The focus of this Chapter is more applicative than methodological since a 

theoretical background is already present in literature (Stacey, 1969). Notwithstanding, some new 

insights from the methodological point of view are addressed.  

In Chapter 3, the development of a spatial model of the reactor pool is described. This approach 

is directed to overcome the 0D/1D modelling usually employed in control-oriented models for 

the fluid dynamics. In particular, this kind of approach allows the simulation tool to take into 

account the spatial features of the fluid flow, which can be relevant for certain reactor systems. 

The focus of this Chapter, differently from the previous one, is more methodological than 

applicative since no previous theoretical background is present in literature. Notwithstanding, an 

application has been developed even if it is not intended to be the definitive one.  

 

 

 

                                                           
2 The simulator was developed in the framework of the LEADER Project as part of the Ph.D. work of 

Roberto Ponciroli (2014) and of the research assistant activity of the author.  



In this Chapter, the state of the art concerning the control-oriented modelling of LFR systems and the related 

PID-based control scheme developed at PoliMi – Nuclear Reactor Group (NRG) is presented. This 

introduction is meant to provide an insight into the current approach of the control-oriented modelling and 

its impact on the control scheme design as well. In this way, the reader can appreciate the weak points of 

the zero-dimensional modelling of some relevant physics and the need to improve these models with ROM-

based components ensuring a high level of accuracy without increasing the computational burden. 

Improved modelling tools will allow developing innovative control techniques, which require not only 

integral information but also spatial data.  

In the development of nuclear reactor control design, a relevant role plays the plant simulator whose purpose 

is to obtain detailed information on the dynamic behaviour and to help the control system implementation 

for both its realization and its validation (Section 1.1). During the LEADER Project, a dynamic simulator 

of the ALFRED reactor was realized by adopting the Modelica object-oriented language in the Dymola 

software environment (Section 1.2). The object-oriented approach was selected among the modelling 

options due to its features in terms of hierarchical structure, abstraction and encapsulation, which allow 

developing a model that satisfies the requirements of modularity, openness and efficiency. The primary and 

secondary systems are modelled and implemented in Modelica by assembling conventional component 

models and specifically developed nuclear component models. Starting from the outcomes made available 

by the simulator and thanks to the possibility to easily linearize the object-oriented model, a decentralized 

control scheme was investigated based on SISO PID controller (Section 1.3).  

 

 

 

 

 

 

 

 

 

 

 

The main results of this Chapter have been published in:  

 Ponciroli, R., Bigoni, A., Cammi, A., Lorenzi, S., Luzzi, L., 2014a. Object-oriented 

modelling and simulation for the ALFRED dynamics. Progress in Nuclear Energy, 71, 

15–29. 

 Ponciroli, R., Cammi, A., Lorenzi, S., Luzzi, L., 2014b. A preliminary approach to the 

ALFRED reactor control strategy. Progress in Nuclear Energy, 73, 113–128.  



he definition of the control strategy for a nuclear reactor is a multi-phase and 

multidisciplinary process whose final result is the implementation of dedicated controllers 

(Figure 1.1). During the development of nuclear reactor control design, a relevant role is 

played by the plant simulator whose purpose is: (i) to obtain detailed information on the dynamic 

behaviour; and (ii) to help the control system implementation for both its realization and its 

validation. In particular, due to the innovative features of the LFR reactor concept, some analyses 

should be performed to properly characterize the system governing dynamics. For instance, it is 

necessary to prove the intrinsic system stability and to assess the control system robustness at 

different operational conditions. Several aspects (e.g., the investigation of the reactor dynamics, 

the study of the interactions among input and output variables, the verification of the effectiveness 

and feasibility of the control strategy,…) are usually studied thanks to a plant simulator 

specifically developed for control purposes. Different from a system code for safety study, a 

simulation tool for control purposes has to fulfill some typical requirements. In particular, fast-

running simulations, a comprehensive representation of the entire plant behaviour, and the 

possibility to couple the plant dynamics simulator with the control system model are the main 

requests. 

 

In order to accomplish these goals, among the several modelling options, the Object-Oriented 

approach constitutes a suitable choice for the model-based control design since its features in 

terms of hierarchical structure, abstraction and encapsulation allow developing a model that 

satisfies the requirements of modularity, openness and efficiency (Fritzson, 2004). A viable path 

to achieve the above-mentioned goals is constituted by the adoption of the Modelica language 

(The Modelica Association, 2014). Introduced in 1997, Modelica is "a language for modelling 

and simulation of complex cyber-physical systems" (Fritzson, 2004). In particular, it is an object-

oriented modelling approach specifically designed for the study of engineering system dynamics. 

In this perspective, Modelica facilitates the system description in terms of physical and 

engineering principles (i.e., mass, energy and momentum balance equations). Modelica is 

employed for the modelling of general physical phenomena described by sets of differential 

algebraic and discrete equations, supporting a declarative language. The different components 

(i.e., objects described by equations) are connected through rigorously defined interfaces 

corresponding to the physical interactions occurring with the external environment or other 

T 



objects. These features allow acausal modelling, i.e., the direct use of equations without imposing 

the classic input/output declaration, enabling a more flexible and efficient data flow (Fritzson, 

2011). Finally, Modelica is open-source and it has already been successfully adopted in different 

fields, such as automotive, robotics, thermo-hydraulic and mechatronic systems, but also in 

nuclear simulation field (Cammi et al., 2005; Souyri et al., 2006). 

One of the main advantages of employing the Modelica language is the possibility of adopting 

acausal modelling approach. The system dynamics is described in terms of conservation laws that, 

combined with the constitutive equations of the components, determine the overall set of 

equations to be solved. Thanks to the acausal modelling, the equations of each component model 

can be written independently from the definitions of input/output variables. Thus, the causality of 

equation-based models is unspecified and becomes fixed only when the corresponding equation 

systems have to be solved (Fritzson, 2004). In this way, models are much easier to write and 

reuse, while the burden of determining the actual sequence of computations required for the 

simulation is entirely left to the compiler. In the common practice, most of the present simulators 

are based on causal modelling, e.g., MATLAB® and SIMULINK® (The MathWorks, 2015), 

whose main features are reported in Table 1.1. 

Causal approach Acausal approach 

System input and output variables have to be 

established at the beginning 

It is not necessary to establish a priori input and 

output variables 

Equations have to be rewritten for each specific 

application in state space representation 

Causality remains unspecified as long as 

equations are solved  

Low flexibility in changing the model 

configuration 

More realistic description of components and 

modularity 

Low reusability of previous work. Problem 

formulation in a series of operations must be 

performed by the user, according to the particular 

applicative context  

Possibility of easily reusing previously developed 

models. Models of components are defined 

independently of their potential connections 

Block diagram representation (physics-oriented) Plant representation (component-oriented) 

Integration algorithm for ordinary differential 

equations (lower computational cost) 

Integration algorithm for differential algebraic 

equations (higher computational cost) 

Low order modelling, easy to linearize (stability 

analyses) 
Potentially high number of equations involved 

In addition, the multi-physics approach of the Modelica language must be mentioned. General 

in scope, it provides modelling primitives such as generic algebraic, differential and difference 

equations, and it is not tied to any specific physical or engineering domain (i.e., mechanics, 

electrical engineering, or thermodynamics). Thus, it is quite straightforward to describe multi-

disciplinary systems, e.g. the reactor core, where several physics (e.g., neutronics, heat transfer 

and fluid dynamics) interact with each other. Furthermore, a more realistic plant representation is 

made possible by the component-based description. As simulation environment, Dymola 

(Dynamic Modelling Laboratory) (Elmqvist et al., 1993) has been adopted, as dedicated libraries 

of validated models for power plant components are available. As to the efficiency of the 

simulation code, Modelica compilers incorporate sophisticated symbolic manipulation 

algorithms, which allow obtaining index-1 systems of Differential Algebraic Equations (DAEs) 

from higher-index ones, to symbolically solve both linear and nonlinear model equations 



(Fritzson, 2004). The resulting code is then linked to state-of-the-art numerical integration codes 

such as DASSL (Brenan et al., 1989).  

In the past years, a dynamic simulator of the ALFRED reactor (Ponciroli et al., 2014a) was 

realized in the framework of the LEADER Project by adopting the Modelica object-oriented 

language in the Dymola software environment (DYMOLA, 2015). The resulting overall plant 

simulator consists of the following essential parts: core, steam generator, primary and secondary 

pumps, cold and hot legs, cold pool, turbine, and condenser. In particular, point reactor kinetics 

and one-dimensional heat transfer models are implemented for the core. The coolant hot and cold 

pool models are represented by a component describing a free-surface lead tank on which mass 

and energy balances are taken (0D approach). Starting from the outcomes made available by the 

simulator and thanks to the possibility to easily linearize the object-oriented model, a 

decentralized control scheme was investigated based on SISO PID controller (Ponciroli et al., 

2014b, Ponciroli et al., 2015a). Moreover, thanks to the simulator, a model-based assessment of 

the reactor startup and the load-following capabilities of the ALFRED reactor was carried out 

(Ponciroli et al., 2015b, Ponciroli et al., 2015c).  

As pointed out in the Introduction, the practical application of this thesis is the improvement 

of the mentioned object-oriented simulator, i.e., substituting some components based on zero-

dimensional approach with ROM-based components ensuring a high level of accuracy without 

increasing the computational burden. In order to provide an insight into the object-oriented 

modelling employed in the simulator, the description of the main component models is presented 

in Section 1.2. An example of control scheme based on the simulator is described in Section 1.3. 

A few concluding remarks are drawn in Section 1.4.  

In this section, the non-linear one-dimensional object-oriented model of the ALFRED reactor 

developed by means of the Modelica language is presented. The overall system model was built 

by connecting the different components (objects) through rigorously defined interfaces 

(connectors) corresponding to specific physical interactions occurring with the external 

environment or other objects. The overall plant simulator, incorporating also the BoP, consists of 

the following essential parts: core, steam generator, primary and secondary pumps, cold and hot 

legs, cold pool, turbine, and condenser (Figure 1.2). The primary and secondary systems were 

modelled and implemented in Modelica by assembling conventional component models already 

available in a specific thermal-hydraulic library, named Thermopower (Casella et al., 2006), and 

specifically developed nuclear component models, taken from the NuKomp library (Cammi et 

al., 2005), modified in order to provide the required capabilities for the analysis.  

As far as the ALFRED core is concerned (Figure 1.3), point reactor kinetics and one-

dimensional heat transfer models are implemented, coherently with the plant specifications, by 

incorporating suitable geometry, material properties and correlations, neutronic feedback 

coefficients and kinetic parameters (see Appendix A.1). 



 

 

Component Description 

Core Reactor core 

Cold_pool Pool collecting the lead 

coming from the SG outlet 
Cold_leg Collector between the SG 

outlet and the core inlet 

Hot_pool Pool collecting the lead 
coming from the core 

outlet 

Hot_leg Collector between the core 
outlet and the SG inlet 

sens Temperature and pressure 

sensor placed in the plant 
Pump_Pb Lead axial pump 

SG Steam generator 

Header Volume collecting the 
produced steam 

Pump_W Water pump 

Turbine Steam turbine unit 
Sink Condenser 

Att Attemperator that regulates 

the steam temperature 

The component-based core model is constituted by four sub-systems, each one dedicated to a 

particular physics. The component Kinetics employs a point reactor kinetics model with one 

neutron energy group and eight delayed precursor groups. Therefore, the neutron density 

evolution is described by the following equation: 

𝑑𝑛

𝑑𝑡
=
𝜌 − 𝛽

Λ
𝑛 +∑𝜆𝑖𝑐𝑖

8

𝑖=1

+  𝑞 

and the corresponding concentration of precursors being expressed as: 

𝑑𝑐𝑖
𝑑𝑡

=
𝛽𝑖
Λ
𝑛 − 𝜆𝑖𝑐𝑖                𝑖 =  1, … , 8 

 

CORE 

SG 



In the model, two different definitions are implemented to describe the effective fuel 

temperatures, and namely: 𝑇𝑓
𝐷, which expresses the effective temperature to allow for the Doppler 

effect, and 𝑇𝑓
𝑒𝑓𝑓, which represents the average temperature that allows to evaluate quantitatively 

the reactivity feedback due to the pellet deformation caused by thermal stresses. Therefore, as far 

as the Doppler reactivity contribution is concerned, an effective fuel temperature allowing for 

resonances broadening (Kozlowski and Downar, 2007) is considered: 

𝑇𝑓
𝐷 = 0.3 ∙ 𝑇𝑓

1 + 0.7 ∙ 𝑇𝑓
3 

In Equation (1.3), 𝑇𝑓
1 and 𝑇𝑓

3 represent the average temperatures in the central region and in the 

external one of the fuel pin, respectively (see Figure 1.4). In Equation (1.4) the weights provide 

an estimate of the volume-weighted average behaviour, and are used to reproduce the parabolic 

trend of the temperature field within the fuel pellets:  

𝑇𝑓
𝑒𝑓𝑓

= (1 2⁄ ) ∙ 𝑇𝑓
1 + (1 2⁄ ) ∙ 𝑇𝑓

3 

The reactivity variation from a generic fuel temperature distribution 𝑇𝑓1  (with effective average 

𝑇𝑓1
𝐷) to a fuel temperature distribution 𝑇𝑓2 (with effective average 𝑇𝑓2

𝐷), due to the Doppler effect, 

is evaluated as follows (Waltar et al., 2012): 

∆𝜌 [𝑇𝑓1 → 𝑇𝑓2] ≈ 1.1 ∙ 𝐾𝐷 (𝑙𝑛
𝑇𝑓2

𝐷

𝑇𝑓1
𝐷) 

Reactivity effects due to the coolant density variations, as well as to the axial and radial 

expansions, are taken into account by adopting linear equations with constant coefficients. In 

particular, axial and radial cladding expansions are related to the average cladding thermal 

conditions, while axial and radial wrapper expansions are considered governed by the lead 

temperature. On the other hand, the grid expansion effect concerns the increase of the core radius 

due to the incoming coolant temperature enhancement. Therefore, the coolant volume inside core 

increases as well as the core volume and, in turn, the leakages. These combined effects determine 

an overall negative contribution. The pad effect is determined by the radial expansion difference 

between the bottom of the subassemblies at the incoming coolant temperature and their top at the 

outlet coolant temperature. However, this reactivity contribution is quite reduced (Grasso et al., 

2014).  
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As far as the CRs are concerned, a reactivity differential curve is adopted based on the 

reactivity worth of the 12 rods at different insertion lengths (Figure 1.5).  

 

On the other hand, the worth characterization of SRs does not require such an accuracy, because 

these rods are extracted during start-up phase and then they are kept out of the core while the 

reactor is operating at full power conditions. Consequently, a linear dependence of the reactivity 

as function of axial position is sufficient to describe the SR reactivity contribution.  

The overall system reactivity is given by the sum of the various contributes, as follows: 

𝜌(𝑡) = 𝛼𝐿 ∙ (𝑇𝑙 − 𝑇𝑙,0) + 1.1 ∙ 𝐾𝐷 (𝑙𝑛
𝑇𝑓

𝐷

𝑇𝑓,0
𝐷) + 𝛼𝐶𝑍 ∙ (𝑇 − 𝑇 ,0) + 𝛼𝑊𝑍 ∙ (𝑇𝑙 − 𝑇𝑙,0)

+ 𝛼𝐶𝑅 ∙ (𝑇 − 𝑇 ,0) + 𝛼𝑊𝑅 ∙ (𝑇𝑙 − 𝑇𝑙,0) + 𝛼𝐹𝑍 ∙ (𝑇 − 𝑇 ,0) + 𝛼𝐷𝑖𝑎 ∙ (𝑇𝑙,𝑖𝑛 − 𝑇𝑙,𝑖𝑛,0) + 

𝐴𝐶𝑅 ∙ 𝑠𝑒𝑛(𝐵𝐶𝑅 ∙ ℎ𝐶𝑅 + 𝐶𝐶𝑅) + 𝐷𝐶𝑅 + 𝐴𝑆𝑅 ∙
(ℎ𝑆𝑅 − 𝑥𝑆𝑅)

𝐿𝑆𝑅
+ 𝜌0 

The terms in Equation (1.6) represent the effect due to lead density, Doppler effect, axial cladding 

expansion, axial wrapper expansion, radial cladding expansion, radial wrapper expansion, axial 

fuel expansion, diagrid expansion, control rod contribution, safety rod contribution, and the initial 

reactivity margin, respectively.  

The component FuelRods describes the thermal behaviour of the fuel pins by adopting five 

radial regions within the element (i.e., cladding, gaseous gap and three concentric zones of equal 

volume within the pellet). The time-dependent Fourier equation is applied considering only the 

radial heat transfer, thus disregarding both the axial and the circumferential thermal diffusion. 

Fourier equation is discretized radially in five zones and longitudinally in a user-defined number 

(N) of nodes. 

𝑑𝑓𝑐𝑓
𝜕𝑇𝑓

𝜕𝑡
=
1

𝑟

𝜕

𝜕𝑟
(𝑟𝑘𝑓

𝜕𝑇𝑓

𝜕𝑟
) + 𝑞′′′ 

𝜕

𝜕𝑟
(𝑟𝑘𝑔

𝜕𝑇𝑔

𝜕𝑟
) = 0 



𝑑 𝑐 
𝜕𝑇 
𝜕𝑡

=
1

𝑟

𝜕

𝜕𝑟
(𝑟𝑘 

𝜕𝑇 
𝜕𝑟

) 

The component LeadTube models the coolant flowing through the core channels represented 

as cylindrical conduits. It simulates a one-dimensional single-phase fluid flow with heat transfer 

from the fuel pin boundary and with temperature-dependent physical properties (OECD-NEA, 

2007). This approach is based on distributed-parameter mass, momentum and energy 

conservation equations discretized by employing a finite volume method. 

𝐴
𝜕𝑑

𝜕𝑡
+
𝜕𝑤

𝜕𝑥
= 0 

𝜕𝑤

𝜕𝑡
+ 𝐴

𝜕𝑝

𝜕𝑥
+ 𝑑𝑔𝐴

𝜕𝑧

𝜕𝑥
+

𝐶𝑓𝜔

2𝑑𝐴2
𝑤|𝑤| = 0 

𝑑𝐴
𝜕ℎ

𝜕𝑡
+ 𝑑𝐴𝑢

𝜕ℎ

𝜕𝑥
− 𝐴

𝜕𝑝

𝜕𝑡
= 𝜔𝜑 

Equations (1.10) and (1.11) describe the pressure and mass flow rate dynamics, while Equation 

(1.12) describes the slower dynamics of heat transport with the fluid velocity. 

The component HeatTransfer allows evaluating the heat flux exchanged between two one-

dimensional interacting objects (e.g., the fluid flow and metal wall) as a function of the 

corresponding surface temperatures. Since the fuel pins are arranged on a triangular lattice, the 

Ibragimov-Subbotin-Ushakov correlation (Cheng and Tak, 2006) is adopted to properly estimate 

the convective heat transfer coefficient. Moreover, among the possible correlations, it is the most 

conservative one since gives the lowest value of the Nusselt number. 

𝑁𝑢 = 4.5 + 0.014 ∙ 𝑃𝑒0.8 

In the ALFRED core, the presence of a bypass mass flow rate is foreseen since it has a 

fundamental role in certain plant operational modes, such as the start-up phase. In the proposed 

configuration, the main part of the coolant passes through the fuel elements, while a reduced 

fraction passes through the interstices between the wrappers, and through the dummy elements 

and the cases of the CRs and the SRs. Indeed, the power is deposited not only in the fuel, but also 

in the other materials, mainly due to the γ emission. For these reasons, the lead mass flow rate 

devoted to the bypass is fixed at the 3% of the one that circulates in the primary circuit. In a 

preliminary description, in order to represent the evolution of the temperature fields of the main 

components of the core, the presence of the bypass mass flow rate can be neglected. This approach 

can be suitable if the system is studied only in nominal operating conditions. Nevertheless, in 

accidental scenarios or in operating conditions in which the lead mass flow rate is not kept 

constant at the nominal value (e.g., during the reactor start-up), a more accurate characterization 

of the pressure field is essential. In particular, in the core thermal-hydraulics description, two 

types of channels, which represent the fuel elements and the dummy elements, were allowed for. 

In the modelling of the channels, in order to reproduce the actual layout of the assemblies 

(Figure 1.6), different types of components (Figure 1.7) are employed. Furthermore, a component 

that allows imposing additional pressure losses is added to the dummy elements description. Since 

the channels are subjected to the same inlet and the outlet pressure field, hydraulic resistance at 

the entrance of dummy elements is suitably tuned to achieve the desired pressure field. 



 

 

As for the distributed losses within the coolant channels, they are preliminarily estimated 

adopting the McAdams correlation (Todreas and Kazimi, 2012) for the Fanning friction factor. 

On the other hand, the modelling of the form losses is quite difficult since the dimensional 

specifications concerning the spacers are not assessed yet. At this point, since the total pressure 

losses are specified in the core design and the distributed ones are evaluated, the contribution of 

the form losses is obtained representing the influence of the spacers in the core thermal-hydraulics 

by using the dedicated component Orifice, which allows implementing a suitable hydraulic 

resistance. 

All the several core subsystems are eventually connected. In particular, the mutual influences 

between neutronics and thermal-hydraulics are taken into account by means of the above-

mentioned feedback reactivity coefficients represented in the Modelica language through 

dedicated connectors. As shown in Figure 1.3, blue, grey and red connectors allow carrying the 

information about lead, cladding and fuel thermal behaviour in order to consider their influence 

on the neutronics. 

 

Component Description 

Sup D Upper region of dummy elements 

Active_Dummy 

Region of dummy elements 

corresponding to the active zone of fuel 

assemblies 

Inf D Lower region of dummy elements 

Empty D Empty region of dummy elements 

Orifice 
Form pressure drop which allow to 

achieve the real pressure field 

Sup FA Upper region of fuel assemblies 

LeadTube Active region of fuel assemblies 

Inf FA Lower region of fuel assemblies 

Empty Empty region of fuel assemblies 
 

 



The coolant hot and cold pool models (named Hot_pool and Cold_pool) are implemented by 

employing a component describing a free-surface cylindrical lead tank (responsible for most of 

the large thermal inertia characterizing the overall system), on which mass and energy balances 

are taken, assuming that no heat transfer occurs, except through the inlet and outlet boundaries. 

In order to represent transport phenomena, simple one-phase LeadTube components are 

employed (named Hot_leg and Cold_leg). One-dimensional flow models are implemented, 

neglecting thermal dispersion, to properly consider the time delays due to transport phenomena 

between the core and the SG, and between the SG and the cold pool. 

As far as the primary and secondary pumps are concerned, ideal flow rate regulators are 

employed. 

Due to its non-conventional bayonet-tube design, an effort is spent to set up a specific 

component representing the ALFRED SG (Figure 1.8). A simplified description is adopted, based 

on a one-dimensional description of the actual geometry, which is reproduced by means of 

different tube models connected together. In this way, the advantage of reusability of the Modelica 

models is exploited. Indeed, the same tube, based on a certain set of equations, can be employed 

in different contexts and then extended through inheritance by adding further equations. After 

entering the SG, water flows down in the slave tube (see Appendix A.1) and there is no heat 

exchange neither thermal dispersion, thanks to the effective insulation provided. Thus, water 

conditions at the SG inlet and at the bottom of the tube are the same. For this reason, this first part 

is neglected and the feedwater is simulated to flow directly in a counter-current configuration, 

exchanging thermal power with the external lead. The component geometry is substituted with 

concentric tube bundles in a counter-current flow configuration where the pressure drops are 

concentrated at the bayonet bottom (i.e., where the fluid flow reverses). A turbulent, lumped 

pressure drop model is assumed, proportional to the kinetic pressure.  

 

Component Description 

Water_Side Tube model that describes the water flowing. 

Conv_Water Component that describes the convective heat 

transfer on water side. 

Outer_tube, Gap_He, 

Outermost_tube 

Components that allows for the conduction 

phenomena within the different interfaces. 

Swap Component that allows to reproduce the 

counter-current configuration. 

Conv_Lead Component that describes the convective heat 

transfer on lead side. 

Lead_Side Tube model that describes the lead flowing. 
 

As far as the water side is concerned, a tube allowing to describe a two-phase fluid is selected, 

adopting averaged densities in the neighbourhood of phase changes so as to avoid non-physical 



simulation artefacts due to phase change discontinuities at the model nodes. A two-phase 

homogeneous model (i.e., with the same velocity for the liquid and vapour phases) is adopted. 

Water-side convective heat transfer coefficients are evaluated by implementing the Dittus-Boelter 

correlation for one-phase regions, and the Kandlikar correlation for the boiling region (Todreas 

and Kazimi, 2012). According to the latter correlation, the two-phase heat transfer coefficient, 

hTP, is equal to the larger of hTP,NBD and hTP,CBD, i.e., the two-phase heat transfer coefficients in the 

nucleate boiling dominant and convective boiling dominant regions, respectively. These 

coefficients are given by the following equations:  

ℎ𝑇𝑃,𝑁𝐵𝐷 = 0.6683𝐶𝑜−0.2(1 − 𝑥𝑣)
0.8𝑓(𝐹𝑟𝐿𝑂)ℎ𝐿𝑂 + 1058.0𝐵𝑜0.7(1 − 𝑥𝑣)

0.8𝐹𝐹𝑙ℎ𝐿𝑂 

ℎ𝑇𝑃,𝐶𝐵𝐷 = 1.136𝐶𝑜−0.2(1 − 𝑥𝑣)
0.8𝑓(𝐹𝑟𝐿𝑂)ℎ𝐿𝑂 + 667.2𝐵𝑜0.7(1 − 𝑥𝑣)

0.8𝐹𝐹𝑙ℎ𝐿𝑂 

where 

𝐶𝑜 = (
𝑑𝐿
𝑑𝑣
)
0.5

(
1 − 𝑥𝑣
𝑥𝑣

)
0.8

 

𝐵𝑜 =
𝑞′′

𝑤 ∙ 𝑖𝐿𝐺
 

are the convection and boiling numbers, respectively. FFl is the fluid-surface parameter that 

incorporates the effect of surface and fluid properties, and allows to take into account differences 

in nucleating characteristics. hLO is the single-phase heat transfer coefficient with all flow as 

liquid. The function f(FrLO) is a Froude number with all flow as liquid. This parameter addresses 

the stratified flow region.  

On the lead side, the component describing the behaviour of a single-phase fluid, previously 

used for the core model, is adopted. Convective heat transfer coefficients are evaluated by 

implementing the Ibragimov-Subbotin-Ushakov correlation as well. The multiple wall interfaces 

are modelled by adopting different conductive-exchange elements, in which thermal resistance is 

computed according to the formulation of Fourier equation in cylindrical coordinates, while the 

heat capacity is lumped in the middle of the tube thickness. Dedicated components are 

implemented to represent each interface constitutive layer (i.e., insulating layer, outer tube, 

helium gap, outermost tube). Besides, the HeatTransfer component is used to evaluate the 

convective heat exchange on both water and lead sides, a Swap component is adopted to allow 

for the counter-current configuration. In this way, temperature and flux vectors on one side are 

swapped with respect to the ones on the other side. Furthermore, only one SG with a suitably 

rescaled number of tubes guaranteeing a thermal power of 300 MWth (instead of the actual eight 

37.5 MWth SGs) is considered.  

The steam coming out from the SG is suitably collected in a header, i.e., a well-mixed chamber 

having no pressure drop and no energy exchange with the environment that allows dampening 

any pressure transient, limiting the impact on the conditions of the steam that flows into the 

turbine.   

An attemperator is foreseen between the outlet header and turbine, i.e., a reduced water mass 

flow rate at saturation conditions that is added to the steam flow. In this way, it is possible to 



promptly limit the steam temperature at the turbine inlet keeping this variable of interest as close 

as possible to its nominal value (450°C). 

Particular attention is paid to this component, which is fundamental to properly take into 

account the electrical power provided to the grid, and constitutes a crucial parameter in a control 

perspective. The component selected for the turbine model describes a simplified steam turbine 

unit in which a fraction of the available enthalpy drop is disposed by the High Pressure (HP) 

stage, whereas the remaining part by the Low Pressure (LP) one, with different time constants. A 

valve governs the overheated steam mass flow rate passing through the turbine. By adopting a 

simplified approach, choke flow conditions are imposed. If the ratio of upstream pressure to 

downstream pressure is higher than the critical ratio (xc ≈ 0.5), in the section of maximum damping 

of the fluid vein a sonic shock wave is produced (Dolezal and Varcop, 1970). In this way, the 

inlet steam mass flow rate does not depend on the downstream pressure, namely: 

 
𝑝up − 𝑝down

𝑃up
> 𝑥     ⟹     𝑤𝑣 = 𝐴𝑣𝜆 √𝑑v(𝑝)𝑝 

Given that, it is possible to adopt the following approximation for the superheated steam: 

𝑑𝑣(𝑝)𝑝 ∝ 𝑝2 

It follows that: 

𝑤𝑣 ≅ 𝑘𝑣𝑝 

Accordingly, the steam mass flow rate is regarded proportional to the inlet pressure and governed 

by operating the turbine admission valve (system input), not by throttling (i.e., no loss of 

thermodynamic efficiency occurs). 

After having passed through the SG, downstream of the temperature sensor, the steam mass 

flow rate can be subdivided into two ways (Figure 1.9). The former is a pipe that leads to the 

turbine, whereas the latter constitutes a bypass that directly leads to the condenser.  

 



This "alternative way" performs a very important function in particular operative conditions 

of the secondary side, when the reactor is operating at very low power levels, such as during the 

start-up phase. Indeed, when the thermal power from the primary circuit is not sufficient to ensure 

the steam nominal conditions, the flow is directly disposed to the condenser to avoid jeopardizing 

the integrity of the turbine, which cannot process an incoming fluid in such conditions. On the 

other hand, when the power level allows obtaining overheated steam, it is possible to let it flow 

to the turbine, while the bypass way is progressively closed.  

As for the dynamics simulation, the object-oriented model presented in this Section allows 

simulating a transient of 2500 s requiring a computational time of less than 30 seconds (2.20 GHz 

with 8 GB memory), hence turning out to be suitable for control-oriented purposes.  

For the sake of brevity, in this thesis only the Unprotected Transient of OverPower (UTOP) 

simulation, starting from nominal full power steady-state operating conditions, is shown3. In 

particular, an extraction of control rods corresponding to a 20 pcm step reactivity variation (Figure 

1.10a) is considered. This is an interesting operational transient to be evaluated since it involves 

the dynamics associated to the handling of the control rods, and how this kind of perturbation has 

effect on the rest of the plant. This core-driven simulation determines an immediate feedback to 

the SG due to the coolant core outlet temperature enhancement. Thanks to the presence of the 

pool, the action of the SG on the core, consisting in an increase of the coolant core inlet 

temperature, is delayed and softened. 

For the first part of transient, the behaviour of the system is the same as if a stand-alone core 

simulation were performed. Indeed, after the step-wise insertion of reactivity given by control 

rods the power suddenly increases exhibiting the typical prompt jump behaviour and, after a small 

decrease, starts reaching the steady-state (Figure 1.10b). The reactivity insertion in the core affects 

the SG as a temperature enhancement of the lead coming from the core (Figure 1.10c). As a direct 

consequence of the improved heat exchange conditions due to the hotter primary fluid, the steam 

temperature increases (Figure 1.10d). The abrupt change of the steam density determines a 

perturbation in the SG pressure (Figure 1.10e), which ends when the primary circuit reaches a 

new equilibrium condition. The higher thermal power level promotes an enhancement of the lead 

SG outlet temperature (Figure 1.10f). As for the core behaviour, the MOX-based fuel elements, 

because of the low thermal conductivity, cause a stepwise increase of fuel temperature and, 

consequently, of the coolant average temperatures (Figure 1.10g-h), after the reactivity insertion. 

This response produces an immediate feedback on the system due to the Doppler effect and to 

lead density contribution, which cause an abrupt inversion of the reactivity evolution that quickly 

gets back to zero.  

                                                           
3 For the additional free-dynamics simulations, the reader may refer to Ponciroli et al. (2014a). 
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In order to give an example of the relevance of the system simulation tool in the development of 

the control system design, a brief summary of the PID-base control scheme developed for the 

ALFRED reactor during the LEADER Project is presented in this Section.  

In an NPP, the main system output to be controlled is the thermal power produced within the 

core. As far as the conventional part of the plant is concerned, the other controlled variables are 

the SG pressure and the steam temperature at the turbine inlet, which should be kept as close as 

possible to their respective nominal values. As for the ALFRED primary loop, the most 

constrained output that must be efficiently controlled is the SG outlet lead temperature, called 

also cold leg temperature which is representative of the temperature of the cold pool. The nominal 

value of 400 °C represents the optimum working condition for the cold pool. Temperatures below 

this limit would lead to a degradation of structural steels due to the embrittlement enhanced by 

neutron irradiation. On the other hand, if the inlet lead temperature rises beyond this value, the 

reactor vessel may overcome the design limit concerning thermal creep. 

One of the major efforts in the development of LFR concept is the design of pumps which 

operate in the highly aggressive lead environment. In the reactor layout, the coolant is currently 

envisaged to be driven by an axial pump requiring a constant number of revolutions per minute. 

Moreover, working at nominal mass flow rate also for power levels lower than the nominal one 

brings benefits as far as structural materials are concerned since they would operate at reduced 

temperatures with consequent positive effects on corrosion. Despite these considerations, it may 

be worthwhile considering the possibility to adopt the lead mass flow rate in the primary loop as 

a control variable to ensure a more flexible control action on the coolant pool temperature. 

Accordingly, a control strategy was proposed considering the lead mass flow rate as a possible 

input variable. 

Starting from the outcomes made available by the dynamics simulations and thanks to the 

possibility to easily linearize the object-oriented model, a decentralized control scheme for the 

ALFRED reactor was investigated based on SISO PID controllers. To this aim, given that for the 

LFR systems neither prior experience nor operational data are available, a quantitative well 

proven investigation tool was adopted in order to choose the pairing between input and output 

variables (see Table 1.2), i.e. the selection of control and controlled variables, respectively. In 

particular, the Relative Gain Array (RGA) method (Bristol, 1966) and its Non-square Relative 

Gain array (NRG) (Chang and Yu, 1990) variant were considered (for further information about 

the RGA and NRG methods, the reader may refer to Appendix A.2). These tools allow developing 

the most efficient control strategy starting from the constitutive equations that describe the physical 

system taken into account. These methods have been widely used in several industrial fields 

including chemical processes and power production (Papadourakis et al., 1987), and recently 

adopted in nuclear applications as well (Guerrieri et al., 2014). In exploiting this technique, the 

object-oriented model turned out to be of fundamental importance, since it allows applying the RGA 

method on a reliable model of the system to be studied.  

 

 



 

Input variable Definition  Output variable Definition 

G_att Attemperator mass flow rate  G_turbine Turbine admitted mass flow rate 

h_CR Control rod height  T_steam Turbine inlet steam temperature 

Bypass Bypass valve coefficient  G_bypass Bypass discharged mass flow rate 

S Neutron source  Pressure SG pressure 

kv Turbine admission valve 

coefficient 

 T_hot_leg Temperature of lead flowing out of 

the core 

h_SR Safety rod height  Reactivity System reactivity 

G_Pb Primary circuit lead mass 

flow rate 

 Th_power Thermal power produced within 

the core 

T_feed Feedwater inlet temperature  T_cold_leg Temperature of lead flowing into 

the core G_water Feedwater mass flow rate  

In order to develop the control system for the ALFRED reactor, the object-oriented simulator 

of the entire plant described in Section 1.2 was first employed with the main purpose of studying 

the system free dynamics to understand the basic relationships between input and output variables. 

Afterward, the object-oriented model was linearized in the neighbourhood of the nominal power 

conditions by means of a useful feature of the Dymola simulation environment. As a result of this 

operation, the resulting model was expressed by adopting the matrix-based form of the Linear 

Time-Invariant (LTI) systems 

{
𝛿�̇�(𝑡) = 𝐴𝛿𝑥(𝑡) + 𝐵𝛿𝑢(𝑦)

𝛿𝑦(𝑡) = 𝐶𝛿𝑥(𝑡) + 𝐷𝛿𝑢(𝑦)
 

A 194th order system was obtained and it was necessary to reduce the system to a more suitable 

and manageable size. There are several procedures that can be implemented to get a satisfactory 

order reduction and there are several examples in literature (Moore, 1981; Van Dooren, 2000). 

Hereafter, the methodology adopted by MATLAB® will be referred, which provides precompiled 

functions to reduce LTI models. It consists in an appropriate coordinate transformation, which 

allows obtaining a balanced and equivalent representation, in terms of system state variables, so 

that observability and reachability Gramians result to be equal and diagonal (Moore, 1981). The 

balanced model that is obtained is then defined by 

{
𝛿�̃̇�(𝑡) = �̃�𝛿�̃�(𝑡) + �̃�𝛿�̃�(𝑦)

𝛿�̃�(𝑡) = �̃�𝛿�̃�(𝑡) + �̃�𝛿�̃�(𝑦)
 

where 

�̃� = 𝑇𝐿
−1𝐴𝑇𝐿

𝐵 =̃ 𝑇𝐿
−1𝐵

�̃� = 𝐶𝑇𝐿
�̃� = 𝐷

 

The matrix that realizes the change of coordinates is indicated with TL and it can be obtained 

according to the procedure indicated by Laub (Laub et al., 1987). At this point, the order of the 

balanced system was reduced by removing the undesired states, obtaining a 43th order system.  

The NRG method was applied to the linearized and balanced model. The outcomes achieved 

by means of the NRG method, shown in Table 1.3, suggest to use the lead mass flow rate (G_Pb) 

to maintain the lead temperature in the cold leg (T_cold_leg) close to its nominal value. In 



addition, the values representing the interactions between lead mass flow rate and other outputs 

are sufficiently low to allow the closure of a feedback control loop without problematic 

interactions with other output variables. As far as the remaining control loops are concerned, it 

appears clear that the steam temperature (T_steam) and mass flow rate (G_turbine) can be 

governed by the feedwater temperature (T_feed) and mass flow rate (G_water), respectively. On 

the other hand, the core power (Th_Power) and the SG pressure (Pressure) can be regulated by 

adjusting the CR position (h_CR) and the turbine admission valve opening (kv), respectively. 

Finally, two outputs out of seven were necessarily excluded in order to control the remaining five 

with the available five inputs. In particular, the fuel (T_fuel) and the hot leg (T_hot_leg) 

temperatures were left out since they are of secondary importance compared to the other output 

variables in the perspective of controlling the power plant. Moreover, the poor value of the 

feasible pairings induces to eliminate them since their control would not be very effective in any 

case. 

OUTPUTS 
INPUTS 

T_feed G_water h_CR G_Pb kv 

T_steam 0.4169 0.0082 0.1729 0.0274 -0.0006 

T_fuel 0.0478 0.0003 0.2683 -0.0008 -0.0002 

Pressure 0.0000 -0.0021 -0.0000 -0.0000 0.9989 

G_turbine -0.0000 0.9986 -0.0000 -0.0000 -0.0000 

T_cold_leg 0.1597 -0.0019 0.0741 0.5911 0.0007 

Th_power 0.2757 -0.0007 0.4267 -0.0018 0.0004 

T_hot_leg 0.1000 -0.0024 0.0581 0.3841 0.0009 

The implemented control system is made up of a battery of feedback loops in which PI4 

controllers are adopted. The corresponding control law is given by: 

𝑢(𝑡) = 𝐾𝑝𝑒(𝑡) + 𝐾𝑖∫ 𝑒(𝑡)𝑑𝑡
𝑡

0

 

where u(t) represents the value assumed by the control variable, e(t) is the difference between the 

set-point signal and the instantaneous value of the output variable, Kp is the gain of the 

proportional controller, and Ki is the integrator gain. The controller parameters, Kp and Ki, were 

tuned on the linearized system. These PI regulators are used when the integral action is essential 

to provide good static performance, but, at the same time, the presence of a zero in the 

corresponding transfer function is necessary to guarantee a wider bandwidth compared with the 

one obtainable by adopting a simple integral action. Moreover, it is important that the error 

between the set-point signal (e.g., the power requested) and the instantaneous value of the output 

(e.g., the power produced within the core) vanishes at the end of the transients (Åström and 

Hägglund, 1995). The PI controllers gains were tuned in order to achieve a large phase margin so 

as to get good performance even in operational conditions quite different from the nominal one. 

In addition, because of the tight connection between the phase margin and the damping, the choice 

                                                           
4 A derivative (D) controller turns out to be useful when the reference signal varies with a high frequency 

and it is necessary that the system quickly follows it. In a nuclear power plant, the reference signals always 

have characteristic time constants of the order of seconds, and thus the proportional (P) controller and the 

integrator (I) are sufficient. 



of adopting a considerable phase margin permits to avoid excessive overshooting during 

transients which may jeopardize the integrity of some components (e.g., the pressure in the SGs). 

Finally, considering the previous constraints, the cut-off frequencies were optimized so as to 

reduce the transient time of the controlled transients. The characteristic times of the PIs were 

considered less relevant in the tuning process since the stability, the robustness, and the absence 

of oscillations in the controlled transient were favoured in the control design. As far as the control 

of inlet lead temperature (T_cold_leg) and steam temperature (T_steam) is concerned, an anti-

windup was necessarily inserted in the respective control loop to limit overshooting5 (Figure 

1.11). The gains and parameters of the adopted controllers are listed in Table 1.4. Among the 

several figures of merit of the SISO controllers, the settling time and the maximum delay were 

selected for the different control loops (Table 1.5). The former is defined as "the time required 

for the response curve to reach and stay within a 2% of the final value" (Ogata, 2009). This value 

constitutes an indication of the time required to consider a controlled transient finished. In 

particular, the proposed scheme allows obtaining more rapid controlled transients with acceptable 

robustness features. 

 

 

Control loop Controller gain Controller performance 

Controlled 

variable 

Control variable Kp Ki Phase margin (°) Cut-off frequency (rad s-1) 

T_cold_leg (°C) G_Pb (kg s-1) 250 20 116 2·10-2 

T_steam (°C) T_feed (°C) 1 6·10-4 142 1.6·10-3 

Th_power (W) h_CR (cm) -2·10-11 -4·10-11 109 3.2·10-3 

Pressure (Pa) kv (-) -3·10-7 -1·10-8 104 5.4·10-1 

The second figure of merit is represented by the maximum admissible time delay for the 

considered control loop beyond which it loses its asymptotic stability properties. Besides taking 

into account the uncertainties in the estimation of the time lag between the SG outlet and the core 

inlet, this aspect has to be considered for the feedback loop dedicated to the lead temperature 

                                                           
5 Such a situation occurs when large changes in set-points take place and the integral term accumulates a 

significant error, which causes overshooting to be kept increasing.  



control. The time delays due to the transport phenomena in the hot and cold collectors depend on 

the coolant mass flow rate in the primary circuit. Therefore, in the proposed strategy, if the lead 

mass flow rate is reduced, the lead speed in the collectors drops and the time delay between core 

and SG increases. Performing the same operational transient in nominal conditions and in partial 

load conditions (in which the lead mass flow rate is reduced), the system stability turns out to be 

quite different. Indeed, in partial load conditions, the allowable delay tends to decrease, thus 

making the system less robust against any uncertainties related to the timing involved in the 

controlled process. 

Control loop Figures of merit 

Controlled variable Control variable Settling time (s) Maximum delay (s) 

T_cold_leg (°C) G_Pb (kg s-1) 200 100 

T_steam (°C) T_feed (°C) 2025 1550 

Th_power (W) h_CR (cm) 1315 595 

Pressure (Pa) kv (-) 10 5 

The control scheme was coupled and tested on the nonlinear object-oriented model, realized 

by employing the Modelica language and exported in the SIMULINK® environment, as shown in 

Figure 1.12.  

 

In order to test its performance, a reduction of the reactor power from 300 MWth to 250 MWth 

was performed. In Figure 1.13a, the power transient is represented showing a settling time of 600 

s, indicating the absence of coupling between this loop and the other ones and confirming the 

validity of the adopted decentralized control scheme. The relevant slowness of the dynamic 

response is partially due to the choice of reducing the control system performance in order to 

guarantee control system robustness, but it is mainly ascribed to a structural feature of the 

controlled physical system. In virtue of the coupling between the primary and the secondary 

circuit of the plant, the SG is characterized by a very slow dynamic response as well. Nevertheless, 

the pressure in the SG shows a good behaviour (Figure 1.13b). After having reached a maximum 

difference from the nominal value of 0.5 bar, the controlled variable settles on its nominal value 

of 180 bar in 1200 s (time to reach the 2% of the maximum variation). This time constant would 

have been reduced by simply increasing the gain parameters of PI controllers, but relevant 



overshooting would have occurred. Indeed, such a pressure response may constitute a concern 

because of the induced mechanical stresses. 

The CRs insertion value and the turbine admission valve coefficient (i.e., the two control 

variables that regulate the reactor thermal power and the SG pressure, respectively) are shown in 

Figure 1.14a and Figure 1.14b, respectively. Observing the SG outlet temperature evolution 

(Figure 1.13c), a time constants of 4000 s is found. It is worth observing that the lead mass flow 

rate variation (Figure 1.14c) necessary to control the lead temperature is not demanding (the 

maximum requested variation is slightly more than the 3% of the nominal value). On the other 

hand, the narrow operational range of the feedwater temperature constitutes a relevant concern in 

the use of this variable (Figure 1.14d) since the steady state value is very close to the lead freezing 

point (327°C).  
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As far as the steam temperature evolution is concerned (Figure 1.13d), the settling time is 

12000 s. As for the control variable, the feedwater temperature don’t exhibit any particular issue. 

For the sake of completeness, the responses of other output variables of interest are presented in 

Figure 1.13e (mechanical power) and Figure 1.13f (system reactivity). Since the entire steam mass 

flow rate is sent to the turbine and the turbine admission coefficient is devoted to the pressure 

control, the mechanical power evolution is characterized by the same time constant of the thermal 

power produced in the core. Finally, it is worth noting that the overall performed control actions 

limit the variation of the system reactivity (less than 2 pcm). 
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In this Chapter, the state of the art concerning the control-oriented modelling of LFR systems 

and the related PID-based control scheme developed at PoliMi – Nuclear Reactor Group (NRG) 

have been presented. An object-oriented model of the ALFRED reactor has been described. It is 

aimed at pointing out the weak points of the current control-oriented approach. In particular, the 

two main concerns are the modelling of the neutronics and the cold pool. As for the former, the 

neutronics is represented by a zero-dimensional model, i.e., the point kinetics. This lumped 

parameter approach describes the time dependence of the neutron population in the reactor 

relating it to the flux by a constant of proportionality (single-energy group approximation). The 

system reactivity feedback is expressed as a linear function of the mean values of characteristic 

temperatures with constant coefficients. The approach neglects the spatial dependence of the 

variables, and consequently the control system based on a simulator that relies on this assumption 

is not capable to discriminate the spatial effects of the CR movement. This represents a limit 

whether, for instance, a proper coordination of the CRs is needed to limit the flux distortion. On 

the other hand, the simple mass and the energy balances (i.e., lumped parameter approach) for the 

cold pool modelling is inadequate to allow conceiving a proper oxygen control strategy for the 

LFR systems.  

In conclusion, as shown in the description of the PID-based control system of ALFRED 

reactor, the control strategy is influenced by the modelling assumption of the simulator used to 

realize and validate it. In order to overcome these limitations, some ROM approaches are 

proposed in the next Chapters aimed at being used in the mentioned ALFRED simulator. In this 

framework, Modelica with its component approach represents a powerful tool since it makes 

possible to update or substitute a component without modifying the rest of the simulator. In 

particular, the effort is focused on two sides: the neutronics and the thermal-hydraulics. The 

former is improved introducing a spatial neutronics model for the reactor core (Chapter 2) 

whereas the latter is enhanced developing a spatial model for the reactor pool (Chapter 3). The 

models are implemented in the corresponding components (objects) representing the core 

neutronics and the reactor pool. The rest of the plant simulator is not affected by the 

implementation of the ROM-based components. These improvements may allow adopting 

innovative control strategies6, whose feasibility in the nuclear field cannot be adequately studied 

by means of zero dimensional models. 

  

                                                           
6 The development and the implementation of innovative control strategies are out of the scope of this work. 



A single channel coolant flow area, m2 

ACR coefficient for the calibration of 

CRs, pcm 

ASR coefficient for the calibration of 

SRs, pcm 

Av flow area, m2 

BCR coefficient for the calibration of 

CRs, m-1 

Bo  boiling number, - 

c  average specific heat capacity,  

 J kg-1 K-1 

CCR coefficient for the calibration of 

CRs, - 

Cf Fanning friction coefficient, - 

ci  density of the ith precursor group, 

cm-3 

Co Convection number, - 

d density, kg m-3 

DCR coefficient for calibration of CRs, 

pcm 

FFl  fluid-surface parameter 

FrLO  Froude number with all flow as 

liquid  

g gravitational acceleration, m s-2 

h specific enthalpy, J kg-1 

hCR height of control rods, m 

hLO single-phase heat transfer coefficient 

with all flow as liquid, W m-2 K-1 

hSR height of safety rods, m 

hTP two phase heat transfer coefficient,  

 W m-2 K-1 

iLG latent heat of vaporization, J kg-1 

k thermal conductivity, W m-1 K-1 

KD Doppler constant, pcm 

kv turbine admission valve coefficient, 

m s 

LSR total length of SRs, m 

n  neutron density, cm-3 

N number of axial nodes, - 

Nu Nusselt number, - 

p pressure, Pa 

Pe Peclet number, - 

q  neutron source, cm-3 s-1 

q'' heat flux, W m-2   

q''' thermal power density, W m-3  

r radial coordinate, m 

t time, s 

T  average temperature, K 

u fluid velocity, m s-1  

w mass flow rate, kg s-1 

x axial coordinate, m 

xc critical ratio, - 

xv  vapour quality, -  

xSR height of SRs at full power, m 

z  elevation, m 

 

αCR  radial cladding expansion reactivity 

coefficient, pcm K-1 

αCZ  axial cladding expansion reactivity 

coefficient, pcm K-1 

αDia diagrid expansion reactivity 

coefficient, pcm K-1 

αFZ  axial fuel expansion reactivity 

coefficient, pcm K-1 

αL  coolant density reactivity 

coefficient, pcm K-1 

αWR  radial wrapper expansion reactivity 

coefficient, pcm K-1  

αWZ  axial wrapper expansion reactivity 

coefficient, pcm K-1 

β  DNP total fraction, pcm 

βi DNP fraction of the ith precursor 

group, pcm 

Λ  neutron generation time, s 

λi decay constant of the ith precursor, 

s-1 

ρ  reactivity, pcm 

ρ0 reactivity margin stored in the core, 

pcm 

φ heat flux entering the tube (lateral 

surface), W m-2 

ω tube perimeter, m  

 

D Doppler 

eff effective 

1,3 fuel internal and external regions 

 

0 steady-state 

c  cladding 

CBD convective boiling dominant 

down downstream 

f fuel 

g gap 

in inlet 



l lead coolant 

L liquid 

NBD nucleate boiling dominant 

out outlet 

up upstream 

v vapour 



In this Chapter, the development of a spatial neutronics model for the reactor core is presented. This 

approach is meant to replace the Point Kinetics currently used in control-oriented simulators. Such simple 

approach may prevent the use of advanced techniques made available thanks to the significant 

developments of digital Instrumentation & Control (I&C) technology in recent decades. On the other hand, 

this modelling improvement may allow adopting innovative control strategies, whose feasibility in the 

nuclear field cannot be adequately studied with a zero-dimensional model.  

The spatial neutronics is based on the paradigm of the ROM, formulated on purpose for the neutronics, 
separating the spatial and time dependence of the neutron flux, which can be represented as a linear 

combination of spatial basis functions. The aim of this Chapter is describing the modelling approach 

(Section 2.2), which can be divided in an offline and an online phase. The former is devoted to the 

generation of the cross sections and the spatial basis/test functions pairs, whereas the latter is the reduced 

order model itself. A simple 3D test case is analysed (Section 2.3) in order (i) to demonstrate the feasibility 

of the proposed approach, (ii) to assess the better performance of the spatial neutronics model with respect 

to the classic Point Kinetics, and (iii) to show how the spatial neutronics model can be implemented in an 

object-oriented simulator. The full core model of the ALFRED reactor is set up (Section 2.4) in order to 

assess the performance of the different choice of spatial basis/test functions in reproducing the reactivity 

insertion following a temperature change or a CR movement.  
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The zero-dimensional Point Kinetics model (Schultz, 1961) is commonly employed in control-

oriented tools for the neutronics description. This lumped parameter approach describes the time 

dependence of the neutron population in the reactor and relates it to the flux by a constant of 

proportionality (single energy group approximation). The approach neglects the spatial 

dependence of the variables, such an assumption being valid if the system is reaching the critical 

state and if there are no large localized perturbations (Hetrick, 1993). The system reactivity 

feedback is usually expressed as a linear function of the mean values of characteristic 

temperatures with constant coefficients. The resulting model is represented by a set of Ordinary 

Differential Equations (ODEs), which are suitable for control purposes since they usually fulfill 

the mentioned requirements, and they can be easily linearized to study the system with linear 

analysis tools. On the other hand, the solution of the time-dependent Partial Differential Equations 

(PDEs) related to the neutron diffusion cannot be directly exploited for control system studies. 

Indeed, besides the high computational burden, it does not allow immediately to get the system 

governing dynamics without a proper post-processing. Notwithstanding, the adoption of the PK 

description precludes the possibility of exploiting all the capabilities of advanced control 

schemes, limiting the achievable control performance. In particular, two modelling limitation 

should be pointed out. The first one is that the PK neglects the spatial dependence of the flux and 

consequently it cannot allow for the flux distortion due to the CR insertion. This prevents the use 

of advanced modelling-based control schemes to minimize the effect of the CR, for instance. The 

second weak point is that the PK does not allow considering the different contributes of each zone 

to the reactivity. This is related to the estimation of thermal reactivity feedbacks occurring in a 

nuclear reactor. Since these effects have a great impact on the dynamics of the core, they have to 

be fully characterized. In particular, in a LFR, the impact of the coolant density variation may act 

in different directions (i.e., with a positive or negative local coefficient) according both to the core 

zone involved and to the size of the reactor, leading to a different dynamics response and, in turn, 

to a different control strategy to consider (Lorenzi et al., 2012). 

In order to overcome these limitations and to develop a sufficiently accurate description of the 

reactor core spatial dynamics, preferably based on a set of ODEs, a ROM approach can be 

adopted. In particular, the paradigm of the ROM can be transferred into neutronics separating the 

spatial and time dependence of the neutron flux, which can be represented as a linear combination 

of spatial basis functions calculated from the neutron diffusion PDEs weighted by time-dependent 

coefficients. The spatial basis calculation is performed only once as part of the offline phase of 

the entire procedure. The dynamic behaviour of the flux is reduced to the study of these time-

dependent coefficients, and can be represented by a set of ODEs. This set is obtained multiplying 

the PDEs with suitable test functions, as in a Petrov-Galerkin projection.  

The selection of the spatial basis and test functions is a crucial issue in the development of the 

control-oriented spatial neutronics modelling. In particular, the aim is selecting the optimal pair 

of spatial basis/test functions that maximizes the accuracy of the model and minimizes the 

computational cost. In this work, two possible approaches in the calculation of the spatial basis 

are undertaken. The classic one is the Modal Method (MM) that employs as spatial basis the 

eigenfunctions of the neutron diffusion PDEs calculated in a reference configuration (Stacey, 



1969). The Modal Method, which is proved to give better results than a multi-point kinetics 

approach (Dulla et al., 2009), was theorized in the sixties but it was not systematically employed 

for dynamics simulations because of the high computational burden for the determination of the 

higher order eigenfunctions. The Modal Method provides a “general” spatial basis since it is 

related to the eigenvalue equation of the system. An alternative option can be constituted by the 

adoption of the POD with the snapshot technique (Holmes et al., 1996; Sirovich, 1987), which is 

a reduction order technique aimed at using low dimensional approximations of a high dimensional 

system according to a “maximum energy/info” criterion. The Proper Orthogonal Decomposition 

is able to provide “ad hoc” spatial basis tailored on the specific simulation case, thanks to its 

optimality properties (for further information about the POD technique, the reader may refer to 

Appendix A.3). In this case, instead of calculating the eigenfunctions of the neutron diffusion 

PDEs, some proper solutions have to be calculated (i.e., “snapshots”) and the most energetic 

modes are selected. As for the test functions, they usually are the same functions that constitute 

the spatial basis as in a Galerkin projection. Nevertheless, the test functions can be different as in 

a Petrov-Galerkin projection. In this sense, a possible option is to employ the adjoint functions 

related to the spatial basis thanks to the property of bi-orthogonality. This choice assumes a 

particular meaning in the neutronics field since it is related to the neutron importance.  

As pointed out in the Introduction, the practical application of this thesis is the improvement 

of the mentioned object-oriented simulator, i.e., substituting some components based on zero-

dimensional approach with ROM-based components ensuring a high level of accuracy without 

increasing the computational burden. In particular, in this Chapter, the effort is focused on the 

improvement of the neutronics introducing a spatial neutronics modelling. In Section 2.2, the 

modelling approach employed for the spatial neutronics model is presented with the description 

of the several phases involved in the procedure, with a particular attention to the spatial basis and 

test functions selection. In Section 2.3, the implementation of the spatial neutronics modelling for 

an LFR pin test case is described. In particular, the aims of this test case are (i) to demonstrate the 

feasibility of the approach proposed in the Section 2.2, (ii) to assess the better performance of the 

spatial neutronics model with respect to the classic Point Kinetics approach, and (iii) to show how 

the spatial neutronics model can be implemented in an object-oriented simulator and, also 

adopting a new heat transfer pin model suitable for the purpose. The ALFRED full core modelling 

is presented in Section 2.4, analysing the optimal spatial basis/test functions pair and the 

performance of the several method in assessing the reactivity following a temperature change and 

a CR movement. A few concluding remarks are drawn in Section 2.5.  

In this Section, the procedure employed to obtain the spatial neutronics model is described. 

As shown in Figure 2.1, in order to set up the spatial neutronics model (i.e., an online calculation 

that can be run several times without expensive computational cost), an offline procedure has to 

be arranged in order to solve the neutron diffusion PDEs and to calculate the spatial basis. In the 

following, the general modelling framework along with the description of the possible choice in 

terms of spatial basis and test functions are presented.  



 

In order to describe the neutron kinetics, the multi-group diffusion theory (Duderstadt and 

Hamilton, 1976), with a generic number G of energy groups and eight groups of precursors are 

considered. In equations, it reads: 

𝑉−1
𝜕𝜙

𝜕𝑡
= 𝛻 ∙ (𝐷𝛻𝜙) − 𝛴𝑎 𝜙 − 𝛴𝑠 𝜙 + (1 − 𝛽)𝜒𝑝𝐹

𝑇𝜙 +∑𝜆𝑗𝜒𝑑𝐶𝑗
𝑗

 

𝜕𝐶𝑗

𝜕𝑡
= −𝜆𝑗𝐶𝑗 + 𝛽𝑗𝐹

𝑇𝜙                      𝑗 = 1 ÷ 8 

where 

𝜙(𝒓, 𝑡) = [
𝜙1(𝒓, 𝑡)

⋮
𝜙𝐺(𝒓, 𝑡)

]                       𝜙𝑔(𝒓, 𝑡) = ∫ 𝑑𝐸𝜙(𝒓, 𝐸, 𝑡)
𝐸𝑔−1

𝐸𝑔

  

𝑉−1 = 𝑑𝑖𝑎𝑔 (
1

𝑣𝑔
(𝒓))            𝐷 =  𝑑𝑖𝑎𝑔(𝐷𝑔(𝒓))             𝛴𝑎 =  𝑑𝑖𝑎𝑔(Σ𝑎

𝑔(𝒓)) 

𝛴𝑠 = 

[
 
 
 
Σ𝑠
1→(𝒓) −Σ𝑠

2→1(𝒓)

−Σ𝑠
1→2(𝒓) Σ𝑠

2→(𝒓)
⋮ ⋮

    
⋯ −Σ𝑠

𝐺→1(𝒓)

⋯ −Σ𝑠
𝐺→2(𝒓)

⋱ ⋮
−Σ𝑠

1→𝐺(𝒓) −Σ𝑠
2→𝐺(𝒓) ⋯     Σ𝑠

𝐺→(𝒓) ]
 
 
 
    

𝜒𝑝 = [

𝜒𝑝
1

⋮
𝜒𝑝
𝐺
]              𝜒𝑑 = [

𝜒𝑑
1

⋮
𝜒𝑑
𝐺
]            𝐹𝑇 = [νΣ𝑓

1(𝒓) ⋯ νΣ𝑓
𝐺(𝒓)] 

The neutron flux can be expressed as  

𝜙(𝒓, 𝑡) ≅∑𝜓𝑖(𝒓) ⋅

𝑁

𝑖=1

𝑛𝑖(𝑡) 

𝜓𝑖(𝒓) = [
𝜓𝑖
1(𝒓) 0 0
0 ⋱ 0
0 0 𝜓𝑖

𝐺(𝒓)
] = 𝑑𝑖𝑎𝑔 (𝜓𝑖(𝒓)) 

OFFLINE procedure:
the computation is 
made only once

ONLINE calculation: 
ODE set can be run as 
many times as required



𝑛𝑖(𝑡) = [
𝑛𝑖
1(𝑡)
⋮

𝑛𝑖
𝐺(𝑡)

] 

where ψi(r) is a spatial basis where the flux is projected and ni(t) are the time-dependent 

coefficients. 

In order to transform the multi-group diffusion PDEs into a set of ODEs involving only the 

time-dependent coefficient ni(t), the expression of Equation (2.4) has to be substituted into 

Equations (2.1) and (2.2), the latter have to be multiplied by test functions ξi=diag(ξg
i(r)) and 

integrated over the computational domain. This procedure can be related to a Petrov-Galerkin 

projection. Finally, the ODE system for the time-dependent coefficients can be expressed, for 

each basis function, as 

∑  𝑉𝑖𝑚 ∙ �̇�𝑚

𝑁

𝑚=1

= ∑ (−𝐿𝑖𝑚 − 𝛿𝐿𝑖𝑚 + (1 − 𝛽) ∙ (𝑀𝑖𝑚 + 𝛿𝑀𝑖𝑚))

𝑁

𝑚=1

∙ 𝑛𝑚 +∑𝜆𝑗𝑐𝑖𝑗

8

𝑗=1

   

�̇�𝑖𝑗 = 𝛽𝑗𝑋 [∑ (𝑀𝑖𝑚 + 𝛿𝑀𝑖𝑚) ∙ 𝑛𝑚

𝑁

𝑚=1

] − 𝜆𝑗𝑐𝑖𝑗     𝑗 = 1 ÷ 8 

where  

 𝑉𝑖𝑚 = ∫𝜉𝑖 ∙ 𝑉
−1 ∙ 𝜓𝑚𝑑𝛺 

 𝐿𝑖𝑚 = ∫𝜉𝑖 ∙ (−𝛻 ∙ 𝐷𝛻 + 𝛴𝑎 + 𝛴𝑠) 𝜓𝑚𝑑𝛺  

𝛿𝐿𝑖𝑚 = ∫𝜉𝑖 ∙ 𝛿 (−𝛻 ∙ 𝐷𝛻 + 𝛴𝑎 + 𝛴𝑠)𝜓𝑚𝑑𝛺 

         𝑀𝑖𝑚 = ∫𝜉𝑖 ∙ (𝜒𝑝𝐹
𝑇)𝜓𝑚𝑑𝛺 

𝛿𝑀𝑖𝑚 = ∫𝜉𝑖 ∙ 𝛿 (𝜒𝑝𝐹
𝑇)𝜓𝑚𝑑𝛺 

𝑐𝑖𝑗 = ∫𝜉𝑖 ∙ 𝜒𝑑 ∙ 𝐶𝑗  𝑑𝛺          𝑋 = [

𝜒𝑑
1/𝜒𝑝

1 0 0

0 ⋱ 0
0 0 𝜒𝑑

𝐺/𝜒𝑝
𝐺
]   

Lim and Mim represent the contribution to the removal and production operator calculated in the 

unperturbed system. These quantities are calculated once in the “offline” process, and are kept 

constant during the transient simulation. δLim and δMim represent the variation of the removal and 

the production operators during the transients. On one hand, the variation is due to the temperature 

change of the cross-sections, i.e. the reactivity thermal feedbacks. On the other hand, the removal 

and production operator can change due to the CR movement. Both of them assume a particular 

relevance in the control-oriented perspective affecting the system dynamics. According to this 

procedure, the variation is weighted on the spatial basis and test functions, allowing for the spatial 

characteristics of the perturbation and obtaining an accurate estimation of the reactivity evolution. 

This goal cannot be achieved with a PK approach since the reactivity variations are uniformly 

evaluated through the system.  



In order to solve the neutron diffusion PDEs, the neutronic parameters (V-1, D, Σa, Σs, χp, χd, 

FT) should be calculated. In the thesis, the continuous energy Monte Carlo neutron transport code 

SERPENT (Serpent, 2011), featuring group constant generation capabilities and using the nuclear 

data library JEFF 3.1 (Koning et al., 2006) is exploited. 

The choice of the spatial basis ψi(r) (i.e., the selection of the functions used to expand the 

neutron flux) is crucial for the spatial neutronics model. An optimized spatial basis ensures faster 

simulation and improved accuracy. Another degree of freedom is the choice of the test functions 

ξi. Typically, they are the same functions, which constitute the spatial basis as in a Galerkin 

projection. Nevertheless, the test functions can be different as in a Petrov-Galerkin projection. In 

this sense, a possible option is to employ the adjoint functions related to the spatial basis due to 

the property of bi-orthogonally. This choice assumes a particular meaning in the neutronics field 

since it is related to the neutron importance. Accordingly, two methods for the spatial basis 

selection are undertaken, namely the Modal Method and the Proper Orthogonal Decomposition, 

and two possible test functions (i.e., the same functions of the spatial basis and the adjoint ones). 

In Table 2.1, the four cases studied in this thesis, spanning the possible combination of spatial 

basis/test functions, are summarized.  

 Test function 

Function of spatial 

basis 
Adjoint functions 

Method for the 

spatial basis 

MM Case A Case B 

POD Case C Case D 

Modal Method 

In the MM, the spatial basis is constituted of the eigenfunctions associated to the neutron 

diffusion equation. The eigenvalue problem associated is  

(−𝛻 ∙ 𝐷𝛻 + 𝛴𝑎 + 𝛴𝑠)𝜓𝑖 = 𝜆𝑖
∗𝜒𝑡𝐹

𝑇𝜓𝑖 

where the first eigenfunction ψ1 gives the fundamental flux distribution. The core criticality 

condition is determined by the inverse of the first eigenvalue, λ*
1. As suitable test functions, both 

the same eigenfunctions (Case A) or the adjoint eigenfunctions of the Equation (2.10) (Case B) 

have been evaluated.  

Proper Orthogonal Decomposition 

Another possible option for the spatial basis ψi(r) is the Proper Orthogonal Decomposition 

(POD) combined with the snapshot method (Holmes et al., 1996; Sirovich, 1987). This approach 

is a reduction order technique aimed at using low dimensional approximations of high 

dimensional system according to a maximum energy (or info) criterion in the least square sense. 

Starting from proper numerical solutions (the snapshots) of the Full Order Model, i.e., the neutron 

diffusion PDEs, an orthonormal POD basis maximizing the energy content in the starting 

ensemble data (i.e., the optimal basis) can be used as spatial basis for the Reduced Order Model 



(i.e., the spatial neutronics model). Moreover, the first modes have the property to retain the most 

of the information present in the original solutions (Berkooz et al., 1993). It is worthwhile to 

mention that the more the snapshots include information about the behaviour of the system, the 

better the Reduced Order Model based on POD is accurate. 

In order to obtain the POD basis, two main procedure are usually adopted, namely the Singular 

Value Decomposition (SVD) and the Correlation Matrix methods (Volkwein, 1999). As for the 

spatial neutronics modelling, the SVD method is selected. The offline spatial basis calculation is 

the following: 

1. Compute the Ns snapshots ϕ1, ϕ2, …, ϕNs 

2. Build the matrix of the snapshots Y= [ϕ1, ϕ2, …, ϕNs] 

3. Perform the SVD on Y in order to obtain: 

𝑌 = 𝑈 𝑆 𝐺𝑇  

where U=[ψ1
POD, ψ2

POD, …, ψNp
POD] is the matrix containing the POD modes ψi

POD, S=diag(σi) is 

the matrix containing the singular values σi associated to each mode and sorted in descending 

order of relevance. A high value of the singular value indicates that the related mode contributes 

in a significant way to the reconstruction of information contained in the snapshots. The snapshot 

are collected form the eigenfunctions related to different configuration of the ALFRED reactor in 

terms of temperature and CR position. As suitable test functions, the same POD modes are usually 

employed (Sartori et al., 2013) (Case C). Nevertheless, the use of adjoint functions (Case D) is 

envisaged for the reasons already mentioned. To this aim, the following procedure is proposed to 

obtain a kind of “Adjoint Proper Orthogonal Decomposition” (APOD): 

1. Compute the Ns adjoint snapshots ϕ†,1, ϕ†,2, …, ϕ†,Ns related to the same configuration of the 

snapshot calculated for the POD modes  

2. Build the matrix of the adjoint snapshots A=[ϕ†,1, ϕ†,2, …, ϕ†,Ns] 

3. Compute the matrix of test functions E starting from 

𝐴 = 𝐸 𝑆 𝐺𝑇  

where E=[ξ1
APOD, ξ2

APOD, …, ξNp
APOD] is the matrix containing the test function modes ξi

APOD, S 

and G are the matrices obtained from the SVD of the spatial basis (see Equation (2.11)). In this 

way, the test functions are obtained according to the same “decomposition” of the spatial basis, 

i.e., the linear combination to obtain the test functions starting from the snapshots is the same of 

the POD modes.  

In this work, the spatial basis for the MM method and the snapshots for the POD (see Table 

2.1) are calculated solving the eigenvalue problem of the Equation (2.10), adopting the Finite 

Element COMSOL Multiphysics software (Comsol, 2011). As for the test functions, the adjoint 

problem of the Equation (2.10) is considered. The cross-sections calculated by means of 

SERPENT are homogenized in the coarse zones. In order to derive the reactivity effects due to 

the temperature and the CR movement of the ALFRED reactor, the results of the simulations at 

different temperature and CR conditions are converted to a COMSOL readable format by 



adopting a dedicated procedure, which allows obtaining a set of temperature dependent cross-

sections as: 

Σ(𝑇) = [𝛴0 + 𝐴 ∙ 𝑙𝑜𝑔 (
𝑇

𝑇0
)] 

As far as the boundary conditions are concerned, the albedo boundary conditions, previously 

calculated in the SERPENT model, are imposed at the axial and radial boundaries of the 

COMSOL model domain, namely: 

𝒏 ∙ (𝐷𝑔∇𝜙𝑔) = −𝛾𝑎𝜙𝑔                  𝒏 ∙ (𝐷𝑔∇𝜙𝑔) = −𝛾𝑟𝜙𝑔 

The spatial neutronics model can be implemented in any control oriented environment, as in 

the MATLAB software or in the DYMOLA simulator since the set of Equations (2.7) and (2.8) 

can be expressed in a general, compact and matrix form as: 

�̇� = 𝑖 𝑉 ∙ [(𝐴1,𝑛𝑝 + 𝐴1,𝑝) 𝑛 + 𝐴2 𝑐] 

�̇� = (𝐴3,𝑛𝑝 + 𝐴3,𝑝) 𝑛 − 𝐴4 𝑐 

where 

𝑛 =  ⌈𝑛1; 𝑛2; … ; 𝑛𝑁⌉
𝑇
                𝑐 =  ⌈𝑐11; 𝑐12; … ; 𝑐1𝑃; 𝑐21; … ; 𝑐𝑁𝑃 ⌉

𝑇
 

𝑖RV =  [

 𝑉11 …  𝑉1𝑁

⋮ ⋱ ⋮
 𝑉𝑁1 …  𝑉𝑁𝑁

]

−1

 

𝐴1,𝑛𝑝 = [

−𝐿11 + (1 − 𝛽)𝑀11 … −𝐿1𝑁 + (1 − 𝛽)𝑀1𝑁

⋮ ⋱ ⋮
−𝐿𝑁1 + (1 − 𝛽)𝑀𝑁1 … −𝐿𝑁𝑁 + (1 − 𝛽)𝑀𝑁𝑁

] 

𝐴1,𝑝 = [

−𝛿𝐿11 + (1 − 𝛽)𝛿𝑀11 … −𝛿𝐿1𝑁 + (1 − 𝛽)𝛿𝑀1𝑁

⋮ ⋱ ⋮
−𝛿𝐿𝑁1 + (1 − 𝛽)𝛿𝑀𝑁1 … −𝛿𝐿𝑁 + (1 − 𝛽)𝛿𝑀𝑁

] 

𝜆𝑗 = 𝜆𝑗𝐼              𝑗 = 1 ÷ 8       𝐴2 = [    

𝜆1⋯𝜆𝑃0 0 0 0

0 0 0 ⋱ 0 0 0

0 0 0 0𝜆1⋯𝜆𝑃

 ] 

𝐴3,𝑛𝑝 = 

[
 
 
 
 
 
 
 

    

𝛽1𝑋 ∙ 𝑀11 ⋯ 𝛽1𝑋 ∙ 𝑀1𝑁

⋮ ⋯ ⋮
𝛽𝑃𝑋 ∙ 𝑀11 ⋯ 𝛽𝑃𝑋 ∙ 𝑀1𝑁

⋮ ⋱ ⋮
𝛽1𝑋 ∙ 𝑀𝑁1 ⋯ 𝛽1𝑋 ∙ 𝑀𝑁𝑁

⋮ ⋯ ⋮
𝛽𝑃𝑋 ∙ 𝑀𝑁1 ⋯ 𝛽𝑃𝑋 ∙ 𝑀𝑁𝑁

 

]
 
 
 
 
 
 
 

  𝐴3,𝑝 = 

[
 
 
 
 
 
 
 
 

    

𝛽1𝑋 ∙ 𝛿𝑀11 ⋯ 𝛽1𝑋 ∙ 𝛿𝑀1𝑁

⋮ ⋯ ⋮
𝛽𝑃𝑋 ∙ 𝛿𝑀11 ⋯ 𝛽𝑃𝑋 ∙ 𝛿𝑀1𝑁

⋮ ⋱ ⋮
𝛽1𝑋 ∙ 𝛿𝑀𝑁1 ⋯ 𝛽1𝑋 ∙ 𝛿𝑀𝑁𝑁

⋮ ⋯ ⋮
𝛽𝑃𝑋 ∙ 𝛿𝑀𝑁1 ⋯ 𝛽𝑃𝑋 ∙ 𝛿𝑀𝑁𝑁

 

]
 
 
 
 
 
 
 
 

 



𝐴4 = 

[
 
 
 
 
 
 
 
 
 

    

𝜆1 0 0 0 0 0 0

0 ⋱ 0 0 0 0 0

0 0 𝜆𝑃 0 0 0 0

0 0 0 ⋱ 0 0 0

0 0 0 0 𝜆1 0 0

0 0 0 0 0 ⋱ 0

0 0 0 0 0 0 𝜆𝑃

 

]
 
 
 
 
 
 
 
 
 

 

The variation of removal and production operators is usually due to temperature change of 

material (i.e., the reactivity thermal feedbacks) or due to the CR movement. For the neutronics 

calculation, the geometry is divided in coarse zones. For each region, the reactivity insertion is 

weighted on the spatial basis functions and the test functions integrated over the zone (not over 

all the system as happens for Lim and Mim), considering the operator variation constant. The latter 

assumption consist in considering the temperature constant inside the coarse zone and 

consequently the reactivity variation, in case of the reactivity feedback. On the other hand, in case 

of CR movement, this entails that an effective variation of removal or production over the coarse 

zone following the CR movement is considered. In this way, the calculation of the integral 

between the spatial basis and the test functions over the zone can be performed once during the 

offline process, and it is kept constant during the transient simulation. Indeed, this quantity is 

multiplied by the removal (or production) variation, which is temperature or CR position 

dependent (and therefore also time-dependent). According to this procedure, δLim can be 

expressed as follows: 

𝛿𝐿𝑖𝑚(ℎ𝐶𝑅 , 𝑇) = ∫ 𝜉𝑖 ∙ 𝛿𝐿(ℎ𝐶𝑅 , 𝑇)𝜓𝑚𝑑𝛺 = 

=∑∫𝜉𝑖 ∙ [−𝛻 ∙ (𝐷(ℎ𝐶𝑅,𝑔𝑧 , 𝑇𝑔𝑧)𝛻) + 𝛴𝑎(ℎ𝐶𝑅,𝑔𝑧 , 𝑇𝑔𝑧) + 𝛴𝑠(ℎ𝐶𝑅,𝑔𝑧 , 𝑇𝑔𝑧)] 𝜓𝑚𝑑𝛺𝑔𝑧 =

𝑔𝑧

 

=∑[∫∇𝜉𝑖 ∙ 𝐷(ℎ𝐶𝑅,𝑔𝑧 , 𝑇𝑔𝑧)∇𝜓𝑚𝑑𝛺𝑔𝑧 −∫ 𝜉𝑖 ∙
𝜕𝛺𝑔𝑧

(𝒏 ∙ 𝐷(ℎ𝐶𝑅,𝑔𝑧 , 𝑇𝑔𝑧)∇𝜓𝑚)  𝑑𝑆𝑔𝑧
𝑔𝑧

+ 

+∫𝜉𝑖 ∙ 𝛴𝑎(ℎ𝐶𝑅,𝑔𝑧 , 𝑇𝑔𝑧) ∙ 𝜓𝑚𝑑𝛺𝑔𝑧 +∫𝜉𝑖 ∙ 𝛴𝑠(ℎ𝐶𝑅,𝑔𝑧 , 𝑇𝑔𝑧) ∙ 𝜓𝑚𝑑𝛺𝑔𝑧] = 

=∑[𝐷(ℎ𝐶𝑅,𝑔𝑧 , 𝑇𝑔𝑧)∫∇𝜉𝑖 ∙ ∇𝜓𝑚 𝑑𝛺𝑔𝑧 + 𝛴𝑎(ℎ𝐶𝑅,𝑔𝑧 , 𝑇𝑔𝑧)∫ 𝜉𝑖 ∙ 𝜓𝑚 𝑑𝛺𝑔𝑧
𝑔𝑧

+ 

+𝛴𝑠(ℎ𝐶𝑅,𝑔𝑧 , 𝑇𝑔𝑧)∫ 𝜉𝑖 ∙ 𝜓𝑚 𝑑𝛺𝑔𝑧] + 𝛾𝑟 ∫ 𝜉𝑖 ∙ 𝜓𝑚𝑑𝑆𝑟
𝜕𝛺𝑟

+ 𝛾𝑎 ∫ 𝜉𝑖 ∙ 𝜓𝑚𝑑𝑆𝑎
𝜕𝛺𝑎

 

where the Green’s first identity is applied to the diffusion operator and, in the final form, the 

corresponding surface integrals can be computed only on the radial ∂Ωr and axial boundary ∂Ωa 

of the domain. Moreover, the summation is carried out over the zones which the domain is divided 

in.  

In a control-oriented perspective, it is fundamental that the model provides three integral 

quantities of interest, i.e., the neutron flux, the fission power and the reactivity. These quantities 



are not directly available from the Equations (2.15) and (2.16) and additional calculations are 

needed.  

The neutron flux can be evaluated through the integrals of the spatial basis function suitably 

normalized. Indeed, the spatial basis function does not report any information about the actual 

value, the neutron flux being normalized during the offline computation. The information can be 

retrieved by calculating a reference flux ϕref, i.e., referred to the unperturbed initial condition. In 

this way, the neutron flux reads as 

𝜙(𝑡) = 𝐾 𝜙𝑟𝑒𝑓∑[(∫𝜓𝑗𝑑𝛺 ) ∙ 𝑛𝑗(𝑡)]

𝑁

𝑗=1

 

where the constant K is computed so as to respect the initial condition Φ(0) = ϕref. 

As far as the fission power is concerned, this value can be retrieved from the neutron flux in 

the fuel zone, previously calculated for the reactivity feedback assessment.  

𝑞(𝑡) = 𝐾 𝜙𝑟𝑒𝑓𝑉 ∑ ∑[(∫𝐸𝑓𝛴𝑓 ∙ 𝜓𝑗𝑑𝛺𝑧 ) ∙ 𝑛𝑗(𝑡)]

𝑁

𝑗=1𝑧=𝑓𝑢𝑒𝑙

 

Finally, the reactivity can be monitored both to assess the capabilities of the spatial neutronics 

model compared with other approaches, and to monitor this relevant quantity during the simulated 

transients. The system reactivity can be estimated via the Inverse Method (Duderstadt and 

Hamilton, 1976). Nevertheless, this method is not particularly suitable in case of sharp time-

dependent variation of the reactivity since it exploits the concept of “stable period”. A formulation 

similar to the reactivity assessment in transport theory can be proposed (Henry, 1975), exploiting 

the choice of the adjoint as test functions.  

𝜌(𝑡) =
∫𝑑𝛺𝜙†[ℒ𝜙 + [(1 − 𝛽)𝜒𝑝 + 𝛽𝜒𝑑]ℱ𝜙]

∫ 𝑑𝛺𝜙† [[(1 − 𝛽)𝜒𝑝 + 𝛽𝜒𝑑]ℱ𝜙]
 

According to the spatial neutronics model, Equation (2.21) can be formulated as follows: 

𝜌(𝑡) =
𝑛𝑇 ∙ [𝐴1,𝑛𝑝 + 𝐴1,𝑝 + 𝛽𝐴𝑚𝑑] ∙ 𝑛

𝑛𝑇 ∙ [(1 − 𝛽)𝐴𝑚𝑝 + 𝛽𝐴𝑚𝑑] ∙ 𝑛
 

𝐴𝑚𝑑 = [

𝑋 ∙ (𝑀11 + 𝛿𝑀11)  ⋯    𝑋 ∙ (𝑀1𝑁 + 𝛿𝑀1𝑁)

⋮ ⋱ ⋮
𝑋 ∙ (𝑀𝑁1 + 𝛿𝑀𝑁1)⋯   𝑋 ∙ (𝑀𝑁𝑁 + 𝛿𝑀𝑁𝑁)

] 

   𝐴𝑚𝑝 = [

𝑀11 + 𝛿𝑀11  ⋯    𝑀1𝑁 + 𝛿𝑀1𝑁

⋮ ⋱ ⋮
𝑀𝑁1 + 𝛿𝑀𝑁1⋯   𝑀𝑁𝑁 + 𝛿𝑀𝑁𝑁

] 



Initially, the spatial neutronics model is tested on a test case involving three fuel pins of the 

ALFRED reactor (Figure 2.2). The main fuel pin data are reported in Table A.1.The focus of this 

test case is: 

• to demonstrate the feasibility of the approach proposed in the Section 2.2; 

• to assess the better performance of the spatial neutronics model with respect to the classic 

Point Kinetics approach; 

• to show how the spatial neutronics model can be implemented in an object-oriented 

simulator and to implement a new heat transfer pin model suitable for the purpose.  

Accordingly, for this simple case, only the Case B is studied7 considering as spatial basis 

functions the eigenfunctions associated with the neutron diffusion equation calculated in a 

reference configuration. As suitable test functions, the eigenfunctions of the adjoint generalized 

problem associated to Equation (2.10) are employed as they are related to the neutron importance.  

 

In order to solve the eigenvalue problem and its adjoint, the neutronic parameters of the six 

energy groups (see Table 2.2 for the energy group boundaries) are assessed by means of 

SERPENT, using the nuclear data library JEFF 3.1. The isotopic composition of the input 

materials related to the ALFRED fuel pin is shown in Table 2.3. 

Group Upper boundary Lower boundary 

1 20 MeV 2.23 MeV 

2 2.23 MeV 0.82 MeV 

3 0.82 MeV 67.38 keV 

4 67.38 keV 15.03 keV 

5 15.03 keV 0.75 keV 

6 0.75 keV 0 keV 

The group constants are obtained after runs of 10 million active neutron histories. Simulations 

consist of 500 active cycles of 2∙104 neutrons, leading to a standard deviation lower than 3% for 

all the computed parameters. Fifty inactive cycles are adopted to ensure the convergence of the 

fission source distribution employed for the active cycles. As far as the SERPENT model is 

concerned, an infinite lattice of pins is simulated on the transversal xy plane (Figure 2.3a). In 

particular, periodic boundary conditions in radial direction are set, i.e. neutron escaping from the 

                                                           
7 The choice of the spatial basis and the test function is evaluated in the next Section. 



domain is moved to the opposite side of the geometry. Above and below the active region (Figure 

2.3b,c), lead reflectors are adopted. Several SERPENT simulations have been carried out at 

different fuel and lead temperatures to derive the trend of the temperature and density dependent 

cross-sections and diffusion coefficients. 

Fuel 

(Sobolev et al., 2009) 

Cladding 

(Gavoille et al., 2013) 

Lead  

(NIST) 

Isotope wt% Isotope wt% Isotope wt% 

U-234 0.0019 C-nat 0.09 Pb-204 1.40 

U-235 0.2643 Mn-55 1.5 Pb-206 24.1 

U-236 0.0065 Si-nat 0.8 Pb-207 22.1 

U-238 65.1782 Cr-nat 15 Pb-208 52.4 

Pu-238 0.5335 Ni-nat 15 

Pu-239 13.0079 Mo-nat 1.5 

Pu-240 6.1746 P-31 0.04 

Pu-241 1.3962 Ti-nat 0.4 

Pu-242 1.7594 B-nat 0.006 

O-16 11.6775 Fe-nat 65.67 

   
(a) (b) (c) 

The calculation of the eigenfunctions and adjoint eigenfunctions of the neutron diffusion 

equation with six energy groups are performed through the Finite Element COMSOL 

Multiphysics software (Figure 2.4a). The mesh employed (Figure 2.4b) features a 3D geometry 

using Lagrangian and linear-order triangular prism and hexahedral elements. In this way, a good 

compromise between numerical accuracy and computational requirements is achieved, confirmed 

by a mesh sensitivity test as well. The outcomes of the SERPENT simulations are converted to a 

COMSOL readable format by adopting a dedicated procedure, which allows obtaining a set of 

temperature dependent cross-sections and diffusion coefficients. Once the cross-sections set is 

introduced in COMSOL as input, the γa coefficient of Equation (2.14) is calculated to have the 

same effective multiplication factor in both COMSOL and SERPENT models at nominal 

conditions. Conversely, the γr coefficient of Equation (2.14) is set to allow for the radial leakage 

term and calculated to bring the system critical. 

A “reference model” implementing the multi-group diffusion equations, Equations (2.1) and 

(2.2), has been developed in COMSOL and coupled with a heat transfer model in order to obtain 

a reference solution for the assessment of the spatial neutronics model both in static and dynamic 

conditions. The heat transfer model can be described in a general form as follows: 



𝑑𝑐𝑝
𝜕𝑇

𝜕𝑡
+ 𝑑𝑐𝑝𝒗 ∙ 𝛻𝑇 = 𝛻 ∙ (𝑘𝛻𝑇) + 𝑄′′′ 

where the second term in the left side is present only in the lead zone with a constant velocity and 

the source term Q’’’ is present only in the fuel zone.  

 

The control-oriented tool of the ALFRED test case has been developed adopting the object-

oriented modelling, based on the Modelica language. The overall model (Figure 2.5) is built by 

connecting different components.  

 

Input variables Definition 

T_Lead_in Lead inlet temperature 
W_Lead_in Lead mass flow rate 

Rho_in External reactivity 

Output variables Definition 

Reactivity Total reactivity system 
Neutron_flux Neutron flux 

Th_Power Thermal power 
 

In particular, the two main components are the Spatial Neutronics (SN) and the FuelPin_Lead, 

the latter being the component describing the heat transfer inside a fuel pin and the surrounding 

FuelPin_Lead (1) 

FuelPin_Lead (2) 

FuelPin_Lead (3) 

Neutronics_connector Reactivity_connectors 

Spatial 

Neutronics 
1 2 3 

Flow_rate_source 

w0 T 

P 

Sink 

p0 T 

Rho_in 

T_lead_in 

W_lead_in 

Neutron_flux 

Reactivity 

Th_power 



lead. For the most conventional components (i.e., the mass flow rate source, the sink, …) the 

ThermoPower library is employed (Casella et al., 2006).Spatial Neutronics component 

The Spatial Neutronics component employs a kinetics model based on the approach described 

in Section 2.2. In particular, the set of Equations (2.16) and (2.17) are implemented with the 

Modelica language (Figure 2.6).  

Model Spatial Neutronics 

import Neutronica_Spaziale.Models_Base.Funzioni.MM_reactivity; 

constantNeutronica_Spaziale.Interfaces.KineticParameters_red KP1=Neutronica_Spaziale.GroupKinetics_

red.EightGroupKinetics_red; 

parameter Modelica.SIunits.Energy E_f=3.2e-11  

parameter Real Flux_0=1.2290e19; 

parameter Integer N_eigen=10; 

parameter Real N_0[N_eigen*KP1.N_groups,1]=[1;1;1;1;1;1]; 

parameter Real C_0[N_eigen*KP1.N_groups*KP1.NPG,1]=[3.994738e-008;…;2.150385e-011]; 

parameter Real A1NP[N_eigen*KP1.N_groups,N_eigen*KP1.N_groups]=[-1.385680e+008,…,-3.248002e+006]; 

parameter Real A1NP_rho[N_eigen*KP1.N_groups,N_eigen*KP1.N_groups]=[-1.655627e+008,…,- 

3.248026e+006]; 

parameter Real 

A2NP[N_eigen*KP1.N_groups,N_eigen*KP1.N_groups*KP1.NPG]=[3.625754e+009,0…,3.809446e+012]; 

parameter Real A3NP[N_eigen*KP1.N_groups*KP1.NPG,N_eigen*KP1.N_groups]=[8.141488e-011,…,1.713675e-

013]; 

parameter Real A4NP[N_eigen*KP1.N_groups*KP1.NPG, N_eigen*KP1.N_groups*KP1.NPG]=[-1.246670e-

002,…,-3.5546]; 

parameter Real npsi[N_eigen*KP1.N_groups,1]=[5.422535e-002;…;2.361061e-003]; 

parameter Real npsi_energy[N_eigen*KP1.N_groups,N_eigen*KP1.N_groups]=[1,…,1]; 

Real C[N_eigen*KP1.N_groups*KP1.NPG,1]; 

Real npsi_n[N_eigen*KP1.N_groups,1]; 

Modelica.Blocks.Interfaces.RealOutput n_norm; 

Modelica.Blocks.Interfaces.RealOutput rho; 

Modelica.Blocks.Interfaces.RealOutput flux; 

Neutronica_Spaziale.Interfaces.Neutronics n_i(N=10, N_eigen=N_eigen) 

Modelica.Blocks.Interfaces.RealInput rho_in; 

Interfaces.Reactivity React_Pin_1; 

Interfaces.Reactivity React_Pin_2; 

Interfaces.Reactivity React_Pin_3; 

equation 

der(n_i.n) = ((A1NP-A1NP_rho*rho_in)/(1-rho_in))*n_i.n+ 

+ React_Pin_1.Pert_L+ React_Pin_2.Pert_L+ React_Pin_3.Pert_L + A2NP*C; 

der(C) = (A3NP/(1-rho_in))*n_i.n+ React_Pin_1.Pert_M+ React_Pin_2.Pert_M+ 

React_Pin_3.Pert_M+A4NP*C; 

for i in 1:N_eigen*KP1.N_groups loop 

npsi_n[i,1] = n_i.n[i,1]*npsi[i,1]; 

end for; 

n_norm = sum(npsi_energy*npsi_n); 

rho=SN_reactivity(n_i.n, Pert_L_tot, Pert_M_tot, rho_in, N_eigen); 

flux=n_norm*Flux_0; 

initial equation  

n_i.n=N_0; 

C=C_0; 

End Spatial Neutronics; 

 

The temperatures are calculated in the FuelPin_Lead component and the reactivity feedback 

information shared with the Spatial Neutronics component by means of the green connectors (see 

Figure 2.5). On the other hand, the information about the evolution of the time-dependent 

coefficient ni of the neutronics model is shared thanks to the red connector (see Figure 2.5). For 



the neutronics calculation, the geometry is divided in 4 radial coarse zones (three for the fuel, 

inner, central and outer, and one for the lead) and in 10 evenly spaced axial coarse zones. 

FuelPin_Lead component 

The FuelPin_Lead component, divided in the FuelPinHT and the LeadTube sub-components, 

is devoted to the evaluation of the dynamic behaviour of the fuel pin and lead temperatures (Figure 

2.7). The modelling of the heat transfer is of paramount importance since the temperature field 

appears in the reactivity assessment (see Equation (2.18)). 

 

The FuelPinHT component is dedicated to the heat transfer in the fuel rods, adopting radial 

regions within the element. This component has been conceived ad-hoc in order to obtain some 

advisable features (i.e., modularity, reusability and efficiency) in an object-oriented perspective. 

Differently from the heat transfer model described in Section 1.2.1, it allows selecting the number 

of the fuel, cladding and gap zone which the pin is divided in. In this way, the reusability of the 

model is enhanced and the heat transfer modelling can employ a geometrical division coherent 

with the neutronics model. In addition, a better accuracy during the transient behaviour is 

envisaged. 

In the component, the reactivity feedback is calculated and shared with the Spatial Neutronics 

by means of a proper connector. As for the power, it is calculated thanks to the information of the 

evolution of the ni coefficient (Equation (2.20)). The LeadTube is made by a standard component 

of the ThermoPower library modelling the coolant flowing through the core channels (represented 

as cylindrical conduits). Hereinafter, the attention is focused on the FuelPinHT modelling, 

whereas for the LeadTube component, the reader can refer to the Section 1.2.1.  

As far as the FuelPinHT modelling is concerned, the time-dependent Fourier equation 

(Equation (2.24)) is applied considering only the radial heat transfer, thus disregarding both the 

axial and the circumferential thermal diffusion. The equation is discretized radially in different 

cylindrical zones and longitudinally in a user-defined number of nodes (Figure 2.8).  

𝑑𝑐𝑝
𝜕𝑇

𝜕𝑡
= 𝛻 ∙ (𝑘𝛻𝑇) + 𝑄′′′ 

Neutronics_connector 

Reactivity_connector Lead_T_connector 

FuelPinHT 



 

The common discretization procedure (Todreas and Kazimi, 2012) is to integrate twice, first 

performing an indefinite integration and then integrating from rin to rout and Tin to Tout, which are 

the inner and the outer radius and temperature of the considered cylindrical zone, respectively. 

After the first integration, the equation reads: 

𝑑𝑐𝑝
𝑑𝑇

𝑑𝑡

𝑟

2
= 𝑘

𝑑𝑇

𝑑𝑟
+ 𝑄′′′

𝑟

2
+
𝐶

𝑟
 

where C represents the constant of the indefinite integration. In order to set a value for the 

constant, a boundary condition is applied on the heat flux at rin or rout. In particular, for the inner 

zone, the vanishing of the flux at rin is set: 

𝑞𝑓1
′′ |

𝑟=𝑟𝑓1,𝑖𝑛
= −𝑘

𝑑𝑇𝑓1

𝑑𝑟
|
𝑟=𝑟𝑓1,𝑖𝑛

= 0 

On the other hand, for the other zones, the continuity of the heat flux between adjacent zones is 

used for determining the constant. For example, between two generic adjacent zones f2 and f3: 

𝑞𝑓2
′′ |

𝑟=𝑟𝑓2,𝑜𝑢𝑡
=  𝑞𝑓3

′′ |
𝑟=𝑟𝑓3,𝑖𝑛

   →    −𝑘
𝑑𝑇𝑓2

𝑑𝑟
|
𝑟=𝑟𝑓2,𝑖𝑛

  = −𝑘
𝑑𝑇𝑓3

𝑑𝑟
|
𝑟=𝑟𝑓3,𝑜𝑢𝑡

 

Usually, in the determination of the C constant, the term in Equation (2.25) involving the time 

derivative is neglected since this procedure is normally applied for stationary calculation. 

Notwithstanding, as far as dynamics simulation is concerned, the time-dependent behaviour is 

relevant and this aspect cannot be left apart. For example, for the inner zone f1, the constant C 

reads: 

𝐶𝑓1 = −𝑄′′′
𝑟𝑓1,𝑖𝑛
2

2
+ 𝑑𝑐𝑝

𝑑𝑇

𝑑𝑡

𝑟𝑓1,𝑖𝑛
2

2
 

where the second right term allows for the transient behaviour of the temperature. For the other 

zones, it is possible to express the constant in a recursive way, starting from the C of the inner 

adjacent zone: 



𝐶𝑓3 = 𝐶𝑓2 + [(𝑄𝑓2
′′′ − 𝑄𝑓3

′′′) − (𝑑𝑓2𝑐𝑝,𝑓2
𝑑𝑇𝑓2

𝑑𝑡
− 𝑑𝑓3𝑐𝑝,𝑓3

𝑑𝑇𝑓3

𝑑𝑡
)] ∙

𝑟𝑓3,𝑖𝑛
2

2
 

The heat equation, after the final integration, reads: 

𝑑𝑐𝑝
𝑑𝑇

𝑑𝑡

𝑟 𝑢𝑡
2 − 𝑟𝑖𝑛

2

4
= 𝑘(𝑇 𝑢𝑡 − 𝑇𝑖𝑛) + 𝑄′′′

𝑟 𝑢𝑡
2 − 𝑟𝑖𝑛

2

4
+ 𝐶 ∙ 𝑙𝑜𝑔 (

𝑟 𝑢𝑡
𝑟𝑖𝑛

) 

As closure equation for the temperature T, a volume averaged expression is adopted: 

𝑇 = 𝑇𝑖𝑛 −
𝑟 𝑢𝑡
2 − 𝑟𝑖𝑛

2

8𝑘
(𝑄′′′ + 𝑑𝑐𝑝

𝑑𝑇

𝑑𝑡
) −

𝐶

𝑘
(

𝑟 𝑢𝑡
2

𝑟 𝑢𝑡
2 − 𝑟𝑖𝑛

2 𝑙𝑜𝑔 (
𝑟 𝑢𝑡
𝑟𝑖𝑛

) −
1

2
) 

The presented procedure allows an extremely high degree of flexibility since the user can 

select the number of the radial and axial zones of the fuel pin discretization, optimizing the 

balance between model accuracy and time simulation cost. For the present case, in order to be 

coherent with the neutronics modelling, three zones for the fuel are selected, one for gap and 

cladding. For each radial zone, Equation (2.30) is implemented and discretized in Z nodes, 

specifying the material properties (Luzzi et al., 2014) and whether it is a fuel zone or not (Figure 

2.10). Once established the number and the type of the zones, the modelling is completed 

specifying in a recursive way the integration constant (see Equations (2.28) and (2.29)). The 

stand-alone FuelPinHT component has been tested by means of a comparison with the heat 

transfer model developed in COMSOL (Equation (2.23)). The results are very satisfactory, 

especially considering the good agreement reached during the transient (Figure 2.9).  
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partial model FuelPinHT 

import Modelica.Math; import Spatial_Neutronics; 

replaceable package Prop_F = Material_Model.ALFRED_MOX; 

replaceable package Prop_C = Material_Model.ALFRED_Ti1515; 

replaceable package Prop_G = Material_Model.ALFRED_Gap; 

model Fuel = Spatial_Neutronics.NuKomp.Thermal.Components.Fuel_zone; 

model Non_Fuel = Spatial_Neutronics.NuKomp.Thermal.Components.Non_Fuel_zone; 

parameter Integer N=11; parameter Integer M=3; parameter Integer M_gap=1; 

parameter Integer M_clad=1; parameter Length R_hole; parameter Length Rin_fuel[M];  

parameter Length Rout_fuel[M]; parameter Length Rin_gap[M_gap]; parameter Length Rout_gap[M_gap];  

parameter Length Rin_clad[M_clad]; parameter Length Rout_clad[M_clad];  

parameter Boolean steadyStateInit=true; parameter Temperature T_fuel_start[M]; 

parameter Temperature T_gap_start[M_gap]; parameter Temperature T_clad_start[M_clad]; 

Fuel Pin[M]; Non_Fuel Gap[M_gap]; Non_Fuel Clad[M_clad]; 

equation 

for j in 1:N loop 

Pin[1].Cost[j]=(Pin[1].qvol[j]-

Prop_F.rho(Pin[1].T[j])*Prop_F.cp(Pin[1].T[j])*der(Pin[1].T[j]))*Pin[1].r_in^2/2; 

Gap[1].Cost[j]=Pin[M].Cost[j]+(Prop_F.rho(Pin[M].T[j])*Prop_F.cp(Pin[M].T[j])*der(Pin[M].T[j])-

Prop_G.rho(Gap[1].T[j])*Prop_G.cp(Gap[1].T[j])*der(Gap[1].T[j])-Pin[M].qvol[j])*Gap[1].r_in^2/2; 

Clad[1].Cost[j]=Gap[M_gap].Cost[j]+(Prop_G.rho(Gap[M_gap].T[j])*Prop_G.cp(Gap[M_gap].T[j])*der(Gap[

M_gap].T[j])-Prop_C.rho(Clad[1].T[j])*Prop_C.cp(Clad[1].T[j])*der(Clad[1].T[j]))*Clad[1].r_in^2/2; 

Pin[M].T_out[j]=Gap[1].T_in[j]; 

Gap[M_gap].T_out[j]=Clad[1].T_in[j]; 

end for; 

for i in 2:M loop 

for j in 1:N loop 

Pin[i].Cost[j]=Pin[i-1].Cost[j]+(Prop_F.rho(Pin[i-1].T[j])*Prop_F.cp(Pin[i-1].T[j])*der(Pin[i-

1].T[j])-Prop_F.rho(Pin[i].T[j])*Prop_F.cp(Pin[i].T[j])*der(Pin[i].T[j])-(Pin[i-1].qvol[j]-

Pin[i].qvol[j]))*Pin[i].r_in^2/2; 

Pin[i].T_in[j]=Pin[i-1].T_out[j]; 

end for; 

end for; 

for i in 2:M_gap loop 

for j in 1:N loop 

Gap[i].Cost[j]=Gap[i-1].Cost[j]+(Prop_G.rho(Gap[i-1].T[j])*Prop_G.cp(Gap[i-1].T[j])*der(Gap[i-

1].T[j])-Prop_G.rho(Gap[i].T[j])*Prop_G.cp(Gap[i].T[j])*der(Gap[i].T[j]))*Gap[i].r_in^2/2; 

Gap[i].T_in[j]=Gap[i-1].T_out[j]; 

end for; 

end for; 

for i in 2:M_clad loop 

for j in 1:N loop 

Clad[i].Cost[j]=Clad[i-1].Cost[j]+(Prop_C.rho(Clad[i-1].T[j])*Prop_C.cp(Clad[i-

1].T[j])*der(Clad[i-1].T[j])-

Prop_C.rho(Clad[i].T[j])*Prop_C.cp(Clad[i].T[j])*der(Clad[i].T[j]))*Clad[i].r_in^2/2; 

Clad[i].T_in[j]=Clad[i-1].T_out[j]; 

end for; 

end for; 

for j in 1:N loop 

Clad[M_clad].r_out*RodWall.phi[j]=Clad[M_clad].Cost[j]+Prop_C.rho(Clad[M_clad].T[j])*Prop_C.cp(Clad

[M_clad].T[j])*der(Clad[M_clad].T[j])*Clad[M_clad].r_out^2/2; 

RodWall.T[j]=Clad[M_clad].T_out[j]; 

end for; 

end FuelPinHT; 

 



The capabilities of the proposed object-oriented tool is evaluated in two different kinds of 

simulation. The first is devoted to the reactivity evaluation to assess how the Spatial Neutronics 

component can predict the reactivity variation. The model performance is evaluated against the 

reference model (i.e., the multi-group diffusion equations) and the classic Point Kinetics. The 

second type of simulation concerns the dynamic behaviour of the system. In particular, the object-

oriented model is compared to the reference model during some typical transients, i.e., an 

enhancement of the lead inlet temperature and an externally imposed reactivity insertion.  

Reactivity comparison 

One of the main requirements of a control-oriented simulator is to accurately evaluate the 

reactivity variation following a temperature change. Accordingly, the capability of the SN 

component to correctly reproduce this trend is assessed in several cases imposing an arbitrary 

temperature variation and reporting the reactivity insertion (or extraction) due to the resulting 

cross-section variation (see Equation (2.18)). Since the main purpose is to assess only the 

reactivity change, the FuelPin_Lead is not taken into account, considering the temperature 

variation as an input for the SN component.  

As far as the reference model is concerned, the reactivity variation is evaluated as difference 

of the first eigenvalues between the unperturbed case and the perturbed one. As far as the SN 

component is concerned, the reactivity is evaluated according to Equation (2.21). Eventually, the 

reactivity value related to the PK is assessed in the classic way: 

𝜌𝑃𝐾 = 𝛼𝑓 ∙ (�̅�𝑓 − �̅�𝑓,0) + 𝛼𝑙 ∙ (�̅�𝑙 − �̅�𝑙,0) 

The fuel and lead reactivity coefficients of Equation (2.32) are obtained from the SERPENT 

calculation, and the fuel and lead temperature are evaluated as weighted average of the 

temperature profile of the fuel and lead. Three different temperature profiles are studied as test 

cases in order to underline the PK limits and the MM potentiality: 

(1) Uniform temperature decrease, ∆Tf1=-50 K, ∆Tf2=-50 K, ∆Tf3=-50 K, ∆Tl=-50 K; 

(2) Temperature enhancement in a single pin and in the 5th axial slice, i.e., ∆Tf1=+400 K, 

∆Tf2=+300 K, ∆Tf3=+200 K, ∆Tl=+100 K; 

(3) Shutdown scenario: all the temperature are set equal to the inlet lead temperature (i.e., 

T=673.15 K).  

In Table 2.4, the reactivity inserted in the system for each case and for the three neutronics 

modelling approaches, (i.e., Point Kinetics, Spatial Neutronics component and the multi-group 

diffusion PDEs) are shown. For the SN component, seven eigenfunctions are employed as spatial 

basis. The results show a very good agreement between the value obtained from the reference 

model and the SN component, assessing the desired capabilities of the proposed model. On the 

other hand, especially in the test cases 2 and 3, the reactivity assessed by the PK is far away from 

the other values. In particular, the case 1 shows that the PK is able to properly predict the reactivity 

inserted in the system whether the perturbation (i.e., the temperature variation) is uniform. 

Nevertheless, the temperature evolution in operational transient is not uniform. The case 2, 

representing the extreme opposite case of a strong localized perturbation, is useful to assess the 



SN capabilities and the PK limit. The case 3 is relevant since represents an operational situation, 

i.e., all the temperature are brought to 400°C as in shutdown condition. In this case, the 

perturbation is neither localized nor uniform. The PK overestimates the reactivity insertion of 

almost 8%, whereas the SN value has a very good agreement with the reference one.  

Neutronics modelling approach 
Reactivity inserted (pcm) 

Case 1 Case 2 Case 3 

Multi-group diffusion PDEs (reference) 78.4 -25.5 1267.6 

Spatial Neutronics component (SN) 78.8 -25.6 1268.9 

Point Kinetics (PK) 81 -18.9 1363.8 

Transient comparison 

Another requirement demanded for a control-oriented simulator is the capability to reproduce 

the transient behaviour of the main variables of interest (firstly the power, but also the system 

temperatures and reactivity). For this purpose, in the object-oriented model, the SN component is 

linked with the FuelPin_Lead component so as to provide the dynamic model for the temperature 

evolution. Two typical transient scenarios are simulated, namely: a 20°C enhancement of the inlet 

lead temperature and a 100 pcm reactivity insertion. The outcomes of the object-oriented model 

are compared to the reference time-dependent solution of the multi-group diffusion PDEs 

(Equations (2.1) and (2.2)). As already mentioned in the Introduction, the computational time of 

the object-oriented model should fulfil the fast-running request for control-oriented purposes. In 

Table 2.5, the computational time8 of the object-oriented model and the reference one for the 

simulation concerning the enhancement of the inlet lead temperature (simulated time of 50 s) is 

provided. The following simulations are with five eigenfunctions, achieving a good compromise 

between accuracy and computational cost. 

Neutronics modelling approach Computational time 

Multi-group diffusion PDEs (reference) 40 h 

Object-oriented model 
N=1 N=3 N=5 N=10 

10 s 23 s 45 s 143 s 

Enhancement of the inlet lead temperature. The simulation is performed by rising the inlet lead 

temperature by 20°C. The system response is well represented by the total pin power shown in 

Figure 2.11, where the outcomes of the object-oriented model (solid line) and the reference model 

developed in COMSOL (dashed line) are presented. The satisfactory agreement confirms the 

capabilities of the developed tool also in transient simulation. Due to the increase in the lead 

temperature entering the channel (Figure 2.12), a positive reactivity is inserted in the system 

(Figure 2.13). After 1-2 seconds, the negative reactivity insertion, mainly due to the Doppler 

effect caused by the increase of the fuel temperature, sets the power to a lower level (Figure 2.11). 

                                                           
8 The object-oriented model has been run with a laptop (2.20 GHz, 8 GB RAM). The multi-group 

diffusion PDEs have been solved with a workstation (8 x 2.8 GHz, 64 GB RAM). 



 

 

 

Reactivity insertion. A reactivity insertion of 100 pcm is simulated. As in the previous case, the 

figure of merit for the comparison between the object-oriented model (dashed line) and the 

reference model (solid line) is the pin power (Figure 2.14). A good agreement between the object-

oriented model and the reference model also for this simulation is achieved. After the prompt 
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power increase, the corresponding enhancement of the fuel temperature (Figure 2.15) introduces 

a negative reactivity limiting the power and restoring the criticality (Figure 2.16).  
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Once having evaluated the capabilities of the spatial neutronics modelling in a simple case, 

the attention is focused on the modelling of the entire core of the ALFRED reactor at Fuel 

Assembly (FA) level (Figure 2.17). In particular, the focus is kept on the capability of the different 

pairs spatial basis/test function (see Figure 2.1) to correctly reproduce the reactivity due to the 

thermal feedback and the CR movements.  

 

 

A detailed model of ALFRED is set up with a heterogeneous description of the reactor. The 

SERPENT model represents the 171 FAs, 110 dummy elements, 12 CRs and 4 SRs, the inner 

vessel and the surrounding lead (Figure 2.18a). The zones above and below the active zone are 

also modelled (Figure 2.18b) in order to take into account the CRs and SRs position as well as 

the contribution of these zones to the reactivity effect (i.e., in particular for the lead density). For 

the isotopic composition of the input materials concerning ALFRED (fuel, cladding, coolant, 

control rods), the reader may refer to Table 2.3 and to (Grasso et al., 2014). The group constants 

of the seven energy group (Table 2.6) are obtained after runs of 150 million active neutron 

histories. Such a computational effort allows obtaining also information about the flux 

distribution useful for the comparison with the diffusion model results (Figure 2.19). For further 

information about the SERPENT model of the ALFRED reactor, the reader may refer to Appendix 

A.4. 

  
(a) (b) 

Several simulations have been carried out at different conditions so as to derive the main 

reactivity feedback effects of the ALFRED reactor and the CR insertion curve. The results of the 



thermal reactivity coefficients are summarized in Table 2.7, and compared to the outcomes of the 

LEADER Project calculated by means of the deterministic transport code ERANOS (Grasso et 

al., 2014).  

Group Upper boundary Lower boundary 

1 20 MeV 2.23 MeV 

2 2.23 MeV 0.82 MeV 

3 0.82 MeV 0.30 MeV 

4 0.30 MeV 67.38 keV 

5 67.38 keV 15.03 keV 

6 15.03 keV 0.75 keV 

7 0.75 keV 0 keV 

  

1st group 4th group 

  

6th group 7th group 

 SERPENT Reference 

Doppler constant (pcm) -549 ± 18 -566 

Lead expansion coefficient (pcm/K) Case A9 -0.327 ± 0.019 -0.26810 

Lead expansion coefficient (pcm/K) Case B4 -0.268 ± 0.019 -0.2684 

Axial fuel expansion (pcm/K) -0.152 ± 0.006 -0.155 

Axial cladding expansion (pcm/K) +0.044± 0.006 +0.037 

Axial wrapper expansion (pcm/K) +0.036± 0.006 +0.022 

Radial grid expansion (pcm/K) -0.780 ± 0.007 -0.789 

                                                           
9 Calculated considering all the lead inside the inner vessel.  
10 Calculated for the whole height of the fissile subassemblies. 



The Doppler effect is calculated decreasing the fuel temperature of 600 K, starting from an 

unperturbed situation of 1500 K for the inner fuel zone and 1200 K for the outer fuel zone. The 

lead density effect is computed increasing the lead temperature of 800 K, starting from a 

unperturbed situation of 673 K (lead below the active core and in dummy elements), 713 K (lead 

in active core) and 753 K (lead above the active core). An increase of the active length of 2% is 

considered in order to derive the axial fuel expansion coefficient. Finally, an increase of the FA 

pitch of 0.5% is employed to calculate the radial grid expansion coefficient. The axial cladding 

and wrapper expansion are not taken into account in the analysis due to the negligible effect.  

As for the CR insertion, SERPENT simulation at different CR height have been performed. 

The results are shown in Figure 2.20 along with the outcomes of the LEADER Project (obtained 

by means of the MCNP MonteCarlo code).  

 

 

In order to obtain the spatial basis and the test functions for the different case (MM with and 

without adjoint, POD and APOD), the eigenvalue problem of the neutron diffusion PDEs equation 

and its adjoint are solved adopting the Finite Element COMSOL Multiphysics software. The mesh 

of the ALFRED core model (Figure 2.21) features a 3D geometry using Lagrangian and linear-

order hexahedral elements. The cross-sections calculated by means of SERPENT are 

homogenized in different zones (Figure 2.22), i.e., 5 for the inner fuel, 5 for the outer fuel, 4 for 

the SRs, 5 for the CRs and 3 for the dummy elements. As far as the boundary conditions are 

concerned, the albedo boundary conditions, previously calculated in the SERPENT model, are 

imposed at the axial and radial boundaries of the COMSOL model domain. 
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Eventually, the eigenfunctions (Figure 2.23) and the adjoint eigenfunction are calculated in 

different configuration of the ALFRED core (different temperature configurations and different 

CR position) and the procedures described in Section 2.2.2 are applied in order to derive the 

spatial basis and the test functions for the different case (Table 2.1). 

  

1st group 4th group 

  

6th group 7th group 

In order to assess the temperature reactivity feedbacks by means of the spatial neutronics 

model, seven simulation cases have been carried out at the conditions described in Section 2.3.2 

and summarized in Table 2.8. For each case, SERPENT and COMSOL simulations have been 

performed in order to obtain the cross-sections and to calculate the spatial basis and the test 

functions (see Table 2.9).  

 



 

Fuel temp. 

(K) 

(inner/outer) 

Lead temp. (K) 

(below active zone 

& dummy/active 

zone/above active 

zone) 

Active length 

(cm) 

(inner/outer) 

Fuel density (g/cm3) 

(inner/outer) 

FA pitch 

(cm) 

Unperturbed 1500 / 1200 673 / 713 / 753 60 / 60 10.443 / 10.47 17.1 

Doppler (inner) 900 / 1200 673 / 713 / 753 60 / 60 10.443 / 10.47 17.1 

Doppler (outer) 1500 /  600 673 / 713 / 753 60 / 60 10.443 / 10.47 17.1 

Lead density 1500 / 1200 1473 / 1513 / 1573 60 / 60 10.443 / 10.47 17.1 

Axial fuel 

expansion (inner) 
1500 / 1200 673 / 713 / 753 61.2245 / 60 10.234 / 10.47 17.1 

Axial fuel 

expansion (outer) 
1500 / 1200 673 / 713 / 753 60 / 61.2245 10.443 / 10.261 17.1 

Radial grid 

expansion 
1500 / 1200 673 / 713 / 753 60 / 60 10.443 / 10.47 17.1855 

 

# 
ψi for Case A,B 

ξi for Case A 
ξi for Case B 

ψi for Case C,D 

ξi for Case C 
ξi for Case D 

1 

    

2 

    

3 

    
 

 

The four pairs of spatial basis/test functions reported in Table 2.1 are implemented and their 

capability to reproduce the reactivity feedbacks is verified. The reactivity variation between the 

unperturbed case and the representative simulation of the temperature effect is assessed in terms 

of global features and spatial distribution in the reactor. For the sake of brevity, only the results 

regarding the Doppler and the lead density effects are reported in the next subsections. 

Nevertheless, the other three simulations, regarding the axial and radial expansion, show similar 

results and lead to the same conclusions. In Table 2.10, the results of the SERPENT and 



COMSOL simulations are reported. The discrepancies between the two simulations are 

acceptable considering the different neutronics approach (i.e., transport for SERPENT and 

diffusion for COMSOL). 

 
SERPENT 

(transport) 

COMSOL 

(diffusion) 

Error  

(%) 

Doppler (inner) 128.1±7.5 121.1 5.5 

Doppler (outer) 206.7±7.5 224.3 8.5 

Lead density -261.7±7.5 -275.3 5.21 

Axial fuel expansion (inner) -101.5±7.5 -105.6 4 

Axial fuel expansion (outer) -154.6±7.5 -139.1 10 

Radial grid expansion -206.8±7.5 -207 0.11 

Doppler effect 

Two separate simulations have been performed in order to take into account the different 

impact of a fuel temperature decrease in different zones of the core (and different enrichments). 

Since the spatial neutronics model relies on the spatial basis calculated according to the COMSOL 

outcomes, the result of the diffusion model should be taken as reference. The results of the spatial 

neutronics model for the different cases are reported in Table 2.11. Five functions for the flux 

expansion are considered for the Case A, B, C, D. In addition, the result employing seven 

functions for the Case C is given. The results indicate that the best performance is obtained in 

Case D (APOD method) and also in Case C (classic POD method) with seven expansion 

functions. Nevertheless, Case D reaches the same performance of Case C (i.e., exactly 

reproducing the insertion in the reference) with less functions. This means that, if employed in 

the spatial neutronics model, the set of ODE based on APOD requires less computational time 

than the POD one. As far as the Modal Method is concerned, acceptable results are reached only 

if the adjoint eigenfunctions are employed as test functions (Case B).  

 
Case A 

(N=5) 

Case B 

(N=5) 

Case C 

(N=5) 

Case C 

(N=7) 

Case D 

(N=5) 

COMSOL 

(reference) 

Inner zone 46.7 119.1 98.6 121.1 121.1 121.1 

Outer zone 73.8 221.7 212.0 224.3 224.3 224.3 

The evolution of the reactivity versus the number of the functions employed11 is described in 

Figure 2.24a and Figure 2.24b for the Doppler effect in inner and outer fuel zone, respectively. 

This analysis is useful to understand how many functions should be included for the flux 

expansion, giving a figure of merit for the employed methods. In particular, as far as the Modal 

Method is concerned (Case B), it is clear that no information is brought by the functions upper 

the first one, i.e., the dominant eigenfunction of the reference configuration. As to the POD and 

APOD methods, the convergence to the “exact” result is reached using 4 functions for the Case 

D, conversely for the Case C until the seventh function the behaviour is not satisfactory. 

                                                           
11 The Case A has been excluded from this analysis since it is not suitable to reproduce the reactivity.   



  
(a) (b) 

One of the major advantage of employing the spatial neutronics model is the possibility to take 

into account the reactivity spatial distribution, i.e., the temperature feedbacks are locally 

calculated, improving the model accuracy compared to the classic Point Kinetics. In Figure 2.25a 

the contribution of each assembly in active zone to the reactivity following a decrease of 600 K 

in the inner zone is shown. In Figure 2.25b, for the same simulation, a longitudinal view of the 

reactivity in the ALFRED core is given, highlighting the reactivity axial distribution. 

 

 

 

(a) (b) 

Lead density effect 

The results of the spatial neutronics model in the different cases are reported in Table 2.12. 

Five functions for the flux expansion have been considered for the Cases A, B, C, D. In addition, 

the result employing seven functions for the Case C is given. The results are similar to the Doppler 

simulation. Once again, they indicate that the best performance is obtained in Case D and also in 

Case C with seven expansion functions, even if Case D obtains the same accuracy with less 

function. As to the Modal Method, acceptable results are reach only if the adjoint eigenfunctions 

are employed as test functions (Case B).  
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(N=5) 
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The evolution of the reactivity versus the number of the functions employed is described in 

Figure 2.26. Even in this case, the convergence to the reference result is reached by the APOD 

method (Case D) with less functions compared to the POD method (Case C). It is interesting to 

notice that for the lead density effect, an acceptable result for the Case C is obtained with three 

functions. On the other hand, for the Doppler effect relevant discrepancies are observed until the 

7th mode is added. Conversely, the APOD method is not affected by this dependence on the 

convergence to the reference value. 

 

As already mentioned in the Introduction, the lead density effect may be positive or negative 

according to the zone involved. This spatial effect is taken into account in the spatial neutronics 

model as represented in Figure 2.27a and Figure 2.27b. In particular, the lead density effect is 

positive in the centre of the core where the effect of absorption reduction is predominant on the 

effect of the increase of leakage. On the other hand, the contribution is negative in the periphery 

of the active zone, i.e, in some FAs of the outer zone, in the dummy elements and in the upper 

and lower reflector. The possibility to take into account these effects in the dynamics modelling 

is definitely a major outcome of the spatial neutronics model.  

 

 

 

(a) (b) 

The capability to reproduce different situations from what included in the snapshots has been 

assessed. Even if the optimum is to calculate as much as possible snapshots related to the system 

behaviour in order to “train” the spatial basis, it is not possible to include every possible situation 
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that may happen in the core and therefore it is important to ensure acceptable results if the 

simulation is run outside the range delimited by the calculated snapshots. In this work, as far as 

the lead density is concerned, only one case has been included in the snapshots, representing an 

increase of 800 K of the lead temperature in the entire system. For this reason, a simulation 

involving a 800 K lead temperature increase only in the fuel region has been carried out. The 

reactivity results for the different cases are reported in Table 2.13.  

Case A 

(N=5) 

Case B 

(N=5) 

Case C 

(N=5) 

Case C 

(N=7) 

Case D 

(N=5) 

COMSOL 

(reference) 

-56.2 3.9 54.9 31.8 7.8 8.7 

The results show that, for a situation which is not directly contemplated in the set of snapshots, 

the APOD method provides better results than POD due to the reduced error compared to the 

reference result of COMSOL.  

In order to assess the capability of the different approaches to correctly reproduce the reactivity 

insertion following a CR insertion, different simulation cases at different CR position have been 

carried out (see Table 2.14). For each case, SERPENT and COMSOL simulations have been 

performed (Figure 2.28) in order to obtain the cross-sections and to calculate the spatial basis and 

the test functions (see Table 2.15). It is worthwhile mentioning that, due to the Modal Method 

approach, the spatial basis for the Case A and B are the same of the thermal feedback study.  

CR insertion  

(relative height 

 in cm) 

Multiplication factor Reactivity insertion 

SERPENT 

(transport) 

COMSOL 

(diffusion) 

Error  

(%) 

SERPENT 

(transport) 

COMSOL 

(diffusion) 

Error  

(%) 

-4 (extracted) 1.07391±6·10-5 1.07387 7.4 0 0  

6 1.06362±6·10-5 1.06409 6.4 -901±7.5 -855.8 -5 

12 1.05474±6·10-5 1.05405 5.4 -1692±7.5 -1751.7 3.5 

18 1.0439±6·10-5 1.04201 4.2 -2677±7.5 -2847.5 6.4 

24 1.03201±6·10-5 1.02911 2.9 -3781±7.5 -4050 7.1 

30 1.01982±6·10-5 1.01584 1.6 -4939±7.5 -5320.1 7.7 

 

 

-5 0 5 10 15 20 25 30
-6000

-5000

-4000

-3000

-2000

-1000

0

CR insertion (cm)

R
e
a
c
ti
v
it
y
 (

p
c
m

)

 

 
SERPENT
COMSOL



 

# 
ψi for Case A,B 

ξi for Case A 
ξi for Case B 

ψi for Case C,D 

ξi for Case C 
ξi for Case D 

1 

    

2 

    

3 

    

 

The multiplication factor calculated with the spatial neutronics model in the different cases are 

reported in Table 2.16 and in Table 2.17. Seven functions for the flux expansion are considered 

for the Cases A, B, C, D. The results give two indications. The first one is that the best 

performance is obtained in Case D (APOD method). The second one is that the Modal Method, 

both Case A and B, are totally inadequate to reproduce the effect of the CR movement. This can 

be explained considering that the MM employs the spatial basis calculated in a unique reference 

solution. This means that it is suitable only if the flux is not strongly perturbed, which is not the 

case of the CR movement.  

CR insertion  

(relative 

height in cm) 

Multiplication factor (N=7)  

CaseA Case B 
Case C Case D COMSOL 

(reference) Value Diff. (pcm) Value Diff. (pcm) 

-4 (extracted) 1.075426 1.073484 1.07458 -65.80 1.073864 0.82 1.073873 

6 1.052188 1.049962 1.06447 -34.93 1.064055 3.63 1.064094 

12 1.018336 1.015744 1.05485 -76.10 1.053916 12.29 1.054045 

18 0.976147 0.973072 1.04207 -6.00 1.041890 11.52 1.042010 

24 0.931826 0.928297 1.02980 -66.11 1.029048 6.52 1.029115 

30 0.889722 0.885887 1.01624 -39.35 1.015817 1.93 1.015837 



CR insertion  

(relative 

height in cm) 

Reactivity insertion (N=7) (pcm) 

CaseA Case B 
Case C Case D COMSOL 

(reference) Value Diff. (pcm) Value Diff. (pcm) 

6 -2053.7 -2086.9 -884.2 28.4 -858.4 2.64 -855.8 

12 -5213.0 -5295.4 -1740.8 -10.9 -1762.6 10.90 -1751.7 

18 -9457.2 -9612.7 -2903.0 55.5 -2857.8 10.29 -2847.5 

24 -14329.8 -14569.6 -4047.0 -3.0 -4055.6 5.57 -4050 

30 -19408.3 -19726.6 -5342.6 22.5 -5321.2 1.14 -5320.1 

The evolution of the multiplication factor versus the number of the functions employed is 

described in Figure 2.29a (CR extracted) and in Figure 2.29b (CR height 18 cm). Even in this 

case, the convergence to the reference result is reached by the APOD method (Case D) with less 

functions compared to the POD method (Case C). It is interesting to notice that in the APOD case 

the addition of a spatial basis function turn results in an improvement of the model performance 

(i.e., the error decreases monotonously with the number of the functions). This is not true for the 

Case C. 

  
(a) (b) 

As far as the Modal Method is concerned, the results of the previous sections state that only in 

the case of the thermal reactivity effect, the approach gives acceptable results and in particular 

only if the adjoint eigenvectors are employed (Case B). If the eigenvectors of the flux are 

employed as test functions (Case A), the spatial neutronics model is not able at all to reproduce 

the reactivity. The Modal Method, both Case A and B, is totally inappropriate for considering 

strong perturbation of the flux as happens during the control rod movements. Therefore, it is not 

the ideal candidate to be employed in the spatial neutronics model.  

The problem of strong perturbation can be overcome employing the POD method for the 

selection of the spatial basis. The results show very good results for Case C (the test functions are 

the same POD modes) and Case D (the test functions take into account the adjoint flux). In 

particular, both for the thermal reactivity effects and the CR movement, the APOD method (Case 

D) shows better outcomes compared to the classic POD method for several reasons. Firstly, it 

reaches the best accuracy with less functions employed, meaning that the computational cost to 

run the model is reduced. Secondly, the APOD method is less affected by the dependence of the 
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functions number on the convergence to the reference value, compared to the POD method. 

Thirdly, it obtains good results also in situations which are not included in the snapshots set.  

Finally, the best performance of the APOD method can be explained considering the role that 

the adjoint flux takes on in the perturbation theory. In this context, it is used as weighting function 

for the evaluation of the reactivity variation (Henry, 1975). Similarly, in our context, the test 

functions are used to “evaluate” the residual introduced with the approximation of Equation (2.4) 

and constraining it to zero (Amsallem and Farhat, 2012).  

In this Chapter, the development of a spatial neutronics model for the reactor core is described. 

This approach is directed to go beyond the classic Point Kinetics (PK) currently used in control-

oriented models due to the inability of such zero-dimensional method to allow for the spatial 

dependence of the flux. To this aim, the paradigm of the ROM is transferred into neutronics 

separating the spatial and time dependence of the neutron flux, which can be represented as a 

linear combination of spatial basis functions. The spatial neutronics modelling has been 

developed considering different choices of spatial basis and test functions, based on the Modal 

Method and the Proper Orthogonal Decomposition. The proposed approach is easy to implement 

in any control simulator environment, thanks to its matrix formulation and the derivation of the 

main variables of interest (power, flux, reactivity).  

The spatial neutronics approach has been tested in a simple 3D case. The results show that the 

proposed approach improves the modelling accuracy with respect to the classic Point Kinetics, 

being the model capable to predict the reactivity evolution also in strong localized transients or 

relevant operational scenarios (e.g., shutdown). In addition, an object-oriented model of the 3D 

test case has been settled in order to prove the feasibility of employing ROM-based components 

in control-oriented simulators. The component (object) can replace the 0D model described in 

Section 1.2.1 without affecting the rest of the simulator. The developed model performs 

simulations in real time, being satisfactory from a computational point of view. In addition to the 

spatial neutronics, a new pin heat transfer model has been conceived ad-hoc in order to obtain 

some advisable features (i.e., modularity, reusability and efficiency) in an object-oriented 

perspective. Differently from the heat transfer model described in Section 1.2.1, it allows selecting 

the number of the fuel, cladding and gap zone which the pin is divided in. In this way, the 

reusability of the model is enhanced and the heat transfer modelling can employ a geometrical 

division coherent with the neutronics model along with a better accuracy during the transient 

behaviour. 

As for the entire reactor core, a detailed model of the ALFRED reactor has been set up by 

means of the continuous energy MC neutron transport code SERPENT with a heterogeneous 

description of the active zone. The average cross-sections for each assembly, calculated by means 

of the MC model, have been used to solve the neutron diffusion PDEs exploiting the capabilities 

of the COMSOL software. Starting from the spatial basis and the test functions calculated by 

means of the neutron diffusion equations, the MM has proved not to be suitable in case of CR 

movement even if it works for thermal feedback effects. On the other hand, an Adjoint Proper 



Orthogonal Decomposition approach is proposed to merge the benefit of the POD spatial basis 

and the relevance of the adjoint flux as test function. This new approach has been tested in case 

of both thermal reactivity effects and CR movement, giving better results with respect to the 

classic POD approach. These results can be explained considering the role that the adjoint flux 

takes on in the perturbation theory as weighting function for the neutron importance.  

In conclusion, a spatial neutronics modelling approach has been proposed aimed at being used 

in a control-oriented simulator. The adopted description allows for the spatial heterogeneity of 

the system, in particular as far as the thermal reactivity feedbacks are concerned, providing a 

spatial representation of the neutron flux. On the other hand, it turns out to be employed in control-

oriented applications, being accurate in both the reactivity and transient representation without an 

excessive computational cost. This modelling improvement may allow adopting innovative 

control strategies, whose feasibility in the nuclear field cannot be adequately studied with the 

Point Kinetics approach. For instance, with a spatial neutronics model, an optimal control of the 

Control Rods movement that minimizes the perturbation on the neutron flux can be assessed, 

since the model allows for the flux distortion due to the CR insertion. 

  



𝐴 coefficient used in Eq. (2.13), cm-1 

c  generic cladding zone  

𝑐𝑝  heat capacity, J kg-1 K-1 

𝐶𝑗  concentration of the jth precursor 

group, cm-3 

𝐷𝑔  neutron diffusion coefficient of the 

gth energy group, cm 

𝑑  density, g cm-3 

E  energy, MeV 

𝐸𝑓   average energy released per fission 

event, J 

𝐸𝑔   energy group threshold, eV 

f  generic fuel zone  

ℱ  fission operator of transport theory 

G  number of energy group, - 

g  generic gap zone 

hCR height of control rods, m 

𝐼  identity matrix of G x G size, - 

𝑘  thermal conductivity, W cm-1 K-1 

ℒ  removal operator of transport theory 

M  number of radial nodes, - 

𝑁  number of employed functions in the 

spatial basis, - 

𝑁𝑠  number of snapshots in the POD 

method, - 

𝑁𝑝  number of employed POD for the 

spatial basis, - 

𝒏  surface normal unit vector, - 

𝑛𝑖
𝑔

  time-dependent coefficient of the ith 

spatial function of the neutron flux of 
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𝑃  number of precursor groups 

employed, - 

𝑄′′′  volumetric heat source, W cm-3 

q  power, W 

𝑞′′  heat flux, W cm-2 

r  radius, cm 

rin  inner radius of generic cylindrical 

zone, cm  

rout  outer radius of generic cylindrical 

zone, cm 

𝒓  spatial coordinate, cm 

S  surface of the spatial domain, cm2 

𝑇  temperature, K 

�̅�  mean temperature, K 

𝑡  time, s 

𝑉  fuel volume, cm3 

𝒗  lead velocity vector, cm s-1 

𝑣𝑔  neutron speed of the gth energy group, 

cm s-1 

z  axial coordinate, cm 

Z  number of axial nodes, - 

0  zero matrix of G x G size, - 

 

𝛼  reactivity coefficient used in Eq. 

(2.32), pcm K-1 

𝛽  total delayed neutron fraction, pcm 

𝛽𝑗  delayed neutron fraction of the jth 

precursor group, pcm 

𝛾  albedo coefficient used in Eq. (2.14), 

- 

𝜆𝑗  decay constant of the jth precursor 

group, s-1 

𝜆𝑖
∗  ith eigenvalue, - 

ν  average number of neutrons emitted 

per fission event, - 

𝜉𝑖
𝑔

  ith test function of the gth energy 

group, cm-2 s-1 

𝜌  reactivity, pcm 

𝛴  generic macroscopic cross-section, 

cm-1 

Σ𝑎
𝑔

  macroscopic absorption cross-

section of the gth energy group, cm-1 

Σ𝑓
𝑔

  macroscopic fission cross-section of 

the gth energy group, cm-1 
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𝑔→

  macroscopic cross-section including 
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cm-1 

Σ𝑠
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  cm-1 

𝜙𝑔  neutron flux of the gth energy group, 

cm-2 s-1 

𝜒𝑑
𝑔

  fraction of delayed neutrons 

generated in the gth energy group, - 

𝜒𝑝
𝑔

  fraction of prompt neutrons 

generated in the gth energy group, - 

𝜒𝑡
𝑔

  fraction of total neutrons generated in 

the gth energy group, - 



𝜓𝑖
𝑔

  ith spatial eigenfunction of the 

neutron flux of the gth energy group, 

cm-2 s-1 

Ω   spatial domain, cm3 
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a  axial 
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g  energy group number 
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In this Chapter, the development of a spatial model of the reactor pool is described. This approach is 

directed to overcome the 0D/1D modelling usually employed in control-oriented models for the fluid 

dynamics physics. In particular, this kind of approach allows the simulation tool to take into account the 

spatial features of the fluid flows, which can be relevant for certain reactor systems. 

Spatial modelling of the reactor pool is based on the POD-FV-ROM procedure, developed on purpose for 

extending the literature approach based on Finite Element to the Finite Volume approximation of the 

Navier-Stokes equations. In addition, the proposed procedure allows building a reduced order model that 

is capable to handle turbulent flows modelled through the Reynold-Averaged Navier Stokes equations. The 

aim of this Chapter is describing the POD-FV-ROM approach (Section 3.2), pointing out the modifications 

implemented with respect to the literature approach. The different treatment of the turbulence issues 

originating from the use of RANS simulations as snapshots is also presented (Section 3.3). In Section 3.4, 

the POD-FV-ROM is tested in the classic benchmark of the numerical simulations for the 2D lid-driven 

cavity. In particular, two simulations at Re=1.000 and Re=100.000 are considered in order to assess both a 

laminar and turbulent case. In Section 3.5, the developed approach is employed to build a ROM-based 

component of the coolant pool of the ALFRED reactor. Finally, a few concluding remarks are drawn in 

Section 3.6. 
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n the present simulators for control purposes, the modelling of the coolant pool is usually 

based on zero-dimensional or one-dimensional models. This kind of approaches prevents the 

simulation tool from taking into account turbulence mixing and 3D effects. These phenomena 

assume great relevance in a pool-type reactor, which is the typical configuration for LFRs. 

Moreover, due to the lead corrosion issues on structural materials, an oxygen control in the reactor 

pool is advisable and the design of the control system should properly take into account these 

spatial issues.  

To this aim, a viable solution is to employ ROM techniques especially focused on the fluid 

dynamics field (Lassila et al., 2013). Numerical simulation of fluid flows requires a strong 

computational effort but it is essential in engineering applications. Even if the computational 

power is becoming more and more available, the need of finding a trade-off between 

computational cost and solution accuracy is a preeminent issue not only in the control field but 

also in process optimization and in general in any real time or many query context (Gunzburger, 

2003; Rozza, et al., 2008; Quarteroni et al., 2011; Chinesta et al., 2015; Hesthaven et al., 2016). 

ROM can be employed for instance as the basis for the synthesis and the verification of controllers 

(El-Farra and Christofides, 2002; Bergmann et al., 2005; Barbagallo et al., 2011) or used in some 

optimization algorithms (Oliveira and Patera, 2007; Carlberg and Farhat, 2008; Lassila and 

Rozza, 2010). Among the several reduced order techniques, the Proper Orthogonal 

Decomposition (POD) with the snapshot technique (Sirovich, 1987; Holmes et al., 1996) is 

probably the most widespread in the complex fluid flow computation. POD technique was first 

introduced to study the coherent structures in experimental turbulent flows (Lumley, 1967; Aubry 

et al., 1988; Berkooz et al., 1993) but it has recently become a valuable option in the ROM 

framework (Cazemier et al., 1998; Kunisc and Volkwein, 2003; Weller et al., 2010; Wang et al., 

2012) due to the capability to select the most energetic modes representing the most significant 

features of the system. Starting from proper numerical solutions of the system, i.e., the so called 

“snapshots”, a POD basis maximizing the energy content in the starting ensemble data is created. 

By applying the Galerkin projection of the original system into the space spanned by the POD 

basis, a low-order model can be obtained (POD-G-ROM) (Wang et al., 2012; Iliescu and Wang, 

2014).  

Even if in principle the several ROM techniques can be applied to different approximation 

schemes (i.e., finite difference, Finite Volume (FV), Finite Elements (FE), spectral methods), the 

most widespread method used is the FE method. This entails that the several reduced-order 

techniques are usually optimized for this discretization method. On the other hand, the fluid-

dynamics approach consolidated in the industrial field, and especially in nuclear engineering, is 

usually based on FV approximation of the Navier-Stokes Equations (NSEs). In particular, the 

latter is considered (a) robust, (b) computationally inexpensive, and (c) suitable when the 

conservativity of the numerical flux is a relevant issue, like in the fluid-dynamics application 

(Eymard et al., 2000). Even if the FE can be more accurate, the FV is usually chosen for industrial 

applications in fluid dynamics since it does not require any particular functional framework as FE 

and it preserves locally the conservation laws (Fletcher, 1996; Versteeg and Malalasekera, 2007). 

Nowadays, the most widespread computational codes used in the industry, both commercial 

I 



(CFX, FLUENT, STARCD) (Iaccarino, 2001) and open-source (OpenFOAM) (Weller et al., 

1998), are based on FV discretization. In literature, the general application of ROM technique 

using FV approximation has been investigated in the works of Haasdonk and Ohlberger 

(Drohmann et al., 2009; Haasdonk and Ohlberger, 2008a; Haasdonk and Ohlberger, 2008b; 

Hasssdonk et al., 2008; Haasdonk and Ohlberger, 2009;) extending the Reduced Basis (RB) 

approach to general linear evolution schemes such as finite volume schemes. Notwithstanding, 

there is a lack of literature regarding POD-G-ROM with FV approximation of the Navier-Stokes 

equations. At the best of the author knowledge, only Östh et al. (2014) used a commercial FV 

code to solve the LES equation in the offline procedure without specifying if a special procedure 

was used. On the other hand, a flux matching procedure (instead of Galerkin projection) based on 

Reynold-Averaged Navier Stokes (RANS) equations is proposed by Rambo et al. (Rambo and 

Yoshi, 2005; Rambo, 2006; Rambo and Yoshi, 2007). 

Another remarkable issue is that the fluid flow usually considered in the nuclear engineering 

field is turbulent, as in the coolant pool of the ALFRED reactor. The eddies created by the 

turbulence span a large range of length and time scales. Accordingly, they can be modelled with 

several degrees of accuracy according to the resolution needed for the engineering application 

(Versteeg and Malalasekera, 2007). Even if Large Eddy Simulation (LES) and Direct Numerical 

Simulation (DNS) are very accurate (but computational expensive), for most engineering 

applications the RANS equations are sufficient to describe the main time-averaged properties of 

the flow (velocity, pressures, and stresses). To this end, suitable turbulence models are taken into 

account such as the eddy viscosity models (e,g, Spalart-Allmaras, k –ε , k–ω) (Pope, 200; Versteeg 

and Malalasekera, 2007). A lot of papers are present in the literature dealing with POD-ROM 

models for High Reynolds number starting from snapshots collected by LES and DNS simulations 

(Aubry et al., 1988; Bergmann and Bruneau, 2009; Wang et al., 2011; Balajewicz and Dowell, 

2012; Wang et al., 2012; Balajewicz et al., 2013; Cordier et al., 2013; San and Iliescu, 2013; 

Iliescu and Wang, 2014; Osth et al., 2014; Protas et al., 2015). As stated in these works, the main 

problem is the occurrence of unstable time behaviour in the reduced order model. This can be 

explained, as it has been confirmed in (Couplet et al., 2003), considering the concept of the energy 

cascade, firstly proposed by Richardson (1922) and then confirmed by the Kolmogorov’s theory 

(Kolmogorov, 1941). A turbulent flow is composed by different size eddies. The large eddies 

carry most of the energy, extracting the energy from the mean flow. These eddies are unstable 

and break up into smaller eddies. In this way, the energy is transferred from the large scale to the 

smaller one. At a certain point, the eddies reach a sufficiently small length and energy scale that 

the viscosity can dissipate the kinetic energy into internal energy. Since the POD basis is built 

considering a maximum energy criterion, the POD truncation error leaves out the higher order 

modes, which are the less energetic but the most dissipative ones. Accordingly, the truncated 

POD-ROM model can blow up. In literature, this issue has been fixed introducing proper closure 

modelling. Among the possible solutions, the introduction of a fictitious eddy viscosity, 

modelling a stabilizing dissipative term, was considered in several ways (Aubry et al., 1988; 

Wang et al., 2011).  

As pointed out in the Introduction, the practical application of this thesis is the improvement 

of the mentioned object-oriented plant simulator of ALFRED, i.e., substituting some components 

based on zero-dimensional model with ROM-based ones ensuring a high level of accuracy 

without increasing the computational burden. In particular, in this Chapter, the effort is focused 



on the improvement of the fluid dynamics introducing a spatial modelling of the coolant pool. In 

Section 3.2, the modifications needed to the classic POD-G-ROM to be adopted in a FV 

framework are highlighted, i.e.,  a ROM for Computational Fluid Dynamics (CFD) application 

based on FV approximation (POD-FV-ROM) is developed. In this way, starting from the results 

available in RANS simulations, the application field of POD-ROM technique can be enlarged to 

the industrial world of the nuclear engineering. In this light, it is important to adopt the 

consolidated tools employed for the resolution of NSEs in nuclear field and to modify as less as 

possible the turbulent models usually employed. To this end, for the offline calculation, i.e., the 

resolution of the Full Order Model and the basis calculation, the open-source OpenFOAM 

software is adopted (Weller et al., 1998; OpenFOAM, 2014) as a reliable, tested and flexible tool 

for CFD application also in the nuclear field (Cai and Wanabe, 2011; Gandhir and Yassan, 2011; 

Clifford et al., 2013; Aufiero et al., 2014; Fiorina et al., 2015; Jareg et al., 2015). As a favourable 

feature, the POD-FV-ROM should be implemented just introducing some post-processing 

utilities, avoiding the need to modify the already tested solvers. In Section 3.3, the approach 

adopted for the turbulence, starting from RANS simulations, is presented in order to handle 

turbulent flows. The adoption of RANS with eddy viscosity models (necessary for the creation of 

the snapshots) allows avoiding the incorporation of the fictitious eddy viscosity since this quantity 

is already calculated in the Full Order Model (FOM). In Section 3.4, the POD-FV-ROM is tested 

in the classic benchmark of the numerical simulations for the 2D lid-driven cavity (Ghia et al., 

1982; Botella and Peyret, 1998; Bruneau and Saad, 2006). In particular, two simulations at 

Re=1.000 and Re=100.000 are considered in order to assess both a laminar and turbulent case. In 

Section 3.5, the developed approach is employed to build a ROM-based component of the coolant 

pool of the ALFRED reactor. Finally, a few concluding remarks are drawn in Section 3.6. 

 

In this section, the attention is paid to define a procedure for obtaining a POD-ROM of the 

Navier-Stokes equations considering the Finite Volume approximation (POD-FV-ROM). For the 

moment, we consider the incompressible Navier-Stokes equations without any turbulence 

treatment (this aspect will be introduced in Section 3.3). In equations, it reads: 

{
𝒖𝑡 + (𝒖 ∙ 𝛻)𝒖 − 𝜐∆𝒖 + 𝛻𝑝 = 0

𝛻 ∙ 𝒖 = 0
 

where u is the velocity, p is a normalized pressure12 and 𝜐 is the kinematic viscosity. The equations 

are given in a domain Ω with proper boundary and initial conditions.  

In literature, there are several papers about POD-Galerkin ROM for Navier-Stokes equations. 

In this subsection, the classic POD-G-ROM methodology is briefly summarized according to 

(Lassila et al., 2010; Wang et al., 2012; Kunisch and Volkwein, 2013; Wang and Iliescu, 2014). 

For more details about the POD theory, the reader may refer to (Sirovich, 1987; Holmes et al., 

1996). 

                                                           
12 p is the thermodynamic pressure divided by the fluid density.  



The main assumption in the reduced order techniques based on projection method is that the 

approximated solution of the problem 𝒖𝑟(𝒙, 𝑡) can be expressed as linear combination of spatial 

modes 𝝋𝑖(𝒙) multiplied by temporal coefficients 𝑎𝑖(𝑡). If we consider the velocity, this 

assumption reads13 

𝒖(𝒙, 𝑡) ≈ 𝒖𝑟(𝒙, 𝑡) =∑𝑎𝑖(𝑡)𝝋𝑖(𝒙)

𝑁𝑟

𝑖=1

 

The selection of the spatial modes is one of the crucial point in the reduced order modelling. 

A correct choice of these functions leads to an efficient ROM, reducing the online simulation time 

and/or increasing the accuracy with respect to the Full Order Model (FOM). The POD basis  

𝑋𝑁𝑟
𝑃𝑂𝐷 ≔ 𝑠𝑝𝑎𝑛{𝝋𝑖}𝑖=1,..,𝑁𝑟 

can be build starting from a set of velocity solutions sampled at different and evenly spaced times 

(i.e., the snapshots) 

𝒖𝑛(𝒙) ≔ 𝒖(𝒙, 𝑡𝑛)        𝑛 = 1,… , 𝑁𝑠 

The snapshot can be numerical solutions of the NSEs (typical from LES and DNS simulations or 

even by the RANS equations considered in this paper) or they are obtained from experimental 

results. The POD basis minimizes the difference between the snapshots and the spatial modes in 

the X-norm, given the orthonormality of the modes. If the L2-norm is chosen, the POD basis is 

optimal considering the energy contained in the snapshots. 

𝑋𝑁𝑟
𝑃𝑂𝐷 = arg𝑚𝑖𝑛

1

𝑁𝑠
∑‖𝒖𝑛(𝒙) −∑〈𝒖𝑛(𝒙), 𝝋𝑖(𝒙)〉𝐿2𝝋𝑖(𝒙)

𝑁𝑟

𝑖=1

‖

𝐿2

2

   〈𝝋𝑖(𝒙), 𝝋𝑗(𝒙)〉𝐿2 = 𝛿𝑖𝑗    

𝑁𝑠

𝑛=1

 

In order to solve Equation (3.5), the following eigenvalue problem is considered 

𝐶𝜉𝑖 = 𝜆𝑖𝜉𝑖                𝑖 = 1, … , 𝑁𝑠 

where 𝐶 ∈  ℝ𝑁𝑠 x 𝑁𝑠 is the correlation matrix whose components are calculated as follows 

[𝐶]𝑘𝑙 =
1

𝑁𝑟
〈𝒖𝑘(𝒙), 𝒖𝑙(𝒙)〉𝐿2 

The (𝜆𝑖, 𝜉𝑖) eigenvalue – eigenvector pair is used to construct the functions of the POD basis 

𝝋𝑖(𝒙) =
1

√𝜆𝑖
∑𝜉𝑖,𝑛𝒖𝑛(𝒙)

𝑁𝑠

𝑛=1

         𝑖 = 1, … , 𝑁𝑟 

It is worthwhile to remind that, since the eigenvalues are sorted in descending order, the first 

modes have the property to retain the most of the energy present in the original solutions (Berkooz 

et al., 1993) This is an important feature when considering the turbulence effects. In addition, the 

functions are orthogonal and they can be suitable normalized in order to obtain 

〈𝝋𝑖(𝒙), 𝝋𝑗(𝒙)〉𝐿2 = 𝛿𝑖𝑗. 

                                                           
13 Generally, the velocity field is decomposed in a mean time-independent flow and a linear combination 

of time-dependent fluctuations. Hereinafter, we consider a general formulation with no base flow.  



Replacing the velocity 𝒖 with 𝒖𝑟 in the Equation (3.1) and applying a Galerkin projection of 

the resulted system on the functions of the POD basis, the following POD-Galerkin ROM (POD-

G-ROM) is obtained 

𝑑𝑎𝑗(𝑡)

𝑑𝑡
= 𝜐∑𝐵𝑗𝑖

𝑁𝑟

𝑖=1

𝑎𝑖(𝑡) −∑∑𝐶𝑗𝑘𝑖

𝑁𝑟

𝑖=1

𝑁𝑟

𝑘=1

𝑎𝑘(𝑡)𝑎𝑖(𝑡)       𝑗 = 1, … , 𝑁𝑟  

where 

𝐵𝑗𝑖 = 〈𝛻𝝋𝑗 , 𝛻𝝋𝑖〉𝐿2 

𝐶𝑗𝑘𝑖 = 〈𝝋𝑗 , (𝝋𝑘 ∙ 𝛻)𝝋𝑖〉𝐿2 

𝑎𝑗(0) =  〈𝝋𝑗 , 𝒖1(𝒙)〉𝐿2 

Equation (3.9) can be expressed as the following autonomous dynamical system in which the 

unknowns are the time-dependent coefficients 𝑎𝑖(𝑡): 

�̇� = 𝜐𝑩𝒂 − 𝒂𝑻𝑪𝒂 

In deriving the POD-G-ROM, two relevant assumptions are made: 

a) The first one is the lack of a pressure term in Equation (3.9). This can be explained 

considering that the POD modes are linear combination of the snasphots, which are 

divergence-free since they satisfy the continuity equation. In this way, the POD modes 

preserve the divergence-free property (in discrete sense). The Galerkin projection of the 

pressure term reads: 

〈𝝋𝑖 , 𝛻𝑝〉𝐿2 = ∫ 𝝋𝑖 ∙ 𝛻𝑝 𝑑𝒙 = −∫ 𝑝 ∙ (∇ ∙ 𝝋𝑖) 𝑑𝒙 + ∫ 𝑝 ∙ (𝝋𝑖 ∙ 𝒏) 𝑑𝒙

∂ΩΩΩ

 

where the first term is null and the second one is also zero in case of enclosed flows 

(Lassila and Rozza, 2010). In general, the pressure term can be neglected if the 

computational domain is large enough (Wang et al., 2012), or proper boundary 

conditions are satisfied (Iliescu and Wang, 2014). On the other hand, in some cases it is 

not possible to eliminate this term and some additional terms (Noack et al., 2005), or the 

construction of a basis for the pressure are needed (Bergmann et al., 2009).  

b) The second point is that the term Bij (Equation (3.9)) representing the diffusive term is 

derived keeping into account that Δu=div(∇u) and applying the Green formula for the 

divergence operator. This procedure is typical of the weak formulation of differential 

problems in the FE approach and it is extended also to POD-G-ROM (Wang et al., 2012). 

These two observations are relevant in the following application of POD-G-ROM to the FV 

discretization. 

The Finite Volume method is a discretization method based on a “balance” approach, well 

suited for the resolution of equations based on conservation laws. A local balance, obtained from 

the discretization of the integral form of the governing equations, is written on each discretization 

cell (i.e., control volume – see Figure 3.1).  



 

This method is quite attractive for CFD since the quantities of interest (mass flow, momentum) 

are conserved at the discrete level (Jasak, 1996). Considering the momentum balance of Equation 

(3.1), the integral form on a generic control volume VP reads 

∫ [
𝜕

𝜕𝑡
∫ 𝒖𝑡𝑑𝑉
𝑉𝑃

+∫ (𝒖 ∙ 𝛻)𝒖𝑑𝑉 − 𝜐∫ ∆𝒖𝑑𝑉 +
𝑉𝑃

∫ 𝛻𝑝𝑑𝑉
𝑉𝑃𝑉𝑃

] 𝑑𝑡
𝑡+∆𝑡

𝑡

= 0 

In general, the variation of the velocity u around the centroid of the control volume (denoted as P 

in Figure 3.1) is taken as linear in order to have a second-order accurate method. In the following, 

this assumption is adopted.  

In order to obtain a POD-FV-ROM, it is important to remind three relevant numeric issues 

characterizing the FV discretization of the Navier-Stokes equations: 

a) the convective (non-linear) term, given the linear variation of u and applying the 

generalized form of the Gauss’ theorem, is discretized as (Jasak, 1996) 

∫ (𝒖 ∙ 𝛻)𝒖
𝑉𝑃

= ∫ 𝜵 ∙ (𝒖𝒖)
𝑉𝑃

≈∑𝑺𝑓 ∙ 𝒖𝑓𝒖𝑓
𝑓

=∑𝐹𝒖𝑓
𝑓

 

where Sf is the face area vector of the face (see Figure 3.1) and F is the face flux. This 

entails that the face flux field should be considered in the POD-FV-ROM procedure in 

order to be consistent with the full order modelling.  

b) The continuity equation is discretised as follows 

∫ 𝛻 ∙ 𝒖
𝑉𝑃

=∑𝑺𝑓 ∙ 𝒖𝑓
𝑓

=∑𝐹

𝑓

= 0 

i.e., the divergence-free constraint is applied not to the cell center value, but to the face 

flux. In this way, it is not possible anymore to neglect the pressure term, as seen for the 

POD-G-ROM, since the snapshots, calculated in the center cell value, are not 

divergence-free14.  

 

                                                           
14 Actually, the snapshots are “almost” divergence-free due to the relation between the center and the flux 

value. Notwithstanding, it is better not to consider the snapshot fields as solenoidal to avoid introducing 

error in the ROM due to the discretization process.  



c) The diffusive term is discretised as 

𝜐∫ ∆𝒖 = 𝜐∑𝑺𝑓 ∙ 𝛻𝒖𝑓
𝑓

= 𝜐
𝑉𝑃

∑|∆|
𝒖𝑁 − 𝒖𝑃
|𝒅|

+ 𝒌 ∙ (𝛻𝒖)𝑓
𝑓

 

where the first term is the orthogonal contribution and the second one the non-orthogonal 

correction (Figure 3.2).  

 

A second possible option for the discretization of the diffusive term can be undertaken. 

If we considered Δu=div(∇u) and if we applied the Green formula for the divergence 

operator, the following discretization would be obtained  

𝜐∫ ∇ ∙ 𝛻𝒖 = 𝜐∑𝑺𝑓 ∙ 𝛻𝒖𝑓
𝑓

= 𝜐∑𝑺𝑓 ∙

𝑓𝑉𝑃

[𝑓𝑥 (
1

𝑉
∑𝑺𝑓𝒖𝑓
𝑓

)

𝑃

+ (1 − 𝑓𝑥)(
1

𝑉
∑𝑺𝑓𝒖𝑓
𝑓

)

𝑁

] 

It is clear that the Green formula leads to a different discretization of the diffusive term. 

The Equation (3.18) is usually preferred to Equation (3.19) since, although both are 

second-order accurate, the second one involves a larger computational molecule and the 

first term of the truncation error is four time larger than the first one (Jasak, 1996). 

Accordingly, the Green formula cannot be exploited in the POD-FV-ROM procedure 

since it would introduce discretization discrepancies between the Full Order Model and 

the Reduced Order one. As additional consequence, the boundary conditions cannot be 

explicitly incorporated in the reduced order model as in the POD-G-ROM case. 

Finally, in the application of POD-G-ROM to the Finite Volume discretization, the three 

aforementioned issues typical of FV discretization should be carefully handled, considering the 

assumptions of the POD-G-ROM pointed out in the subsection 2.1. In the next section, the 

modifications needed in the light of the previous considerations are pointed out.  

A POD-Galerkin Reduced Order Modelling for Finite Volume discretization should take into 

account the remarks outlined in the subsection 3.2.2, i.e., the need of calculating the face flux, the 

incorporation of the pressure term and the problem of considering the boundary conditions since 

the Green formula cannot be used. The procedure is intended to be the less “invasive” as possible 

to avoid modifying the Full Order Model, i.e., the code and solver usually adopted in industrial 

problems.   

The first two issues can be solved expanding the face flux and the pressure as linear 

combination of some spatial modes: 



𝐹(𝒙, 𝑡) ≈ 𝐹𝑟(𝒙, 𝑡) =∑𝑎𝑖(𝑡)𝜓𝑖(𝒙)

𝑁𝑟

𝑖=1

 

𝑝(𝒙, 𝑡) ≈ 𝑝𝑟(𝒙, 𝑡) = ∑𝑎𝑖(𝑡)𝜒𝑖(𝒙)

𝑁𝑟

𝑖=1

  

where 𝜓𝑖(𝒙) and 𝜒𝑖(𝒙) are the functions of the spatial basis for the face flux and the pressure 

respectively. These spatial bases are constructed considering the eigenvectors of the correlation 

matrix of the velocity (Equation (3.7)) and the snapshots of the face flux/pressure (𝐹𝑛(𝒙) and 

𝑝𝑛(𝒙), obtained from the full order model) as follows: 

𝜓𝑖(𝒙) =
1

√𝜆𝑖
∑𝜉𝑖,𝑛𝐹𝑛(𝒙)

𝑁𝑠

𝑛=1

         𝑖 = 1, … , 𝑁𝑟  

𝐹𝑛(𝒙) ≔ 𝐹(𝒙, 𝑡𝑛)        𝑛 = 1,… , 𝑁𝑠 

𝜒𝑖(𝒙) =
1

√𝜆𝑖
∑𝜉𝑖,𝑛𝑝𝑛(𝒙)

𝑁𝑠

𝑛=1

         𝑖 = 1, … , 𝑁𝑟 

𝑝𝑛(𝒙) ≔ 𝑝(𝒙, 𝑡𝑛)        𝑛 = 1,… , 𝑁𝑠 

Please note that the time coefficients for the approximated velocity, face flux and pressure are the 

same, therefore only the momentum equation is needed to solve them. Limited to the pressure, 

this approach was used in (Bergmann et al., 2009). On the other hand, in this work the weights 

employed to build the spatial basis are calculated from the eigenvectors of the correlation matrix 

of the velocity, and not a combination of velocity and pressure, as in the previous mentioned 

reference. In this way, the physical meaning of retaining the most energetic modes in the basis is 

conserved.  

This approach can be interpreted as if the state vector of the variables of interest is expanded 

as linear combination of state vector spatial modes: 

(

𝒖(𝒙, 𝑡)

𝐹(𝒙, 𝑡)

𝑝(𝒙, 𝑡)
) ≈ (

𝒖𝒓(𝒙, 𝑡)

𝐹𝑟(𝒙, 𝑡)

𝑝𝑟(𝒙, 𝑡)
) =∑𝑎𝑖(𝑡)(

𝝋𝑖(𝒙)

𝜓𝑖(𝒙)

𝜒𝑖(𝒙)
)

𝑁𝑟

𝑖=1

 

Replacing the velocity 𝒖 with 𝒖𝑟 and p with pr in the Equation (3.1), employing the approximated 

face flux Fr in the convective term (Equation (3.16)), and applying the Galerkin projection, the 

following POD-Galerkin ROM for Finite Volume discretization (POD-FV-ROM) is obtained 

𝑑𝑎𝑗(𝑡)

𝑑𝑡
= 𝜐∑𝐵𝑗𝑖

𝑁𝑟

𝑖=1

𝑎𝑖(𝑡) −∑∑𝐶𝑗𝑘𝑖

𝑁𝑟

𝑖=1

𝑁𝑟

𝑘=1

𝑎𝑘(𝑡)𝑎𝑖(𝑡) −  ∑𝐴𝑗𝑖

𝑁𝑟

𝑖=1

𝑎𝑖(𝑡) 

where 

𝐵𝑗𝑖 = 〈𝝋𝑗 , Δ𝝋𝑖〉𝐿2 

𝐶𝑗𝑘𝑖 = 〈𝝋𝑗 , ∇ ∙ (𝜓𝑘 , 𝝋𝑖)〉𝐿2 

𝐴𝑗𝑖 = 〈𝝋𝑗 , ∇𝜒𝑖〉𝐿2 

 



The dynamical system of the time-dependent coefficient can be expressed as  

�̇� = 𝜐𝑩𝒂 − 𝒂𝑻𝑪𝒂 + 𝑨𝒂 

Please note that for the term Bji, the Green formula has not been applied. Therefore, the Boundary 

Conditions (BCs) are “embedded” in the Bji term and not explicit present in the ROM formulation.  

This may be of concern if the control is the purpose of the reduce order modelling. In 

particular, in the fluid dynamics field, the classic control variable is the velocity at the boundary 

(Barbagallo et al., 2009) since it could be used to control the velocity field in the domain or an 

output variable of interest. In this view, if the reduced order model is directed to the synthesis of 

controllers, it should have the possibility to vary the velocity in order to test the several control 

action. Even if in this work the variation of the BCs is not considered in the numerical simulations, 

the possibility to parametrized the velocity at the BC in the reduced order model is taken into 

account. To this aim, a POD penalty method enforcing the BCs is considered (Sirisup and 

Karniadakis, 2005). As in the spectral methods (Gottlieb and Orszag, 1977), the Dirichlet BCs 

are directly incorporate in the Galerkin projection of the NSE as constraints  

〈𝝋𝑗 , 𝒖𝑡 + (𝒖 ∙ 𝛻)𝒖 − 𝜐∆𝒖 + 𝛻𝑝 + 𝜏Γ(𝒖 − 𝒖𝑩𝑪)〉𝐿2 = 0 

where uBC is the Dirichlet boundary condition, τ the penalty factor and Γ is a null function except 

on the boundary where the condition is imposed (Sirisup and Karniadakis, 2005). The POD-

penalty method allows not only incorporating and handling Dirichlet boundary conditions but it 

has two other significant advantages. The first one is that this procedure enforces the 

approximated velocity ur to respect the B.C. of the problem. This should not be taken for granted 

since the approximated velocity is a linear combination of spatial functions, which in general do 

not respect the Dirichlet BC15, except in the case of homogeneous one. The second advantage in 

using the POD penalty method lays in the fact that in this case the model is not autonomous 

anymore. In this way, wrong long-time integration behaviour and the initial condition issue are 

less troublesome (Sirisup and Karniadakis, 2005). As for the penalty factor, this number is usually 

tuned with a sensitivity analysis (Sirisup and Karniadakis, 2005; Bizon and Continillo, 2012). In 

general if τ tends to zero, the BCs are not enforced. On the other hand, if τ tends to infinity the 

reduced order model becomes ill-conditioned. (Sirisup and Karniadakis, 2005) 

The POD-FV-ROM system is then modified accordingly: 

𝑑𝑎𝑖(𝑡)

𝑑𝑡
= 𝜐∑𝐵𝑗𝑖

𝑁𝑟

𝑖=1

𝑎𝑖(𝑡) −∑∑𝐶𝑗𝑘𝑖

𝑁𝑟

𝑖=1

𝑁𝑟

𝑘=1

𝑎𝑘(𝑡)𝑎𝑖(𝑡) −  ∑𝐴𝑗𝑖

𝑁𝑟

𝑖=1

𝑎𝑖(𝑡) − 𝜏 (𝒖𝑩𝑪 ∙ 𝑫𝑗 −∑𝐸𝑗𝑖

𝑁𝑟

𝑖=1

𝑎𝑖(𝑡)) 

where the additional terms with respect to Equation (3.27) are projected on the boundary 

considered as follows: 

𝑫𝑗 = 〈𝝋𝑗〉𝐿2,𝜕Ω 

𝐸𝑗𝑖 = 〈𝝋𝑗 , 𝝋𝑖〉𝐿2,𝜕Ω 

 

                                                           
15 The functions of the basis do not respect the Dirichlet BC since they are linear combination of 

snapshots (Equation (3.8)) which respect the BC in turn.  



The POD-FV-ROM dynamical system for incompressible laminar NSE reads as  

�̇� = 𝜐𝑩𝒂 − 𝒂𝑻𝑪𝒂 − 𝑨𝒂 − 𝜏(𝒖𝑩𝑪𝑫 − 𝑬𝒂) 

 

The POD-FV-ROM presented in Section 3.2 is suitable for laminar flows since no turbulence 

treatment is considered in the Full Order Model (Equation (3.1)). Notwithstanding, the majority 

of the industrial applications deals with turbulent flows and the reduced order model should 

handle this aspect in order to become a powerful tool. To this end, the first choice to be made 

concerns the degree of detail in the modelling of turbulent flow. Even if in literature LES or DNS 

simulations are usually adopted for the FOM (i.e., for the snapshots as in Aubry et al., 1988; 

Bergmann and Bruneau, 2009; Wang et al., 2011; Balajewicz and Dowell, 2012; Wang et al., 

2012; Balajewicz et al., 2013; Cordier et al., 2013; San and Iliescu, 2013; Iliescu and Wang, 2014; 

Osth et al., 2014; Protas et al., 2015), in this work the RANS approach is considered as in Rambo 

and Yoshi, 2005; Rambo, 2006; Rambo and Yoshi, 2007. This choice is due to the fact that in the 

modelling of industrial turbulent flows, this approach is preferred to the DNS or LES approaches 

since the latter are computationally too expensive for complex geometry (Versteeg and 

Malalasekera, 2007). Employing the RANS in the FOM and for the snapshot generation allows 

preserving the typical industrial modelling approach in the application of the reduced order 

modelling, as we will see in the following. Contrary to the work of Rambo et al., where a flux 

matching procedure is proposed, in this work the Galerkin projection is used. In this sense, this 

work constitutes first attempt in literature to use the POD-Galerkin approach to handle turbulence 

issues starting from RANS simulations. 

The proposed procedure for incorporating the turbulence treatment in the POD-FV-ROM is 

different from the standard literature approach (Aubry et al., 1988; Zang et al., 2011). In the latter 

case, the POD-G-ROM is usually modified introducing a fictitious eddy viscosity, in order to 

prevent the occurrence of the blowup of the system. This undesired behaviour can be ascribed to 

the discard of the high order modes which contribute to the energy dissipation. The POD-G-ROM 

of Equation (3.9) is usually modified as follows: 

𝑑𝑎𝑗(𝑡)

𝑑𝑡
= 𝜐∑𝐵𝑗𝑖

𝑁𝑟

𝑖=1

𝑎𝑖(𝑡) −∑𝐻𝑗𝑖

𝑁𝑟

𝑖=1

𝑎𝑖(𝑡) −∑∑𝐶𝑗𝑘𝑖

𝑁𝑟

𝑖=1

𝑁𝑟

𝑘=1

𝑎𝑘(𝑡)𝑎𝑖(𝑡) −  ∑𝐴𝑗𝑖

𝑁𝑟

𝑖=1

𝑎𝑖(𝑡)  

where 

𝐻𝑗𝑖 = 〈𝛻𝝋𝑗 , 𝜐𝐸𝑉𝛻𝝋𝑖〉𝐿2  

There are several closure models for eddy viscosity 𝜐𝐸𝑉 available in literature, the reader may 

refer to (San and Iliescu, 2013) for a general review. It should be noted that, differently from the 

literature cases that employ LES and DNS simulations for the snapshots creation, a term 

representing an eddy (turbulent) viscosity already exists if the RANS is adopted as FOM 

(Versteeg and Malalasekera, 2007). In particular, if we consider a general RANS eddy viscosity 

model, the equations of the FOM read:  



{𝒖𝑡 +
(𝒖 ∙ 𝛻)𝒖 = 𝛻 ∙ [−𝑝𝑰 + (𝜐 + 𝜐𝑡)(𝛻𝒖 + (𝛻𝒖)𝑻) − 2/3𝑘𝑰]

𝛻 ∙ 𝒖 = 0
  

The turbulent viscosity 𝜐𝑡 is usually function of one (�̃� in Spalart-Allmaras) or two variables 

(k and ε/ω in the respective models) (Versteeg and Malalasekera, 2007). The equations of these 

quantities are usually complicated, depending on several parameters and functions. In order to 

avoid the implementation of these complex relationships in the ROM, only the eddy viscosity is 

taken into account. The idea is once again to expand the eddy viscosity of Equation (3.39) as 

linear combination of spatial modes 

𝜐𝑡(𝒙, 𝑡) ≈ 𝜐𝑡,𝑟(𝒙, 𝑡) = ∑𝑎𝑖(𝑡)𝜙𝑖(𝒙)

𝑁𝑟

𝑖=1

  

where 𝜙𝑖(𝒙) are the functios of the spatial basis for the eddy viscosity. As for the face flux and 

pressure, the spatial basis can be built starting from the snapshots of the viscosity (𝜐𝑡,𝑛(𝒙)) and 

the eigenvectors of the correlation matrix of the velocity (Equation (3.7)).  

𝜙𝑖(𝒙) =
1

√𝜆𝑖
∑𝜉𝑖,𝑛𝜐𝑡,𝑛(𝒙)

𝑁𝑠

𝑛=1

         𝑖 = 1, … , 𝑁𝑟  

𝜐𝑡,𝑛(𝒙) ≔ 𝜐𝑡(𝒙, 𝑡𝑛)        𝑛 = 1,… , 𝑁𝑠 

Also in this case, the time-coefficients are the same for velocity, face flux, pressure and turbulent 

viscosity, and only the momentum equation is needed to solve them. By adding the viscosity, the 

state vector of Equation (3.26) can be updated as: 

(

𝒖(𝒙, 𝑡)

𝐹(𝒙, 𝑡)

𝑝(𝒙, 𝑡)

𝜐𝑡(𝒙, 𝑡)

) ≈

(

 

𝒖𝒓(𝒙, 𝑡)

𝐹𝑟(𝒙, 𝑡)

𝑝𝑟(𝒙, 𝑡)

𝜐𝑡,𝑟(𝒙, 𝑡))

 =∑𝑎𝑖(𝑡)

(

 

𝝋𝑖(𝒙)

𝜓𝑖(𝒙)

𝜒𝑖(𝒙)

𝜙𝑖(𝒙))

 

𝑁𝑟

𝑖=1

 

The POD-FV-ROM for the RANS eddy viscosity model reads: 

𝑑𝑎𝑖(𝑡)

𝑑𝑡
= 𝜐∑𝐵𝑗𝑖

𝑁𝑟

𝑖=1

𝑎𝑖(𝑡) + 𝜐∑𝐵𝑇𝑗𝑖

𝑁𝑟

𝑖=1

𝑎𝑖(𝑡) −∑∑𝐶𝑗𝑘𝑖

𝑁𝑟

𝑖=1

𝑁𝑟

𝑘=1

𝑎𝑘(𝑡)𝑎𝑖(𝑡) +  ∑∑𝐶𝑇1𝑗𝑘𝑖

𝑁𝑟

𝑖=1

𝑁𝑟

𝑘=1

𝑎𝑘(𝑡)𝑎𝑖(𝑡)

+∑∑𝐶𝑇2𝑗𝑘𝑖

𝑁𝑟

𝑖=1

𝑁𝑟

𝑘=1

𝑎𝑘(𝑡)𝑎𝑖(𝑡) +∑𝐴𝑗𝑖

𝑁𝑟

𝑖=1

𝑎𝑖(𝑡) − 𝜏(𝒖𝑩𝑪 ∙ 𝑫𝑗 −∑𝐸𝑗𝑖

𝑁𝑟

𝑖=1

𝑎𝑖(𝑡)) 

where the additional terms with respect to Equation (3.33) are: 

𝐵𝑇𝑗𝑖 = 〈𝝋𝑗, ∇ ∙ (𝛻𝝋𝑖
𝑻)〉𝐿2 

𝐶𝑇1𝑗𝑘𝑖 = 〈𝝋𝑗 , 𝜙𝑘Δ𝝋𝑖〉𝐿2 

𝐶𝑇2𝑗𝑘𝑖 = 〈𝝋𝑗, ∇ ∙ 𝜙𝑘(𝛻𝝋𝑖
𝑻)〉𝐿2 

Please note that the 2/3𝑘𝑰 term is neglected in the ROM since it can be incorporated in the 

pressure term (Pope, 2000). The dynamical system of the time-dependent coefficients for 

turbulence can be expressed as  

�̇� = 𝜐(𝑩 + 𝑩𝑻)𝒂 − 𝒂𝑻(𝑪 − 𝑪𝑻𝟏 − 𝑪𝑻𝟐)𝒂 + 𝑨𝒂 − 𝜏(𝒖𝑩𝑪𝑫 − 𝑬𝒂) 



The procedure proposed in this work has the advantage to be the more flexible possible and 

the less dependent to the turbulent modelling. In particular, the approach can be applied to any 

model that expresses the momentum equation as Equation (3.39), disregarding the specific 

modelling of the turbulent viscosity16. In addition, since in the POD-FV-ROM the diffusive term 

is not modified with the Green formula, the approach can be used also whether wall functions are 

applied. Indeed, problems may arise in the treatment of the wall functions if the BCs are directly 

incorporated in the ROM, since the wall functions of the turbulent quantities may be neither 

constant nor time-independent.  

Even if the procedure proposed for the turbulent treatment is different from the classic one 

available in literature (Aubry et al., 1988; Zang et al., 2011), the Equation (3.48) is similar to the 

system obtained if we apply a modal eddy viscosity (Rempfer and Fasel, 1994; Noack et al., 2005; 

Osth et al., 2014). In these works, the eddy viscosity 𝜐𝐸𝑉 is mode dependent and it is obtained by 

solution matching (Rempfer and Fasel, 1994) or power balance (Noack et al., 2005). In this work, 

𝜐𝑡 is expanded in spatial modes calculated according RANS simulations.  

 

In this section, the POD-FV-ROM is tested in the classic benchmark of the numerical 

simulations for the 2D lid-driven cavity (Ghia et al., 1982; Botella and Peyret, 1998; Bruneau and 

Saad, 2006). It is worthwhile to remind that this is not a reduction from a 3D model to a 2D one 

and the 2D geometry is adopted for the sake of simplicity even if the approach can be easily 

extended to the 3D case. Two simulations at Re=1.000 and Re=100.000 are considered in order 

to assess both the laminar and turbulent flows. The lid-driven cavity is used as classical test 

problem for the evaluation of numerical techniques and validation of incompressible Navier-

Stokes codes due to the simplicity of both the geometry and boundary conditions, despite the 

presence of unphysical singularities at its corners (Botella and Peyret, 1998). It is worthwhile to 

remind that we focus on the numerical aspects and aims of the benchmark, leaving out all the 

physical implications (Erturk, 2009). The geometry of the benchmark is depicted in Figure 3.3, 

i.e., a square cavity of unit length. The boundary conditions are u=(-1,0) on the side y=1 and 

u=(0,0) on the other three sides.  

As figures of merit to evaluate the behaviour of the POD-FV-ROM, the kinetic energy, the 

velocity, the pressure and the respective L2 error norm are considered. The results of the FOM are 

taken as reference to assess the ROM. In addition, for the laminar case, the comparison between 

the reduced order model steady-state solution and the data available in literature is presented.  

                                                           
16 This is due to the choice to not project the equations that govern the eddy viscosity behaviour as the 

turbulent kinetic energy (k) and the specific rate dissipation (ω) in the k-ω modelling.  



 

The offline procedure, i.e., the calculation of the FOM solutions (i.e., the snapshots), the 

snapshots creation and the construction of the matrices of Equation (3.48), is performed in the 

OpenFOAM environment. OpenFOAM is an open source library for numerical simulation in 

continuum mechanics. The toolkit is very flexible thanks to the object-oriented programming, 

allowing users to customise, extend and implement complex physical model. Even if the POD 

creation is already present in the extended version of OpenFOAM (Jasak et al., 2007), some 

utilities have been updated or created in order to implement the offline phase of POD-FV-ROM 

in the library.  

The online phase, i.e., the calculation of the ROM solutions and the implementation of the 

equation set of Equation (3.48), is performed with the Modelica language (Fritzson, 2004; The 

Modelica Association, 2014) in Dymola simulation environment (Elmqvist et al., 1993; 

DYMOLA, 2015). The component “cavity_laminar” with the Modelica code used to implement 

the cavity reduced order model for the laminar case is shown in Figure 3.4. 

 
 

model cavity_laminar 

import C_function; 

parameter Integer N=53 "Number of functions in the basis"; 

parameter Real nu=1e-3 "Kinematic viscosity"; 

parameter Real A[:,:]=readMatrix("matrices.mat", "A", N, 

N); 

parameter Real B[:,:]=readMatrix("matrices.mat", "B", N, 

N); 

parameter Real E[:,:]=readMatrix("matrices.mat", "E", N, 

N); 

parameter Real D[:,1]=readMatrix("matrices.mat", "D", N,1

); 

parameter Real ci[1,:]=readMatrix("ci.mat", "ci", 1,N); 

parameter Real tau=1e-2; 

equation  

der(a)=nu*B*a-C_function(a)-A*a+tau(u_BC*D-E*a); 

initial equation  

   a=transpose(ci); 

end cavity_laminar; 



For the sake of clarity, some numerical clarifications should be pointed out. As for the Full 

Order Model, a merged PISO-SIMPLE (PIMPLE) algorithm (Versteeg and Malalasekera, 2007; 

OpenFOAM, 2014) available in OpenFOAM is employed to solve the NSE and the RANS 

equations in order to obtain for each time step at least a convergence of 10-5 for the main variables 

(i.e., velocity, pressure, turbulent quantities, ….). The fourth-order numerical schemes for spatial 

discretization available in OpenFOAM are used, whereas a second order Backward 

Differentiation Formula (BDF) implicit scheme is adopted for the time discretization. A (1024 x 

1024) structured equispaced mesh is employed to obtain an accurate solution without 

compromising the ROM performance since the ROM computational time does not depend on the 

degree of freedom of the FOM. The offline procedure was performed on the CINECA GALILEO 

cluster with 64 processors. As for the online phase, the integration algorithm DASSL (Petzold, 

1982) is used to solve the ODE system with a 10-5 relative tolerance. The ROM simulation was 

carried out on a personal computer (single processor).  

In the first simulation, an unsteady incompressible laminar flow at Re=1.000 (i.e., 𝜐=10-3) in 

the 2D lid-driven cavity is considered. Let Ω = (0,1) X (0,1) and T > 0 the simulation time, the 

governing equations reads 

{
 
 

 
 
𝒖𝑡 + (𝒖 ∙ 𝛻)𝒖 − 𝜐∆𝒖 + 𝛻𝑝 = 0   𝑜𝑛 [0, 𝑇] 𝑥 Ω

𝛻 ∙ 𝒖 = 0  𝑜𝑛 [0, 𝑇] 𝑥 Ω

𝒖 = (−1,0) 𝑜𝑛 [0, 𝑇] 𝑥 Γ1
𝒖 = (0,0) 𝑜𝑛 [0, 𝑇] 𝑥 Γ2,3,4
𝒖 = (0,0) 𝑜𝑛 [0] 𝑥 Ω

   

The full order simulation is performed until T=100 s with a constant time step of 5·10-4. Figure 

3.5a and Figure 3.6a present the velocity and the pressure of the full order simulation at different 

time. During the offline phase, the basis for the velocity, the face flux and the pressure are 

calculated following the procedure described in Section 3.2.2.  

 

 

 

 

 

 

 



   

   

   

   

   
(a) FOM (b) ROM (c) difference 



   

   

   

   

   
(a) FOM (b) ROM (c) difference 



As for the snapshots creation, the first three functions of the velocity and pressure bases are 

shown in Figure 3.7 and the decay of the normalized POD eigenvalues is given in Figure 3.8. 

From the latter figure, it is possible to establish the number of the functions in the basis given a 

“tolerance” on the normalized eigenvalues17. For the laminar case, 50-60 basis functions are 

sufficient to keep the normalized eigenvalue below 10-12-10-14. In particular, Nr=53 basis functions 

are used for the laminar case hereinafter in order to obtain a truncation error of 10-12 (Table 3.1). 

The truncation error of the POD procedure is defined as 

𝑒𝑃𝑂𝐷(𝑁) = 1 −∑𝜆𝑖

𝑁

𝑖=1

 

 

  

  

  
(a) velocity (b) pressure 

                                                           
17 It is important to remind that, even if the sum of the eigenvalues can be usually referred to the energy 

content in the snapshots, this number is not indicative of the relative error of the reduced order model. 



 

N 𝑒𝑃𝑂𝐷 

1 2.1·10-2 

5 5.2·10-4 

10 3.0·10-5 

15 2.5·10-6 

20 2.5·10-7 

30 2.3·10-9 

40 2.0·10-11 

50 1.2·10-12 

53 1.0·10-12 

Once having calculated the matrices of the Equation (3.27), the set of the ODE is simulated in 

the Dymola environment. A sensitivity analysis was performed to establish a proper value of the 

penalizing factor τ between 10-5 and 100. A value of τ = 10-2 is found to be sufficient to enforce 

the BCs without afflicting the ODE system with ill-conditioning problems. A first check to assess 

the accuracy of the POD-FV-ROM is to calculate the relative error of the kinetic energy between 

FOM and ROM (Figure 3.9).  

 



It is clear that the results are satisfactory being the error always lower than 4·10-4. Moreover, in 

the second part of the transient, the error is positive indicating that the reduced order model is 

slightly underestimating the energy content. This means that the POD-FV-ROM is not affected 

by the energy blowup mentioned in the Section 3.1 (Osth et al., 2014; Couplet et al., 2003), even 

if this problem is more related to turbulent flows than laminar ones.  

Figure 3.5b and Figure 3.6b present the velocity and the pressure fields reconstructed starting 

from the POD time coefficients whereas their relative difference with respect to the FOM results 

is depicted in Figure 3.5c and Figure 3.6c. In order to give a numerical estimation of the difference 

between the ROM and FOM, the L2 error is introduced. For instance, for the velocity it reads:  

‖𝑒‖𝐿2 = √
〈(𝒖𝑭𝑶𝑴 − 𝒖𝑟), (𝒖𝑭𝑶𝑴 − 𝒖𝑟)〉𝐿2

〈𝒖𝑭𝑶𝑴, 𝒖𝑭𝑶𝑴〉𝐿2
 

In Figure 3.10, the L2 error for the ROM velocity field is compared with the error of the velocity 

reconstructed from the Galerkin projection of the snapshots on the basis functions. The latter can 

be considered a “reference” value given a fixed number of basis functions. The error is always 

lower than 10-3, being higher in the first part of the transient mainly because the flow starts at rest 

and the error is magnified by the small velocity magnitude. At the end of the transient, the error 

is set lower than 10-5.  

 

As for the pressure error (Figure 3.11), a good result is obtained since  the error is between 10-

3 and 10-6. It is interesting to notice that in the second part of the transient, the ROM pressure error 

is lower than the basis projection ones. This is not surprising considering that the time coefficients 

for ROM pressure are the same with respect to the ROM velocity and the spatial basis for pressure 

are calculated from the eigenvectors of the correlation matrix of the velocity (see Equation (3.21) 

and Equation (3.24)).  



 

As last comparison, a benchmark with literature data (Ghia et al., 1982; Botella and Peyret, 

1998) is also undertaken to prove the accuracy of the reduced order model. In particular, the ROM 

velocity at the end of the transient is compared with the steady-state solution of the lid-driven 

cavity at Re=1.000. Figure 3.12 presents the comparison through the horizontal and the vertical 

centreline of the cavity for the velocity, the pressure and the vorticity. As for the streamlines and 

the vorticity, the contours of these quantities are compared in Figure 3.13 and Figure 3.14, 

respectively (see Table 3.2 and Table 3.3 for the contour values). The almost perfect agreement 

between the literature data and the ROM results confirm the reliability of the POD-FV-ROM 

procedure for the laminar case.  

Finally, for the full order model, a computational time of 2590 cpu-hours was required for the 

simulation of T=100 s. On the other hand, for the ROM, only a computational time of 5 s was 

needed to perform the same simulation. For the sake of completeness, for the POD generation and 

the ROM matrix calculation of the offline step, the procedure takes 150 and 180 minutes, 

respectively.   

 
(a) velocity 



 
(b) pressure 

 
(c) vorticity 

  
(a) present work (b) work of Botella and Peyret (1998) 



Streamfunction 

Value 0.1175 0.115 0.11 0.1 9·10-2 7·10-2 5·10-2 

label a  b  c  d 

Value 3·10-2 1·10-2 1·10-4 1·10-5 1·10-10 0 -1·10-6 

label  e f     

Value -1·10-5 -5·10-5 -1·10-4 -2.5·10-4 -5·10-4 -1·10-3 -1.5·10-3 

label g  h  i  j 
 

  
(a) present work (b) work of Botella and Peyret (1998) 

Vorticity 

Value 5 4 3 2 1 0.5 0 -0.5 -1 -2 -3 

label a b c d e f g h i j k 

In the second simulation, an unsteady incompressible turbulent flow at Re=100.000 (i.e., 𝜐=10-

5) is considered. According to Section 3.3, any RANS approach with turbulent viscosity model 

can be applied to the POD-FV-ROM for turbulent flows. Nevertheless, for this simulation, the 

Shear Stress Transport (SST) formulation of the k-ω modelling (Menter, 1994; Menter et al., 

2003) is selected for two main reasons.  

{
 
 
 
 
 

 
 
 
 
 𝒖𝑡 + (𝒖 ∙ 𝛻)𝒖 = ∇ ∙ [−𝑝𝑰 + (𝜈 + 𝜈𝑡)(∇𝒖 + (∇𝒖)𝑇) −

2

3
𝑘𝑰] 𝑜𝑛 [0, 𝑇] 𝑥 Ω

𝛻 ∙ 𝒖 = 0 𝑜𝑛 [0, 𝑇] 𝑥 Ω

𝒖 = (−1,0) 𝑜𝑛 [0, 𝑇] 𝑥 Γ1
𝒖 = (0,0)  𝑜𝑛 [0, 𝑇] 𝑥 Γ2,3,4
𝒖 = (0,0) 𝑜𝑛 [0] 𝑥 Ω

𝜕𝑘

𝜕𝑡
+ (𝒖 ∙ 𝛻)𝑘 = 𝛻 ∙ [(𝜈 + 𝜈𝑇𝛼𝑘)𝛻𝑘] − 𝛽∗𝑘𝜔 + 𝑃 𝑜𝑛 [0, 𝑇] 𝑥 Ω

𝜕𝜔

𝜕𝑡
+ (𝒖 ∙ 𝛻)𝜔 = 𝛻 ∙ [(𝜈 + 𝜈𝑇𝛼𝜔)𝛻𝜔] − 𝛽𝜔2 +

𝛾

𝜈𝑇
𝑃 + 2(𝐹1 − 1)

𝛼𝜔2
𝜔

𝛻𝑘 ∙ 𝛻𝜔 𝑜𝑛 [0, 𝑇] 𝑥 Ω

 



The first one is that SST k-ω is a low – Reynolds model and the mesh can be refined without 

compromising the solution stability. In this way, we provide the FOM, and in turn the ROM, with 

a fine mesh solution. The second reason to select SST k-ω relies on the fact that this model blends 

the k-ω features near the wall and the k-ε behaviour in the bulk flow. Let Ω = (0,1) X (0,1) and T 

> 0 the simulation time, the governing equations reads (for further information about the model 

parameter, functions and the BC of the turbulent quantities, please refers to Menter, 1994; Menter 

et al., 2003; OpenFOAM, 2014). 

The full order simulation is performed until T=100 s with a constant time step of 4·10-4. Figure 

3.15a, Figure 3.16a and Figure 3.17a present the velocity, the pressure and the eddy viscosity of 

the full order simulation at different time. During the offline phase, the basis for the velocity, the 

face flux, the pressure and the eddy viscosity are calculated following the procedure described in 

Section 3.3. As for the snapshots creation, the first three functions of the velocity, pressure and 

turbulent viscosity bases are shown in Figure 3.18 and the decay of the normalized POD 

eigenvalues is given in Figure 3.19. Considering the decay trend, Nr=85 basis functions are used 

for the turbulent case hereinafter in order to reach a good compromise between accuracy and 

computational requirements. The number of the basis functions is increased with respect to the 

laminar case as expected due to the increase of the Reynolds number and the flow complexity. 
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(a) FOM (b) ROM (c) difference 



   

   

   

   

   
(a) FOM (b) ROM (c) difference 



   

   

   
(a) velocity (b) pressure (c) turbulent viscosity  

 

Once having calculated the matrices of the Equation (3.27), the set of the ODE is simulated in 

the Dymola environment. The penalizing value τ is fixed at 10-2. Due to the energy blow up 

afflicting the turbulent flows mentioned in the Section 3.1, the relative error of the kinetic energy 

between FOM and ROM could be significant (Figure 3.20). Except in the very initial moment of 



the transient, the relative error is around 10-3, indicating that the ROM is not affected by energy 

blow up. In particular, in the second part of the transient, even if the error is negative (i.e., the 

energy in ROM becomes slightly greater than the energy in FOM), the energy difference is 

reduced along the simulation time. Figure 3.15b, Figure 3.16b and Figure 3.17b present the 

velocity, the pressure and the turbulent viscosity field reconstructed starting from the POD time 

coefficients. The relative difference with respect to the FOM results is depicted in Figure 3.15c, 

Figure 3.16c and Figure 3.17c. 

 

In Figure 3.21, the L2 error for the ROM velocity is compared with the error of the velocity 

reconstructed from the Galerkin projection of the snapshots on the basis functions. Also in this 

case, the error is higher in the first part of the transient since the velocity magnitude starts at rest 

(see initial condition, Equation (3.52)) small. After 15 s, the error is lower than 6·10-3 and at the 

end of the transient, it is set to 3.5·10-4.  

 

Similar results are obtained for the pressure error (Figure 3.22). The error in the first instances 

is 4·10-2, but just after some seconds is kept lower than 8·10-3 for all the transient. The error for 

the turbulent viscosity is shown in Figure 3.23. The results seems to be less satisfactory with 



respect to the velocity and pressure but it should consider that, in this work, as for the pressure, 

the spatial basis for the turbulent viscosity are calculated form the eigenvectors of the correlation 

matrix of the velocity and therefore they are not tailored for the turbulent viscosity. In this way, 

only the momentum equation is projected in the spatial basis, disregarding the complicated the 

equations for the turbulent quantities. Nevertheless, other options can be undertaken as the 

expansion of k and ω along with the projection of all the equation constituting the turbulence 

modelling. Notwithstanding, the maximum L2 error is 10-1 at the beginning of the transient and 

after some seconds it sets to 10-2 for the rest of the transient.  

 

 

Finally, for the full order model, a computational time of 4462 cpu-hours was required for the 

simulation of T=100 s. On the other hand, for the ROM, only a computational time of 45 s was 



needed to perform the same simulation. For the sake of completeness, for the POD generation and 

the ROM matrix calculation of the offline step, the procedure takes 3 cpu-hours and 760 cpu-

hours, respectively.  

 

A reduced order model of the ALFRED coolant pool (Figure 3.24a) has been set up according 

to the POD-FV-ROM procedure described in Sections 3.2 and 3.3. In particular, a 2D geometry 

(Figure 3.24b) is adopted for the sake of simplicity even if the approach can be easily extended 

to the 3D case. The reduced order model is aimed at being employed in the object-oriented plant 

simulator of the ALFRED reactor, substituting the zero-dimensional model of the cold pool. As 

already stated in Section 3.1, the spatial effects assume great relevance in a LFR pool especially 

whether the oxygen control is required. To this end, relying on a spatial model could provide 

additional information in the development of the control system design.  

In order to demonstrate the possibility to employ ROM-based components in control-oriented 

simulator, the possibility to vary the input variables of the model should be undertaken. In this 

case, the latter are represented by the Steam Generator (SG) outlet (uSG1, uSG2) velocity. In 

particular, they could be a possible control variable employed to change the core inlet velocity 

profile18 (uin). In addition, these variables are the connections between the cold pool component 

and the rest of the plant, the core inlet profile being an input parameter for the core component 

since it determines the mass flow rate for each FA, and the SG outlet velocity being an output 

parameter for the SG component. For this purpose, a parametric reduced order model of the 

ALFRED pool has been developed, focusing on the variation of the core inlet velocity profile 

following a SG outlet (uSG1, uSG2) velocity change. Considering the high density of the lead and 

the velocity in the pool, the turbulent approach described in Section 3.3 is applied to the ALFRED 

coolant pool case.  

 

 

(a) (b) 

 

                                                           
18 The inlet temperature can be also changed whether the energy equation is considered. 

SG outlet / flow inlet

Core inlet / flow outlet

Free surface Free surface

Wall



The offline procedure, i.e., the calculation of the FOM solutions, the snapshots creation and 

the construction of the matrix of Equation (3.48), is performed in the OpenFOAM environment 

(Weller et al., 1998; OpenFOAM, 2014) and exploiting the post-processing utilities developed 

for the cavity case (Section 3.4.1). The boundary conditions for pressure and velocity are shown 

in Figure 3.25. In particular, for the outlet SG velocity, a range between 0.17 m/s (nominal 

condition) and 0.085 m/s (50% reduction with respect to the nominal condition) is spanned.  

 

As for the RANS turbulent modelling, the Shear Stress Transport (SST) formulation of the k-

ω modelling (Menter, 1994; Menter et al., 2003; OpenFOAM, 2014) is selected because it is a 

low Reynolds model and it blends the k-ω features near the wall and the k-ε behaviour in the bulk 

flow. Notwithstanding, a steady-state comparison with respect to k-ε modelling with wall 

functions is performed in nominal condition stating a good agreement between the outcomes of 

the two modelling approaches (Figure 3.26 and Figure 3.27).  

  
(a) (b) 

ω

ε

SG1 outlet / flow inlet

Core inlet / flow outlet

Free surface Free surface

Wall

𝒖 = 0  𝑚𝑠−1

𝛻  𝑝 = 0

𝒖 = 0.085 ÷ 0.17 𝑚𝑠−1

𝛻  𝑝 = 0

𝛻  𝒖 = 0

𝑝 = 0

𝒖 = 0  𝑚𝑠−1

𝛻  𝑝 = 0

SG2 outlet / flow inlet

𝒖 = 0.085 ÷ 0.17 𝑚𝑠−1

𝛻  𝑝 = 0
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ω

ε

Sixteen transients are performed to span the range of the outlet velocity between 0.17 and 

0.085 m/s (Table 3.4). After 0.5 s, a 5 s ramp decrease of the SG outlet velocity is carried out 

from the initial nominal value to the final value. Figure 3.28 represents the evolution of the 

contours of the velocity magnitude in Case 13, along with the profile of the velocity at the core 

inlet. Besides being a demanding transient both from a computational and operational point of 

view, it is interesting to point out the change in the velocity profile at the core inlet. After the 

decrease of the SG2 velocity, the profile at the core inlet is totally changed, moving from the 

center of the core to the periphery. This kind of information cannot be retrieved with a zero-

dimensional/1D model where usually the core inlet velocity is decreased to the same amount of 

the SG decrease, with an unchanged profile. Even if the field of application is the control, it is 

clear that dealing with a model that is able to reproduce such behaviour can provide significant 

insight from a safety point of view. In particular, for the considered transient, the change in the 

core inlet profile results in the cooling modification of different core zones, especially for the left 

part of the core where the velocity of the coolant is close to zero and almost no cooling action is 

performed.  

Case # 
uSG1 (m/s) uSG2 (m/s) 

initial final initial final 

1 0.170 0.085 0.170 0.085 

2 0.170 0.085 0.170 0.119 

3 0.170 0.085 0.170 0.153 

4 0.170 0.085 0.170 0.170 

5 0.170 0.119 0.170 0.085 

6 0.170 0.119 0.170 0.119 

7 0.170 0.119 0.170 0.153 

8 0.170 0.119 0.170 0.170 

9 0.170 0.153 0.170 0.085 

10 0.170 0.153 0.170 0.119 

11 0.170 0.153 0.170 0.153 

12 0.170 0.153 0.170 0.170 

13 0.170 0.170 0.170 0.085 

14 0.170 0.170 0.170 0.119 

15 0.170 0.170 0.170 0.153 

16 0.170 0.170 0.170 0.170 
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For the sake of clarity, some numerical clarifications should be pointed out. A PISO algorithm 

(Versteeg and Malalasekera, 2007; OpenFOAM, 2014) available in OpenFOAM is employed to 

solve the RANS since a fixed time step of 4·10-4 s allows obtaining for each time step at least a 

convergence of 10-4 for the main variables (i.e., velocity, pressure, turbulent quantities, ….). The 

offline procedure was performed on the CINECA GALILEO cluster with 16 processors.  

In the object-oriented simulator described in Chapter 1, the cold pool is modelled considering 

mass and energy balances (Figure 3.29). As pointed out in the Section 3.1, this kind of approach 

prevents the simulation tool from taking into account turbulence mixing and 3D effects, which 



can have a remarkable impact both on control (i.e., the oxygen control in LFR) and safety (i.e., as 

in Case #13 of the previous section, see Figure 3.28) issues.  

Model Cold_pool "Open tank with free surface" 

parameter Area A "Cross-sectional area"; 

parameter Volume V0=0 "Volume at zero level"; 

parameter Pressure pext=1.01325e5 "Surface pressure"; 

parameter Boolean allowFlowReversal=system.allowFlowReversal "= true to allow flow reversal, false 

restricts to design direction"; 

outer ThermoPower.System system "System wide properties"; 

parameter Length ystart "Start level" 

parameter SpecificEnthalpy hstart=1e5 

Length y(start=ystart, stateSelect=StateSelect.prefer) "Level"; 

Volume V "Liquid volume"; 

Mass M "Liquid mass"; 

Enthalpy H "Liquid (total) enthalpy"; 

Medium.SpecificEnthalpy h(start=hstart, stateSelect=StateSelect.prefer)     "Liquid specific enthal

py"; 

Medium.SpecificEnthalpy hin "Inlet specific enthalpy"; 

Medium.SpecificEnthalpy hout "Outlet specific enthalpy"; 

Medium.AbsolutePressure p(start=pext) "Bottom pressure"; 

constant Real g=Modelica.Constants.g_n; 

parameter Choices.Init.Options initOpt=Choices.Init.Options.noInit     "Initialisation option; 

 

equation  

liquidState = Medium.setState_ph(pext, h); 

V = V0 + A*y "Liquid volume"; 

M = V*Medium.density(liquidState) "Liquid mass"; 

H = M*Medium.specificInternalEnergy(liquidState) "Liquid enthalpy"; 

der(M) = inlet.m_flow + outlet.m_flow "Mass balance"; 

der(H) = inlet.m_flow*hin + outlet.m_flow*hout "Energy balance"; 

p - pext = Medium.density(liquidState)*g*y "Stevino's law"; 

end Cold_pool; 

 

The Coolant Pool ROM component of the ALFRED reactor (Figure 3.30) has been developed 

employing the turbulent POD-FV-ROM approach proposed in Sections 3.2 and 3.3, considering 

the velocity of the two SGs as parametrized boundary conditions. Accordingly, the Equation 

(3.48) is modified as follows 

�̇� = 𝜐(𝑩 + 𝑩𝑻)𝒂 − 𝒂𝑻(𝑪 − 𝑪𝑻𝟏 − 𝑪𝑻𝟐)𝒂 + 𝑨𝒂 − 𝜏(𝒖𝑺𝑮𝟏𝑫𝑺𝑮𝟏 + 𝒖𝑺𝑮𝟐𝑫𝑺𝑮𝟐 − 𝑬𝒂) 

 

The Equation (3.53) is implemented in the component (Figure 3.31) that calculates the mass 

flow rate of the central FA as possible output variable. 
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model pisoFoam_OO 

 extends ThermoPower.Icons.Water.Tank; 

  import nonlinear_piso_bis; 

  parameter Integer N=79 "Numer of basis"; 

   parameter Real B_b_1[:,1]=readMatrix("B_79.mat", "B_b_1", N,1); 

   parameter Real B_b_2[:,1]=readMatrix("B_79.mat", "B_b_2", N,1); 

   parameter Real Mat[:,:]=readMatrix("Mat_79.mat", "Mat", N, N); 

   parameter Real FA_1_flow[1,:]=readMatrix("FA_in_1.mat", "FA_in_1_v", 1,N); 

   parameter Real ci[1,:]=readMatrix("ci_79.mat", "ci_1", 1,N); 

   parameter Real h1=1; 

   parameter Real h2=1; 

  parameter Real u_in_2=-0.17; 

     Real a[N,1]; 

 

equation  

  der(a)=Mat*a+B_b_1*inlet_SG_1.m_flow+B_b_2*inlet_SG_2.m_flow+nonlinear_piso_bis(a); 

  FA_int_1.m_flow=-FA_1_flow[1,:]*a[:,1; 

 

initial equation  

   a=transpose(ci); 

end pisoFoam_OO; 

 

 

As for the simulation results, firstly, a reduced order model has been developed representing 

the time behaviour for fixed boundary conditions for each case. For the sake of brevity, only the 

results on the parametrized coolant pool ROM are presented in this Section. The following 

parametrized model has been developed starting from the snapshots of the cases involving only 

the velocity variation of the second steam generator (i.e., the Cases from 13 to 16, see Table 3.4).  

In order to assess the accuracy of the ROM model, the difference between the ROM and FOM 

model is reported using the L2 error (see Equation (3.51)). In Figure 3.32, the L2 error of the ROM 

velocity is compared with 80 and 65 spatial basis functions following a velocity variation of the 

second SG of 10%, 30% and 50% with respect to the nominal value. For a velocity variation of 

10% and 30% (i.e., uSG2 = 0.153 m/s and uSG2 = 0119 m/s, respectively), the error is almost always 

lower than 1·10-2, whereas for a velocity variation of 50% (i.e., uSG2 = 0.085 m/s) the error is 

between 5·10-2 and 8·10-3. Even if a worse performance is obtained in the latter case, the results 

are very promising being the maximum relative error of 5%. 
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The L2 error of the velocity field is relevant for a general assessment of the accuracy of the 

reduced order model. On the other hand, since the purpose is the use of the ROM-based 

component in a control-oriented simulator, the evaluation of the discrepancies between the FOM 

and the ROM-based component in reproducing the output variables is relevant as well. In this 

sense, the output variables of the coolant pool model are the inlet mass flow rate of the FA since 

they represent the connection between the coolant pool ROM and the reactor core model. In 

Figure 3.33, the variation of the mass flow rate in the central FA is shown following a velocity 

variation of the second SG of 10%, 30% and 50% with respect to the nominal value. 
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(c) 

In the different cases, there is a good agreement between the reduced order model and the full 

order model. It is worthwhile to underline that for all the three cases, the 0D model of the cold 

pool completely fails in reproducing the transient behaviour and the final mass flow rate value. 

This can be explained considering the Figure 3.28. In this asymmetric transient, the spatial 

information of the velocity is crucial since the inlet velocity profile moves to the periphery of the 

core. This effect is well represented in the full order model and in the derived reduced order 

model. On the other hand, the 0D model is not able to catch this spatial information and the 

outcome is an average mass flow rate along the entire core inlet.  

As already done in Section 2.4.2 for the neutronics, the capability of the reduced order model 

to reproduce different situations from what included in the snapshots (Table 3.4) should be 

assessed. Even if the best option consists in calculating as much as possible snapshots related to 

the system behaviour in order to “train” the spatial basis, it is not possible to include every possible 

situation that may happen in the cold pool and therefore it is important to ensure acceptable results 

if the simulation is run outside the range delimited by the calculated snapshots. To this purpose, 

the variation of the second SG velocity of 20% and 40% with respect to the nominal value (i.e., 

uSG2 = 0.136 m/s and uSG2 = 0102 m/s, respectively) is considered with the full order model. The 

results are then compared with the ROM built starting from the snapshots calculated beforehand 

(i.e., the Cases from 13 to 16, see Table 3.4).  

In Figure 3.34, the L2 error of the ROM velocity with 80 spatial basis functions following a 

velocity variation of the second SG of 20%, and 40% with respect to the nominal value is shown. 
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Even if the error is around 10% at the end of the transient, the results should be read considering 

that these situations are not included in the snapshots set. In this case, there is no guarantee that 

the reduced order model can reproduce the correct behaviour. On the other hand, the coolant pool 

ROM turns out to give physical results without mathematical or numerical issues. This is mainly 

due to the fact that in this thesis the CRT approach has been selected rather than SRS (see 

Introduction), building the reduced order model upon a robust physical model.  

 
(a) 

 
(b) 

 

In addition, the assessment is performed also considering the output variable, i.e., the mass 

flow rate in the central FA (Figure 3.35). A good agreement is obtained in case of 20% variation 

(Figure 3.35a), whereas in the other case (Figure 3.35b) a bigger discrepancy is found. This can 

be explained considering the velocity inlet profile for FOM e ROM model (Figure 3.36). In 

particular, there is a shift in the profile between the two models, magnified by the fact that the 

mass flow rate behaviour in the central FA is considered. However, the result can be considered 

acceptable since the 0D model shows a bigger discrepancy than the ROM-based component with 

respect to the high fidelity model.  
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Finally, for the full order model, a computational time of 212 cpu-hours is required for a single 

simulation case of 70 s. On the other hand, for the ROM, only a computational time of 25 s 

(Nr=80) is needed to perform the same simulation. For the sake of completeness, for the POD 

generation and the ROM matrix calculation of the offline step, the procedure takes 0.3 cpu-hours 

and 40 cpu-hours, respectively.  

 

In this Chapter, the development of a spatial model of the reactor pool is described. This 

approach is directed to overcome the 0D/1D modelling usually employed in control-oriented 
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models for the fluid dynamics. In particular, the 0D/1D approach prevents the simulation tool 

from taking into account the spatial features of the fluid flows, which can be relevant for certain 

reactor systems.  

As first step to provide the object-oriented simulator with a ROM-based component 

representative of the ALFRED coolant pool, a POD-Galerkin Method for Finite Volume 

Approximation of Navier-Stokes and RANS equations has been developed. The aim of this new 

ROM approach is both to extend the classic POD-Galerkin-ROM method to the Finite Volume 

approximation of the Navier-Stokes equations and to build a reduced order model that is capable 

to handle turbulent flows modelled through the RANS equations. The reason behind this effort is 

to pursue the classic approach used in nuclear engineering for the turbulent flows based on the 

Finite Volume approach. Since for the control-related applications the RANS equations are 

sufficient to describe the main time-averaged properties of the flow (velocity, pressures stresses), 

the focus has been oriented to turbulence modelling such as the eddy viscosity models. The POD-

FV-ROM procedure has been described starting from the modifications to the classic POD-G-

ROM that should be adopted in a FV framework. A different approach from the literature cases 

that usually employ LES and DNS simulations for the snapshots creation has been adopted to 

treat the turbulence. The adoption of RANS with eddy viscosity models (necessary for the creation 

of the snapshots) allows avoiding the incorporation of the fictitious eddy viscosity since this 

quantity is already calculated in the Full Order Model. The eddy viscosity is expanded as a linear 

combination of spatial modes, but the time-coefficients are the same for velocity, face flux, 

pressure, and turbulent viscosity, and the spatial basis is calculated from the eigenvectors of the 

correlation matrix of the velocity. In this way, only the momentum equation is projected in order 

to obtain the set of ROM equations. Moreover, this procedure is not tailored to a specific turbulent 

model and can be applied to any eddy viscosity model, for all the different equations related to 

the turbulent quantities. The POD-FV-ROM has been tested in the classic benchmark of the 

numerical simulations for the 2D lid-driven cavity. In particular, two simulations at Re=1.000 and 

Re=100.000 have been considered in order to assess both laminar and turbulent flows. Some 

quantities have been compared with the FOM in order to assess the performance of the proposed 

ROM procedure i.e., the kinetic energy of the system, the reconstructed quantity of interest 

(velocity, pressure and turbulent viscosity), the L2 error. In addition, for the laminar case, the 

comparison between the reduced order model steady-state solution and the data available in 

literature has been presented. The results have turned out to be very satisfactory. As for the 

laminar case, the ROM with 53 spatial modes reproduces very accurate results for both velocity 

and pressure, keeping the error well below 10-3 during all the transient and reaching 10-5/10-6 at 

the end of the simulation (i.e., the steady-state). The time performance is also good with a 

simulation time of 5 s with respect to the 2590 cpu-hours of the FOM simulation. On the other 

hand, for the turbulent case, a higher number of spatial modes (Nr=85) is required, as expected, 

due to the higher Reynolds number. Considering the control-oriented purposes of the work, the 

outcomes are satisfactory being the error of the main variables of interest, i.e., velocity and 

pressure, is almost always below·10-2 during the transient. Moreover, as the study of the kinetic 

energy has proved, the POD-FV-ROM is not affected by the energy blow up issue characteristic 

of the classic turbulent ROM (Wang et al., 2012). Even if a higher number of spatial modes is 

needed to obtain a fair reproduction of the transient with respect to the laminar case, the ROM 



simulation time is 45 s against a FOM time of 4462 cpu-hours. This is very important considering 

the fast running requirement for a control-oriented simulator.  

Starting from the proposed procedure, a parametric ROM-based component of the coolant pool 

of the ALFRED reactor has been developed. In order to demonstrate the possibility to employ a 

ROM-based component in a control-oriented simulator, the possibility to vary the input variables 

of the model has been undertaken. In particular, the SG outlet velocity has been considered as 

parametrized boundary condition since it can be a possible control variable. The variation of the 

SG oulet velocity has been shown to have an impact on the core inlet velocity profile and, in turn, 

on the distribution of the mass flow rate inside the core. The simulation results show a good 

agreement between the ROM and the FOM in reproducing the velocity field up to 50% variation 

of the SG velocity with respect to the nominal value, being the relative error of the velocity field 

always lower than 5%. As a major outcomes of the ROM, it has been proved that its behaviour is 

more accurate than 0D model without an excessive computational cost. In particular, in 

asymmetric transients where the spatial information of the velocity is crucial, the ROM well 

represents the inlet velocity profile movement from the centre to the periphery of the core. On the 

other hand, the 0D model is not able to catch this spatial information and the results is an average 

mass flow rate along the entire core inlet. Finally, the robustness of the model to reproduce 

different situations from what included in the snapshots has been assessed, giving acceptable 

results and, in any case, improving the accuracy with respect to the 0D modelling. 

In conclusion, a spatial modelling approach of the coolant pool has been proposed aimed at 

being used in a control-oriented simulator. The adopted description allows for the spatial 

heterogeneity of the system, in particular as for the velocity field, i.e., the main variable of interest. 

On the other hand, it turns out to be employed in control-oriented applications, being accurate in 

both the velocity field and the output variable representation (e.g., mass flow rate) without an 

excessive computational cost. This modelling improvement may allow adopting innovative 

control strategies, whose feasibility in the nuclear field cannot be adequately studied with the 

0D/1D approach.  

  



𝑎𝑖  time coefficient, - 

𝒂 ROM time coefficient vector, - 

𝑩 ROM matrix, - 

𝑩𝑻 ROM matrix, - 

𝑪 ROM matrix, - 

𝑪𝑻𝟏 ROM matrix, - 

𝑪𝑻𝟐 ROM matrix, - 

𝑫 ROM matrix, - 

e L2 error of velocity, - 

𝑬 ROM matrix, - 

𝐹 face flux, m3 s-1 

𝐹𝑟 ROM face flux, m3 s-1 

k turbulent kinetic energy, m2 s-2 

𝒏 normal vector, - 

𝑁𝑟 number of ROM functions, - 

𝑁𝑠 number of snapshots, - 

𝑝 normalized pressure, m2 s-2 

𝑝𝑟  ROM normalized pressure, m2 s-2 

𝒖 velocity, m s-1 

𝒖𝑟 ROM velocity, m s-1 

𝒖𝑛 snapshots velocity, m s-1 

𝒖𝐵𝐶  Dirichlet boundary condition of velocity, m s-1 

𝒖𝐹𝑂𝑀 FOM velocity, m s-1 

 

Γ boundary function, - 

𝜐 kinematic viscosity, m2 s-1  

𝜐𝐸𝑉 eddy viscosity in POD-G-ROM, m2 s-1  

𝜐𝑡 turbulent viscosity, m2 s-1  

𝜐𝑡,𝑟 ROM turbulent viscosity, m2 s-1  

𝜏 penalty factor, - 

𝝋𝑖 velocity spatial modes, m s-1 

𝜓𝑖 face flux spatial modes, m3 s-1 

𝜙𝑖 turbulent viscosity spatial modes, m2 s-2 

𝜒𝑖 pressure spatial modes, m2 s-2 

𝜔 specific dissipation, s-1 

Ω spatial domain, m3 
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n this thesis, the control-oriented modelling of nuclear reactors is improved through the 

development of reduced order methods. Even if in the last years strong effort was spent in 

ROM techniques aimed at optimization and control, their implementation in simulation tools 

was never systematically studied in the nuclear field, especially as far as the control is concerned. 

This new methodology in the control-oriented modelling of the nuclear reactor is meant to 

overcome the classic approach based on 0D/1D modelling. The latter is in general appropriate for 

estimating integral quantities but it is of poor detail when the spatial dependence plays a relevant 

role in the respect of technological constraints or in general in the dynamics evolution, as in Lead-

cooled Fast Reactor (LFR) systems. The thesis work is aimed at combining the high-detail 

modelling usually adopted for design purposes (e.g., 3D modelling) with the requirements 

demanded for a control-oriented tool, firstly the computational efficiency. Though the focus is 

kept more on the modelling aspects rather than control ones, this effort is a necessary step in the 

progress of the current approach employed in the control system design. The high accuracy 

guaranteed by the adoption of reduced order models allows solving some control issues related to 

modelling aspects, in particular the spatial ones, which otherwise could not be managed by means 

of the classic control-oriented approach. 

The main outcomes of this Ph.D. thesis involve both methodological and applicative aspects 

with a special attention on the two main physics of the nuclear reactor, i.e., the neutronics and the 

thermal-hydraulics. In the following, the main achievements are summarized.  

Methodological outcomes 

The results of the work point out that it is possible to improve the control-oriented modelling 

of a nuclear reactor adopting efficient reduced order model techniques. In particular, this new 

methodology in the control-oriented modelling of the nuclear reactor ensures a higher level of 

detail without increasing the computational cost, and can be applied to any reactor concept. 

As for the neutronics, the results are more relevant on the applicative side since a theoretical 

background is already present in literature (Stacey, 1969). Notwithstanding, some 

methodological conclusions on the neutronics can be drawn regarding the choice of the spatial 

basis and the test functions. As for the former topic, the Modal Method provides “a-priori” 

spatial basis, which does not allow insights into the simulation scenario. On the hand, the 

Proper Orthogonal Decomposition is able to provide “ad hoc” spatial basis tailored on the 

specific simulation case, thanks to its optimality property. As for the test functions, the use of 

adjoint flux allows a more efficient reduced order model since it is possible to employ less 

functions of the spatial basis, given a level of accuracy. These two outcomes led to the 

development of the Adjoint Proper Orthogonal Decomposition. This innovative ROM 

approach is proposed to merge the benefits of the POD spatial basis and the adjoint flux as test 

function. 

I 



As for the thermal-hydraulics, the results are more relevant from the methodological viewpoint 

since no previous theoretical background is present in literature on ROM procedures based on 

the Finite Volume approximation with a turbulence treatment that adopts RANS equations. In 

this sense, an innovative ROM procedure (POD-FV-ROM) is conceived, representing the first 

attempt in literature to use the POD-Galerkin approach to handle turbulence issues starting 

from RANS simulations (and in a parametrized context). Despite LES and DNS are more 

accurate than RANS equations, this method provides the control designer with a fast-running 

tool able to evaluate time-averaged flow properties (e.g., velocity, pressure and stress profiles) 

typical of CFD applications. 

These two main innovative methodological achievements (i.e., the employment of adjoint flux 

as test function in POD-Galerkin approach and the development of a POD-Galerkin method 

for FV approximations based on RANS equations) can be exploited in several scientific and 

technological contexts different from the nuclear one.  

Applicative outcomes 

The application of this study is the improvement of a control-oriented simulator of a Lead-

cooled Fast Reactor, i.e., substituting some components based on zero-dimensional approach 

with ROM-based models ensuring a high level of accuracy and a better physical description 

without increasing the computational burden. The simulator is based on the object-oriented 

modelling, is developed with Modelica language and implemented in the Dymola simulation 

environment. In the ROM framework, Modelica with its component approach turns out to be 

a powerful tool since it is possible to update or substitute a component with the respective 

ROM-based one without compromising the rest of the model. 

The applicative results can be summarized as follows: 

• Neutronics. The Modal Method (MM) has been assessed considering the adjoint flux as 

test function in a simple 3D case. The results show that the adoption of the adjoint flux 

improves the modelling accuracy with respect to the classic Point Kinetics, being the 

model capable to predict the reactivity evolution also in strong localized transients or 

relevant operational scenarios (e.g., shutdown).  

• Neutronics. An object-oriented model of the 3D test case has been settled in order to 

prove the possibility to employ ROM-based components in control-oriented simulators. 

The developed model performs simulations in real time, being satisfactory from a 

computational point of view.  

• Neutronics. A detailed model of the ALFRED reactor has been set up by means of the 

continuous energy MC neutron transport code SERPENT with a heterogeneous 

description of the active zone. The model represents 171 FAs, 107 dummy elements, 12 

CRs and 4 safety rods, which constitute the core of ALFRED. The average cross-sections 

for each assembly, calculated by means of the MC model, have been used to solve the 

neutron diffusion PDEs exploiting the capabilities of the COMSOL software. 

• Neutronics. The Adjoint Proper Orthogonal Decomposition has been tested in case of 

both thermal reactivity effects and CR movement, giving satisfactory results whereas the 

MM has proved not to be suitable for the latter case.  



• Thermal-hydraulics. A benchmark on the numerical simulations for the 2D lid-driven 

cavity has been set up, both in laminar and turbulent conditions. Besides the comparison 

with reference results, as major outcomes, the POD-FV-ROM turns out not to be affected 

by the energy blow up issue characteristic of the classic turbulent POD-Galerkin methods.  

• Thermal-hydraulics. The ROM-based component of the 2D ALFRED coolant pool, 

based on the developed method, has been settled in order to be employed in the object-

oriented simulator, considering the SG outlet velocity as a parametrizable input. The 

model turns out to be both accurate and fast-running also in demanding transients. In 

particular, it has been stated that the ROM-based component behaviour is more accurate 

than 0D model without an excessive computational cost.  

In addition, the high-fidelity simulations used to build the ROM-based components turn out to 

be useful also for the system design of the ALFRED reactor, assessing the spatial reactivity 

map of the lead density effect and the impact of an asymmetric transient in the reactor pool. 

This thesis paves the way to several developments. Firstly, the use of reduced order modelling 

in the control-oriented simulation tools may allow adopting innovative control strategies, whose 

feasibility in the nuclear field cannot be adequately studied by means of a zero-dimensional model 

and providing, at the same time, some safety insights. For instance, with a spatial neutronics 

model, an optimal control of the Control Rods (CRs) movement that minimizes the perturbation 

on the neutron flux can be assessed, since the model allows for the flux distortion due to the CR 

insertion. Another possible application involves the oxygen control in the reactor pool due to the 

lead corrosion issues on structural materials. On the other hand, there is room for improvements 

in the selection of the optimal spatial basis and test function pairs. In this sense, the use of “adjoint 

velocity” as test function in the POD-FV-ROM can be envisaged. Moreover, some additional tests 

should be performed on the ROM components of the object-oriented simulator in order to 

definitively prove that no further issues arise in their employment. In particular, the coupling of 

different ROM components (e.g., spatial neutronics and coolant pool) and the behaviour in 

situations quite far from the snapshot ensemble are the main topics in this direction. Among the 

applicative developments, the inclusion of the energy equation in the POD-FV-ROM is of great 

interest in order to extend the approach also to multi-physics problems involving power 

production. Another possible perspective is the application of Uncertainty Quantification (UQ) 

techniques in the ROM framework for the considered problem. Finally, the reduced order methods 

developed in this thesis can be applied to different reactor concepts. In particular, it would be of 

interest to assess the capabilities of these methods in those reactors where the synergy between 

the several physics are particularly challenging, as in the Molten Salt Reactors (MSRs).  
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n Section A.1 of this Appendix, the ALFRED reactor description is given, with the main core and SG 

parameters. The RGA method mentioned in Section 1.3 is briefly described in Section A.2. Some 

mathematical insights about the POD technique are presented in Section A.3, with particular attention 

to the POD calculation, to the optimality condition and to the relation with the Singular Value 

Decomposition. In the last part of the Appendix (Section A.4), the SERPENT input of the ALFRED reactor 

core is reported.  
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The reference reactor in this thesis is the Advanced Lead-cooled Fast Reactor European 

Demonstrator (ALFRED), developed within the European FP7 LEADER Project. The Project 

efforts were mainly focused on the resolution of the key issues emerged in the frame of the 

previous Euratom ELSY Project (Cinotti et al., 2008) to reach a new reference reactor 

configuration, which was used to design a fully representative scaled-down prototype. The 

demonstration ALFRED unit is foreseen to be built at ICN (Institute de Cercetari Nucleare) 

facility near Pitesti in southern Romania, where a fuel manufacturing plant is in operation for the 

two CANDU reactors operating in the country (Alemberti et al., 2013a).  

ALFRED is a small-size (300 MWth) pool-type LFR. Its primary system current configuration 

(Alemberti et al., 2013b) is depicted in Figure A.1. All the major reactor primary system 

components, including core, primary pumps, and Steam Generators (SGs), are contained within 

the reactor vessel, being located in a large lead pool inside the reactor tank. The coolant flow 

coming from the cold pool enters the core and, once passed through the latter, is collected in a 

volume (hot collector) to be distributed to eight parallel pipes and delivered to as many SGs. After 

leaving the SGs, the coolant enters the cold pool through the cold leg and returns to the core.  

 

 

The ALFRED core is composed by wrapped hexagonal Fuel Assemblies (FAs) with pins 

arranged on a triangular lattice (Figure A.2). The 171 FAs are subdivided into two radial zones 

with different plutonium fractions guaranteeing an effective power flattening, and surrounded by 

two rows of dummy elements (geometrically identical to the fuel assemblies but not producing 

thermal power) serving as reflector. Two different and independent control rods systems have 

been foreseen, namely, Control Rods (CRs) and Safety Rods (SRs). Power regulation and 

reactivity swing compensation during the cycle are performed by the former, while the 

simultaneous use of both is foreseen for scram purposes, assuring the required reliability for a 



safe shutdown (Grasso et al., 2014). In Table A.1, the major preliminary nominal parameters 

employed as input data to implement the core model are presented. 

 

Parameter Value Unit 

Core 

Thermal power 300 MWth 

Coolant mass flow rate 25984 kg s-1 

Total number of FAs 171 - 

Pins per FA 127 - 

Coolant inlet temperature, Tin 400 °C 

Coolant outlet temperature, Tout 480 °C 

Fuel pin 

Cladding material 15-15-Ti - 

Fuel material MOX - 

Cladding outer radius 5.25·10-3 m 

Cladding inner radius 4.65·10-3 m 

Pellet outer radius 4.50·10-3 m 

Pellet inner radius 1.00·10-3 m 

Active height 0.6 m 

Reactivity and kinetic coefficients BoC EoC  

Doppler constant, KD -555  -566 pcm 

Lead expansion coefficient19, αL
  -0.271 -0.268 pcm K-1 

Axial clad expansion, αCZ 0.037 0.039 pcm K-1 

Axial wrapper tube expansion, αWZ  0.022 0.023 pcm K-1 

Radial clad expansion, αCR 0.008 0.011 pcm K-1 

Radial wrapper tube expansion, αWR 0.002 0.003 pcm K-1 

Axial fuel expansion (free case), αFZ -0.148 -0.155 pcm K-1 

Axial fuel expansion (linked case), αFZ -0.232 -0.242 pcm K-1 

Diagrid expansion, αDiag -0.762 -0.789 pcm K-1 

Neutron generation time, Λ 6.116·10-7 6.296·10-7 s 

Delayed neutron fraction, β 336 335 pcm 

Each of the eight SGs incorporated in ALFRED (Figure A.3) consists of a bundle of vertical 

bayonet tubes. Each one of these tubes is constituted by an external safety tube and an internal 

                                                           
19 Calculated for the whole height of the fissile sub-assemblies. 

 



insulating layer (delimited by a slave tube), which is aimed at ensuring the production of 

superheated dry steam since the high temperature difference between the rising steam and the 

descending feedwater may promote steam condensation in the upper part of the SG without a 

proper insulation. The gap between the outermost and the outer bayonet tube provides mechanical 

decoupling between the components, and is filled with pressurized helium and high thermal 

conductivity particles to enhance the heat exchange capability (Damiani et al., 2013). The 

feedwater from dedicated headers flows in the slave tube and, after reversing the motion at the 

bottom, rises along the annulus between inner and outer tubes. On the primary side, lead flows 

downwards axially along the outermost tube. In Table A.2, the main SG parameters and 

specifications are listed.  

 

Parameter Value Unit 

Single SG parameter 

Power 37.5 MW 

Feedwater inlet temperature 335 °C 

Steam outlet temperature 450 °C 

Steam pressure 180 bar 

Length of heat exchange  6 m 

Number of tubes 510 - 

 Outer diameter Thickness  

Slave tube 9.52·10-3 1.07·10-3 m 

Inner tube 19.05·10-3 1.88·10-3 m 

Outer tube 25.40·10-3 1.88·10-3 m 

Outermost tube 31.75·10-3 2.11·10-3 m 

 



In the definition of a suitable control strategy, once the system governing dynamics are 

defined, the next step to be taken into account is the choice of the pairings between input and 

output variables. The aim of this stage is to evaluate the influence performed by the control 

variables (the system inputs, ui) on the candidate controlled variables (the system outputs, yi) in 

order to select the most effective couplings.  

Generally, most of the physical systems may be modelled as Multiple Inputs and Multiple 

Outputs (MIMO) systems. The different input/output variables present structural connections that 

strictly limit the direct application of the control techniques developed for Single Input Single 

Output (SISO) systems (Skogestad and Postlethwaite, 2005). A possible solution is represented 

by the centralized scheme shown in Figure A.4a, in which a dedicated block (indicated with Δ(s)) 

allows treating the MIMO system as if it were constituted by several uncoupled SISO systems, 

balancing the undesired cross influences between inputs and outputs. Nevertheless, such an option 

cannot be adopted if the system presents non-minimum phase behaviour and/or pure time delays 

as in the case of ALFRED reactor (Bortot et al., 2013). For this kind of systems, a specific 

decentralized control approach (Figure A.4b) has to be adopted, hence the undesired couplings 

between input and output cannot be compensated. Even if the performance of a decentralized 

scheme is poorer than the one of a centralized scheme, this configuration allows overcoming many 

limitations. In particular, the operation and maintenance of controllers are favoured by the 

simplicity of their implementation, and the resulting system is robust with respect to 

malfunctioning of the single control loops.  

 

(a) 

 

(b) 

 

In a decentralized control scheme, the first step is constituted by the selection of the most 

effective pairings between control and controlled variables. Accordingly, the input showing the 

most relevant interaction with a certain output, and at the same time not significantly affecting 

the behaviour of other variables of interest, represents the ideal candidate to achieve a feedback 

control loop. Interactions among variables constitute a physical feature of the system, and the best 

hints for the coupling can be derived by analysing the free dynamics response of the plant. These 

indications can be supported by some dedicated techniques, such as the RGA method. This 

procedure is a heuristic method that allows determining the most efficient input to control each 



variable of interest, providing useful suggestions on how the model-based decentralized control 

system should be structured.  

The effectiveness of a feedback control loop can be assessed by characterizing the MIMO 

system behaviour both in open loop and closed loop conditions. As far as the open loop gain is 

concerned, considering the system at equilibrium condition for fixed constant values of control 

variables, a step variation of amplitude δui on a certain input ui is performed, causing a variation 

of the quantity δyjOL of each output variable yj (Figure A.5a). The open loop gain is defined as  

𝑔𝑗𝑖 = 𝐺𝑗𝑖(0) =
𝛿𝑦𝑗𝑂𝐿

𝛿𝑢𝑖
 

where Gji(0) is regarded as the gain of the transfer function between ui and yj. Instead, for the 

closed loop gain, it is assumed that, against the same variation of δui, an action is performed on 

all the other input variables in order to keep all the other outputs fixed, except for yj, thanks to the 

action carried out by the other inputs (Figure A.5b). If the variation of yj in closed loop 

configuration is indicated with δyjCL, the closed loop gain between ui and yj can be defined as  

ℎ𝑗𝑖 =
𝛿𝑦𝑗𝐶𝐿

𝛿𝑢𝑖
 

If the static gain for the open loop (gji) and for the closed loop (hji) are evaluated for all the 

input-output pairs, the RGA matrix Λ can be obtained. This matrix can be regarded as a 

quantitative measure of the input-output interaction at zero frequency for asymptotically stable 

processes. In particular, the elements λji of this matrix, namely the relative gain of the pair (ui, yj), 

are defined as: 

𝜆𝑗𝑖 =
𝑔𝑗𝑖

ℎ𝑗𝑖
 

 

(a) 

 

(b) 





In a control system development perspective, when the value of a λji element approaches unity, 

there is a fair interaction that can be exploited, whereas if the value of a λji element approaches 

zero the involved variables can be regarded as uncoupled. If the matrix element λji  is negative, it 

means that the control action may produce effects opposite to the desired ones on the controlled 

variable, depending on whether feedback control loops involve other output variables or not 

(Skogestad and Postlethwaite, 2005).  

In common applications, the RGA matrix cannot always be applied since the physical system 

must have the same number of inputs and outputs. Most of the systems present a number of 



outputs that is higher than the number of inputs, and thus it is necessary to redefine a formal 

procedure for the choice of input-output pairs. Such a procedure is offered by the NRG. In this 

case, the pairing process is performed in two phases: i) the less relevant outputs are disregarded 

in order to obtain a square input-output matrix; and ii) the choice of the input-output pairs. The 

first stage is performed by computing the sum of the elements on each row of the NRG matrix, 

which produces the Row Sum (RS) vector. The outputs associated to the largest figures of the RS 

vector are the most influenced ones by the inputs variation and thus the most relevant in a control 

perspective. At this point, the choice of the pairs can be made either through the RGA matrix of 

the reduced system or through the NRG matrix after having removed the rows concerning the 

outputs considered useless for the control, adopting the same selection criterion used in the RGA 

approach. 

The proper orthogonal decomposition (POD) is a powerful and elegant method aimed at using 

low dimensional approximations of a high dimensional system according to an optimal criterion. 

The POD provides a basis for the modal decomposition of an ensemble of functions, such as data 

obtained in the course of experiments or, in the ROM framework, from the numerical solution of 

equations. It is considered the preferred basis in many contexts due to its optimality property. In 

particular, it provides the most efficient way of capturing the dominant components of an infinite-

dimensional process with only finitely, and often surprisingly few, “modes.” (Holmes et al., 

1996). 

The POD was introduced in the context of turbulence by Lumley (1967). In other disciplines 

the same procedure is called by other names, as Karhunen–Loève decomposition (Loève, 1955), 

principal components analysis (Jolliffe, 1986), singular systems analysis (Elsner and Tsonis, 

1996), and singular value decomposition (Volkwein, 1999). The procedure has been used in 

various disciplines other than fluid mechanics, including random variables, image processing, 

signal analysis, data compression, process identification and control in chemical engineering, 

oceanography. The POD was initially used to analyse experimental data with a view to extracting 

dominant features and trends – in particular coherent structures (Berkooz et al., 1993). On the 

other hand, in the ROM framework, POD is used to provide a “relevant” set of basis functions 

that allows indentifying a low-dimensional subspace on which to construct a model by projection 

of the governing equations. The POD will produce the key spatial ingredients, from which the 

reduced order model will recreate the dynamics of the system as time-dependent mixtures of POD 

modes (Holmes et al., 1996). 

Given an ensemble {uk} with members uk (x) = u(x,tk), we need to project each u onto candidate 

basis functions, assuming that the functions belong to an inner product space, e.g., an Hilbert 

space ℋ. In this sense, the optimal basis {φj(x)} for the data set {uk} is the finite-dimensional 

representation  

                                                           
20 This appendix is taken and partially re-elaborated from (Holmes et al., 1996). 



𝑢𝑁(𝒙, 𝑡
𝑘) =∑𝑎𝑗(𝑡

𝑘)𝜑𝑗(𝒙)

𝑀

𝑗=1

 

{φj(x)} is the optimal basis in the sense that it describes the members of the ensemble better than 

representations of the same dimension (i.e., same M) in any other basis.  

The mathematical statement of optimality is that we should choose φ such that the average 

(squared) error between u and its projection onto φ is minimized 

min
𝜑∈ℋ

〈‖𝑢 −
(𝑢, 𝜑)

‖𝜑‖2
𝜑‖〉 

This is equivalent to maximizing the averaged projection of u onto φ, suitably normalized: 

max
𝜑∈ℋ

〈|(𝑢, 𝜑)|2〉

‖𝜑‖2
 

The Equation (A.6) can be solved with the following eigenvalue problem (Holmes et al., 1996): 

ℛ𝜑 = 𝜆𝜑 

The optimal basis is given by the eigenfunctions φj of the operator ℛ that is defined from the 

empirical data {uk}. If we deal with finite dimensional space, i.e., ℋ = ℝ𝑁 with a data collection 

of M vectors 𝒖𝑘 ∈ ℝ𝑁, the operator ℛ is a real and symmetric N × N correlation matrix defined 

as  

ℛ =
1

𝑀
∑𝑢𝑘(𝑢𝑘)𝑇                

𝑀

𝑘=1

ℛ𝑖𝑗 =
1

𝑀
∑𝑢𝑖

𝑘𝑢𝑗
𝑘                

𝑀

𝑘=1

 

The geometrical interpretation in this case is that the eigenvectors are simply the principal axes 

of the cloud of data points {uk} in the N-dimensional vector space (Holmes et al., 1996). If we 

deal with L2 space, i.e., ℋ = 𝐿2 with an ensemble of function u(x), the Equation (A.7) becomes 

ℛ𝜑(𝑥) = ∫〈𝑢(𝑥), 𝑢∗(𝑥′)〉𝜑(𝑥′)𝑑𝑥′ = 𝜆𝜑(𝑥) 

where the kernel of this integral equation is the averaged autocorrelation function 

ℛ(𝑥, 𝑥′) = 〈𝑢(𝑥), 𝑢∗(𝑥′)〉 

It is worthwhile to remind that if each observation uk is a linear combination of eigenfunctions φj, 

it holds also the converse, i.e., each eigenfunctions φj can be expressed as a linear combination of 

observations uk.  

𝜑𝑗 =∑𝑐𝑗𝑢𝑗

𝑀

𝑗=1

 

Let consider a decomposition of a time-dependent, statistically stationary signal u(x,t) with 

respect to any orthonormal basis {ψj(x)} 



𝑢(𝒙, 𝑡) = ∑𝑏𝑗(𝑡)𝜓𝑗(𝒙)

𝑗

 

If ψj(x) are orthonormal, it is possible to define a kind of energy of the signal as   

1

2
〈∫𝑢(𝑥, 𝑡), 𝑢∗(𝑥, 𝑡) 𝑑𝑥〉 =

1

2
〈∑𝑏𝑖(𝑡)𝑏𝑗

∗(𝑡)

𝑖𝑗

∫𝜓𝑗(𝑥, 𝑡), 𝜓𝑗
∗(𝑥, 𝑡) 𝑑𝑥〉 =

1

2
∑〈𝑏𝑖(𝑡)𝑏𝑗

∗(𝑡)〉

𝑖𝑗

 

Considering the general decomposition of Equation (A.12) and the following POD decomposition  

𝑢(𝒙, 𝑡) =∑𝑎𝑖(𝑡)𝜑𝑖(𝒙)

𝑖

 

the optimality for the POD is defined for every N as 

∑〈𝑎𝑖(𝑡)𝑎𝑖
∗(𝑡)〉

𝑁

𝑖=1

=∑𝜆𝑖

𝑁

𝑖=1

≥∑〈𝑏𝑖(𝑡)𝑏𝑖
∗(𝑡)〉

𝑁

𝑖=1

 

i.e., the POD optimal can be interpreted as the first n POD basis functions capture more energy 

on average than the first n functions of any other basis.  

Let {ψj(x)} a set of n orthonormal vectors in L2 forming an orthonormal basis. Let Q denote 

projection onto span{ψ1, … , ψn }. We can express the kernel R in terms of {ψj(x)} as 

ℛ(𝑥, 𝑥′) = 〈𝑢(𝑥), 𝑢∗(𝑥′)〉 = 〈∑𝑏𝑖(𝑡)𝜓𝑖(𝒙)

𝑖

∑𝑏𝑗
∗(𝑡)𝜓𝑗

∗(𝒙′)

𝑗

〉 =∑〈𝑏𝑖𝑏𝑗
∗〉𝜓𝑖𝜓𝑗

∗

𝑖𝑗

 

In operator matrix notation, ℛ can be expressed as  

ℛ = [

〈𝑏1𝑏1
∗〉 〈𝑏1𝑏2

∗〉 ⋯ 〈𝑏1𝑏𝑛
∗ 〉

〈𝑏2𝑏1
∗〉 〈𝑏2𝑏2

∗〉 ⋯ 〈𝑏2𝑏𝑛
∗ 〉

⋮ ⋮ ⋱ ⋮
〈𝑏𝑛𝑏1

∗〉 〈𝑏𝑛𝑏2
∗〉 ⋯ 〈𝑏𝑛𝑏𝑛

∗〉

] 

and the product R ◦ Q yields 

ℛ ∘  𝑄 =

[
 
 
 
 
 
 
〈𝑏1𝑏1

∗〉 〈𝑏1𝑏2
∗〉 ⋯ 〈𝑏1𝑏𝑛

∗ 〉 0 ⋯ 0
〈𝑏2𝑏1

∗〉 〈𝑏2𝑏2
∗〉 ⋯ 〈𝑏2𝑏𝑛

∗ 〉 ⋮ ⋯ ⋮
⋮ ⋮ ⋱ ⋮ ⋮ ⋯ ⋮

〈𝑏𝑛𝑏1
∗〉 〈𝑏𝑛𝑏2

∗〉 ⋯ 〈𝑏𝑛𝑏𝑛
∗〉 ⋮ ⋯ ⋮

0 ⋯ ⋯ ⋯ 0 ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋱
0 ⋯ ⋯ ⋯ 0 ⋯ 0]

 
 
 
 
 
 

 

It is possible to state (Riesz and Nagy, 1955; Volkwein, 1999) that the sum of the first n 

eigenvalues of a self-adjoint operator is greater than or equal to the sum of the diagonal terms in 

any n-dimensional projection of it: 

∑〈𝑎𝑖(𝑡)𝑎𝑖
∗(𝑡)〉

𝑁

𝑖=1

=∑𝜆𝑖

𝑁

𝑖=1

≥ 𝑡𝑟(ℛ ∘  𝑄) =∑〈𝑏𝑖(𝑡)𝑏𝑖
∗(𝑡)〉

𝑁

𝑖=1

 

This characterization implies that, among all linear decompositions, the POD is the most 

efficient in the sense that for a given number of modes, n, the projection on the subspace spanned 



by the leading n empirical eigenfunctions contains the greatest possible energy on average 

(Holmes et al., 1996).  

Sirovich (1987) proposed the method of snapshots as a numerical procedure to save 

computational time for calculating the POD modes. In particular, this reduces the order of the 

eigenvalue computation (Equation (A.7)) from an N × N problem (where N is the number of point 

in the computational mesh) to an M × M problem, where M is the number of snapshots (Delville 

et al., 1999). Given {ui}, which are the M members of the data set (i.e., the snapshots), and 

considering the discretized version of the inner product of the N-dimensional vector space, the 

eigenvector φj can be expressed as in Equation (A.11) 

𝜑𝑗 =∑𝑐𝑗𝑢𝑗

𝑀

𝑗=1

 

where the coefficient cj are unknown. Considering the Equation (A.8), the N-dimensional 

eigenfunction problem can be written as 

(
1

𝑀
∑𝑢𝑖(𝑢𝑖)

𝑇

𝑀

𝑖=1

)∑𝑐𝑘𝑢𝑘

𝑀

𝑘=1

= 𝜆∑𝑐𝑘𝑢𝑘

𝑀

𝑘=1

 

∑[∑
1

𝑀
(𝑢𝑘, 𝑢𝑖)𝑐𝑘

𝑀

𝑘=1

]

𝑀

𝑖=1

𝑢𝑖 = 𝜆∑𝑐𝑘𝑢𝑘

𝑀

𝑘=1

 

The sufficient condition for the solution of Equation (A.22) is to find the coefficients ck such that 

∑
1

𝑀
(𝑢𝑘 , 𝑢𝑖)𝑐𝑘

𝑀

𝑘=1

= 𝜆𝑐𝑖                   𝑖 = 1, … ,𝑀 

representing an M × M eigenvalue problem. 

In the finite-dimensional case, the POD can be related to a singular decomposition of the given 

dataset. If the snapshots ui are collected in an N × M matrix 

𝑋 = [𝑢1, … , 𝑢𝑀] 

the M × M eigenvalue problem of Equation (A.23) can be expressed as 

1

𝑀
𝑋𝑇𝑋𝑐 = 𝜆𝑐 

where c=(c1, …, cM). 

Considering a singular value decomposition of an N × M matrix 

𝑋 = 𝑈Σ𝑉𝑇 =∑𝜎𝑗𝜑𝑗𝑣𝑗
𝑇

𝑟

𝑗=1

 

where 



𝑈 = [𝜑1, … , 𝜑𝑁]             𝑉 = [𝑣1, … , 𝑣𝑀] 

and r is the rank of X. The N × M matrix Σ is of the form 

Σ = [
Σ1
0
] 

where Σ1 is a diagonal matrix of real, non-negative singular values σj, arranged in descending 

order. Accordingly, the singular value decomposition of the data matrix X provides the POD 

modes as the columns of U. 

Serpent is a three dimensional continuous energy Monte Carlo (MC) neutron transport code, 

developed by the VTT Technical Research Centre in Finland. Its application is focused on lattice 

physics application ranging from the generation of homogenized few-group constants for reactor 

simulation code to fuel cycle analysis. The code is publicly distributed by the OECD/NEA Data 

Bank and RSICC since 2009, and has users in 35 organizations of 20 countries. The main 

advantage of using MC calculation instead of deterministic transport methods reactor physics 

calculations is the capability to model any fuel or reactor configuration using the same 

fundamental interaction data without major approximations. On the other hand, the drawback of 

using a Monte Carlo code in the burden calculation time due to the highly time consuming of the  

neutron history (a million of neutron histories have to be launched in order to have correct results). 

In this view, Serpent calculation methods can reduce the running time to acceptable level, making 

the Serpent code a viable alternative to deterministic transport codes. 

Similar to other Monte Carlo codes, such as MCNP and Keno-VI, Serpent uses a universe-

based combinatorial solid geometry (CSG) model, which allows the description of practically any 

two- or three-dimensional fuel or reactor configuration. The geometry is divided in several levels, 

independently defined and gradually nested. The elementary element is the cell, i.e., a region of 

the space limited by surfaces. Each cell is filled with a homogenous material composition or with 

void or other elements (called universe) in order to build more and more complex configurations.  

In the ALFRED reactor input, the elementary entity is the fuel pin (Figure A.6) defined by the 

pin geometry (Figure A.7) and filled with basic material (Figure A.8). The following level is the 

fuel assembly where the fuel pin universe is nested following the FA configuration (Figure A.9, 

Figure A.10). The same is done for the CR and the SR. Finally, the universes representing the FA, 

CR and SR are nested in the lattice representing the core which is surrounded by axial and radial 

reflectors, and the vessel (Figure A.11).  

 

 

 

 



%Universe 50=active zone 

%Universe 49=upper zone 

%Universe 51=lower zone 

%Active zone 1 

cell 49 50 Void           -1  43 -42 

cell 48 50 pin_inner   1 -2  43 -42 

cell 47 50 Gap            2 -3  43 -42 

cell 46 50 Cladding           3 -4  43 -42 

cell 45 50 Lead_FA_inner  4     43 -42 

%Active zone 2 Spacer 

cell 50 50 Void                 -1  44 -43 

cell 51 50 pin_inner   1 -2  44 -43 

cell 52 50 Gap            2 -3  44 -43 

cell 53 50 Cladding           3 -4  44 -43 

cell 54 50 Lead_FA_inner  4     44 -43 

%Active zone 3  

cell 55 50 Void                 -1  45 -44 

cell 56 50 pin_inner   1 -2  45 -44 

cell 57 50 Gap            2 -3  45 -44 

cell 58 50 Cladding           3 -4  45 -44 

cell 59 50 Lead_FA_inner  4     45 -44 

%Upper Insulator 

cell 44 51 Insulator     -2  42 -41 

cell 43 51 Gap            2 -3  42 -41 

cell 42 51 Cladding           3 -4  42 -41 

cell 41 51 Lead_out_FA_inner  4     42 -41 

%Lower Insulator 

cell 60 49 Insulator    -2  46 -45 

cell 61 49 Gap            2 -3  46 -45 

cell 62 49 Cladding           3 -4  46 -45 

cell 63 49 Lead_in_FA_inner  4     46 -45 

%Upper Plenum 

cell 40 51 Plenum               -3  41 -40 

cell 39   51 Cladding           3 -4  41 -40 

cell 38 51 Lead_out_FA_inner  4     41 -40 

%Upper Terminal part 1 

cell 37 51 Insulator     -3  40 -39 

cell 36 51 Cladding           3 -4  40 -39 

cell 35 51 Lead_out_FA_inner  4     40 -39 

%Upper Terminal - Spacer Grid 

cell 34 51 Insulator    -4  39 -38 

cell 33 51 Lead_out_FA_inner  4     39 -38 

%Upper Terminal part 2 

cell 32 51 Insulator     -4  38 -37 

cell 31 51 Lead_out_FA_inner   4     38 -37 

%Upper Empty 

cell 732 51 Lead_out_FA_inner     -4  37 -36 

cell 731 51 Lead_out_FA_inner   4     37 -36 

%Upper Pappone 

cell 733 51 Lead_out_FA_inner     -4  36 -35 

cell 734 51 Lead_out_FA_inner   4     36 -35 

%Lower Plenum 1 

cell 64 49 Plenum                -6  47 -46 

cell 65 49 Fuel_hold    6 -2  47 -46 

cell 66 49 Plenum              2 -3  47 -46 

cell 67 49 Cladding            3 -4  47 -46 

cell 68 49 Lead_in_FA_inner   4     47 -46 

%Lower Plenum - Space grid 

cell 69 49 Plenum                -6  48 -47 

cell 70 49 Fuel_hold    6 -2  48 -47 

cell 71 49 Plenum              2 -3  48 -47 

cell 72 49 Cladding            3 -4  48 -47 



cell 73 49 Lead_in_FA_inner   4     48 -47 

%Lower Plenum 2  

cell 74 49 Plenum                -6  49 -48 

cell 75 49 Fuel_hold    6 -2  49 -48 

cell 76 49 Plenum              2 -3  49 -48 

cell 77 49 Cladding            3 -4  49 -48 

cell 78 49 Lead_in_FA_inner   4     49 -48 

%Lower Terminal 

cell 79 49 Insulator      -3  50 -49 

cell 80 49 Cladding            3 -4  50 -49 

cell 81 49 Lead_in_FA_inner   4     50 -49 

%Pin grid support 

cell 782 49 Spacer              -4  51 -50 

cell 783 49 Spacer            4     51 -50 

%Reflector 

cell 30 51 Lead_out_FA_inner         35 

cell 82 49 Lead_in_FA_inner            -51 

 

surf 1 cyl       0.0 0.0 0.1  %Void radius 

surf 6 cyl       0.0 0.0 0.4 %Gas lower plenum radius 

surf 2 cyl       0.0 0.0 0.45     %Pellet radius 

surf 3 cyl       0.0 0.0 0.465   %Inner radius of cladding 

surf 4 cyl       0.0 0.0 0.525   %Outer radius of cladding 

surf 5 hexxc  0.0 0.0 0.693 %1/2 pitch 

surf 34 pz   225  %upper limit of the empty section (II) 

surf 35 pz   182  %upper limit of pappone zone 

surf 36 pz    99  %upper limit of the empty section 

surf 37 pz    49  %upper limit of the pin 

surf  38 pz    47  %upper limit of the 3° grid spacer 

surf 39 pz    45  %upper limit of the first part of upper terminal pin 

surf 40 pz    43  %upper limit of the upper plenum 

surf 41 pz    31  %upper limit of the upper insulator 

surf 42 pz    30  %upper limit of the active zone 

surf 43 pz     1  %upper limit of the 2° grid spacer 

surf 44 pz    -1  %lower limit of the 2° grid spacer 

surf 45 pz   -30  %lower limit of the active zone 

surf 46 pz    -31  %lower limit of the lower insulator 

surf 47 pz   -46  %lower limit of the 1° part of the lower plenum 

surf 48 pz   -48  %lower limit of the 1° grid spacer 

surf 49 pz   -86  %lower limit of the lower plenum 

surf 50 pz   -88  %lower limit of the pin 

surf 51 pz   -93  %lower limit of Pin support grid 

surf    111 inf 

 

% Fuel in inner  

mat pin_inner  -10.443 rgb 250 0 0  

U-234.15c  7.9091E-06 

U-235.15c  1.0783E-03 

U-236.15c  2.6364E-05 

U-238.15c  2.6252E-01 

Pu-238.15c 1.6935E-03 

Pu-239.15c 4.1123E-02 

Pu-240.15c 1.9439E-02 

Pu-241.15c 4.3773E-03 

Pu-242.15c 5.4931E-03 

Am-241.15c 9.3764E-04 

O-16.15c  66.33E-02 

 

%Fuel in outer 

mat pin_outer  -10.47 rgb 0 250 0  

U-234.12c  7.2929E-06 

U-235.12c  9.9427E-04 

U-236.12c  2.4310E-05 

U-238.12c  2.4207E-01 

Pu-238.12c 2.1696E-03 

Pu-239.12c 5.2683E-02 

Pu-240.12c 2.4903E-02 

Pu-241.12c 5.6078E-03 

Pu-242.12c 7.0373E-03 

Am-241.12c 1.2012E-03 

O-16.12c  66.33E-02 

 



% --- Coolant (Lead) active zone @440°C 

mat Lead -10.515 rgb 0 102 204 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

% --- Coolant (Lead) active zone @440°C FA_inner 

mat Lead_FA_inner -10.515 rgb 0 102 204 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

% --- Coolant (Lead) active zone @440°C FA_outer 

mat Lead_FA_outer -10.515 rgb 0 102 204 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

% --- Coolant (Lead) active zone @440°C dummy 

mat Lead_dummy -10.515 rgb 0 102 204 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

% Inlet Coolant @400°C 

mat Lead_in -10.563 rgb 0 0 255 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

% Inlet Coolant @400°C 

mat Lead_in_1 -10.563 rgb 0 0 255 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

% Inlet Coolant @400°C 

mat Lead_in_2 -10.563 rgb 0 255 0 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

% Inlet Coolant @400°C 

mat Lead_in_3 -10.563 rgb 255 0 0 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

% Inlet Coolant @400°C FA_inner 

mat Lead_in_FA_inner -10.563 rgb 0 0 255 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

% Inlet Coolant @400°C FA_outer 

mat Lead_in_FA_outer -10.563 rgb 0 0 255 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

 

 

% Inlet Coolant @400°C FA_outer 

mat Lead_in_dummy -10.563 rgb 0 0 255 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

% Outer Coolant @480°C 

mat Lead_out -10.467 rgb 51 204 255 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

% Outer Coolant @480°C FA_inner 

mat Lead_out_FA_inner -10.467 rgb 51 204 255 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

% Outer Coolant @480°C FA_inner 

mat Lead_out_FA_outer -10.467 rgb 51 204 255 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

% Outer Coolant @480°C dummy 

mat Lead_out_dummy -10.467 rgb 51 204 255 

Pb-204.06c -1.4e-2 

Pb-206.06c -24.1e-2 

Pb-207.06c -22.1e-2 

Pb-208.06c -52.4e-2 

% --- Void (He) @20°C 

mat Void -1.64E-04 rgb 255 255 0 

He-4.12c  -1 

% --- Gap in active zone @20°C  

mat Gap -1.64E-04 rgb 255 255 0 

He-4.09c  -1 

% --- Lower/Upper penum (He) 

mat Plenum -1.64E-04 rgb 255 255 0 

He-4.06c  -1 

%Vessel @20°C 

mat AISI316LN  -7.9 rgb 221 221 221 

C-nat.06c -0.024E-02 

Cr-nat.06c  -16.89E-02 

Ni-nat.06c -10.07E-02 

Mn-55.06c  -1.51E-02 

Mo-nat.06c -2.16E-02 

Ti-nat.06c -0.02E-02 

Si-nat.06c -0.42E-02 

B-11.06c -0.00067E-02 

P-31.06c -0.026E-02 

N-14.06c -0.0597E-02 

S-nat.06c -0.0016E-02 

Al-27.06c  -0.0143E-02 

V-nat.06c  -0.03E-02 

W-nat.06c -0.03E-02 

Nb-93.06c -0.025E-02 

Ta-181.06c -0.03E-02 

Cu-nat.06c  -0.35E-02 

Co-59.06c -0.03E-02 

Ca-nat.06c -0.2E-02 

Fe-nat.06c  -68.35E-02 

 



% --- Cladding delle fuel pin (Ti 15-15) @20°C 

(Fuelholder, Wrapper) 

mat Cladding -7.95 rgb 164 144 119   

C-12.06c  -0.09E-02 

Cr-50.06c  -0.63E-02 

Cr-52.06c  -12.1E-02 

Cr-53.06c  -1.38E-02 

Cr-54.06c  -0.343E-02 

Ni-58.06c -10.6E-02 

Ni-60.06c -4.07E-02 

Ni-61.06c -0.177E-02 

Ni-62.06c -0.563E-02 

Ni-64.06c -0.144E-02 

Mn-55.06c -1.5E-02 

Mo-92.06c  -0.223E-02 

Mo-94.06c -0.139E-02 

Mo-95.06c -0.239E-02 

Mo-96.06c -0.25E-02 

Mo-97.06c -0.143E-02 

Mo-98.06c -0.362E-02 

Mo-100.06c -0.144E-02 

Ti-46.06c -3.2E-04 

Ti-47.06c -2.92E-04 

Ti-48.06c -2.95E-03 

Ti-49.06c -2.20E-04 

Ti-50.06c -2.16E-04 

Si-28.06c -0.784E-02 

Si-29.06c -3.97E-04 

Si-30.06c -2.64E-04 

B-10.06c  -1.19E-05 

B-11.06c  -4.81E-05 

P-31.06c  -0.045E-02 

N-14.06c  -0.015E-02 

S-32.06c  -1.43E-04 

S-33.06c  -1.13E-06 

S-34.06c  -6.32E-06 

S-36.06c  -3.0E-07 

Al-27.06c  -0.015E-02 

Zr-90.06c -1.54E-04 

Zr-91.06c -3.37E-05 

Zr-92.06c -5.15E-05 

Zr-94.06c -5.21E-05 

Zr-96.06c -8.40E-06 

V-51.06c  -0.03E-02 

W-182.06c -7.95E-05 

W-183.06c -4.29E-06 

W-184.06c -9.19E-05 

W-186.06c -8.53E-05 

Nb-93.06c -0.015E-02 

Ta-181.06c -0.015E-02 

Cu-63.06c  -2.08E-04 

Cu-65.06c  -9.25E-05 

Co-59.06c -0.03E-02 

Ca-40.06c -2.91E-04 

Ca-42.06c -2.35E-06 

Ca-44.06c -6.90E-06 

Fe-54.06c  -3.79E-02 

Fe-56.06c  -59.9E-02 

Fe-57.06c  -1.44E-02 

Fe-58.06c  -0.183E-02 

% mix lead @400 (86% vol) and Ti-15-15 (14% vol) 

@400°C (average) 

mat Spacer -10.18 rgb 1 1 1 

C-nat.06c -1.00E-04 

Cr-nat.06c  -1.61E-02 

Ni-nat.06c -1.72E-02 

Mn-55.06c  -1.67E-03 

Mo-nat.06c -1.67E-03 

Ti-nat.06c -4.45E-04 

Si-nat.06c -9.45E-04 

B-10.06c -6.67E-06 

P-31.06c -5.00E-05 

N-14.06c -1.67E-05 

S-nat.06c -1.67E-05 

Al-27.06c  -1.67E-05 

Zr-nat.06c -3.34E-05 

V-nat.06c  -3.34E-05 

W-nat.06c -3.34E-05 

Nb-93.06c -1.67E-05 

Ta-181.06c -1.67E-05 

Cu-nat.06c  -3.34E-05 

Co-59.06c -3.34E-05 

Ca-nat.06c -3.34E-05 

Fe-nat.06c  -7.27E-02 

Pb-204.06c -1.24E-02 

Pb-206.06c -2.14E-01 

Pb-207.06c -1.96E-01 

Pb-208.06c -4.66E-01 

 

%control and Safety rod (ref D7) 

mat CRSR   -2.2 rgb 0 250 0 

B-10.06c  0.72 

B-11.06c  0.08 

C-nat.06c  0.20 

 

%Upper and lower insulator 

mat Insulator -6 rgb 0 0 0 

O-16.06c   66.33E-02  

Y-89.06c  2.00E-02 

Zr-nat.06c  31.67E-02 

 

 

 



include "Pin_level/Alfred_cell_pin_inner" 

%Lower FA 

pin 59 

Lead_in_FA_inner 

lat 100 3 0.0 0.0 15 15 1.386 

59 59 59 59 59 59 59 59 59 59 59 59 59 59 59 

 59 59 59 59 59 59 59 49 49 49 49 49 49 49 59 

  59 59 59 59 59 59 49 49 49 49 49 49 49 49 59  

   59 59 59 59 59 49 49 49 49 49 49 49 49 49 59 

    59 59 59 59 49 49 49 49 49 49 49 49 49 49 59 

     59 59 59 49 49 49 49 49 49 49 49 49 49 49 59 

      59 59 49 49 49 49 49 49 49 49 49 49 49 49 59 

       59 49 49 49 49 49 49 49 49 49 49 49 49 49 59 

        59 49 49 49 49 49 49 49 49 49 49 49 49 59 59 

         59 49 49 49 49 49 49 49 49 49 49 49 59 59 59 

          59 49 49 49 49 49 49 49 49 49 49 59 59 59 59 

           59 49 49 49 49 49 49 49 49 49 59 59 59 59 59   

            59 49 49 49 49 49 49 49 49 59 59 59 59 59 59 

             59 49 49 49 49 49 49 49 59 59 59 59 59 59 59 

              59 59 59 59 59 59 59 59 59 59 59 59 59 59 59 

 %Active FA 

 pin 60 

 Lead_FA_inner 

lat 101 3 0.0 0.0 15 15 1.386 

60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 

 60 60 60 60 60 60 60 50 50 50 50 50 50 50 60 

  60 60 60 60 60 60 50 50 50 50 50 50 50 50 60  

   60 60 60 60 60 50 50 50 50 50 50 50 50 50 60 

    60 60 60 60 50 50 50 50 50 50 50 50 50 50 60 

     60 60 60 50 50 50 50 50 50 50 50 50 50 50 60 

      60 60 50 50 50 50 50 50 50 50 50 50 50 50 60 

       60 50 50 50 50 50 50 50 50 50 50 50 50 50 60 

        60 50 50 50 50 50 50 50 50 50 50 50 50 60 60 

         60 50 50 50 50 50 50 50 50 50 50 50 60 60 60 

          60 50 50 50 50 50 50 50 50 50 50 60 60 60 60 

           60 50 50 50 50 50 50 50 50 50 60 60 60 60 60   

            60 50 50 50 50 50 50 50 50 60 60 60 60 60 60 

             60 50 50 50 50 50 50 50 60 60 60 60 60 60 60 

              60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 

%Upper FA 

pin 61 

Lead_out_FA_inner 

lat 102 3 0.0 0.0 15 15 1.386 

61 61 61 61 61 61 61 61 61 61 61 61 61 61 61 

 61 61 61 61 61 61 61 51 51 51 51 51 51 51 61 

  61 61 61 61 61 61 51 51 51 51 51 51 51 51 61  

   61 61 61 61 61 51 51 51 51 51 51 51 51 51 61 

    61 61 61 61 51 51 51 51 51 51 51 51 51 51 61 

     61 61 61 51 51 51 51 51 51 51 51 51 51 51 61 

      61 61 51 51 51 51 51 51 51 51 51 51 51 51 61 

       61 51 51 51 51 51 51 51 51 51 51 51 51 51 61 

        61 51 51 51 51 51 51 51 51 51 51 51 51 61 61 

         61 51 51 51 51 51 51 51 51 51 51 51 61 61 61 

          61 51 51 51 51 51 51 51 51 51 51 61 61 61 61 

           61 51 51 51 51 51 51 51 51 51 61 61 61 61 61   

            61 51 51 51 51 51 51 51 51 61 61 61 61 61 61 

             61 51 51 51 51 51 51 51 61 61 61 61 61 61 61 

              61 61 61 61 61 61 61 61 61 61 61 61 61 61 61 

include "FA_level/FA_inner/FA_inner_1" 

… 

include "FA_level/FA_inner/FA_inner_57" 



cell   1004   1011  fill 100               -100  

cell   1005   1011  Wrapper           100 -101  

cell   1006   1011  Lead_in_FA_inner  101       

cell   1007   1012  fill 101               -100  

cell   1008   1012  Wrapper           100 -101  

cell   1009   1012  Lead_FA_inner     101       

cell   1010   1013  fill 102               -100  

cell   1011   1013  Wrapper           100 -101  

cell   1012   1013  Lead_out_FA_inner  101       

cell   1013   1010  fill 1011               -102      -45   

cell   1014   1010  fill 1012               -102  45  -42   

cell   1015   1010  fill 1013               -102  42        

include "FA_level/Alfred_cell_FA_inner" 

include "FA_level/Alfred_cell_FA_outer" 

include "FA_level/Alfred_cell_CR" 

include "FA_level/Alfred_cell_SR" 

include "FA_level/Alfred_cell_FA_dummy" 

include "FA_level/Rod_mov" 

 

%Universe 106= FA inner 

%Universe 307 = CR 

%Universe 205= FA outer 

%Universe 407 = SR 

%Universe 506 = Dummy element 

 

pin 99 

Lead_in 

 

lat 1000 2 0.0 0.0 23 23 17.1 

99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  

99  99  99  99  99  99  99  99  99  99  99  99  99  99 506 506 506 506 506  99  99  99  99  

99  99  99  99  99  99  99  99  99  99  99  99 506 506 506 506 506 506 506 506  99  99  99  

99  99  99  99  99  99  99  99  99  99 506 506 506 506 3020 3010 3000 506 506 506 506  99  99  

99  99  99  99  99  99  99  99 506 506 506 2690 2680 2670 2660 2650 2640 2630 2620 506 506 506  99  

99  99  99  99  99  99  99 506 506 506 2700 2400 2390 7040 2380 7030 2370 2360 2610 506 506 506  99  

99  99  99  99  99  99 506 506 3030 2710 2410 2110 2100 2090 2080 2070 2060 2350 2600 2990 506 506  99  

99  99  99  99  99 506 506 3040 2720 7050 2120 1420 1410 1400 1390 1380 2050 7020 2590 2980 506 506 99  

99  99  99  99 506 506 3050 2730 2420 2130 1430 1220 1210 1200 1190 1370 2040 2340 2580 2970 506 506 99 

99  99  99  99 506 506 2740 7060 2140 1440 1230 1100 8020 1090 1180 1360 2030 7010 2570 506 506  99 99  

99  99  99 506 506 2750 2430 2150 1450 1240 1110 1040 1030 1080 1170 1350 2020 2330 2560 506 506  99 99  

99  99 506 506 2760 2440 2160 1460 1250 8030 1050 1010 1020 8010 1160 1340 2010 2320 2550 506 506 99 99 

99  99 506 506 2770 2450 2170 1470 1260 1120 1060 1070 1150 1330 1570 2300 2310 2960 506 506  99  99 99 

99  99 506 506 2780 7070 2180 1480 1270 1130 8040 1140 1320 1560 2290 7120 2950 506 506  99  99  99  99 

99 506 506 3060 2790 2460 2190 1490 1280 1290 1300 1310 1550 2280 2540 2940 3140 506 506  99  99  99 99 

99 506 506 3070 2800 7080 2200 1500 1510 1520 1530 1540 2270 7110 2930 3130 506 506  99  99  99  99  99 

99 506 506 3080 2810 2470 2210 2220 2230 2240 2250 2260 2530 2920 3120 506 506  99  99  99  99  99  99   

99 506 506 506 2820 2480 2490 7090 2500 7100 2510 2520 2910 506 506 506  99  99  99  99  99  99  99   

99 506 506 506 2830 2840 2850 2860 2870 2880 2890 2900 506 506 506  99  99  99  99  99  99  99  99  

99  99 506 506 506 506 3090 3100 3110 506 506 506 506  99  99  99  99  99  99  99  99  99  99    

99  99  99 506 506 506 506 506 506 506 506  99  99  99  99  99  99  99  99  99  99  99  99  

99  99  99  99 506 506 506 506 506  99  99  99  99  99  99  99  99  99  99  99  99  99  99 

99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  99  

cell 110   0  fill 1000       -1000 -999 998     

cell 111   0  AISI316LN  1000 -1001 -999 998 

cell     112   0  Lead_in  1001 -1002 -999 998 

cell 113   0  outside  1002  

cell 114   0  outside   999  -1002 

cell 115   0  outside  -998  -1002 

set bc 1   %periodic 
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