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Abstract

Home Health Care (HHC) is defined as a set of "medical and paramedical services
delivered to patients at home”.

A patient in a hospital has a high cost for the community, so the main benefit of
the HHC service is the significant decrease in the hospitalization rate that leads
to costs reduction in the whole health system; this is important especially if the
patient needs service only a few minutes a day. In addition the quality of life per-
ceived by patients that stay at home is higher than if they stay at the hospital.

For these reasons the current trend in Europe and North America is to send nur-
ses to visit patients in their home in order to reduce costs for the community and
increase patients quality of life.

During the last decade the Health Care service industries experienced significant
growth in many European countries due to the governmental pressure to reduce
healthcare costs, the demographic changes and the development of new services
and technologies. To take into account these challenges, Health Care decision
problems have to be solved for Home Care services by rigorous methodologies
involving Operations Research and Computer Science techniques.

In this work we try to solve a real case of Home Health Care Problem observed in
the city of Ferrara, Italy. The idea is to create a weekly schedule for the operators
which specifies where and when a nurse has to go on each day of the week and
which service has to be performed. Main objectives of the optimization problem
are to minimize the costs, maximize the patient-nurse loyalty ratio and the wor-
kload balance between nurses while satisfying the weekly requests.

As the problem is NP-hard, due to the great number of constraints and objectives
that must be considered, in literature it is often reduced to known problems. The
goal of this thesis is to solve the problem considering most of its realistic aspects.
An algorithm based on the Iterated Local Search (ILS) method is applied in 60
different instances. All the subparts of the algorithm are explained.

As the problem can be seen as a multiobjective optimization problem, the ILS al-
gorithm is then extended introducing the concept of Pareto optimal solutions. At
the end of the algorithm, a pool of approximate Pareto optimal solutions is pre-
sented.



Finally, stochastic service times are introduced to make the solution more realistic.
Simulated Iterated Local Search (SimILS) is merged with the ILS for multiobjec-
tive problems to obtain a new algorithm, developed in this thesis, that can be called
MultiObjective Simulated Iterated Local Search, MOSimILS.

Each algorithm consists of about 900 Python lines. Obtained results encourage to
keep on studying in this direction.



Sommario

L’assistenza sanitaria a domicilio viene definita come un insieme di “servizi me-
dici e paramedici erogati al paziente a casa”.

Poiché un paziente in ospedale ha un alto costo per la comunita, I’assistenza sa-
nitaria domiciliare ha come principale beneficio la significativa decrescita della
percentuale di ospitalizzazione che porta a una riduzione dei costi nell’intero si-
stema sanitario; questo ¢ importante soprattutto se un paziente necessita assistenza
solo pochi minuti al giorno. Inoltre la percezione della qualita di vita € piu elevata
nei paziente a cui ¢ consentito restare nella propria abitazione, rispetto a chi si
trova in ospedale.

Per queste ragioni il trend corrente in Europa e Nord America ¢ quello di mandare
le infermiere ad assistere i pazienti nelle proprie abitazioni con lo scopo di ridurre
1 costi per la comunita e aumentare la qualita di vita del paziente.

Nell’ultimo decennio le compagnie di assistenza domiciliare hanno sperimentato
una significativa crescita in molti paesi Europei a causa delle pressioni governati-
ve per la riduzione dei costi di assistenza sanitaria, dei cambiamenti demografici e
dello sviluppo di nuovi servizi e tecnologie. Per prendere in considerazione questi
cambiamenti 1 problemi di assitenza domiciliare devono essere affrontati tramite
I’utilizzo di metodologie rigorose che coinvolgono tecniche che vanno dall’Info-
matica alla Ricerca Operativa.

In questo lavoro cercheremo di risolvere un caso reale di assistenza sanitaria domi-
ciliare osservato nella citta di Ferrara, Italia. L’idea ¢ quella di creare una pianifi-
cazione settimanale degli operatori che specifichi, per ogni infermiera disponibile,
dove e quando si debba recare ogni giorno della settimana e quali servizi debba
svolgere. Gli obiettivi principale del problema sono la minimizzazione dei costi,
la massimizzazione della fedelta paziente-infermiera e il bilanciamento del carico
di lavoro tra infermiere, rispettando la richiesta settimanale di servizi.

Essendo il porblema considerato NP-difficile, a causa dell’elevato numero di vin-
coli e obiettivi che devono essere considerati, in letteratura ¢ stato spesso ridotto
a problemi noti. L’obiettivo di questa tesi ¢ quello di risolvere il problema senza
trascurare 1 suoi aspetti reali. Con questo scopo un algoritmo basato sul metodo di
Iterated Local Search ¢ stato applicato su 60 istanze differenti. Tutte le sottoparti
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dell’algoritmo vengono chiaramente spiegate nel corso di questa tesi.

Poiché il problema considerato puo essere visto come un problema multiobiettivo,
I’algoritmo ILS ¢ stato quindi successivamente esteso introducendo il concetto di
soluzioni Pareto Ottime. Alla fine dell’algoritmo viene presentato un insieme di
soluzioni di approssimazione della frontiera Pareto Ottima.

In conclusione per avere soluzioni piu realistiche sono stati introdotti tempi di ser-
vizio stocastici. L’algoritmo di Simulated Iterated Local Search (SimILS) ¢ stato
integrato con I’ILS per problemi multiobiettivo cosi da ottenere un nuovo algorit-
mo, sviluppato in questa tesi, che chiameremo Multiobjective Simulated Iterated
Local Search, MoSimILS.

Ogni algoritmo presentato consiste in circa 900 righe di codice Python. Le solu-
zioni ottenute incoraggiano a continuare gli studi in questa direzione.
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Chapter 1

Introduction

1.1 Motivation and challenges

Home Health Care service consists of assistance provided by medical staff, such
as nurses, physical therapists and home care aides, to people with special needs,
for example old adults, chronically ills or disabled people.

The main reasons for the development of HHC service are that quality of life per-
ceived by patients who stay home, that is higher than if they stay at the hospital,
and the high cost of the hospitalization. On one side, people prefer to stay in their
own house even if, for some reasons, they are not able to take care of themselves.
On the other side, a patient in a hospital has a high cost for the community, so the
main benefit of the Home Health Care service is the significant decrease in the
hospitalization rate that leads to costs reduction in the whole health system; this
is important especially if the patient needs service only a few minutes a day.
During the last decade the Health Care service industries experienced significant
growth in many European countries due to the governmental pressure to reduce
healthcare costs, the demographic changes and the development of new services
and technologies.

The complexity of the problem is mainly due to the large number of assisted pa-
tients, to the limited resources and to the service delivery in an often vast territory.
To not waste time and to avoid process inefficiencies, Health Care decision prob-
lems have to be solved by rigorous methodologies involving Operations Research
and Computer Science techniques. The main goal of optimizing the HHC service
is to provide a high level of service while maintaining low cost.

We consider a particular application of this service in the city of Ferrara. Plan-
ning is nowadays mostly done by hand, usually by experienced nurses, but the
fast growing of requests makes this procedure more complex. Service is activated
by a doctor to a patient, and therapies are decided with nurses specifying the type
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and frequency in a week. Week planning decides the sequence of services a nurse
needs to perform in each day of the week.

It can be observed that Home Health Care is an optimization problem with many
constraints often depending on specific cases and with the objective of finding a
feasible solution while minimizing costs and maximizing the service quality.

A good solution to HHCP has to satisfy all the requests with the constraints of
available human resources and working time limit, and at the same time has to
obtain some goals such as the minimization of costs, the maximization of loyalty
between nurse and patient and the balance of workload between nurses. Deter-
ministic assumptions are one of the most common simplifications of the problem.
In this work we first try to solve the deterministic version of this problem using
Iterated Local Search algorithm maintaining all the constraints to fit as better as
possible the real problem. The main challenge is to solve the problem as a mul-
tiobjective one considering the three main objective functions of HHCP and then
introducing stochastic service time studying a more realistic case.

We then extend the ILS for the deterministic version to the multiobjective and
stochastic problem. This constitutes the main contribution of this thesis.

1.2 Outlines

The remainder of the thesis is structured as follows.

Chapter 2 gives a general idea about what Home Care and Home Health Care
services are: what they consist of and which part of the problem can be considered
as optimization problems. A list of works about HHCP is given. Then the home
health care service in Ferrara hospital is introduced explaining which kind of data
and constraints we have to consider, and which are the main goals of the problem.
A mathematical model is presented for our problem.

Chapter 3 introduces the Iterated Local Search method, explaining its con-
struction and mentioning some applications. The algorithm is then applied to
Home Health Care optimization problem considering as objective function the
sum of costs, expressed in time, and the loyalty of the problem, as a summa-
tion of different nurses visiting the same patient. The ILS algorithm has three
main phases: construct an initial solution, local search method and a perturbation
phase. In this chapter we explain each phase in details.

Chapter 4 defines HHCP as a multiobjective problem with three main goals:
minimization of costs, maximization of loyalty and maximization of the balance
of workload between nurses. In this way we avoid to sum quantities that are in-
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comparable such as time and number of nurses. The problem is still solved with
ILS algorithm but after introducing the concept of Pareto optimal solution. A
pool of Pareto optimal solutions is used to choose pseudo randomly the solution
to perturb in the ILS procedure and then the pool is updated considering all the
solutions found during the Local Search.

Chapter 5 introduces the stochastic service times to be more closed to the
real problem. The SimILS algorithm is merged with the multiobjective ILS in
order to solve the stochastic multiobjective HHCP. A simulation with a triangular
distribution is applied to the service times in order to have a simulated value of
the objective functions. The idea is to create and update the pool of approximate
Pareto optimal solutions using the stochastic values and not the deterministic ones.






Chapter 2

Home Care and Health Care
services

In this chapter Home Care and Home Health Care services are introduced. Main
aspects of these services are explained and differences between them are outlined.
Some literature about HHCP is mentioned. Finally the real Home Heath Care
problem in the city of Ferarra, taken into account in thesis, is explained, focusing
on the objectives and constraints we have to consider solving it as an optimiza-
tion problem. At the end of the chapter a mathematical model for the HHCP is
formulated.

2.1 Home Care service

Home care service means a care that it is performed at patient’s house. This
service allows a person that needs a special treatment to stay in his/her home. Most
people prefer to remain in their own home, however situations and conditions
may come up, preventing people to take care of themselves. Sometimes, it can be
necessary to take care of these people in an institution, but when it is possible, it
is better to let them stay at home. This service is usually needed by people who
are getting older, chronically ill, recovering from a surgery or disabled. So home
care is especially useful for people who need nursing, therapies or aide services.
People may need care service if:

e they have trouble getting around;

e they have wounds that need to be cleaned, or they need injections or other
treatments;

e they need to learn more about their medical conditions and how to monitor
them;
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e they need help with bathing, dressing and meal preparation;

e they need care emotional support when in the final stages of an incurable
disease.

So Home care services can include many different types of services, for ex-
ample:

e health care, such as having a home health aide come to your home for usu-
ally medical services;

e personal care, such as help with bathing, washing your hair or getting dressed;
e homemaking, such as cleaning, yard work and laundry;
e cooking or delivering meals.

In other words one can get almost any type of help he/she needs in his/her home.
Some types of care and community services are free or donated, many other types
must be paid for. People that need help can get it in many different ways. First
of all from people they know, as family, friends and neighbours: these are the
biggest source of help for many older or disabled people. Second, they can get
help from the community of local government resources, as for instance from
religious group or from social services. The last possibility is to ask to a private
agency or to a hospital.

So besides family members and friends many different types of care providers
can come to help people with movement and exercises, wound care and daily
living. Home health care nurses can help manage problems with their wounds,
other medical problems and any medications that they may be taking. Physical
and occupational therapists can make sure their home is set up so that it will be
easy and safe to move around and take care of themselves.

As home care is especially needed by elderly people and as the life expectation
has increased in recent decades, contributing to the ageing of the population, we
can assume that the request of home care services will grow very fast.

Of course home care has some limitations. Sometimes it can happen that some
situations or conditions may make care in an institution a better choice than home
care. For example, caregivers may not be available to adequately address the
needs of the older person or caregiver burnout and stress may prevent continued
safe care for people in the home. Also, serious medical situations that require
frequent testing, breathing treatments, or intravenous medications can make an
institution more appropriate than home care.

Finally home care is not always the least expensive choice and also this aspect has
to be considered choosing between home care or an institution.
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2.2 Home Health Care service

As we said in the previous section, Home Health Care is one of the service that
can be done to people with special needs treating them at home. It is important
to understand the difference between home health care and home care: the former
is in fact more medically oriented. This is why people who provide home health
care are often licensed practical nurses, therapists or home health aides. Most of
them work for home health agencies or hospitals.

Like general Home Care also Home Health Care service is generally provided to
elderly and terminal patients, however it can be applied to other patient categories
such as children, post-surgery patients, people hit by cerebral ictus, etc. The ser-
vice consists in sending nurses from an hospital or a private company to patients’
home in order to maintain or improve their life conditions, performing the needed
services and avoiding the hospitalization.

The reason of this service from a human point of view is obvious: no one likes to
stay in a hospital, although it is sometimes necessary; patients who need to stay in
bed but do not require constant medical surveillance prefer their own bed at home.
Home health care helps people with special needs live independently for as long
as possible, given the limits of their medical conditions.

At the same time, another aspect we have not taken into account yet is that a
patient in hospital has a high cost for the community that can be avoided if the
patient needs services only a few minutes a day. Home care service is recognized
to be one of the major solutions to contain costs in health care.

For these reasons the current trend in Europe and North America is to send nurses
to visit patients in their home with the aim of giving better quality of life to pa-
tients and reducing costs for the community. Health care service is growing very
fast due to the increasing average age of population, the desire to improve the
quality of service and the limited economic resources.

For all these reasons it is very important to develop the home health care service
in an efficient manner maintaining a high quality of the service. However, deliv-
ering this service is not an easy task because of the large number of personnel that
participate in the process, of the variety of clinical and organizational decisions,
and of the difficulty of synchronizing human and material resources at patients’
home. After these observations, it is obvious that planning home health care is a
problem that involves Operational Research.

Literature

We now present some studies about home health care from the Operational Re-
search point of view. Optimization problems in health care have received consid-
erable attention during the last few decades. Operations Research is now utilized
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more frequently to address day to day hospital management, resource constrained
operations or treatment planning aspects in health care. Key health care opti-
mization issues include service planning, resource scheduling, logistics, medical
therapeutics, disease diagnosis and preventive care.

As seen, different aspects have to be considered in home health care problem.
Rais and Viana (2010) made a survey of OR applied to Health Care.

Many studies are focused on optimization and cost control measures, others in-
clude estimation of future demand for services in order to build enough capacity
or selection of hospital locations for covering a target population.

Demand forecasting is essential and provides the input to many optimization prob-
lems, about this argument we can mention for example Finarelli and Johnson
(2004), Cote and Tucker (2001), Jones et al.(2008), Beech (2001), Lanzarone
et al. (2009).

Other publications take into account the capacity management and the location
selection, both for health care services and medical material, within these pub-
lications Daskin and Dean (2004), Smith-Daniels et al. (1988) or Rahman and
Smith (2000).

Location problems, i.e. where to set healthcare centres for maximising accessibil-
ity, has also been extensively studied by many authors as Smith et al. (2009), Mu-
rawski and Church (2009), Rahman and Smith (1999) and Hodgson et al. (1998).
Of course we can also observe many other aspects and the literature about home
health care is huge.

The aspect we take into account in this work is the health care management and
logistics, so all the optimization involving patients scheduling and nurses schedul-
ing. Until recently, most personal scheduling problems in hospital were solved
manually, of course scheduling by hand used to be a very time consuming task
and planners had no automatic tools to test the quality of a constructed schedule.
The importance of a systematic approach to create a good timetable is very high
especially in health care, where it is unacceptable not to fully support patient care
needs and staff requirements. Mathematical or heuristic approaches can easily
produce a number of solutions and they can report upon the quality of schedules.
In the following, we present a list of some important works about HHCP. Usually
this problem is seen as a combination between the Period Vehicle Routing Prob-
lem with Time Windows and the Nurse Rostering Problem.

In Burke (2002) it has been demonstrated that Variable Neighbourhood Search is a
successful method in tackling real world instances of the nurse rostering problem.
In Burke et al. (2008) they describe a heuristic ordering approach to the nurse
rostering problem which is hybridised with a VNS.

Eveborn et al. (2006) focus on a staff planning for home care in Sweden. They
describe and develop a decision support system called Laps Care that takes into
account a lot of aspects of HHCP. The problem is formulated using a set par-
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titioning model, and it makes use of a repeated matching algorithm, combining
optimization methods and heuristics. The proposed visit planning is evaluated ac-
cording to two performance criteria: the efficiency of the plan and its quality.
Cheng and Rich (1998) consider two types of nurses: part time and full time. The
global problem is formulated as a Vehicle Routing Problem with Time Windows.
The objective is minimizing the extra working time costs. they propose a math-
ematical model and a simple heuristic to find a solution firstly building several
routes simultaneously and then attempting to make improvements on these tours.
Béumelt et al. implement a C# algorithm to solve HHCP minimizing the cost of
the travelling time. They integrate algorithms for solving Vehicle Routing Prob-
lem and Nurse Rostering Porblem considering that each visit of the patient must
occur at a defined time window.

Berteles and Fahle (2006) present another optimization and planning tool. They
consider many constraints using thin time windows and with nurses characterized
by different skills to limit the number of feasible solutions. The used heuristic
builds a set of patients to assign to each nurse and then find an optimal sequencing
for each set of patients.

Borsani et al. (2006) propose a health care problem close to the one we will study
in the next chapters. They are interested in the problem of deciding which hu-
man resource should be used and when to execute the service during the planning
horizon in order to satisfy the care plan for each patient. The objective is also the
balance of nurses’ workload. they propose a simple model of assignment ignoring
the routing part of the problem setting the travel and the working time as a deter-
ministic constant.

Begur et al. (1997) study the scheduling and routing of nurses in Alabama and de-
velop a support system decision for HHC providers. It develops a list of patients
to visit for each nurse ranked in order to maximize the productivity taking into
account route construction, nurse availability and patients’ needs and availability.

2.3 The home health care service in Ferrara

The goal of this work is to model and solve the Home Health Care Problem focus-
ing in nurse scheduling and in particular observing the case in the city of Ferrara,
that we explain in the following.

Home Care service is generally activated by the doctor assisting a patient and ther-
apies are decided with the nurses, here also denoted as operators. As said before
patients can be elderly or terminal ill people, but also children, post-surgery pa-
tients etc., i.e. people that do not need to be monitored all the time but just need
service for a few minutes a day.

One patient may need more than one service and each service has a given fre-
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quency during a week. So every patient has to be treated respecting his care plan,
which includes the number, the type and the sequence of visits that he or she
should receive.

Services are provided by a set of nurses, the days a nurse is on duty, he/she has
a maximum available working time. Every day each nurse starts from the hospi-
tal, travels by car from one patient’s home to the next and finally returns to the
hospital. A treatment lasts from 5 to 60 minutes, depending on its specific char-
acteristics.

As Ferrara is a medium-size town (about 150.000 inhabitants), the considered area
is rather large and its population ageing. Although most of the population is con-
centrated in town, a number of elderly people live in the countryside. For these
reasons the service is characterized at the same time by high variance of duration
and significant geographical dispersion of the requests.

HC structure provides a weekly visit plan for all its operators. Each nurse has to
know the patients to be visited, the type of service to perform and the order and
the day of the visit. The assignment patient-operator can be revised periodically,
usually weekly, according to the specific needs.

We use a short term planning determining the weekly visit plan for each operator
in order to respect the patient’s care plan needed on that respective week. Con-
sidering a planning horizon of one week, we can divide it into time slots (a day
from Monday to Sunday) and for each time slot the nurses on duty for each day is
known.

It is crucial to deliver the service in a cost effective manner while not deteriorating
service quality, so we have different objectives. The main objectives are: mini-
mize service total costs and maximize service quality. The costs are related with
normal and extra hours of the nurses, where extra hours are paid more and should
be avoided. We consider a team of 13 nurses. Nurses work 5 days in a week and
they have the same fixed working time a day that we consider of 8 hours, each
minutes more is considered as extra work.

On the other side, the service quality is measured in terms of loyalty and route
balance. The loyalty is related to the relation between patient and nurse, a patient
feels more comfortable if the same operator visits him or her. Another aspect that
should be considered is the balance of working time between nurses to avoid the
burn out phenomena, i.e. nurses who get tired and stressed and act in an unfriendly
manner to patients deteriorating the quality of service.

Summarizing, a good solution should achieve the minimization of the travel times
over the service times, i.e. the minimization of the time during which a nurse
is on duty but is not delivering any service. So the routing problem consists in
deciding the best routes for operators considering the real travel distances. In
addition, in order to avoid the burn out phenomenon, it is important to have an
equi-distribution of the workload. Finally, from the patient point of view, it is
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important to have a good degree of loyalty; continuity of care is important, and
assigned operator should become a reference figure for the patient during the du-
ration of care plan. For this reason we have to minimize the number of different
nurses who visit one patient.

From a mathematical point of view what we have is a set S of services and a
planning horizon H of one week divided in days 4. For each service the frequency
fs and the duration a,, respectively the number of times the service must be per-
formed during week and the estimated time to perform it, are given. We have to
observe that for each service a minimum number of days e, must pass between
two repetitions of it.

Each service must be performed on a specific patient ps who is linked with a spe-
cific address. What we know is the distance d,y between to different patients
expressed in time. Of course we also know the time needed to go from hospital to
a specific patient, and to return from this patient to hospital.

The problem of HHC is focused on planning the services, i.e. distributing the
services during the week and for each day deciding the optimal tours between
services while not exceeding the service time of a nurse. On the other side, the
assignment between services and nurses has to be decided. In other words the
problem consists in two big different problems: a routing problem and an assign-
ment problem.

This two problems have to be solved while considering the goals mentioned be-
fore:

e minimize the costs, i.e. minimize the working times of nurses avoiding extra
work;

e maximize the loyalty between patient and nurse, i.e. minimize the number
of different nurses visiting the same patient;

e maximize the balance, i.e. maximize the equidistribution of workload be-
tween nurses in order to minimize the phenomenon of burn out.

The case in Ferrara has already been used as real case study for the HHCP.
In Cattafi et al. (2012) they apply a Constraint Logic Programming to the HHCP
in Ferrara. They model the problem with the objective of reducing disparities in
workload of the nurses and improving the loyalty between nurse and patient. A
new constraint that address the routing component of the problem by embedding
into a constraint an efficient solver for the TSP is also implemented. They try five
different search strategies and compare the results with hand-made solutions used
by nurses.
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In Boccafoli (2012) the problem is modelled considering all the constraints trying
to maintain it as close as possible to the reality. He proves that exact method
are not an efficient choice to solve the HHCP without simplifying it into other
known problems. The problem is then solved using two different methaheuristcs:
Variable Neighbourhood Search and Adaptive Large Neighbourhood Search after
using a method to find an initial solution.

Both works consider deterministic travel and service times, according also with
medical staff this assumption simplifies too much the problem. In addition they
use a single objective function. In this work we try to explain better the problem
firstly considering it as a multiobjective problem and then introducing stochastic
service times.

2.3.1 Mathematical model

In this section we propose the mathematical model to the HHCP.

Parameters

In the HHC problem the following parameters must be considered:

e H= set of days of the week h € H, from Monday (1) to Sunday (7).
e P=set of patients p € P that must be visited during the planning week.

e S=setof services s € S.

Each service is characterized by a vector: (ps, fs, €5, as, gs) in order we
have: the patient ps who needs this service, the frequency f; (i.e. the number
of times the service must be performed during the week), the minimum
time e, that must elapse between two repetition of the service, the time as
needed to perform the service and finally a vector g5 of 0 and 1 representing
the availability of the service during the week. g" = 1 if service s can be
performed on day 4, O otherwise.

e N=set of nurses n € N. Each nurse is characterized by a vector d,, of 0
and 1 that represents the availability of the nurse during the week. d" = 1
if nurse 7 is available on day 4, O otherwise.

e T= Set of all possible tours ¢ € T, i.e. sequences of services each one
starting and finishing at the hospital. We have 7}, set of tours involving at
least one service of patient p. In order to solve exactly the problem the tours
must be generated before, of course, as the number of patients and services
increases, the complexity of generating this tours is too high.
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e c,y= cost of performing sequentially service s and service s’. This cost is
given by the distance between the two patients who need the two services
respectively (in time), d,, plus the duration of service s’, ay . In this thesis
when we talk about costs we are talking about working time.

e We also have L= maximum time of workload for each nurse on one day and
Winar=maximum extra work for each nurse on each day.

We can observe that the cost of a tour ¢ can be evaluated by:

In addition the number of days a nurse # is on duty is:

dy =) _d}

heH

Variables

Now we introduced the variables of the problem. To solve the problem we have
to consider two different decisions:

-SCHEDULING: establish the days on which the service is performed and decide
which nurse should perform it.

-ROUTING: we have to make sequences of services in an efficient way per nurse
and per day.

The variables we will use are the following:

h 1, if tour ¢ is assigned to nurse n on day &
€T =
n 0, otherwise

1, if patient p is served by nurse n

z, = .
0, otherwise

u€R"

weRT

The first variable is used to specify where the nurse n works during day 4. As a
tour is formed by services, each of them related to a patient, we know where a
nurse has to go, which service she has to perform and the needed working time.
The second variable is used to observe more directly the relation between a patient
and a nurse.
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u and w are related with the working time. The first one is chosen, after evaluating
the average working time between nurses, as the maximum of them. The second
one is the maximum between all the extra working time needed in all tours, if
there is extra time.

Formulation of HHCP

The complete formulation can be written as follow:

min - agu + oy Z(Z zy — 1)+ aw

S.t.

> 2 D m=1

heH teT:set neN

E h h
xnt S gs

teT:set
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>, D > sl

h=h'! teT:setneN
z;‘ > th
z, € {0,1}
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Let us explain the meaning of each constraint in the formulation.
(1) is the objective function and can be changed assigning different values to «;.
The first and the third parts are for routing, they minimize respectively the work-
load and the overtime. The second part is for the loyalty and minimizes the dif-
ferent number of nurses visiting the same patient.
Observe that in the objective function we are not considering the working balance:
the third important main goal. This is because in the first part of this work the bal-
ance will not be considered to allow us to compare the first results with others
similar works. The balance will be taken into account after the third chapter.

Constraint (2) defines u as the maximum average of workload between all
nurses and constraint (3) and (4) define w as the maximum extrawork found over
all nurses and all days that must be less than W,,,,.
Constraints (5) to (7) are for the scheduling part. The first constraint tells us that
each tour can be assigned to one nurse maximum. The second one says that on
each day /& and for each nurse n we can assign only one tour to the nurse n and
only if this nurse is available on the considered day. And the last one is about
assigning tours to days: we can assign a number of tours to day / that must be less
or equal to the number of nurse in charge on the considered day.
Constraints (8) to (10) are for the routing part of the problem. With (8) we guar-
antee that the frequency f; of a service s is respected. To make this constraint
working with all type of services we have to consider services that have frequency
greater than one but can be done in the same day as a unique service with needed
time: a, * fs. Constraint (9) is to guarantee that a service s in performed on day A
only if it is available.
(10) imposes an interval at least of e, between two repetition of one service.
(11) express the relation between variables, if patient p is not assigned to nurse 7,
then we do not assign a tour ¢ which involves patient p to the nurse 7.

After presenting the mathematical model of the HHCP we can say that the
problem is NP-hard since it is an extension of routing problems.
As the planning process in HHC requires to satisfy a large number of constraints
and objectives, regarding both the efficiency of the system and the quality of the
care, the required computational time to solve the problem with an exact method
can be considerably high. In addition we have to consider that the master plan is
usually heavily modified from day to day due to changes in the service and in the
patients requirements, thus the effort of finding optimal solution can be useless.
As the real problem is NP-hard in literature is usually reduced to known prob-
lems or variants of them. In Boccafoli (2012) different approaches to find optimal
solutions through exact methods are considered, as the work shows, all of these
approaches appear unsatisfactory to solve HHCP.
We can conclude that the best way to approach to this problem is using meta-
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heuristics approaches. In the next chapter we propose a metaheuristic based on
ILS method to solve the HHCP trying to maintain it closed to the real problem.
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Chapter 3

Solving HHCP using Iterated Local
Search

In this chapter we introduce the Iterated Local Search method, explaining its con-
struction and mentioning some applications. The algorithm is then applied to
Home Health Care optimization problem considering as objective function the
sum of costs, expressed in time, and the loyalty of the problem, as a summation
of different nurses visiting the same patient. All sub parts composing the ILS al-
gorithm for HHCP are explained in details.

3.1 Iterated Local Search

We propose a metaheuristic based on Iterated Local Search to solve the HHCP.
The Iterated Local Search is a simply but efficient method to solve difficult and
complex optimization problems, like the one treated in this thesis.

The basic idea behind ILS method is that a metaheuristic method is preferable
to be simple, both conceptually and in practice, effective and general purpose.
Indeed, to have greater performance, metaheuritics have become more and more
sophisticated and request problem-specific knowledge, often loosing generality
and simplicity. To counter this, the idea is to split the metaheuristic algorithm
into few parts, trying to have a general purpose part separated from the problem-
specific knowledge in the algorithm.

The essence of Iterated Local Search metaheuristic is to build iteratively a se-
quence of local optimal solutions. At each iteration a perturbation phase is then
applied to restart the process.
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3.1.1 Iterating a local search

Given a heuristic optimization algorithm, in our case LocalSearch, it can be shown
that using iteration this algorithm can be significantly improved.

The idea on which the Iterated Local Search is developed is explain in the follow-
ing lines.

First how LocalSearch works is explained: a cost function C, that must be min-
imized, and a set of candidate solutions S are given. LocalSearch defines a way
of mapping the elements in the set S to the elements in the smaller set S*, set of
locally optimum solutions.

Usually comparing the distributions of costs density of elements in the two sets
it can be observed that the mean and the variance for solutions in S* are smaller
than the ones for solutions in S. This means that it is better to use local search than
sample randomly in S.

Usually Local Search methods can get stuck in a local minimum, where no im-
proving neighbours are available. A simple modification consists in iterating calls
to the local search routine, each time starting from a different initial configuration.
The difference with restart approaches is that ILS, instead of simply repeating Lo-
cal Search starting from an initial solution, optimizes solution s with LocalSearch,
perturbates the local optimal solution and applies LocalSearch again. This proce-
dure is repeated iteratively, until a termination condition is met.

Initial solutions should employ as much information as possible to be a fairly
good starting point for local search. Most local search operators are deterministic
while the perturbation mechanism should introduce non deterministic component
to explore the solutions space. The perturbation must be strong enough to allow
the escape from basins of attraction, but low enough to exploit knowledge from
previous iterations.

The ILS algorithm works as follow:

Algorithm 1: [terated Local Search
Result: Iterated Local Search
sp = GeneratelnitialSolution;
s* = LocalSearch(sy);
repeat
s" = Perturbation(sx, history);
s* = LocalSearch(s');
s* = AcceptanceCriterion(s*, s* , history);
until rermination condition met;

NN R W N =

After finding an initial solution sy, a local search is applied on it, obtaining a
new solution s*. Then starting from a current solution s*, a perturbation is applied
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reaching an intermediate state s’ € S and then LocalSearch is applied again on it
obtaining s*'; if element s* passes an acceptance test it becomes the new element
of the walk, otherwise we come back to s*. Then we iterate the procedure obtain-
ing finally a walk on S* that is the resulting of a stochastic walking on S*. The
procedure is shown in the figure below taken from Lourenco, Martin and Stiizle
(2010).

Most of the ILS complexity is due to
the historical dependence, when per-
turbations or acceptance criterion de-
pend on any of the previous s*. perturbation
Historical independent perturbations
and acceptance criterion can be cho-
sen, obtaining a random walk dynam-
ics on S*, that is Markovian. In this
case the acceptance criterion is the dif-
ference of costs between s* and s*, or
it can be also choose to accept only im-
proving solutions.

Also a stopping criterion, based on Figure 3.1: Rapresentation of Iterated Local
maximum time, can be added, so only Search procedure

two nested local search are obtained.

The efficiency of the method depends both on the kinds of perturbations and on
the acceptance criteria.

cost

solution space S

3.1.2 Procedure in details
To design an ILS to solve a specific problem four components must be defined:
o GeneratelnitialSolution
e LocalSearch
e Perturbation
e AcceptanceCriterion

Starting with a basic version of ILS usually still higher performance are obtained
than the random restart approach. Then each single part of the ILS method can
be optimized and finally the interactions between the four components must be
considered to globally optimize the method.
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Initial Solution

To have a good initial solution s is important in order to reach faster an high-
quality solution, because of the historical dependence of the walk on S™.

In the basic version of ILS the starting point can be a random s € S, or, better
than this, a solution given by a greedy algorithm.

For short to medium sizes runs the initial solution is important to reach the highest
quality solutions possible. For much longer runs the initial solution seems to be
less relevant.

Local Search

ILS algorithm is quite sensitive to the choice of the embedded heuristic, so, when
it is possible, it is better to optimize it. Often it is true that better the local search,
better the corresponding ILS, but this is not always true. Sometimes it is better to
choose worst but faster local search, especially if the total computational time is
fixed.

Another important thing is that the local search should not undo the perturbation.
We have also to consider that, sometimes, it can be useful to replace Local Search
with Tabu Search or Simulated Annealing limiting their run time.

As said before a Local Search defines a many to one mapping from the set .5,
i.e. the set of all candidate solutions, to the smaller set S* of locally minimum
solutions. Let now C be the cost function of the considered combinatorial op-
timization problem that is to be minimized, comparing the distributions of costs
density of elements in the two sets, .S and S, it can be observed that the mean
and the variance for solutions in S* are smaller than the ones for solutions in S.

Perturbation

Perturbation is used by ILS to escape from local optima. In the basic version of
ILS, a perturbation can be a random move in a higher order neighbourhood than
the one used by local search algorithm, often this leads to a satisfactory algorithm.
We have to notice that perturbations must not be too small or too big, if they are
too small s* is often rejected obtaining a short walk, if they are too big a random
walk is obtained, which has worst results. In addition, to avoid short cycles, per-
turbations can being randomized instead of be deterministic.

We have to choose how to perturb a solution, so the strength of the perturbation,
1.e. we have to choose how many solution components are modified. The pertur-
bation strength effects the speed of the local search.

For some problems we can hope to have satisfactory ILS when using perturbations
of fixed size, but for more difficult problems this may lead to poor performance.
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In addition for some problems appropriate perturbation strength is very small and
independent of the instance size, for other problems large perturbation sizes are
better.

Perturbation strength can also be modified during the run, to do that the search his-
tory can be exploited. The perturbation can be adapted changing its strength de-
terministically or a Tabu Search can be used to implement a perturbation scheme.
Finally more complex perturbation schemes can also be developed: this can be
done modifying the definition of the instance and then run LocalSearch on s*,
obtaining s’ as output. Another way is to generate perturbations optimizing a sub-
part of the problem.

It is important to observe that another reason why this metaheuristic can perform
better than random restart is that LocalSearch works faster on solution obtained by
perturbing the local optimum than another random solution. So in a given amount
of time, ILS can explore many more local optima then the random restart.

Acceptance Criterion

When we find a new s*, using perturbation and LocalSearch, then we have to
decide if accepting it or not.

The acceptance criterion can be used to control the balance between intensification
and diversification of the search. To have a strong intensification we can consider
Better acceptance criterion, that consists in accepting only better solutions. Con-
trarily if we want to have a strong diversification a random walk acceptance crite-
rion can be used, which accepts all the new solutions found. Of course an inter-
mediation between these two acceptance criterion can be used. A Simulated An-
nealing type acceptance criterion can be used, accepting s* if it is better then sx,
otherwise if it is worse we accept it with a probability exp{(C(s*) — C(s*))/T}
where T is the temperature. With high temperature we favour diversification over
intensification, the contrary if the temperature is low. To have better results we
can prefer intensification until is useful and then prefer diversification for a while,
before resume intensification.

Global optimization

Optimize the single components of ILS it is not enough to have a good search, we
have also to globally improve it, considering the relations between components.
If for example we consider that the initial solution is irrelevant for a problem, as
sometimes happens, we can notice that Perturbation depends on the choice of Lo-
calSearch and AcceptanceCriterion depends on both the choices of Perturbation
and LocalSearch.

Improving the single components we have to remember that they are related each
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other, especially the perturbation should not be easily undo by the local search and
that the balance between intensification and diversification is determined both by
Perturbation and AcceptanceCriterion.

3.1.3 Applications of ILS method

ILS algorithm has been successfully applied to different combinatorial optimiza-
tion problems, sometimes getting high performances while, in other cases, it is
merely competitive with other metaheuristics. A review of ILS applications can
be found in Lourenco, Martin and Stiizle (2003) and (2010).

One of the first applications we have to quote is ILS for Travelling Salesman Prob-
lem. A basic ILS algorithm on TSP consists in: generating an initial solution with
a greedy heuristic, using a LocalSearch such as: 2,,, 3., or Lin-Kernighan to
find s*, perturbing it with a double-bridge move and finally accepting s* only if
f(s) < f(s%).

Quoting to some authors who used ILS algorithm to solve a TSP follow. Baum
(1986) can be considered the first ILS algorithm for this problem. He tests sev-
eral variants of first-improvement type algorithm for the local search and uses
a random 2-exchange step to perturb the solution. Only better quality tours are
accepted. He gets poor performance probably because of poor choice for pertur-
bation.

Martin, Otto and Felten (1991-1996) develops the first high performing algorithm
for the TSP called: Large-Step Markov Chains. For the local search they consider
both the 3-opt and the Lin-Kernighan heuristic. The perturbation is done using
a double-bridge move and finally new solution is accepted using a simulated an-
nealing criteria.

Iterated Lin-Kernighan is developed in Johnson (1990-1997) and differs from the
LSMC principally for the using of random double-bridge moving for the pertur-
bation.

An high performing ILS algorithm can be found as part of Concorde software
package, developed by Applegate et al. Applegate makes tests on very large TSP
instances up to 25 millions cities.

Another application of ILS is for Vehicle Routing Problem. Lau et al. (2001) uses
ILS for Vehicle Routing Problem with Time Windows, Osman (1993) for capaci-
tated VRP, Ribeiro and Lourenco (2005) for multi-period inventory routing.

Big applications can be found for several scheduling problems. For single ma-
chine total weighted tardiness problem, iterated dynasearch or ILS with VND
local search are used, Congram, Potts, Van del Velde (1998), den Besten et al.
(2000). ILS 1is used also for single and parallel machine scheduling, Brucker,
Hurink, Werner (1996-1997), and flow shop scheduling, Stiizle (1998), Yank et
al. (2000). For job shop scheduling application we can quote Lourenco (1995)
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for ILS with optimization of subproblems and Kreiple (2000) for total wighted
tardiness job shop problem.

3.2 ILS for HHCP

In this thesis an ILS is proposed to solve the HHCP problem. In the following
sections we describe in detail all the components of the developed ILS method.

3.2.1 Initial Solution

Before starting with the initial solution algorithm we have to introduce some ele-
ments that must be generated.

e CostMatrix : matrix of costs between two different services s and s'.

Csst = dp,p, + Qg 3.1
i.e. the cost to go from service s to service s’ is equal to the distance d,
between the patients that need respectively service s and s plus the time
needed to perform service s’, ay. Note than both distances and costs are
expressed in minutes. In this matrix is included the time to go to a patient
from the hospital and to come back to it considering ay = 0. We observe
that in this thesis when we talk about costs we are expressing them in time.

e PriorityMatrix : matrix of N, rows and 7 columns. For each service a vector
of seven elements is created. priorilyfj is equal to:

— 0 1if the service s is not available on day A;

— 1 if service s is available on day 4 but it is not urgent, i.e. & is not the
last day during which service s can be performed;

— 2 if service s has f, = 1 and & is the last day during which it can be
performed or if service s has f, > 1 and 4 is the last day during which
it can be performed considering that it must be repeated f, times with
e, days between each repetition.

Lets take as example two different services:

S]:fszl es=—1 95:[0,0,1,1,0,1,0]
2 f,=2 e,=1 g,=0,1,0,1,1,1,0]

The priority is respectively:
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o101 1 2 0 o 10 2 1 2 0

Figure 3.2: Priority vectors

Clarke and Wright

The initial solution method is based on the Clarke and Wright algorithm, therefore
we briefly introduce this well known algorithm.

This procedure was designed for the Vehicle Routing Problem. In this problem,
a depot and a number of customers are given, and we have to deliver goods from
the first to the seconds.

We have only a given number of vehicles available, each with a certain capacity.
Each vehicle must cover a route and each route must start and end at the depot.
The problem consists in deciding how to allocate the customers among routes and
to which vehicle assign a route, minimizing the total cost and respecting the con-
straints (number of available vehicles and capacity).

To solve the VRP, in Clarke and Wright (1964) a savings algorithm was proposed.
This algorithm is an heuristic algorithm, for this reason it does not provide an op-
timal solution with certainty, but usually a very good one.

The algorithm is based on the concept of savings. Given two routes we can
evaluate how much we can save using merge on these two, i.e. joining them.
The algorithm starts with a number of routes equal to the number of costumers,
each route consists in starting in the depot, visiting one customer and coming
back.
Given the cost ¢;; between two customers the savings obtained combining two
routes, one visiting as last costumer i and the other visiting first costumer j, are
evaluated as follows:

Sz'j = Co + C()j — C’L]

It is obvious that larger is the value of s;; better is to merge the two routes.

So, at each iteration, savings are evaluated, sorted and then merge operator is used
on the two tours with larger saving, the algorithm is repeated again until all the
savings found are negative, i.e. it is not convenient to merge tours.

The algorithm is presented below.

The savings algorithm is useful in a section of the procedure used to find a
feasible Initial Solution for the HHCP.
The algorithm we used is a modified version of the original one. In fact we add
the condition that two paths can be merged only if the total cost of the new paths
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Figure 3.3: Illustration of the savings concept

Algorithm 2: Clarke and Wright
input : Set of Services, Cost Matrix
output: Set of paths with optimized costs

1 Initialize the set of paths with [0, s, 0] for each service in the given set;

2 repeat

3 Compute saving cost between all customers;

4 Sort the savings;

5 Pick savings in order and merge the paths of the corresponding
customers;

6 until There is no possible improvement,

is less than the maximum working time L.
The modified procedure is shown below.
Algorithm 3: Modified Clarke and Wright

input : Set of Services, Cost Matrix, Maximum working time L
output: Set of paths with duration lower than L.

1 Initialize the set of paths with [0, s, 0] for each service in the given set;
2 repeat

3 Compute saving cost between all services;

4 Sort the savings;

5 Pick savings in order and observe the corresponding paths;

6 if Resulting path has duration<Lthen

7 merge the paths;

8 go to 3;

9 else

10 L goto 5;

11 until There is no possible improvement,




26 CHAPTER 3. SOLVING HHCP USING ITERATED LOCAL SEARCH

Algorithm: Initial Solution

We can now start searching a feasible initial solution. The algorithm for the initial
solution is presented below.

Algorithm 4: Generate Initial Solution
input : Set of Patients, Set of Nurses, Nurses’ availability, Set of services,
Matrix of distances between patients
output: Schedule of daily visits for each nurse

1 Initialize Cost Matrix and Priority Matrix;

2forh<+ 1in7:

3 N}, = number of available nurses on day #;

4 Let U be the subset of S of services with priority 2 on day h,;

5 if U is emptythen

6 | goon;

7 else

8 if h=1Ithen

9 ‘ go to 12;

10 else

11 L PutServicesOnPrevioseDays(U,S,h,T,C);

12 if U is not emptythen

13 tours[h|= ClarkeAndWright(U,L);

14 M;, = number of tours in /;

15 if M,, is more than Njythen

16 Split the shortest paths on the others even if the cost is more
L than L;

17 update S;

18 AssignToursToNurse(N,S,T)
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Algorithm 5: Put services in previous days

input : set U, set S, day h, set of Tours, Matrix of Costs
output: Updated set U, Updated set S, Updated tours

1 foreach service s € Udo

2 for h < 1inh — 1:

3 if ¢ # 0 then

4 foreach rourt € T'do

5 cost = min;(TotalCost(t,h') + ¢js + Cs j+1 — Cjj41)3
6 if cost < L and 3s’ € tour[h’,t] : p(s’) = p(s) then

7 add s in position j'+ 1/ of tour ¢’ of day h’;

8 U\ {s};

9 go on with services;

10 {t',j'} = argmin TotalCost(t,h') + ¢j s + s j41 — Cjj+1;
1 cost = min j(TotalCost(t,h') + ¢;s + Csj41 — Cjj+1);
12 if cost < L then

13 add s in position j'+ 1 of tour ¢’ of day h’;

14 U\ {s};

15 go on with services;

16 else if M, < N, then

17 toursl|d,t] U |0, s, 0];

18 U\ {s};

19 go on with services;

20 update S;
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Algorithm 6: Assign Tours to Nurses
input : Set of Nurses, Nurses’ availability, Set of services, Set of tours for
each day
output: Schedule of daily visits for each nurse

1forh<1inT7:

2 N}, = Set of nurses available on day #;

3 T}, = Set of tours on day #;

4 if h == 1then

5 ‘ Assign randomly tours to nurses in N;

6 else

7 foreach Nurse n in N,do

8 foreach Tour t in T}, do

9 Evaluate how many patients the nurse »n has in common
L with tour #;

10 Assign the tours to the available nurse maximizing the number of
patients in common;

The algorithm works in a simple and fast way to find a feasible initial solution.
It starts evaluating the cost matrix and the priority matrix as explained before.
For each day 4 a subset of services U with priority 2 on that day is found. If the
set is empty we go on to the next day, otherwise, if the day is different from 1 (i.e.
we are not on Monday) we try to put the services in U in the previous days.
This part evaluates, for each service in U, if we have a previous available day /4’ in
which we can perform this service; if we find a day we try to put the service in one
of the paths of this day, or in a new one if the number of paths in /4’ is less than the
number of available nurse N;.. If in the first available day, in which the service
s can be performed, there is a tour in which another service of the same patient
is performed and the cost of the tour, after putting the service s in the position
where it costs less, is less than the maximum cost L, the service is put in this tour.
Otherwise the service s is putted in the tour and in the position where it costs less
to us. We have to observe that to make the workload above the maximum cost L.
we put the service only if the cost of the new path is lower than the maximum cost
to avoid extra work. If no tours are found where to put service s but the number of
tours M}, in day A’ is less than the number of available nurse N}/ then a new tour
0, s,0] is added. If it is not possible to put the service s in day 4’ the following
available day is checked.
After this operation (or if we are on Monday), if the set U is not empty it means
that the algorithm has not been able to put all the services in the set on previous
days because the nurses are all already full. To optimize the distribution of these
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services in tours, we can use a modified Clarke and Wright algorithm. The algo-
rithm is shown separately from the previous one. The decision of applying the
modified Clarke and Wright algorithm only on a small subset of services is due to
minimize the needed computational times.

At the end of the Clarke and Wright algorithm we obtain a set of optimized paths
with costs lower than L. A problem that we can have is to find a number of paths
that is greater than the number of available nurses on this days, this can happen
especially on Saturday or Sunday when the number of nurses is low. In this case
we have to split some paths on the others, to make it faster and to have lower
costs we split the shortest paths. In this case paths with costs bigger than L can be
found.

Then we go on with the procedure.

To have a feasible solution it is important to remember that each time an ele-
ment s that has f, > 1 is introduced some procedures are performed:

e the available day vector of service s is updated observing also e,
e the frequency f; is reduced of one unit
e service s is put again in set S of services that have still to be performed

After running this algorithm the problem is still not completely solved. We
have also to specify on which day a nurse is working and which tour has to do.
To decide how to assign tours to nurses we try to maximize the loyalty. Of course
results will be quite bad because we do not care so much about the loyalty in the
algorithm used to find the initial solution. The loyalty is improved after with the
metaheuristics methods.

Times needed to find the initial solutions are very low: less than 0:10 seconds for
each instance.

3.2.2 Local Search

Several methods can be used to improve the initial solution, we start using a simple
local search. We present the neighbourhood and the algorithm used to improve the
solution.

Operators

All the used operators can be summarized in one: the operator move. This operator
consists in taking a service from a given tour on a given day and put it in another
tour in the position where it costs less.
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The difference between operators is the criterion used to select from which nurse,
from which day or from which tour we are going to take the service to be moved,
or which service we choose, and to which nurse and which tour we move it.

All operators can move a service only if constraints about available days and days
to wait between two repetitions of the same service are satisfied.

M1: from an overloaded nurse to an under loaded one

This operator is chosen in order to
minimize the u (i.e. the maximum
average of working time between all u=9 us7 u=6 u=3

gifl;szz&t the nurse with higher av- @ @ @

erage of working time and we move “ H H
one service from this nurse to another
one with a lower average of working P
time. ~—__ -
Calling u,, this quantity we can evalu-
ate it as:

Figure 3.4: Illustration of operator M1

_ 1 h
un - dn Zh:?’LGNh UTL

Where d,, is the number of days on which the nurse # is in charge, N}, is the
set of nurses available during day 4 and u” is the total working time of nurse n
during day A.

The service to move and the nurse and tour where to move it are chosen in
order to minimize the costs.
In addition a service is moved only if the total cost of the new tour does not exceed
the maximum working time L. This operator is used as function of the local search
to improve the u as follows.
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Algorithm 7: ImproveU

input : Schedule of daily visits for each nurse
output: Improved schedule of daily visits for each nurse

1 Evaluate u,, and order the nurses with increasing u,, in the sequence N
2 k=0;

3 nmaw:N[len(N)] /* nurse with maximum u, */;
4 while £ < len(N)do

5 Nmin=IN k] /* nurse with a lower wu, */;
6 Try to use M1 between 1,4, and 1y,

7 if Unew S Uopld OF fnew S foldthen

8 ‘ return 1;

9 else

10 | k++

11 return 0;

M2: from a nurse with less services of patients p to another one with a lot of

services of him

This move is chosen in order to maxi-
mize the loyalty, i.e. to have for each
patient the lowest number of different
nurses visiting him.

In this case the service to be moved is
chosen in a different way. We evaluate
for a patient p how many nurses visit
him during the week and how many
services each nurse does to this patient.
We order the nurses considering the
number of services each nurse does to
patient p and we try to move all the ser-
vices of the nurse with lower number
of services, of the considered patient,
to the ones with higher.

O © O

Figure 3.5: Illustration of operator M2

In this case the services to be moved are fixed but we still have to choose to which

nurse and to which tour move them.

In the same way as before we start with the nurse with highest number of services
and we evaluate for each tour and position which is the best place where to put the
observed service and we move it only if the cost of the resulting tour is less than

the maximum working time L.
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If no place is found we try to move the service to the following nurse in the order
and so on.

This operator is used as function in the Local Search in order to improve the loy-
alty.

Algorithm 8: ImproveL
input : Schedule of daily visits for each nurse
output: Improved schedule of daily visits for each nurse

1 P=set of patients with loyalty greater than I

2 foreach p € Pdo

3 N =set of nurses performing services on patient p;

4 if | N |> 1then

5 Order nurses in N considering the increasing number of services
performed to p;

6 foreach n € Ndo

7 Try to use M2 between nurses with lower number of services of
L p and nurses with higher;

Ma3: from an overloaded nurse to an under loaded one serving the same pa-
tient

This move is chosen in order to maxi-
mize the loyalty, i.e. to have for each
patient the lowest number of different u=9 u=3 u=6

nurses visiting him, without penalize @ @
the u.

We evaluate for a patient p how many
nurses visit him during the week and
which is the average of working time
of each of these nurses u,,.

We order the nurses considering their
u,, and we try to move all the services
from the nurse with higher u,, to one
with lower value of it. Figure 3.6: Illustration of operator M3

In this case the services to be moved

are fixed but we still have to choose to which nurse and to which tour move them.
In the same way as before we start with the nurse with lowest value of average
working time and we evaluate for each tour and position where is the best place
to put the observed service and we move it only if the cost of the resulting tour is
less than L.
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If no place is found we try to move the service to the following nurse in the order
and so on.

This operator is used as function in the Local Search in order to improve the loy-
alty without penalize too much the u.

Algorithm 9: Improve LU
input : Schedule of daily visits for each nurse
output: Improved schedule of daily visits for each nurse

1 P=set of patients with loyalty greater than I,

2 foreach p € Pdo

3 N =set of nurses performing services on patient p;

4 | if | N |> lthen

5 Order nurses in N considering the decreasing u,,;

6 foreach n € Ndo

7 Try to use M3 between nurses with lower value of u,, and nurses
with higher;

M4: from the longest tour to another one

We have to remember that sometimes

the initial solution generates an ex-

tra work w that must be avoided to

not have high costs. This extra work @ @
time is generated when the Clarke and

Wright algorithm generates a number

of tours that is bigger than the num-

ber of available nurses. In this case the

shortest tours are split among the oth-

ers tours without considering the ex-

ceeding of the maximum length for a

tour.

With the operator M4 we try to reduce Figure 3.7: Illustration of operator M4

this extra work time, because some-

times the operator M1 is not sufficient. This happens when the nurse with the
maximum extra work time is not the same as the nurse with the maximum u,,, 1.€.
the maximum average of working time during the week.

This operator works in a very easy way taking a service from the tour that exceed
more the maximum working time and putting it in another tour. Obviously both
the service and the position where to put it are chosen with the goal of minimizing
the cost and not exceeding the maximum working time L.
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Algorithm 10: ImproveW
input : Schedule of daily visits for each nurse
output: Improved schedule of daily visits for each nurse

1 t =tour with highest extra working time;
2 use M4 on ¢;

Algorithm: Local Search

Now we can explain the algorithm used to improve the initial solution.

The algorithm is chosen in order to be fast and to find a solution that is a compro-
mise between the different objective functions we have to consider.

Of course we have to notice that each time we move a service we consider the
feasibility of this moving, i.e. the service must be available in the day where we
are moving it and if the service has frequency greater than one we have to update
its availability as in the Initial Solution Algorithm. So each time an element s that
has f, > 1 is moved some procedures are performed:

e the available day vector of service s is updated considering also e
e the frequency f; is reduced of one unit

e service s is put again in set S of services that have still to be performed

Algorithm 11: Local Search
input : Schedule of daily visits for each nurse
output: Improved schedule of daily visits for each nurse

1 iter = 0;

2 repeat

3 if w> 0 then

4 L ImproveW()
5 itery = 0;

6 repeat

7 ImprovelU();
8 itery = itery + 1;

9 until There is no improvement or iter; = 50;
10 Improvel();

11 ImprovelLU();

12 iter = iter + 1;

13 until Number of consecutive equal solutions = 2 or iter = 15;
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The algorithm works starting from the initial solution and trying to improve it.
At the beginning it checks if the extra work time w is bigger than 0, if yes func-
tion ImproveW is used. Then it tries to make the u lower with a maximum of 50
move, i.e. it uses function ImproveU until there are not more improvement or the
maximum number of iteration is achieved.
Then it uses functions ImprovelL and ImprovelLU.
The algorithm stops when for two consecutive iterations we obtain the same re-
sults or if the number of iterations is bigger than 15.

After optimizing the u and after optimizing the / the solution is saved in a vec-
tor. This vector contains all the couple of solutions (u + 10w, [). Between all this
solutions we choose the one with the minimum f; i.e. the one with the minimum:
u + 10w + [. On this solution the perturbation will be applied. The chosen objec-
tive function considers the three variable u,w and [/ giving different values to the
weights ay, o and ais. o and a, are taken equal to one while the extra hours are
multiply by 10 because they cost more.

3.2.3 Perturbation

In this section we explain how the perturbation is performed on the solution found
by the Local Search. This is based on a random destroy-construct approach using
a Geometric distribution function.

After several tests we decide to make the perturbation removing all the services of
a set of patients and inserting them again in the order they have been removed. Of
course we have to choose a criterion for selecting patients and for deciding where
to put the services again in the tours.

After running the LocalSearch and selecting the best solution found, i.e. the one
with minimum f, we have for each nurse on which day and in which tour a patient
has to be visit. Observing that the loyalty is the most critical part of the objective
function the idea is to sort all patients on increasing loyalty and then took the 20%
of them, the index of the removed patients are chosen according to a Geometric
distribution. In this way patients with lowest loyalty have an higher probability to
be taken. Then all the services of these patients are removed from the tours and
reinserted in the places where they cost less.

Of course, removing and reinserting services, we have to consider the availability
of the services, the frequency and the waiting time between two repetitions.

The algorithm for the perturbation is presented next.
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Algorithm 12: Perturbation
input : Best solution of Local Search
output: Perturbed Solution

P = list of patients ordered by increasing loyalty;
rp, = Geometric(p, 0.2 x n,), index of patients to be removed;
Srp = set of patients’ services to be removed;
foreach service s € S, do
L Put s where it cost less

N A W N =

3.2.4 Algorithm: ILS for HHCP

Connecting all the sub parts explained in the previous sections we can now for-
mulate the final algorithm to apply ILS method to HHCP.

The selected stopping criterion is a maximum running time that is set at TimeLimit =
1500s.

For the Acceptance Criterion all the solutions found after the perturbations are
always accepted so we do not put the part for the acceptance criterion in our algo-
rithm. The reason under this choice is to have a strong diversification that can be
useful in next chapters of this thesis, when the pool of approximate Pareto optimal
solutions is introduced.

Algorithm 13: Iterated Local Search

1 sg = GeneratelnitialSolution;

2 sx = LocalSearch(sy);

3 repeat

4 s' = Perturbation(sx, history);
5

6

s¥' = LocalSearch(s');

until time>TimeLimit;

3.2.5 Application on real case: ASL of Ferrara

In this section we present the instances on which the previous algorithm is applied
and the obtained results for each instance. First results obtained after using the
InitialSolution algorithm are presented, then the ones obtained after using the ILS
method. We can observe the improvement of results before and after using the
metaheuristic.

We also compare results obtained to previous results found in other works on
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HHCP with a different metaheuristic but same instances and time limit.

3.2.5.1 Description of Data

Real data are given by ASL of Ferrara and they represent the historical of requests
R during February 2010, 1.e. a period of four weeks.

One request » € R is represented by (h, type,, ps) representing respectively the
day on which the request is performed, the type of the service and the patient who
needs it.

A service s is a couple of elements (types, ps) respectively type of service and
patient who needs it. The set of service is S = {s = (types,ps) | Ih € H :

(h, types, ps) € R}.

Histogram of duration times needed to perform different services

T T T T T T T 1
0 10 20 30 40 50 60 70

Duration Time

Figure 3.8: Number of services that need a certain ammount of time

We have a list of type of services with their duration, 42 different types of ser-
vice can be performed. We can observe in figure 3.8 for each duration time how
many types of service take that time.

In addition we have on which day a service is performed. We can observe in fig-
ure 3.9 for each day of the week how many services are performed and make an
histogram on the number of services for each day on each week.

The number of nurses is 13 and we have the availability of them over all the week.
Observing it, the number of available nurses from Monday to Friday is 12, it be-
comes 4 on Saturday and 1 on Sunday.

From these real data 60 instances were generated in Boccafoli (2012). These
instances are generated starting from the historical data. On this instances the fre-
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Number of performed services
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Figure 3.9: Histograms of the number of requests for each day of the week from real data

quency fs and a needed waiting time between two repetition of a service e, are
added to each request. e is putted at -1 when the frequency is 1.

The final instances we have to work with are summarized as follows:

e NurseDay : d" is equal to 1 if nurse n can work during day h, it is 0 other-
wise.

e Patient : list of patients (each patient correspond to a number) that need to
be served during the considered week;

e Distances : matrix of distances between all the patients and between patients
and hospital. The distances are expressed in time;

e TypeOfService : list of all types of services. For each service we have:
code, full name, average of duration time of the service;

e Test : list of all the services needed during the considered week.
For each service we have:

— type of the service, expressed with the code;
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- p,, patient that need service s;

- f,, frequency of the service s, i.e. number of times the service s must
be performed during the week;

— eg, number of days that need to pass before repeating the service, the
value is equal to -1 if the service has frequency 1;

— g, vector of available days of service s. The value in position h in the
vector is equal to 1 if the service s can be done on day h, 0 otherwise;
the number of services is V.

3.2.5.2 Results

In this section we present the results found for each instance, first after using the
InitialSolution algorithm, then after using the ILS method. We can observe the
improvement of results before and after using the methaeuristic.

We also compare the results obtained by ILS to previous results found in others
works on HHCP with different a metaheuristic but same instances and time limit.

Each algorithms consists in about 900 Python lines and results are obtained
running the algorithm on 60 different instances.
In Table 3.2 we can observe the results founded for each instance using the Ini-
tialSolution algorithm, in Table 3.3 the new values after using ILS method and in
Table 3.4 the percent variation of the values for each instance. In these tables R
is the total number of requests and P is the number of patients that must be vis-
ited during the week. u is the maximum of the average working time between all
nurses, [ is the total number of different nurses visiting the same patients and w
are the maximum needed extra hours between all days and all nurses. Finally f is
the value of the objective function obtained as: u + 10w + [.

The percent variation for each value of u, w, loyalty and f is evaluated as
follow:

Xrs—X
vary = ISXISILS

and then multiplied by 100, where X ;s and X g are the values found respectively
after the initial solution and the ILS algorithm.

In Table 3.3 the value of the workload balance between al nurses is also shown.
This value is expressed as the variance of the values of w,, u, is the average
working time during the week for each nurse n. This is useful to compare solu-
tions obtained after applying ILS method with the ones obtained in next chapters
where the balance is introduced.
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Initial Solution

name R P u 1 W f

m540_s13 | 719 228 | 474.6 206 0 680.6
m540_s19 | 731 219 | 4714 220 0 691.4
m540_s11 | 732 220 | 478.0 199 0 677.0
m550_s13 | 733 229 | 487.2 222 0 709.2
m540_s18 | 737 219 | 474.6 211 0 685.6
m540_s14 | 737 223 | 470.8 215 0 685.8
m540_s15 | 740 218 | 479.0 208 0 687.0
m540_s16 | 742 215 | 463.0 229 0 692.2
m550_s19 | 742 219 | 465.8 229 0 694.8
m540_s10 | 743 238 | 474.8 216 0 690.8
m560_s13 | 747 228 | 4744 231 0 705.4
m540_s17 | 747 230 | 491.0 230 0 721.0
m550_s14 | 750 225 | 475.6 229 0 704.6
m550_s11 | 751 222 | 447.2 209 0 656.2
m550_s15 | 752 218 | 475.6 213 0 688.6
m560_s19 | 753 222 | 485.0 223 0 708.0
m550_s16 | 754 215 | 479.2 225 0 704.2
m550_s17 | 757 241 | 4864 223 0 709.4
m560_s15 | 762 218 | 457.6 228 0 685.6
m560_s14 | 763 228 | 488.6 227 0 715.6
m570_s13 | 763 231 | 479.6 234 0 713.6
m560_s16 | 765 216 | 492.0 227 0 719.0
m560_s11 | 765 223 | 4754 212 0 687.4
m570_s15 | 771 221 | 446.8 246 0 692.8
m540_s12 | 771 224 | 492.6 243 0 735.6
m560_s17 | 773 217 | 476.2 233 0 709.2
m570_s19 | 775 222 | 486.2 234 0 720.2
m560_s18 | 776 221 | 477.2 244 0 721.2
m570_s16 | 777 216 | 482.2 233 0 715.2
m570_s11 | 778 224 | 483.4 224 0 707.4
m570_s14 | 781 229 | 485.8 254 0 739.8
m550_s18 | 783 218 | 486.8 254 0 740.8
m550_s12 | 785 226 | 493.0 247 0 740.0
m580_s15 | 787 225 | 4654 243 0 708.4
m570_s17 | 788 220 | 477.6 240 0 717.6
m580_s16 | 788 220 | 492.6 239 0 731.6
m580_s19 | 789 222 | 485.2 251 0 736.2
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m580_s11 | 789 227 | 495.0 273 0 768.0
m560_s10 | 789 240 | 492.8 257 0 749.8
m570_s18 | 790 225 | 492.8 250 17 912.8
m580_s13 | 790 236 | 491.4 240 0 731.4
m580_s14 | 794 232 | 482.2 253 0 735.2
m550_s10 | 795 220 | 484.2 272 0 756.2
m590_s15 | 797 229 | 489.2 253 0 742.2
m560_s12 | 800 228 | 494.4 272 0 766.4
m590_s11 | 800 228 | 481.8 230 0 711.8
m570_s10 | 801 241 | 485.8 250 0 735.8
m590_s19 | 803 224 | 490.6 252 0 742.6
m590_s16 | 804 223 | 479.8 257 0 736.8
m580_s17 | 806 223 | 475.8 254 0 729.8
m590_s14 | 807 234 | 486.2 257 0 743.2
m590_s13 | 808 236 | 488.8 259 0 747.8
m580_s18 | 811 227 | 498.8 254 73  1482.8
m570_s12 | 812 231 | 4924 278 0 770.4
m580_s10 | 814 225 | 475.8 247 0 722.8
m590_s18 | 822 229 | 512.8 259 107 1841.8
m580_s12 | 825 232 | 495.0 273 0 768.0
m590_s10 | 834 223 | 494.0 268 0 762.0
m590_s12 | 841 233 | 502.2 287 105.2 1839.2
m590_s17 | 848 228 | 493.8 287 0 780.8

Table 3.2: Results obtained using Initial Solution algorithm

Improved solution

name R p u 1w f b

m540_s13 | 719 228 | 380.2 124 0 504.2 | 141.6
m540_s19 | 731 219 | 390.6 133 0 523.6 | 1074.0
m540_s11 | 732 220 | 376.0 118 0 494.0| 327.6
m550_s13 | 733 229 | 407.0 128 0O 535.0| 407.3
m540_s18 | 737 219 | 3954 148 0 5434 | 1415
m540_s14 | 737 223 | 385.8 129 0 514.8 | 5489
m540_s15 | 740 218 | 384.6 125 0 509.6 | 644.7
m540_s16 | 754 2151|3856 129 0 517.8 | 421.1
m550.s19 | 742 219 | 398.0 123 0 521.0| 3653
m540_s10 | 743 238 | 382.0 141 0 523.0| 1109.5
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m590_s14 | 807 1234|4230 139 0 562.0| 3194
m590_s13 | 808 236 | 429.7 145 0 5747 | 442.6
m580_s18 | 811 227 | 430.2 167 0 597.2 | 485.2
m570_s12 | 812 231 | 4356 172 0 607.6 | 494.5
m580_s10 | 814 225 |421.6 139 0 560.6 | 447.3
m590_s18 | 822 229 | 436.6 171 0 607.6 | 409.8
m580_s12 | 825 232 | 4376 184 0 621.6 | 384.3
m590_s10 | 834 223 | 4358 160 0 595.0 | 1156.9
m590_s12 | 841 233 |457.6 168 0 6256 | 347.5
m590_s17 | 848 228 | 436.4 183 0 6194 | 577.7

Table 3.4: Results obtained after applying the ILS algorithm

Percent variation

name R P u | W f

m540_s13 | 719 228 | 19.89 39.80 0 2592
m540_s19 | 731 219 | 17.14 3954 0 2427
m540_s11 | 732 220 | 21.34 40.70 0 27.03
m550_s13 | 733 229 | 1646 4234 0 24.56
m540_s18 | 737 219 | 16.69 2985 0 20.74
m540_s14 | 737 223 | 18.05 40.00 0 2493
m540_s15 | 740 218 | 19.71 3990 0 25.82
m540_s16 | 754 215 16.72 4367 0 25.19
m550_s19 | 742 219 | 1456 4629 0 25.01
m540_s10 | 743 238 | 19.55 3380 0 24.29
m560_s13 | 747 228 | 15.68 44.16 0 25.00
m540_s17 | 747 237 | 21.99 4391 0 28.99
m550_s14 | 750 225 | 1741 4410 0 26.08
m550_s11 | 751 222 | 1552 4497 0 2490
m550_s15 | 752 218 | 18.17 41.78 0 2547
m560_s19 | 753 222 | 18.19 4036 0 25.17
m550_s16 | 754 215 | 17.90 42.67 0 2582
m550_s17 | 757 241 ] 19.82 3946 0 25.99
m560_s15 | 762 218 | 13.50 40.79 0 22.58
m560_s14 | 763 228 | 1948 4537 0 27.69
m570_s13 | 763 231 | 14.14 43.16 0 2391
m560_s16 | 765 216 | 17.95 39.65 0 24.79
m560_s11 | 765 223 | 17.92 41.0 0 25.05
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m570_s15 | 771 221 | 10.31 4471 0 22.53
m540_s12 | 771 224 | 17.17 39.09 0 2441
m560_s17 | 773 217 | 19.48 29.61 0 20.95
m570_s19 | 775 222 | 17.17 3939 0 24.36
m560_s18 | 776 221 | 11.56 39.75 0 21.10
m570_s16 | 777 216 | 16.07 4420 0 2523
m570_s11 | 778 224 | 1851 4732 0 27.76
m570_s14 | 781 229 | 1646 4724 0 27.04
m550_s18 | 783 218 | 18.11 3937 0 2540
m550_s12 | 785 226 | 16.34 4048 0 2440
m580_s15 | 787 225 | 11.53 3786 0 20.56
m570_s17 | 788 220 | 15.53 32.08 0 21.07
m580_s16 | 788 220 | 17.21 39.74 0  24.58
m580.s19 | 789 222 | 1438 41.03 0 2347
m580_s11 | 789 227 | 1191 3479 0 20.05
m560_s10 | 789 240 | 15.30 42.02 0 2445
m570_s18 | 790 225 | 1420 364 100 36.27
m580_s13 | 790 236 | 1595 4125 0 24.25
m580_s14 | 794 232 | 15.09 4229 0 2445
m550_s10 | 795 220 | 13.38 39.70 0 22.85
m590_s15 | 797 229 | 1441 42.68 0 24.05
m560_s12 | 800 228 | 14.00 36.02 0 21.84
m590_s11 | 800 228 | 15.48 4391 0 24.63
m570_s10 | 801 241 | 1334 41.60 0 22.61
m590_s19 | 803 224 | 14.47 40.87 0 2343
m590_s16 | 804 223 | 12.75 4280 0 23.23
m580_s17 | 806 223 | 10.63 3425 0 18.85
m590_s14 | 807 234 | 1298 4591 0 24.38
m590_s13 | 808 236 | 12.09 44.01 0 23.14
m580_s18 | 811 227 | 13.75 34.25 100 59.72
m570_s12 | 812 231 | 11.53 38.12 0 21.13
m580_s10 | 814 225 | 11.39 4920 0 2244
m590_s18 | 822 229 | 14.85 33.97 100 67.01
m580_s12 | 825 232 | 11.59 32.60 0 19.06
m590_s10 | 834 223 | 11.78 4029 0 21091
m590_s12 | 841 233 | 08.88 41.46 100 65.98
m590_s17 | 848 228 | 11.62 3623 0 20.67

Table 3.6: Percentage decrease between Initial Solution and ILS results
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We can compare our results with results obtained by previous studies using
Adaptive Laerge Neighborhood Search method with time limits 1500 seconds.

Comparison of results

ILS ALNS

Obj. Funct. | 551.83 508.24
Cost 405.89 482.54
Loyalty 143.7 25.6

Table 3.7: Comparison obtained of results with previous work
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Comparison of obtained results with previous work

What we are comparing in this figure are the averages of the values of the ob-
jective function f, the costs (u + 10w) and the loyalty.
We can observe that the mean of the objective functions overall the instances is
more or less the same. The mean of costs (u + 10w), obtained with ILS, is better,
while the loyalty is worse.
In future works what we can do is to focus the local search more on the loyalty
trying to improve it introducing others moves or rearrange the structure of the al-

gorithm.
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Chapter 4

HHCP as a Multiobjective Problem

The HHCP is a multiobjective problem, since the objectives described (cost, loy-
alty and balance of workload) can not in reality be expressed in a unique formula.
In previous chapter we considered the objective function:

f= ao“-f—%Z(Zzg—l)—l—agw

peEP jEN

with oy = a1 = 1 and as = 10 just to help to focus the search for a good solution
and to compare the solutions of ILS with other methods as the ALNS.

In this section we treat the HHCP as a multiobjective and a decision has to be
taken according to the preferences of the decision maker between the solutions in
the approximate Pareto frontier.

In this section we have considered the previous two objectives, costs and loyalty,
and now we also consider another important objective: the balance of workload
between nurses. This objective is related with the guarantee of equi distribution
of working time.

In the following sections we explain in more details the multi objective problems
and our new approach to HHCP.

4.1 Multiobjective problems

A multiobjective problem is a problem of the form:

min{ f1(Z), f2(T), ..., fx(@)}

subjecttor € X
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where we have k£ > 2 objective functions and f(7) = (f1(Z), f2(T), ..., fr(T))
is the vector of values of these objective functions. T = (z1, ..., z,) is the deci-
sion vector € R™ and must belong to the feasible region X.
The objective is to minimize the value of all the objective functions simultane-
ously, of course a solution that minimizes all the objective functions can be found
only if there is no conflict between them. Usually this is not true and the objective
functions are in conflict and also they are usually incommensurable, i.e. they have
different units.
The feasible objective region Z, i.e. the region of all possible values of vector f(T)
with T € X, can be obtained. This region is formed by vector Z = (z1, 22, .. ., 21)
where z; is f;(Z)Vi=1,... k.
To solve this kind of problem the idea is to find a compromise between the objec-
tive functions instead of a single solution (global optimization).

4.1.1 Pareto optimality

For a multiobjective problem the concept of optimal solution is difficult to define.
There are several objective functions that measure the solution in different ways.
Therefore, within multiobjective, the usual idea is to obtain the set of non domi-
nated solutions and then the decision makers choose one among these ones.
Theoretically a solution 7 is dominated by 2’ iff :

@) < fi(@) Yiel,...  k

3] < ].,...,/{? : fj((lf’) < f](f)

We said that 7 is strictly dominated by 2/ if the inequalities are strict. The corre-
sponding vector f (') is called non dominated.

With this definition we can define the region of non dominated solutions X' as the
set of solutions 7 s.t. these solutions are non dominated by any other solution in
the feasible region X.

From this definition we can introduce the Pareto optimal region as the non domi-
nated set of the entire feasible search space X. Of course this space is formed by

several non dominated solutions. So a solution 7 is said to be efficient iff:

B’ e X|fi(a) < fi(m) Viel,... k

The Pareto frontier is the set of corresponding vectors in Z of the solutions in
the Pareto optimal region. The dimension of the Pareto Frontier depends on the
number of objectives.

The decision makers’ preferences must be taken into account to choose which
is the best solution among those in the set. This preferences can be given a priori,
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a posteriori or progressively.

In a priori techniques the preferences are expressed before the optimization proce-
dure, in this way we can know which are the best subregions to investigate. This
approach requires rich information from the decision makers in order to reduce the
problem to a single-objective problem. Although in many situations uncertainty
about the precise appearance of the decision makers utility function is often pre-
sented. A posteriori approaches do not require any information from the decision
makers, the Pareto set is computed off-line allowing them to perform other tasks
while waiting for the results. At the end of the optimization procedure the Pareto
set is presented and the decision makers can choose among solutions contained
in the set. In progressive techniques only partial information is required and the
decision makers’ preferences are given step by step during the search procedure.
The positive aspect of this procedure is that only few alternatives have to be com-
puted compared to the entire Pareto set, on the other hand the decision makers
need to be present during the resolution procedure.

4.2 Pareto optimality on Iterated Local Search

The Pareto optimality concept has been used in Iterated Local Search algorithm to
solve multiobjective problems. The motivation behind this algorithm can be seen
in the increasing demand for simple but effective heuristics for the resolution of
complex multiobjective optimization problems.

In Geiger (2006), a new algorithm called Pareto Iterated Local Search (PILS)
is introduced combining two principle of local search: Variable Neighbourhood
Search and Iterated Local Search. The concept is successfully tested on permu-
tation flow shop scheduling problems under multiple objectives. General frame-
work for the Pareto optimality in Iterated Local search is explained in the paper in
section 3. PILS algorithm combines the two main driving forces of local search,
intensification and diversification, into a single algorithm.

In Geiger (2008) a similar algorithm is applied to biobjective portfolio optimiza-
tion problem.

In this work we introduced an algorithm inspired to PILS: the Multiobjective Iter-
ated Local Search. The algorithm is expressed below.
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Algorithm 14: Multiobjective Iterated Local Search

so = GeneratelnitialSolution;
S* = LocalSearch(sy);
POy = create pool of Pareto optimal Solutions from set S*:
repeat
s* = solution picked up from PO, with some criteria,
s" = Perturbation(sx, history);
S* = LocalSearch(s');
update POy, with solutions in S+
9 until time>TimeLimit;
10 return PO,,;

A U1 A W N -

|

=)

The algorithm starts from an initial solution sy, an improving search is per-
formed until a set S* of locally optimal alternatives is identified and store in a set
P0,00 representing the approximation of the true Pareto set. After the identifica-
tion of a locally optimal set, a perturbation operator is performed on a solution s*
chosen with some criteria from P0,,, the local search is then used on the per-
turbed solution s’. The archive of the currently best solutions is updated during
the search. The final PO,y set of approximate Pareto optimal solutions is then
returned.

4.3 Resolution of HHCP as Multiobjective Problem

The HHCP can be formulated as a multiobjective problem by just modifying the
objective function as follows:

min|fi, fa, f3]
with:
fi=u+ 10w
=20 %-1
peP jEN
fz = Var(u,)

We can observe that f; represents the costs, which consists in the maximum aver-
age of workload between all the nurses plus 10 times the maximum extra workload
between all the tours.



4.3. RESOLUTION OF HHCP AS MULTIOBJECTIVE PROBLEM 51

fo represents the loyalty and it is the total number of different nurses visiting all
the patients.

The last objective function f3 represents the balance of workload between nurses,
evaluated by the variance of u,,. u, is the vector of nurses’ average working time
during the week.

With this objective functions we represent in a more realistic way the objec-

tives of the home health care planning. Now, the solution method should output
the set of Pareto optimal solutions or at least an approximation of it.
A solution has to be chosen among the solutions in the pool of Pareto optimal
solutions. In general decision makers should be interrogate to obtain informations
about which is the best solution, i.e. which is the vector of weights on the objec-
tive functions. As having informations from decision makers can be difficult, we
pseudo randomly choose a solution in the pool and at the end we present all the
pool of approximate Pareto optimal solutions.

4.3.1 Algorithm: Multiobjective ILS for HHCP

Next we describe the modified algorithm based on ILS to solve the HHCP. This
algorithm, since it is a metaheuristic, output the set of approximate Pareto optimal
solutions.

Algorithm 15: Multiobjective Iterated Local Search for HHCP

1 sop = GeneratelnitialSolution;
2 S* = Local Search(sy);
3 POpo0 = create pool of Pareto optimal Solutions with Sx;

4 repeat

5 crit = Uniform(1,3);

6 sort PO, by crit;

7 sol = Geom(p);

8 s* = POpoui[sol];

9 s' = Perturbation(s*, history);

0 | S = LocalSearch(s');

11 update PO,y with solutions in S*';

12 until time>TimeLimit;
13 return PO,

Next, we describe in detail this algorithm.
The algorithm is similar to the ILS algorithm but this time we have a pool of
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Pareto optimal solutions PO, which is updated every time a set of solutions is
found with the Local Search. After running the Local Search and update the pool
we pseudo randomly choose the solution on which the ILS has to be applied.
What we do to choose the solution on which apply ILS is to choose randomly,
using a Uniform distribution, one of the objective functions, sort the results in the
pool of Pareto optimal solutions according to increasing value of the chosen crite-
rion and then select a solution using a Geometric distribution. This method allows
us to choose one solution with high value of the objective function selected, thank
to the geometric distribution and the ordered values, and then improve it using ILS
algorithm. The reason for choosing randomly the objective function to improve is
due to the absence of decision makers preferences, in future the selection of it can
be done following the subjection of decision makers.

At the end of the algorithm we can represent all the solutions found and the last
updated approximation of the Pareto optimal frontier.

Comparison can be done between results obtained with ILS using the objective
function f and the last results obtained with ILS using the Pareto optimal frontier.
The best solution can be chosen in the pool of Pareto optimal solutions according
to the decision maker’s preferences.

4.3.2 Results

We present now the results obtained using the MoILS algorithm to solve the multi
objective HHCP. For each instance the final result is a pool of Pareto optimal
solutions with different values of Costs, Loyalty and Balance. As explained in
previous chapters the first one is expressed in terms of times as u + 10w, the
second in terms of different numbers of nurses visiting the same patient and the
last one is the variance of the average working time for each nurses.

In real applications, the decision makers take into account the output solutions,
i.e. the approximate Pareto Optimal solutions, and use other criteria to make the
final decision.

Two graphics corresponding to two different instances are presented to show an
example of representation of the final pool of Pareto optimal solutions.

In Table 4.2 the average values of the solutions in the pool in terms of Costs,
Loyalty and Balance is presented for each instance. In addition also standard
deviations for the values of the objective functions in the pool of approximate
Pareto optimal solutions are shown. It can be noticed that standard deviation
of balance values is higher, than for the other two objective functions. As in
previous tables R is the total number of request during the week and P the number
of different patients that have to be visited.
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Mean values of objective functions

name R P u+l0w  sd 1 sd b sd

m540_s13 | 719 228 | 394.0 6.8 | 130.8 3.5 | 86.9 68.8
m540_s19 | 731 219 | 401.3 10.1 | 1454 5.1 | 329.6 2704
m540_s11 | 732 220 | 376.8 4.3 | 137.8 55 | 206 43.6
m550_s13 | 733 229 | 3954 7.8 | 151.0 50 | 31.7 376
m540_s18 | 737 219 | 392.0 12 | 1574 3.0 | 10.1 2.2

m540_s14 | 737 223 | 391.7 8.0 | 1309 32 | 69.2 56.1
m540_s15 | 740 218 | 389.5 24 | 1397 89 | 1022 188
m540_s16 | 754 215 | 3984 89 | 1494 56 | 1157 759
m550_s19 | 742 219 | 401.3 164 | 147.8 5.7 | 86.2 326.5
m540_s10 | 743 238 | 387.2 1.5 | 154.6 15.1| 345 6.7

m560_s13 | 747 228 | 4074 9.8 | 1587 6.2 | 132.5 168.6
m540_s17 | 747 237 | 390.6 4.3 | 1446 45 | 56.7 135
m550_s14 | 750 225 | 4079 49 | 1280 26 | 163.1 824
m550_s11 | 751 222 | 387.9 23 | 1347 215\ 41.2 9.5

m550_s15 | 752 218 | 4059 43 | 1424 8.2 | 173.5 36.8
m560_s19 | 753 222 | 4064 7.5 | 1393 38 | 110.5 87.7
m550_s16 | 754 215 | 4004 10.1 | 141.7 4.0 | 102.0 50.8
m550_s17 | 757 241 | 3993 24 | 1440 45 | 71.0 149
m560_s15 | 762 218 | 409.3 3.5 | 155.0 35 | 81.3 1027
m560_s14 | 763 228 | 3894 2.1 | 1320 39 | 256 249
m570_s13 | 763 231 | 409.2 22 (1494 7.1 | 685 14.8
m560_s16 | 765 216 | 410.6 7.2 | 1585 3.7 | 1725 119.8
m560_s11 | 765 223 | 3943 84 | 1381 59 | 622 1132
m570_s15 | 771 221 | 4043 3.5 | 1606 82 | 27.9 340
m540_s12 | 771 224 | 4132 25 | 1529 9.0 | 571 142
m560_s17 | 773 217 | 412.1 3.8 [ 170.1 54 | 1950 29.5
m570_s19 | 775 222 | 4144 9.2 | 1522 49 | 1534 1135
m560_s18 | 776 221 | 426.1 148 | 161.8 73 | 743 123
m570_s16 | 777 216 | 406.5 2.7 | 1433 28 | 113.1 26.6
m570_s11 | 778 224 | 398.5 56 | 1275 3.1 | 322 36.1
m570_s14 | 781 229 | 416.7 3.2 | 150.6 9.8 | 100.8 234
m550_s18 | 783 218 | 413.6 4.8 | 168.7 248 | 119.8 28.9
m550_s12 | 785 226 | 4233 114 ]1605 45 | 1120 223
m580_s15 | 787 225 | 4188 49 | 1492 40 | 103.7 71.6
m570_s17 | 788 220 | 426.0 5.8 | 171.3 11.7 | 274.0 66.1
m580_s16 | 788 220 | 4284 73 | 1459 4.0 | 219.8 1489
m580_s19 | 789 222 | 4314 49 | 1428 4.2 | 189.3 385
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m580_s11 | 789 227 | 4074 29 | 1385 222 | 923 20.6
m560_s10 | 789 240 | 4219 49 |166.6 34 | 89.2 89.6
m570_s18 | 790 225 | 467.2 09 | 1732 4.1 | 859 689
m580_s13 | 790 236 | 4258 3.4 | 1469 63 |117.1 229
m580_s14 | 794 232 | 421.7 54 | 1405 1.2 |131.8 9.2

m550_s10 | 795 220 | 433.0 5.6 |168.6 5.4 | 1832 427
m590_s15 | 797 229 | 4534 56 | 1640 4.8 |309.2 2023
m560_s12 | 800 228 | 4239 2.7 | 1990 292 | 814 163
m590_s11 | 800 228 | 421.8 4.7 | 1342 7.5 | 1740 419
m570_s10 | 801 241 | 4249 69 | 157.1 5.6 | 84.8 68.1
m590_s19 | 803 224 | 4343 6.2 | 1583 4.0 | 2882 167.2
m590_s16 | 804 223 | 4241 8.6 | 1688 6.3 | 1069 81.7
m580_s17 | 806 223 | 425.0 10.7 | 182.0 8.7 | 101.0 654
m590_s14 | 807 234 | 4327 3.1 | 141.0 3.2 | 1403 444
m590_s13 | 808 236 | 4299 8.6 | 1657 54 | 1279 2109
m580_s18 | 811 227 | 521.3 99.2 | 1743 16.2 | 1524 234
m570_s12 | 812 231 | 4442 42 | 1988 59 |171.6 80.7
m580_s10 | 814 225 | 4298 3.7 | 1456 59 |116.1 259
m590_s18 | 822 229 | 6069 76.7 | 174.8 6.2 | 2433 379
m580_s12 | 825 232 | 439.6 3.0 | 192.1 245 | 1228 11.8
m590_s10 | 834 223 | 4526 2.8 | 1535 2.9 |3003 71.7
m590_s12 | 841 233 | 4755 45312026 8.1 |1409 7.8

m590_s17 | 848 228 | 4404 5.8 | 1834 5.1 | 1465 422

Table 4.2: Average of the results in pool of approximate Pareto optimal solutions with MoILS

Comparing this results with the ones obtained after ILS, we can observe that

both costs and loyalty maintain almost the same value, sometimes the loyalty is
better, while the balance is always lower after MoILS algorithm. Of course we
have to consider that results presented in Table 4.2 are a mean between all the
solutions in the approximate pool of Pareto optimal ones.
Concluding we can say that considering the multiobjective model and the pro-
posed MoILS the solutions make more sense for the decision makers. Solutions
are in fact more realistic and decision makers can use others informations, difficult
to consider on the model because non quantitative, to make the final decision.
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Figure 4.1: Pool of approximate Pareto optimal solutions of two different instances in parallel
coordinates using MolILS
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Chapter 5

HHCP as a Stochastic Problem

In this chapter stochastic service times are introduced to be more closed to the
real problem. The SimILS algorithm is merged with the multiobjective ILS in
order to solve the stochastic multiobjective HHCP. A simulation with a triangular
distribution is applied to the service times in order to have a simulated value of
the objective functions. The idea is to create and update the pool of approximate
Pareto optimal solutions using the stochastic values and not the deterministic ones.

5.1 Stochastic HHCP

The complexity of the HHCP is mainly due to the large number of assisted pa-
tients, synchronization of resources and service delivery in an often vast territory.
However we need also to consider random events that can effect the delivery of
service and the feasibility of resource plans. Randomness can be found in dif-
ferent parts of the problem such as the changing in patients’ conditions, resource
availability, duration of operator transfers in the territory and service times.

The assumption of deterministic data simplifies the mathematical model to be-
come tractable, but of course gives a less accurate model that does not reflect the
uncertainty of the problem.

An interesting work was done by Lanzarone, Matta and Scaccabarozzi (2009) for
estimating the number of services needed from a patient considering changing in
his conditions, studying the evolution of the patient conditions as a Markov Chain.
What we focus on is the randomness in service time, while maintaining determin-
istic the travel times.

After solving the HHCP under deterministic conditions, i.e. with deterministic
service time, we would like to extend the problem introducing uncertainty. To
solve this new problem we use the SimILS algorithm. Previous studies observed
that exact methods used to solve stochastic Combinatorial Optimization Problems
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are useful only with small and medium-size problems or with a reduced set of
distributions. Another approach to solve stochastic Combinatorial Optimization
Problems is to use metaheuristcs, that are more appropriate when the complex-
ity of the problem is high. In the last decades there has been a growing inter-
est for combining simulation and optimization problems using simheuristics to
solve stochastic problems. So following the new trend SimILS combines the ILS
method with simulation techniques, see Lourenco, Grasa and Juan (2014).

We now propose, to consider stochastic service times and to solve the HHCP, a
new algorithm modifying the ILS algorithm for multiobjective problems using the
SimILS. Introducing stochastic service times we have to consider that we are not
using a simple ILS algorithm but a modified one for multiobjective.

The proposed algorithm is not only SimILS because it is applied to a multiobjec-
tive problem using the Pareto pool as in chapter 4. The new proposed algorithm
is called Multiobjective Iterated Local Search, MoSimILS.

In the next sections we first explain general framework for SimILS and then how
we joint it with MoILS proposing the MoSimILS.

5.2 SimILS

SimlILS is an extension of the ILS method. The difference is that ILS works well
on Combinatorial Optimization Problems under deterministic scenarios, but in
real life uncertainty is often present.

SimILS integrates simulation methods inside the classical ILS framework in order
to be able to solve stochastic Combinatorial Optimization Problems.

Sometimes we can use exact methods to solve stochastic Combinatorial Opti-
mization Problems, but these methods are hard to use when we have large size
instances or instances in which general distributions are used to model the ran-
domness of the system. Approximate methods, as heuristics and metaheuristics,
are more appropriate as the complexity of the problem grows. A way to solve
stochastic Combinatorial Optimization Problems is to combine simulation and
optimization techniques, using simheuristics. ILS is an excellent candidate to be
combined with simulation because has all important attributes of a metaheuristic:
it is accurate, speed, simple and flexible, see Cordeau et al. (2002). ILS requires
few parameters and they can be easily adapted to different variants or extensions
of a given problem.

SimILS integrates simulation at some specific step of the ILS algorithm, and was
proposed by Lourengo, Grasas and Juan (2014).
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Algorithm 16: SimILS

1 sg = GeneratelnitialSolution;

2 s* = LocalSearch(sy);

3 (s*, sf(s*), statistics) = Simulation(s*, long);

4 repeat

5 s' = Perturbation(s*, history);

6 s* = LocalSearch(s');

7 (s*,sf(s*), statistics) = Simulation(s*, short);
8 s* = AcceptanceCriterion(s*, s history);
9 until termination condition met;

10 (s*, sf(s*), statistics) = Simulation(s*, long);

1 return s*, sf(s*)

We can notice that particular simulations are added after applying the Lo-
calSearch procedure together with a parameter that indicates if the simulation has
to be run for short or long time, so we obtain a simulated objective function sf{-).
A simulation component is also inserted at the end of the ILS precess. Simulation
is used on the solution found after the Local Search and the idea is to simulate
a fixed number from a given distribution and consider the mean of these value,
as in a Monte Carlo simulation. The use of simulation is oriented to estimate the
expected cost value of new a solution.

To avoid long computational time the simulation should be applied just over a se-
lected and reduced subset of solutions. For that reason a short run simulation is
performed in the main loop and only on a selected subset of solutions. In other
hands since the accuracy of a simulation depends on the number of runs executed
a long run simulations is performed at the end of the loop to the final subset of
solutions.

SimILS algorithm works different if the stochastic part is in the constraints, in the
objective function or in both of them. In the case with stochastic constraints what
the algorithm does is to check if the new generated solution after the simulation
verify the constraints with a certain probability, only in this case the simulation is
accepted. In problems with stochastic objective functions the algorithm maintains
two best solutions: the best local optimum solution for the deterministic objective
function and the best local optimum solution for the stochastic objective function
obtained after the simulation. The second one is updated only if the new simu-
lated value of the objective function is better that the previous one, also simulated.
Combining the two algorithms we obtain the one for problem with both stochastic
constraints and objective function.

SimILS has been recently developed but already some applications can be found.
This extension of ILS has been used to solve VRP with stochastic demands by
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Juan et al. (2011-2013) or the Permutation Flow Shop Problem with Stochastic
Processing Times by Juan et al. (2014).

5.3 SimlILS with multiobjective problems: MOSim-
ILS

In this chapter we are modifying the HHCP, introduced in previous chapters, from
its deterministic version to a new stochastic version. The goal of this section
is to introduce uncertainty maintaining the multiobjectivity, to obtain this result
the MoILS has to be merged with the SimILS. One of the main innovation of
this thesis is the introduction of a new algorithm, the Multi Objective Simulated
Iterated Local Search. The idea above this algorithm is to apply ILS method
considering stochastic parameters introducing a Monte Carlo simulation, not only
on a single solution but on a set of solutions representing the approximate pool of
Pareto optimal ones.

The MoSimlILS algorithm is then presented.

Algorithm 17: Multiobjective Simulated Iterated Local Search

so = GeneratelnitialSolution;
S* = LocalSearch(s);
PO,o0 = create pool of Pareto optimal Solutions with S*;
foreach s € PO,,,do
L (s, sf(s), statistics) = Simulation(s, short);

N A W N =

update PO,,1;

repeat

s* = solution picked up from PO, with some criteria;
s" = Perturbation(s*, history);

e e 9 &

0 | s = LocalSearch(s');
u | generate PO, ;

12 | foreach s € PO,,,do
13 L (s,s8f(s), statistics) = Simulation(s, short);

14 update POpo;

15 until time>TimeLimit;

16 foreach s € PO,,,do

17 L (s,sf(s), statistics) = Simulation(s, long);
18 update PO,p00;

19 return PO, with simulated values;

What it can be seen is that MoSimILS maintains the main structure of MoILS
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algorithm introducing a simulation part that is characteristic of SimILS method.
The idea is to simulate the solution found during the LocalSearch and update the
pool of approximate Pareto optimal solutions using the simulated values.

The first part of the algorithm works as in MoILS: an initial solution is generated
and LocalSearch is applied on this solution. A first pool of approximate Pareto
optimal solutions is estimated. To introduce uncertainty a short run simulation is
applied on all the solutions on this set and stochastic values are obtained and the
POy, is then updated.

After this first part the algorithm starts with the repetition of Perturbation and Lo-
calSearch starting on a solution picked up from the PO, following some criteria
depending on the different interest we have on optimize one or another objective
function. Another difference between MOILS and MOSimILS in then introduced
in line 12 of the algorithm. After generating the PO;,OO[ with the solutions found
during the LocalSearch a short simulation is applied before updating the PO,
It is important to specify that this simulation is applied not on all the solutions
found during the LocalSearch but only on the set of approximate Pareto optimal
solution in order to minimize the needed computational time. For the same reason
the simulation at this step is chosen to be a short run simulation.

Before presenting the final pool of approximate Pareto optimal solutions a long
run simulation is applied on all the solutions in the set and then the PO, is up-
dated again.

With this algorithm Multiobjective problems with stochastic parameters can
be solved using the main idea above ILS method, the iteration of a Local Search.
As in ILS algorithm, how to find an initial solution, the Local Search and the Per-
turbation methods have to be chosen. Then the pool of Pareto optimal solutions
has to be introduced in order to consider the multiobjectivity of the problem, as
in MoILS. Finally a Monte Carlo simulation is used to introduce uncertainty, the
distribution for the simulation has to be chosen, as in SimILS algorithm.
MoSimlILS allows us to solve HHCP as a Multiobjective and stochastic problem
with stochastic service times.

5.4 MOSIimILS for HHCP

In this section we present the application of the MoSimILS to our HHCP consid-
ered as multiobjective problem with stochastic service times. We would like to
consider a more realistic problem using stochastic service times instead of deter-
ministic ones. We have to explain in details which choices are taken to apply the
MoSimlILS algorithm to HHC multiobjective problem.

The way the stochastic service times are generated is explained next. To simulate
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the stochastic service times we use a triangular distribution with min = a; — 5 and
max = as + 5 to generate N different values of a,. It is obvious that with different
service times we obtain different values of objective functions.

The triangular distribution is a common method to generate service times and can
be a good choice as we do not have big data about the service times, but we just
have one value. So as we do not neither have the minimum or maximum times
needed to perform a service we suppose that a nurse can stay in a patient’s home
for 5 minutes more or 5 minutes less. What we do is consider the data clustered
around a central one. Of course a more accurate study can be done with more
informations on the uncertainty of service times. The future addition of new in-
formations about service times will not effect the design of the algorithm but just
the Monte Carlo simulation should be adapted to the appropriate distribution.

Algorithm 18: Multiobjective Simulated Iterated Local Search for HHCP

1 sg = GeneratelnitialSolution;

2 S* = Local Search(sy);

3 POpo = create pool of Pareto optimal Solutions with S*;
4 foreach s € PO,,,do

5 L (s, sf(s), statistics) = Simulation(s, short);

6 update POp,o;

7 repeat

8 crit = Uniform(1,k);

9 sort PO, by crit;

10 sol = Geom(p);

1 §* = POpool[s0l];

12 s' = Perturbation(sx, history);

13 S* = LocalSearch(s');

4 | generate PO, ;

15 | foreach s € PO, do

16 L (s,sf(s), statistics) = Simulation(s, short);

17 update PO,,1;

18 until time>TimeLimit;

19 foreach s € PO,,,do

20 L (s, sf(s), statistics) = Simulation(s, long);
21 update PO,oor;

22 return PO,,, with simulated values;

What is done in the algorithm is that given a solution to simulate we generate a
given number N of simulated service times and with that we can obtain N different
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simulated Cost Matrices. With this matrices we generate a vector of N new values
for the solutions. The mean of these values is the new simulated solution. N
is set with different number depending if we are performing a short or a long run
simulation; in the first case we consider N = 30 while in the second one N = 100.
We have to notice that the simulation only affects the value of the cost = u+ 10w
and the balance = var(u,), while the loyalty remains the same. We have also to
notice that even thought the simulations does not effect the loyalty the perturbation
is centred only on it, as explained in section 3.2.3. In this way we work in different
ways on the three different objective functions we are considering.

Time limit is always set at 25 minutes so we can compare the results with the ones
in previous chapters.

5.4.1 Results

Results obtained using Multiobjective Simulated Iterated Local Search are shown.
For each instance the average value of Costs, Loyalty and Balance, between all the
solutions in the pool of approximated Pareto optimal solutions, are presented. In
addition also the standard deviation for the values of the objective functions in the
pool of approximate Pareto optimal solutions are shown.

In the last table we compare obtained solutions after MoILS and the more
realistic MoSimILS. Solutions are different both because the random parts in the
algorithm and the simulation. The important is to see if the solutions maintain
more or less the same values of objective functions. It can be seen that, in almost
all the instances, cost and balance are a little bit increased, while the loyalty is a
little bit decreased. This means that with MoSimILS values are more realistic but
the algorithm does not deteriorate the solutions.

Percentage variation is evaluated as in chapter 2 as:

XMoSimILS—XMoILS
XMoSimILS

vary =

and then multiplied for 100, where X ;.75 and Xsosimrrs are the values found
respectively using MoILS and MoSimILS algorithm.
As in previous tables R is the total number of requests during the week and P the
number of different patients that have to be visited.

Also two figures, graphically representing the pool of approximate Pareto op-
timal solutions, are shown for two different instances.
In the last figure pool of approximate Pareto optimal solutions are shown, both
for MoILS and MoSimILS with different colours, for two different instances. It
can be seen that costs and balance are higher in most solutions obtained using
MoSimILS, while the loyalty does not seem significantly different.
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Mean values of objective functions

name R P u+10w sd 1 sd b sd

m540_s13 | 719 228 | 413.0 7.5 |123.1 6.0 | 181.8 60.6
m540_s19 | 731 219 | 435.6 150 | 1325 59 |3044 103.9
m540_s11 | 732 220 | 407.5 8.8 [1205 6.2 | 2279 652
m550_s13 | 733 229 | 440.6 9.0 | 1450 4.1 | 1034 227
m540_s18 | 737 219 | 4514 1277 | 1535 8.6 | 86.0 193
m540_s14 | 737 223 | 417.5 0.7 | 1358 10.7 | 448 139
m540_s15 | 740 218 | 418.8 93 | 141.8 79 |261.0 62.1
m540_s16 | 754 215 | 4343 145 | 146.6 16.5 | 2743 82.2
m550_.s19 | 742 219 | 442.2 48 |132.0 4.8 |503.5 131.6
m540_s10 | 743 238 | 426.5 99 |141.8 45 | 594 152
m560_s13 | 747 228 | 456.7 1.8 | 146.6 64 | 2525 570
m540_s17 | 747 237 | 438.9 56 | 1292 3.6 | 110.1 258
m550_s14 | 750 225 | 449.0 8.0 | 1372 10.6 | 1326 324
m550_s11 | 751 222 | 429.4 3.6 | 1305 31.8| 934 274
m550_s15 | 752 218 | 4439 119 | 1415 5.3 | 2264 6438
m560_s19 | 753 222 | 457.5 6.8 | 1376 6.2 | 176.3 519
m550_s16 | 754 215 | 4557 176 | 1463 7.5 | 1920 544
m550_s17 | 757 241 | 437.7 7.6 | 1390 7.7 |184.6 464
m560_s15 | 762 218 | 453.0 6.5 | 1494 29 | 184.1 283
m560_s14 | 763 228 | 467.6 11.3 | 130.1 11.0 | 207.8 62.1
m570_s13 | 763 231 | 471.5 34 |150.8 6.0 | 1140 258
m560_s16 | 765 216 | 475.4 37 | 1505 8.7 |321.3 863
m560_s11 | 765 223 | 427.5 8.1 1277 54 | 111.5 235
m570_s15 | 771 221 | 479.9 24 | 1542 11.8 1629 439
m540_s12 | 771 224 | 476.6 70 | 161.0 7.2 | 8.2 19.6
m560_s17 | 773 217 | 478.6 6.3 | 1563 3.5 |413.1 111.5
m570_s19 | 775 222 | 480.7 56 | 1516 52 | 168.0 419
m560_s18 | 776 221 | 500.9 9.7 | 1570 49 | 188.2 29.6
m570_s16 | 777 216 | 476.3 7.0 | 138.0 49 |2799 77.7
m570_s11 | 778 224 | 463.4 59 |123.7 33 | 121.6 38.6
m570_s14 | 781 229 | 482.5 1.7 | 147.8 3.1 | 1272 26.6
m550_s18 | 783 218 | 476.6 45 1704 205 | 146.0 27.7
m550_s12 | 785 226 | 489.2 0.7 | 180.9 22.0 | 1457 305
m580_s15 | 787 225 | 493.5 1.6 | 149.7 4.1 |267.0 663
m570_s17 | 788 220 | 493.8 06 | 1775 35 |1146 246
m580_s16 | 788 220 | 478.9 05 | 146.6 4.2 | 2737 586
m580_s19 | 789 222 | 493.8 58 | 1451 55 | 227.8 56.6
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m580_s11 | 789 227 | 469.1 7.6 | 1352 7.5 | 1384 29.0
m560_s10 | 789 240 | 500.3 6.3 | 1735 244 | 457 8.4
m570_s18 | 790 225 | 507.4 89 [170.8 4.6 | 1264 233
m580_s13 | 790 236 | 479.4 86 | 1446 6.7 | 953 148
m580_s14 | 794 232 | 4759 26 | 143.1 39 | 106.1 20.7
m550_s10 | 795 220 | 520.1 10.7 | 182.8 109 | 464 4.1
m590_s15 | 797 229 | 517.0 53.5 | 163.8 194 | 835 18.7
m560_s12 | 800 228 | 494.5 1.2 | 193.0 23.8|122.1 204
m590_s11 | 800 228 | 491.7 6.0 | 137.3 14.0| 1346 32.6
m570_s10 | 801 241 | 489.8 24 | 1555 273 | 569 8.8
m590_s19 | 803 224 | 513.3 54 | 1557 9.6 | 3545 839
m590_s16 | 804 223 | 500.4 86 | 1703 274 | 93.0 15.6
m580_s17 | 806 223 | 510.0 1.6 | 178.7 19.6 | 257.5 49.6
m590_s14 | 807 234 | 512.6 4.8 | 142.1 63 | 1428 279
m590_s13 | 808 236 | 509.8 30 | 163.0 234 | 1595 248
m580_s18 | 811 227 | 5853 1309 | 178.0 21.1 | 215.8 429
m570_s12 | 812 231 | 522.1 46 | 1948 7.2 |260.6 59.1
m580_s10 | 814 225 | 4912 29 | 1565 74 | 1242 21.6
m590_s18 | 822 229 | 647.5 925 | 1740 8.2 |221.0 419
m580_s12 | 825 232 | 5259 10.0 | 196.1 10.5 | 2243 27.8
m590_s10 | 834 223 | 5225 2.1 |160.7 7.2 | 1963 21.0
m590_s12 | 841 233 | 541.3 37 11893 45 |233.1 329
m590_s17 | 848 228 | 535.8 27 | 189.7 42 | 3180 556

Table 5.2: Average of the results in pool of approximate Pareto optimal solutions with MoSimILS

Percent variation

name R P u+10w 1 b

m540_s13 | 719 228 4.6 -6.2 522
m540_s19 | 731 219 7.8 -9.7 -8.2
m540_s11 | 732 220 7.5 -14.35 90.9
m550_s13 | 733 229 | 10.25 -4.1 69.3
m540_s18 | 737 219 | 13.1 -2.5 88.3
m540_s14 | 737 223 6.1 3.6 -544
m540_s15 | 740 218 6.9 1.2 60.8
m540_s16 | 754 215 8.2 -1.9  57.6
m550_s19 | 742 219 9.2 -11.9  82.8
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16.9
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-95
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-22.8
-24.2
-294
-270
33.3
-29.2
-49.2
18.7
-14.9
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m580_s17 | 806 223 | 16.6 -1.8  60.7
m590_s14 | 807 234 | 14.6 0.7 1.7

m590_s13 | 808 236 | 15.6 -1.6 198
m580_s18 | 811 227 | 10.9 2.0 29.3
m570_s12 | 812 231 | 149 20 341
m580_s10 | 814 225 | 125 6.9 6.5

m590_s18 | 822 229 6.2 -04  -10.0
m580_s12 | 825 232 | 164 2.0 45.2
m590_s10 | 834 223 | 133 44  -529
m590_s12 | 841 233 | 12.1 -7.0 395
m590_s17 | 848 228 | 17.8 33 53.9

Table 5.4: Percent variation between MoILS and MoSimILS results
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Figure 5.1: Pool of approximate Pareto optimal solutions of two different instances in parallel
coordinates using MoSimILS
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Figure 5.2: Pool of approximate Pareto optimal solutions of two different instances in parallel
coordinates using MolILS (pink) and MoSimILS (blue)
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Chapter 6

Conclusions and Future Research

Home Health Care service consists in medical and para medical services per-
formed, by medical stuff, to patients at home. The considered problem in this
thesis consists in a weekly request of services by a set of patients. Each service is
described by three variables: time to perform it, frequency in a week and days that
must pass between two repetitions of the same service. Services are performed by
a set of nurses.

The aim is to solve the problem without simplifying it too much and maintaining
it closer as possible to real life situations.

In the first part of this work a single objective function of HHCP is considered as
the summation between costs, in terms of needed time, and loyalty, as the num-
ber of different nurses visiting the same patient. Then to make the solution more
realistic the problem is considered as multiobjective introducing also the balance
of workload between nurses. In the last chapter stochastic service times are intro-
duced in order to be closer to reality.

A mathematical model for HHCP is first developed to explain better the prob-
lem. As the problem is NP-hard a metaheuristic method is the best approach for
its resolution.

First an Iterated Local Search algorithm is applied. The initial solution method
is based on the Clarke and Wright algorithm, then a Local Search is applied to
improve the solutions. This Local Search is based on a combination of different
operators with the aim of minimizing costs and maximize the loyalty, i.e. mini-
mize the different number of nurses visiting the same patients. The perturbation
consists in removing services from 20% of patients, ordered by increasing loyalty,
from the obtained tours, and putting them back in the tours where it costs less.
With these three parts the ILS algorithm is then built.

Considering HHCP as multiobjective problem the ILS is modified introducing the
concept of Pareto optimal solutions, building a new algorithm: MoILS. The bal-
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ance of workload between nurses is also introduced as a new objective function,
in terms of variance between the average workload for each nurse in a week. To
consider three different objective functions, at each iteration of ILS algorithm, a
pool of approximate Pareto optimal solutions is updated. The pool is then pre-
sented and best solution should be chosen by decision makers.

In the last chapter a new scheme for stochastic and multiobejctive problems is
developed. MoILS is then modified using the idea of SimILS algorithm, the new
algorithm is called: Multiobejctive Simulated Iterated Local Search, MoSimILS.
A simulation is then introduced to service times, making them from deterministic
to stochastic parameters and making the problem closer to reality.

The developed algorithms can be applied in reality to obtain a weekly plan for
nurses. Knowing the weekly request it can be decided the scheduling part for
nurses and also the routing part to obtain the daily tours for each nurse.

All these algorithms are then applied to 60 instances generated, in previous
works, from real data furnished by Ferrara hospital. As we can see ILS algorithm
obtains good results comparing them to results obtained applying ALNS algo-
rithm on the same instances.

MOILS makes us able to present a set of solutions, that is the approximate pool
of Pareto optimal ones, without deteriorating the single values of the objective
function, comparing them to the ones obtained with ILS method. The presented
set of solutions can be presented to the decision makers that can choose the most
appropriate solution considering their preferences.

Introducing uncertainty we can present, using the pool of approximate Pareto op-
timal solutions, more realistic results.

In future similar HHCPs can be studied, as for example considering also
drivers to transport the nurses, in order to not loose time finding parking. More
real data can be also obtained from other regions and the developed methods can
be applied.

It has to be remembered that scheduling problems for an hospital that is delivering
home health care services are the same problems that can appear in other situa-
tions, such as in a cleaning company. This means that all the algorithms developed
in this thesis can be also applied in other different contexts.

Finally, to extend the developed work, MoSimILS can be applied to solve differ-
ent multiobjective and stochastic problems. This allows to not simplify too much
the problems deteriorating the quality of the results in terms of veracity.
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