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Abstract

This thesis deals with a transient multiphysical wave problem, commonly
used for simulating seismic waves. The model involves acoustic and elastic
wave equations and the coupling between them. Starting from an existing
mathematical model for the approximation of elastodynamics equations, we
present here a more complete and convincing model, which generalizes the
previous one, in order to take account also of acoustic effects. We then
approximate the resulting model by means of a Discontinuous Galerkin
Spectral Element method and present a rigorous theoretical analysis as well
as numerical computations.
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Introduction

The analysis of seismic wave propagation is of primary importance in geo-
physics and seismology because of the need for accurate information on
earthquakes and on the possible vibrations induced by them.
In this thesis we aim at proposing and analyzing a non-conforming numerical
method which is able to simulate elastic and acoustic wave propagation in
two and three dimensional configurations, characterized by the presence of
irregular interfaces and heterogeneous materials.
The study of elastodynamics equations has been massively investigated in
the last years, due to their capability to simulate seismic scenarios and give
accurate numerical results. This study is recently grown and enriched by the
analysis of materials with different physical nature, such as elastic and acoustic
ones, with a special care on their coupling. Different numerical schemes, like
Finite Differences and Finite Elements schemes, have been thus adopted and
analyzed in both elastodynamics problems, see, e.g., [21, 18, 24, 30, 46, 27],
and elasto-acoustic ones, see [8, 7, 6, 34, 22]. Nowadays the discretization
method which is mostly used in computational seismology is the Spectral
Element (SE) method [13, 29, 36, 48, 16, 28, 35].
SE methods are based on high-order Lagrangian interpolants sampled at the
Gauss-Legendre-Lobatto (GLL) quadrature points, and combine the flexibil-
ity of finite elements (and their ability to handle complex geometries and
boundary conditions) with the accuracy of spectral techniques. SE methods
are also well suited for parallel computation, which is needed especially for
three-dimensional problems.
However, SE methods usually employ a uniform polynomial degree on the
whole domain, and this can lead to a large computational effort.
To increase the flexibility of SE methods, non-conforming high-order tech-
niques, like the Discontinuous Galerkin Spectral Element (DGSE) method
[42, 25, 3], are preferable in order to tackle the heavy computational bur-
den. Indeed, with DGSE methods it is possible to deal with a non-uniform
polynomial approximation degree as well as a locally varying mesh size. The
flexibility of these schemes is thus very useful, especially for complex configu-
rations.
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The efficiency of space-time discretization of elastodynamics problems de-
pends also on the time discretization scheme. In this thesis, we consider a
second-order explicit central finite difference scheme, namely the leap-frog
scheme [11, 13, 14, 19, 30]. This method is the most employed for wave
propagation problems and provides a second-order accuracy.
The numerical scheme that we develop in this thesis has been implemented
in the SPEED code (SPectral Elements in Elastodynamics with Discontinu-
ous Galerkin, https://speed.mox.polimi.it). SPEED takes advantage of the
DGSE method for solving elastodynamics and linear viscoelasticity problems
[44, 45, 15, 17].
Thus, we have extended and enriched this code by including also a modeliza-
tion of the fluid part, where acoustic waves are expressed in terms of the
pressure field. In particular, we focus on the elasto-acoustic coupling at the
non-matching solid-fluid interface, see, e.g., [23, 5, 49, 12].
The unknowns of the coupled problem are thus the solid displacement, which
is solved in the elastic part, and the fluid pressure, which turns out from the
resolution of the acoustic wave equation. Another possible formulation of the
coupled problem considers as unknown in the acoustic domain the velocity
potential (see, e.g., [26, 22]), but this case is not addressed in this thesis.
Nevertheless, since the main advantage of the displacement-velocity potential
formulation with respect to the displacement-pressure formulation is that
preserve the symmetry of the problem, we will consider this formulation later
on in the thesis, when we will talk about stability analysis.
The thesis is organized as follows.

• In Chapter 1, we describe the physical phenomena governing seismic
waves propagation in elastic and acoustic domain. Moreover, we intro-
duce a general mathematical framework in which the coupled problem
is stated and we derive its weak formulation.

• Chapter 2 deals with the numerical methods used for spatial discretiza-
tion and a detailed description of DGSE method is reported. Moreover,
a rigorous stability analysis is carried out.

• In Chapter 3 we derive the algebraic formulation of the problem.

• In Chapter 4 we describe the leap-frog scheme adopted for the time
integration scheme.

• In Chapter 5 we present some relevant numerical applications, both
concerning two and three dimensional problems. Moreover, we validate
the proposed discretization schemes on different benchmarks.

Finally, we draw some conclusions and suggest possible future developments.
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Chapter 1

The mathematical model

1.1 The physical problem

Simulating wave propagation is a problem arising in many scientific fields as
acoustics, electro-magnetics, fracture mechanics and elastodynamics.
In this thesis, we are interested in elastic and acoustic seismic waves and, in
particular, we focus on the coupling between them.
Elastic waves propagate through elastic solid media, whose constitutive
relation is subjected to the Hooke’s Law. These waves are typically the result
of earthquakes, explosions or volcanoes and their principal physical effect
consists of a vibratory ground motion in the region surrounding the source.
On the other hand, acoustic waves propagate in fluids (liquid and gases) and
cause a variation in the pressure field of the media through which they are
traveling.
There are two types of seismic waves: body waves and surface waves.
Body waves travel through the interior of the earth and they are divided into
two categories: primary (or P) waves and secondary (or S) waves. P-waves
are pressure waves which produce ground vibrations longitudinal to their
direction of propagation. They can travel through any type of material, both
solid and fluid (see Figure 1.1). S-waves are shear waves which displace the
ground perpendicular to the direction of propagation. As suggested by their
name, these waves are slower and they typically follow P-waves during an
earthquake. S-waves can travel only through solid materials, since fluids do
not support shear stresses (see Figure 1.1). Thus, in proximity of an elasto-
acoustic interface, only the normal components of forces and displacements
are balanced, due to a non-penetration condition. This does not happen for
the tangential components, since acoustic materials are not compatible with
non-slip condition. We will talk more in detail about the coupling later in
the thesis.
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Figure 1.1: Direction of propagation and ground motion for body waves:
P-waves (left) and S-waves (right).

Surface waves travel along the earth’s surface. They are slower than
body waves and, because of their low frequency content, long duration and
large amplitude, surface waves are the most destructive type of seismic
waves. There are two types of surface waves: Rayleigh waves and Love waves.
Rayleigh waves cause the rolling of the ground, i.e. the motion of the rocks
below the earth’s surface follows the shape of an ellipse (see Figure 1.2). Love
waves move the ground from side to side and this horizontal shifting can
seriously damage the foundations of buildings (see Figure 1.2).

Figure 1.2: Direction of propagation and ground motion for surface waves:
Rayleigh waves (left) and Love waves (right).

1.2 Governing equations

In what follows, we concentrate on the multiphysical model used for simulating
the propagation of seismic waves. We consider a physical domain Ω ⊂ Rd,
with d = 2, 3. The boundary Γ = ∂Ω is supposed to be composed by three
disjoint portions ΓD, ΓN and ΓNR. ΓD and ΓN are, respectively, the Dirichlet
and the Neumann boundaries, where the wave has a prescribed value or
where it is subjected to external loads. ΓNR is the part of Γ where the so
called non-reflecting (or absorbing) boundary conditions are imposed. These
conditions are used to bound the physical domain for numerical approximation.
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Absorbing boundary conditions are applied as natural boundary conditions
and they are described in the next section of this chapter.
In order to differentiate elastic media from acoustic ones, we use here and in
the sequel the subscripts "e" for denoting elastic solids and "a" for acoustics.
Thus, the domain Ω may be decomposed as Ω = Ωe ∪ Ωa, where Ωe and Ωa

stand for the elastic (solid) and acoustic (fluid) sub-domains, respectively
(see Figure 1.3).

Figure 1.3: Example of a two-dimensional multiphysical domain Ω = Ωe ∪Ωa.
External boundary is split into Γe and Γa, whereas internal elasto-acoustic
interface is called Γi.

Analogously, the external boundary Γ is split into Γe and Γa. Each of
these boundaries is subdivided into a Dirichlet portion, a Neumann portion
and a non-reflecting portion, such that Γe(a) = Γ

e(a)
D ∪ Γ

e(a)
N ∪ Γ

e(a)
NR with

Γ
e(a)
D ∩ Γ

e(a)
N ∩ Γ

e(a)
NR = ∅.

A crucial role is played by the internal elasto-acoustic interface, denoted by
Γi, which divides solid materials from fluids. We apply suitable interface
conditions in order to model the elasto-acoustic coupling, as it will be detailed
later on. Notice that: ∂Ωe = Γe ∪ Γi and ∂Ωa = Γa ∪ Γi, or in other words:
∂Ω = ∂Ωe ∪ ∂Ωa r Γi (see Figure 1.3).
Having fixed the temporal interval [0, T ], with T real and positive, we can
write the two governing equations of seismic wave propagation in elastic and
acoustic media as follows.
In the sub-domain Ωe, the deformation of the elastic structure is modeled
by the displacement u = (u1, . . . , ud)

T , which satisfies the elastodynamic
equation of motion
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ρe∂ttu−∇ · σ(u) = fe, in Ωe × (0, T ],
u = 0, on ΓeD × [0, T ],
σ(u)ne = te, on ΓeN × [0, T ],
non-reflecting boundary conditions, on ΓeNR × [0, T ],
coupling boundary conditions, on Γi × [0, T ],
u = u0, in Ωe × {0},
∂tu = u1, in Ωe × {0},

(1.1)

where ρe is the density of the elastic material, σ(u) is the Cauchy stress tensor
and ne = (ne1, . . . , n

e
d)
T is the outward pointing unit normal vector on the

boundary ∂Ωe. The vector fe = (fe1 , . . . , f
e
d)T models external volume forces,

te = (te1, . . . , t
e
d)
T is the vector of surface tractions on Neumann boundary, u0

and u1 are the initial conditions for displacement and velocity, respectively.
Without loss of generality (see, for instance [40]), we assume that the medium
is rigidly fixed on ΓeD.
Finally, the non-reflecting boundary conditions have the effect of introducing
a fictitious traction t̃e on ΓeNR, that will be defined later in this chapter
(cf. [47, 11], for example). At the same way, suitable coupling conditions
introduce internal surface stresses on the interface Γi, which depend on the
acoustic pressure field p (cf. [23]).
In geophysical applications a modification of the equation of motion is in-
troduced, in order to better modeling the behavior of viscoelastic materials.
This turns out in an additional damping term, written in the form

fevisc = −2ρeξ∂tu− ρeξ2u, (1.2)

where ξ is a suitable decay factor with dimension the inverse of time, as in
[11]. The viscoelastic force fevisc may be added to the volume forces vector fe

in order to prevent unphysical oscillations in the propagation wave.
As previously mentioned, the constitutive relation of elastic materials follows
the Hooke’s law, which relates stresses and strains with the fourth-order
Hooke’s tensor C, such that

σ(u) = C
[
ε(u)

]
,

where ε(u) is the infinitesimal strain tensor, that is the symmetric part of
the displacement gradient tensor

ε(u) =
1

2

[
∇u + (∇u)T

]
.

In the case of isotropic linear elasticity (which is the case considered here),
the fourth-order tensor C satisfies the following symmetries

Cijkl = Cjikl = Cijlk = Cklij ∀i, j, k, l = 1, . . . , d.

14



Thus, its action on the strain tensor ε(u) is characterized by only two
parameters and the Cauchy stress tensor σ(u) may be now written in the
following form

σ(u) = λtr[ε(u)]I + 2µε(u),

where I is the d × d identity tensor and λ and µ are the so-called Lamé
parameters. They are characteristics of each elastic material (like the density)
and they are related to P and S body waves. Denoting by cp and cs the
velocity of compressional and shear waves, respectively, we have

cp =

√
λ+ 2µ

ρe
, cs =

√
µ

ρe
, (1.3)

or, equivalently
λ = ρe(c2

p − 2c2
s), µ = ρec2

s. (1.4)

Differently from elastic media, in the acoustic sub-domain Ωa the seismic wave
propagation is modeled by the pressure field p, which satisfies the following
equation 

1
ρac2

∂ttp−∇ ·
(

1
ρa∇p

)
= fa, in Ωa × (0, T ],

p = 0, on ΓaD × [0, T ],
1
ρa∇p · n

a = ta, on ΓaN × [0, T ],

non-reflecting boundary conditions, on ΓaNR × [0, T ],
coupling boundary conditions, on Γi × [0, T ],
p = p0, in Ωa × {0},
∂tp = p1, in Ωa × {0},

(1.5)

where ρa is the density of the fluid, c is the speed of the acoustic wave
and na = (na1, . . . , n

a
d)
T is the outward pointing unit normal vector on the

boundary ∂Ωa, moreover, fa represents external volume forces, ta is the
surface load on the Neumann boundary, p0 and p1 are the initial conditions
for the pressure and its time derivative, respectively.
Since the pressure is defined up to a constant; we consider in this thesis,
without loss of generality, homogenous Dirichlet boundary conditions on ΓaD.
Non-reflecting boundary conditions are particular natural boundary condi-
tions which have the effect of introducing a fictitious Neumann load t̃a on ΓaNR
(cf. [37]). They will be discussed in the next section of this chapter. Coupling
conditions are still fictitious Neumann conditions and they introduce an inter-
nal load on the surface Γi, which depend on the solid displacement u (cf. [23]).
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1.3 Non-reflecting boundary conditions

As mentioned before, absorbing, or non-reflecting, boundary conditions are
natural boundary conditions which are used to bound physical domains in
numerical simulations of wave propagation.
Unlike Dirichlet or Neumann boundary conditions, which lead to a total
reflection of an impinging wave on the boundary of the computational domain,
absorbing boundary conditions should ideally be able to propagate an incident
wave without any reflection.
However, exact non-reflecting boundary conditions involve inverse and direct
Fourier transforms in both time and space, through the multiplication by
a non polynomial function in the Fourier variables. Thus, in practice, ab-
sorbing boundary conditions are approximated with some truncated Taylor
expansions, which yield a small reflection.
For simplicity, we now show absorbing boundary conditions in a two-dimensional
setting. Analogous formulation can be obtained in three dimension. Let
ne = (ne1, n

e
2)T be the outward pointing unit normal vector to ∂Ωe and

τ e = (τ e1 , τ
e
2 )T be the unit tangential vector on the boundary ΓeNR. Since

we are now considering firstly elastic materials, the subscript "e" will be
sometimes omitted. The zero-order non-reflecting boundary conditions for
elastic materials take the following form

∂n(u · ne) = − 1

cp
∂t(u · ne),

∂n(u · τ e) = − 1

cs
∂t(u · τ e).

(1.6)

In order to derive the fictitious traction t̃e = σ̃(u)ne on ΓeNR we proceed as
follows.
We rewrite the Cauchy stress tensor σ(u) in the local coordinate system
{τ ,n} as

σττ = (λ+ 2µ)∂τuτ + λ∂nun,

σnn = (λ+ 2µ)∂nun + λ∂τuτ ,

στn = µ
(
∂nuτ + ∂τun

)
,

and therefore, using relations (1.6), we get

σττ = (λ+ 2µ)∂τuτ −
λ

cp
∂tun,

σnn = −λ+ 2µ

cp
∂tun + λ∂τuτ ,

στn = µ
(
∂τun −

1

cs
∂tuτ

)
.
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In this system of coordinates, the force per unit surface t̃e is thus

t̃e =

[
t̃eτ

t̃en

]
=

[
στn

σnn

]
=

 µ
(
∂τun − 1

cs
∂tuτ

)
−λ+2µ

cp
∂tun + λ∂τuτ

 .
Computing in the above equation the normal and tangential derivatives as
∂n = n1∂x1 + n2∂x2 and ∂τ = τ1∂x1 + τ2∂x2 = n2∂x1 − n1∂x2 we obtain

t̃e =



µ
[
n1n2

(
∂x1u1 − ∂x2u2

)
− n2

1∂x2u1 + n2
2∂x1u2 −

1

cs

(
n2∂tu1 − n1∂tu2

)]
−λ+ 2µ

cp

(
n1∂tu1 + n2∂tu2

)
+ λ
[
n2

2∂x1u1 − n1n2

(
∂x2u1 + ∂x1u2

)
+ n2

1∂x2u2

]


.

Finally, since t̃e is expressed in the local coordinate system, we project it
on the global coordinate system and, using the relations (1.3) and (1.4), we
express everything in terms of cp and cs. Thus, we get

t̃e =

[
t̃e1

t̃e2

]
=

[
t̃eτn2 + t̃enn1

t̃enn2 − t̃eτn1

]
= −ρe

[(
cpn

2
1 + csn

2
2

)
∂tu1 + n1n2

(
cp − cs

)
∂tu2

n1n2

(
cp − cs

)
∂tu1 +

(
cpn

2
2 + csn

2
1

)
∂tu2

]
.

(1.7)

Clearly, a better approximation of the exact conditions will ensure less
reflection of incident seismic waves. Thus, more accurate non-reflecting
boundary conditions are the first-order ones

∂n(u · ne) = − 1

cp
∂t(u · ne)−

cp − cs
cp

∂τ (u · τ e),

∂n(u · τ e) = − 1

cs
∂t(u · τ e)−

cp − cs
cs

∂τ (u · ne).
(1.8)

The expression of the consequent fictitious traction t̃e can be derived by
following the same steps that previously brought us to get (1.7). In this case
we lead to

t̃e = −ρe


cs
(
cp − 2cs

)[
n2

(
n2

1 + n2
2

)
∂x1u2 − n1

(
n2

1 + n2
2

)
∂x2u2

]
+
(
cpn

2
1 + csn

2
2

)
∂tu1 + n1n2

(
cp − cs

)
∂tu2

cs
(
cp − 2cs

)[
n1

(
n2

1 + n2
2

)
∂x2u1 − n2

(
n2

1 + n2
2

)
∂x1u1

]
+ n1n2

(
cp − cs

)
∂tu1 +

(
cpn

2
2 + csn

2
1

)
∂tu2

 .
(1.9)
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In the three dimensional case, absorbing boundary conditions (1.8) become

∂n(u · ne) = − 1

cp
∂t(u · ne)−

cp − cs
cp

[
∂τ1(u · τ1e) + ∂τ2(u · τ2e)

]
,

∂n(u · τ1e) = − 1

cs
∂t(u · τ1e)−

cp − cs
cs

∂τ1(u · ne),

∂n(u · τ2e) = − 1

cs
∂t(u · τ2e)−

cp − cs
cs

∂τ2(u · ne),

(1.10)

where τ1e and τ2e are two mutually orthogonal unit normal vectors on the
plane orthogonal to ne (that is the tangent plane to the surface ΓeNR), such
that {τ1e, τ2e,ne} is a right handed Cartesian system. Starting from (1.10)
it is possible to deduce an expression of the three dimensional t̃e analogous
to (1.9).

For acoustic materials, the zero-order non-reflecting boundary conditions on
ΓaNR are similar to (1.6). Thus, the acoustic wave should satisfy

∂np = −1

c
∂tp. (1.11)

This means that the fictitious surface force t̃a is simply

t̃a =
1

ρa
∇p̃ · na = − 1

ρac
∂tp. (1.12)

1.4 Coupling conditions

At the solid-fluid interface Γi, the non-penetration condition requires that
the normal component of the mechanical surface velocity of the solid ve must
coincide with the normal component of the acoustic velocity of the fluid va.
Thus, the following relation holds

ve · ne + va · na = 0.

Computing a time derivative, we get

∂tve · ne + ∂tva · na = 0.

However, ∂tve = ∂ttu and ∂tva = − 1
ρa∇p (using the acoustic velocity po-

tential ψ such that va = −∇ψ and p = ρa∂tψ). Therefore, the first elasto-
acoustic coupling condition is

∂ttu · ne −
1

ρa
∇p · na = 0. (1.13)
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We note that ne and na are the outward pointing unit normal vector on the
boundary Γi, with respect to the solid (elastic) and the fluid (acoustic) part,
respectively.
In addition, one has to consider the continuity of normal stresses at the
internal surface Γi. In other words, the stress applied by the solid on the fluid
must be equal to the stress applied by the fluid on the solid. Since the fluid
pressure acts as a normal force on the solid media, a second elasto-acoustic
coupling condition is given by

σ(u)ne − pna = 0. (1.14)

This latest condition means that, in proximity of a solid-fluid interface, the
internal stresses are only pressure stresses and there are no shear stresses.
This is in according with the fact that acoustic materials, since they are
inviscid, do not support no-slip conditions and shear forces, i.e., only P-waves
can propagate through them.

1.5 The variational formulation

Before recasting the problem in a variational form, we introduce the following
notation:

a · b = ab,
(
a, b
)

Ω
=

∫
Ω
a · bdΩ ∀a, b ∈ L2(Ω),

a · b =
d∑
i=1

aibi,
(
a,b

)
Ω

=

∫
Ω
a · bdΩ ∀a,b ∈ L2(Ω),

A : B =

d∑
i,j=1

AijBij ,
(
A,B

)
Ω

=

∫
Ω
A : BdΩ ∀A,B ∈

[
L2(Ω)

]d
,

where L2(Ω) =
[
L2(Ω)

]d and
[
L2(Ω)

]d
=
[
L2(Ω)

]d×d.
We recall that

L2(Ω) =
{
f : Ω→ R such that

∫
Ω
f2dΩ < +∞

}
,

and

H1(Ω) =
{
f : Ω→ R such that

∫
Ω
f2dΩ < +∞ and

∫
Ω
|∇f |2dΩ < +∞

}
,

see [39, p. 17,20].
Let us now introduce the following Sobolev spaces (see [1]):

W = {w ∈H1(Ωe) such that w = 0 on ΓeD},
V = {v ∈ H1(Ωa) such that v = 0 on ΓaD}.
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Choosing a test function w ∈ W, multiplying equation (1.1), integrating
by parts using the Green’s formula and applying boundary and coupling
conditions (1.14), we get the weak formulation of the elastodynamic equation
of motion(

ρe∂ttu,w
)

Ωe +Ae(u,w) + Ce(p,w) = Le(w) ∀w ∈W, (1.15)

where, using the previous notation, we have set

Ae(u,w) =
(
σ(u), ε(w)

)
Ωe ,

Ce(p,w) = −
(
pna,w

)
Γi =

(
pne,w

)
Γi ,

Le(w) =
(
fe,w

)
Ωe +

(
te,w

)
Γe
N

+
(
t̃e,w

)
Γe
NR
.

We proceed analogously for the acoustic equation. We choose a test function
v ∈ V , we multiply equation (1.5) and, integrating by parts using Green’s
formula and applying boundary and coupling conditions (1.13), we get the
weak formulation of the acoustic wave equation( 1

ρac2
∂ttp, v

)
Ωa

+Aa(p, v) + Ca(u, v) = La(v) ∀v ∈ V, (1.16)

where,

Aa(p, v) =
( 1

ρa
∇p,∇v

)
Ωa
,

Ca(u, v) = −
(
∂ttu · ne, v

)
Γi =

(
∂ttu · na, v

)
Γi ,

La(v) =
(
fa, v

)
Ωa +

(
ta, v

)
Γa
N

+
(
t̃a, v

)
Γa
NR
.

As one can see, equations (1.15) and (1.16) contain the coupling terms Ce(·, ·)
and Ca(·, ·), respectively.
Thus, the weak formulation of the coupled elasto-acoustic wave propagation
problem is:

find the couple (u, p) such that ∀t ∈ [0, T ] (u(t), p(t)) ∈ (W× V ) and(
ρe∂ttu,w

)
Ωe +Ae(u,w) + Ce(p,w) = Le(w) ∀w ∈W,( 1

ρac2
∂ttp, v

)
Ωa

+Aa(p, v) + Ca(u, v) = La(v) ∀v ∈ V.

(1.17)

In presence of non-homogeneous Dirichlet boundary conditions, all that we
have previously done is still valid. Simply, we would have to add at the
right-hand side terms of (1.15) and (1.16) a suitable recovery of the Dirichlet
boundaries data.
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1.6 Stability analysis

The aim of this section is to prove suitable stability bounds for problem
(1.17).
Before that, we recall the following result, see [20, 41] for the proof.
Firstly, we assume both the elastic and the acoustic density functions strictly
positive and bounded, i.e.,

ρe ∈ L∞(Ωe) and ρem ≤ ρe(x) ≤ ρeM ∀x ∈ Ωe,

ρa ∈ L∞(Ωa) and ρam ≤ ρa(x) ≤ ρaM ∀x ∈ Ωa,

for some ρe(a)
m , ρ

e(a)
M > 0. Moreover, we suppose

c ∈ L∞(Ωa) and cm ≤ c(x) ≤ cM ∀x ∈ Ωa,

for some cm, cM > 0. On, the other hand, in the elastic part, we suppose
that the Hooke’s tensor C is bounded and positive definite, that is

Cm

d∑
i,j=1

ε2ij ≤
d∑

i,j,k,l=1

Cijklεklεij ≤ CM
d∑

i,j=1

ε2ij ∀ε ∈ Rd×d, ε 6= 0,

for some Cm, CM > 0.
The problem (1.17) is well-posed and thus it has a unique solution (u, p), see
[7] for further details about the proof.
For simplicity, we consider a two-dimensional setting with zero-order absorbing
boundary conditions on ΓNR = ΓeNR ∪ ΓaNR and without volume forces, i.e.,
fe = 0 and fa = 0. Moreover, we suppose to have homogeneous Neumann
boundary conditions on ΓN = ΓeN ∪ ΓaN , i.e., t

e = 0 and ta = 0. The general
case can be obtained similarly. Then, we suppose that both ΓeD and ΓaD
are not empty. Finally, in order to have the same unit of measure in both
elastic and acoustic subdomains, the fluid pressure is replaced by the velocity
potential ψ. As we have already mentioned in Section 1.4, this substitution
is nothing more that a variable changing, since the following relation holds

p = ρa∂tψ.

We thus rewrite equations (1.15) – (1.16) as(
ρe∂ttu,w

)
Ωe +

(
σ(u), ε(w)

)
Ωe +

(
E∂tu,w

)
Γe
NR
−
(
ρa∂tψna,w

)
Γi = 0,(ρa

c2
∂ttψ, v

)
Ωa

+
(
ρa∇ψ,∇v

)
Ωa +

(ρa
c
∂tψ, v

)
Γa
NR

−
(
ρa∂tu · ne, v

)
Γi = 0,

(1.18)

∀w ∈W and ∀v ∈ V , where, from (1.7),

E = ρe
[
cpn

2
1 + csn

2
2 (cp − cs)n1n2

(cp − cs)n1n2 csn
2
1 + cpn

2
2

]
.
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We now define the following energy norms:

‖u(t)‖2Ee = ‖
√
ρe∂tu(t)‖2L2(Ωe)

+
∥∥C 1

2 [ε(u(t))]
∥∥2

[L2(Ωe)]2
∀t ∈ [0, T ],

and

‖ψ(t)‖2Ea =
∥∥∥√ρa

c
∂tψ(t)

∥∥∥2

L2(Ωa)
+ ‖
√
ρa∇ψ(t)‖2L2(Ωa)

∀t ∈ [0, T ],

where C
1
2 is the fourth-order tensor such that C

1
2

[
C

1
2 [ε]
]

= C[ε] ∀ε ∈ R2×2.
We recall that, since C is symmetric and positive definite, also C

1
2 is symmetric

and positive definite. Thus

σ : ε = C[ε] : ε = C
1
2
[
C

1
2 [ε]
]

: ε =
2∑

i,j,k,l,m,n=1

C
1
2
ijklC

1
2
klmnεmnεij =

=
2∑

k,l=1

( 2∑
i,j=1

C
1
2
klijεij

)( 2∑
m,n=1

C
1
2
klmnεmn

)
= C

1
2 [ε] : C

1
2 [ε].

(1.19)

We choose the test functions w = ∂tu(t) ∈W, v = ∂tψ(t) ∈ V and, using
the relation (1.19), we rewrite equations (1.18) ∀t ∈ [0, T ] as

1

2

d

dt
‖u(t)‖2Ee +

(
E∂tu(t), ∂tu(t)

)
Γe
NR
−
(
ρa∂tψ(t)na, ∂tu(t)

)
Γi = 0, (1.20)

1

2

d

dt
‖ψ(t)‖2Ea +

(ρa
c
∂tψ(t), ∂tψ(t)

)
Γa
NR

−
(
ρa∂tu(t)·ne, ∂tψ(t)

)
Γi = 0. (1.21)

Since the matrix E is positive definite, the second terms of both the equations
are non-negative in [0, T ]. Thus, we sum the equations (1.20) and (1.21) and
we get

d

dt
‖u(t)‖2Ee +

d

dt
‖ψ(t)‖2Ea ≤ 0 ∀t ∈ [0, T ]. (1.22)

The two coupling terms vanish since they are equal and opposite (we recall
that ne = −na on Γi).
We now integrate in time the inequality (1.22) and we get the following
stability estimate:

‖u(t)‖2Ee + ‖ψ(t)‖2Ea ≤ ‖u(0)‖2Ee + ‖ψ(0)‖2Ea ∀t ∈ [0, T ]. (1.23)

We note that, even if there are no external forces, the system is dissipative,
due to the presence of absorbing boundary conditions on ΓNR = ΓeNR ∪ ΓaNR.
It is straightforward to see that, if ΓNR = ∅, the inequality (1.22) become an
equality and thus the total energy would be conserved in time.

We now suppose to have volume forces fe and faψ such that fe(t) ∈ L2(Ωe)
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and faψ(t) ∈ L2(Ωa) ∀t ∈ [0, T ]. Thanks to the hypothesis on ρe, ρa and c,
and using Cauchy-Schwarz and Young inequalities, the following bounds
hold: (

fe(t),w
)

Ωe ≤
1

2ρem
‖fe(t)‖2L2(Ωe)

+
1

2
‖
√
ρew‖2L2(Ωe)

,

(
ρafaψ(t), v

)
Ωa ≤

ρaMc
2
M

2
‖faψ(t)‖2L2(Ωa) +

1

2

∥∥∥√ρa
c
v
∥∥∥2

L2(Ωa)
,

(1.24)

∀w ∈W, ∀v ∈ V and ∀t ∈ [0, T ].
We use these results in inequality (1.22), which now read as

d

dt
‖u(t)‖2Ee +

d

dt
‖ψ(t)‖2Ea ≤2

(
fe(t), ∂tu(t)

)
Ωe + 2

(
ρafaψ(t), ∂tψ(t)

)
Ωa

≤ 1

ρem
‖fe(t)‖2L2(Ωe)

+ ‖
√
ρe∂tu(t)‖2L2(Ωe)

+ ρaMc
2
M‖faψ(t)‖2L2(Ωa) +

∥∥∥√ρa
c
∂tψ(t)

∥∥∥2

L2(Ωa)

≤ 1

ρem
‖fe(t)‖2L2(Ωe)

+ ‖u(t)‖2Ee

+ ρaMc
2
M‖faψ(t)‖2L2(Ωa) + ‖ψ(t)‖2Ea ∀t ∈ [0, T ].

(1.25)

We now integrate in time the inequality (1.25) and we get ∀t ∈ [0, T ],

‖u(t)‖2Ee + ‖ψ(t)‖2Ea ≤ ‖u(0)‖2Ee + ‖ψ(0)‖2Ea

+

∫ t

0

(
‖u(τ)‖2Ee +‖ψ(τ)‖2Ea +

1

ρem
‖fe(τ)‖2L2(Ωe)

+ρaMc
2
M‖faψ(τ)‖2L2(Ωa)

)
dτ.

(1.26)

We finally apply Gronwall’s lemma (see [39, p. 28]), which gives us the
following stability estimate:

‖u(t)‖2Ee + ‖ψ(t)‖2Ea ≤ et
[
‖u(0)‖2Ee + ‖ψ(0)‖2Ea

+

∫ t

0

( 1

ρem
‖fe(τ)‖2L2(Ωe)

+ ρaMc
2
M‖faψ(τ)‖2L2(Ωa)

)
dτ

]
, ∀t ∈ [0, T ]. (1.27)

Note that, due to the presence of the exponential term, this estimate is
meaningful as long as the observed time interval is bounded by a finite T > 0.
Otherwise, for T →∞ the stability estimate (1.27) becomes useless.
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Chapter 2

Spatial discretization – the
DGSE method

In this chapter we will explain in detail how to perform the spatial discretiza-
tion with the Discontinuous Galerkin Spectral Element (DGSE) method and
we will derive the algebraic formulation of the semi-discrete formulation (1.15)
– (1.16).
As we have shortly explained in the introduction, the reasons for using
non-conforming techniques, such as DGSE method, are many. Firstly, the
flexibility in handling complex geometries, retaining the high order accuracy
of spectral element methods. Secondly, since they are based on the weak
formulation, they are able to handle both internal interface and external
boundary conditions, allowing very accurate resolutions of seismic waves.
Moreover, they guarantee geometrical and polynomial flexibility, that is an
important task for simulating complex wave phenomena. Finally, they retain
a high level parallel structure, thus they are well suited for parallel computa-
tions, which is mandatory for three dimensional problems.
We introduce the DGSE method in a two dimensional setting, in order to ease
the presentation. The extension to three dimensional cases can be obtained
similarly.

2.1 The DGSE approach

The DGSE approach we employ can be described as a three-levels process.
At the first (macro) level, the elastic subdomain Ωe is partitioned into Ke

non-overlapping polygonal regions Ωe
k, k = 1, . . . ,Ke, such that Ωe = ∪Ke

k=1Ωe
k,

with Ωe
k ∩ Ωe

l = ∅ for any k 6= l. Moreover, we define the elastic skeleton as
Se = ∪Ke

k=1∂Ωe
k r ∂Ωe = ∪Ke

k=1∂Ωe
k r

(
Γe ∪ Γi

)
(see Figure 2.1).
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This macro decomposition is done for distinguish elastic materials with
different properties. In other words, each Ωe

k should represent a part of the
domain Ωe, such as a layer in the earth subsurface, through which seismic
waves propagate. Clearly, in order to be more likely with the reality, the
decomposition is not supposed to be geometrically conforming, i.e., for two
neighbouring subdomains Ωe

k and Ωe
l , the interface ∂Ωe

k ∩ ∂Ωe
l may not be a

complete side of Ωe
k or Ωe

l (see Figure 2.1).

Figure 2.1: Example of a two-dimensional subdomain partition of Ωe =

Ωe
1 ∪ Ωe

2 ∪ Ωe
3. Internal boundaries are the elasto-acoustic interface Γi and

the elastic skeleton Se.

At the second (meso) level, we introduce on each Ωe
k a conforming partition

T ek , made by quadrilateral elements Ωe
k,j (or hexahedrals in three dimensions).

We call Rek the number of elements in the mesh T ek and thus we get Ωe
k =

∪R
e
k

j=1Ωe
k,j (see Figure 2.2). The typical mesh size is hek = maxj=1,...,Re

k

{
hek,j

}
,

where hek,j = diam
(
Ωe
k,j

)
. Each Ωe

k,j is obtained by mapping the reference bi-
dimensional element Ω̂ = [−1, 1]2 with a suitable bilinear map Fe

k,j : Ω̂→ Ωe
k,j

with positive Jacobian Jek,j .
The partition T ek is geometrically conforming in each Ωe

k, thus the intersection
of two elements Ωe

k,j and Ωe
k,i, for any i 6= j, is either empty, or a vertex, or

an edge (or also a face, in three dimensions) of both Ωe
k,j and Ωe

k,i (see Figure
2.2).
Finally, at the third (micro) level, the so-called Gauss-Legendre-Lobatto (GLL)
points are placed in each element Ωe

k,j . We thus choose a spectral degree
N e
k for each macro-region Ωe

k and we get (N e
k + 1)2 GLL interpolation points

on each element Ωe
k,j of the mesh T ek . On the reference element Ω̂ these

points are the tensor product of GLL points defined in the interval [−1, 1]

as the zeros of (1− x2)L
′
Ne

k
(x), where L′Ne

k
is the derivative of the Legendre

polynomial LNe
k
, see e.g., [9, 10] for details. Then, they are mapped on each

physical element through the map Fe
k,j , see Figure 2.2.
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Figure 2.2: Example of two-dimensional meshes T e1 , T e2 and T e3 . They have
different mesh-sizes and are conforming in each macro-region Ωe

1, Ωe
2 and Ωe

3,
respectively. Here N e

2 = 2 and nine GLL points are placed as example in the
element Ωe

2,1.

Let now QNe
k
(Ω̂) be the space of algebraic polynomials defined on Ω̂ with

degree less than or equal to N e
k in each coordinate direction. We define

QNe
k
(Ωe

k,j) =
{
w : (w ◦ Fe

k,j) ∈ QNe
k
(Ω̂)
}
.

Then, we introduce the following finite dimensional space

XN (Ωe
k) =

{
wN ∈ C0(Ω̄e

k) : wN |Ωe
k,j
∈ QNe

k
(Ωe

k,j) ∀j = 1, . . . , Rek
}
.

Finally, we get

WN =
{
wN ∈ L2(Ωe) : wN|Ωe

k
∈XN (Ωe

k) ∀k = 1, . . . ,Ke , wN = 0 on ΓeD
}
.

The subscript "N" means that WN is a finite dimensional space of piece-
wise polynomial functions. It is related to the Ke-uplets of discretization
parameters (he1, . . . , h

e
Ke) and (N e

1 , . . . , N
e
Ke). It is important to see that two

different macro-regions Ωe
k and Ωe

l can be meshed with two partitions T ek
and T el with different sizes hek and hel , in order to take into account sharp
variations in the physical parameters of the two media. Analogously, also the
spectral degrees N e

k and N e
l may be not the same: this should assure good

accuracy without refining too much the grids.
The variational formulation (1.15) of the elastodynamic equation of motion
(1.1) is thus reformulated in the finite dimensional space WN and then solved
in each Ωe

k, together with suitable interface conditions on the skeleton Se.
We thus have that∫

Ωe
k

fdΩ =

Re
k∑

j=1

∫
Ωe

k,j

fdΩ =

Re
k∑

j=1

∫
Ω̂

(f ◦ Fe
k,j)J

e
k,jdΩ,
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where the integrals are evaluated using the GLL integration rule. Thus, they
are replaced by finite sums, which use GLL interpolation points as quadrature
points, in order to get

∫
Ω̂

(f ◦ Fe
k,j)J

e
k,jdΩ ≈

(Ne
k+1)2∑
i=1

(f ◦ Fe
k,j)(p

e
i )J

e
k,j(p

e
i )α

e
i ,

where
{
pei
}(Ne

k+1)2

i=1
, are the elastic GLL points defined on the reference element

Ω̂, as explained above, and αei are the respective GLL quadrature weights.
Note that the GLL quadrature formula is exact for (f ◦Fe

k,j)J
e
k,j ∈ Q2Ne

k−1(Ω̂).
We call xei = Fe

k,j(p
e
i ) and we define the elastic spectral shape functions{

Ψe
i

}(Ne
k+1)2

i=1
⊂WN on each Ωe

k,j as Ψe
i (x

e
h) = δih, where δih is the Kronecker

symbol. It is straightforward to see that the spectral shape functions are
continuous functions on each macro-region Ωe

k and their restriction to Ωe
k,j

either coincides with a Lagrange polynomial or vanishes. Moreover, the
support of any shape function is limited to the neighbouring elements if the
relative spectral node lies on the interface between two or more elements,
while it is confined to only one element for internal nodes.
As mentioned above, solving (1.1) in each macro-region Ωe

k, we have to take
into account some transmission conditions across the skeleton Se. They
should ensure that the local solution is the restriction to Ωe

k of the global
solution. This turns out in an additional term to the variational formulation
(1.15). This term is a bilinear form Be(·, ·) which is defined as follows

Be∂Ωe
kr∂Ωe(u,w) = −

(
σ(u)n,w

)
∂Ωe

kr∂Ωe (2.1)

In order to get a computable expression of Be(·, ·), as we did for elasto-
acoustic coupling conditions in Chapter 1, we still impose the continuity of
the normal component of the displacement and stresses across the skeleton
Se. We introduce the symbol J·K, that denotes the jump, defined in a suitable
way that will be made clear later on, of a quantity through a given interface.
Thus, the two continuity conditions read

JuK = 0 and JσK = 0 (2.2)

across the skeleton Se.
We now rewrite the skeleton as the union of some elementary components.
Thus, let Ωe

k,j ∈ Ωe
k and Ωe

l,i ∈ Ωe
l be two neighbouring elements belonging to

different macro-regions. We set γem = ∂Ωe
k,j ∩ ∂Ωe

l,i, where m = m(i, j, k, l).
Note that γem ∩ γep = 0 for any m 6= p. The skeleton Se may now be written
as Se = ∪Mm=1γ

e
m, for some positive integer M , see Figure 2.3.
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Figure 2.3: Example of two-dimensional elastic skeleton Se split into M = 11

edges, as Se = ∪11
m=1γ

e
m.

For any pair of adjacent elements Ωe
+ and Ωe

− sharing a non-trivial edge
γe, we denote by u+, σ+ (resp. u−, σ−) the restriction to Ωe

+ (resp. Ωe
−) of

the displacement u and the Cauchy stress tensor σ. We also denote by n+

(resp. n−) the outward pointing unit normal vector to Ωe
+ (resp. Ωe

−). We
now define the average and jump operators across γe for u and σ as follows

{u} =
1

2
(u+ + u−), JuK = u+ ⊗ n+ + u− ⊗ n−, (2.3)

and
{σ} =

1

2
(σ+ + σ−), JσK = σ+n+ + σ−n−, (2.4)

where a ⊗ b ∈ R2×2 is the tensor with entries (a ⊗ b)ij = aibj , for any
i, j = 1, 2.
Using definitions (2.3) and (2.4), the sum above the whole skeleton Se of the
bilinear terms (2.1) may be written in the following form

Ke∑
k=1

(
σ(u)n,w

)
∂Ωe

kr∂Ωe =
M∑
m=1

(
{σ(u)}, JwK

)
γem

+
M∑
m=1

(
Jσ(u)K, {w}

)
γem
,

and, since the second transmission condition (2.2) holds, we get

Ke∑
k=1

(
σ(u)n,w

)
∂Ωe

kr∂Ωe =
M∑
m=1

(
{σ(u)}, JwK

)
γem
.

Since also the first transmission condition (2.1) holds, we can further add
other terms in order to penalize and control the jump of the numerical solution
(see [42, 43]). These terms read

θ
M∑
m=1

(
JuK, {σ(w)}

)
γem

+
M∑
m=1

ηγem
(
JuK, JwK

)
γem
,
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where θ = {−1, 0, 1} and ηγem are positive constants depending on the dis-
cretization parameters (he1, . . . , h

e
Ke) and (N e

1 , . . . , N
e
Ke) and on the Lamé

coefficients λ and µ.
Thus, we can rewrite the term (2.1) as follows

Beγem(u,w) = −
(
{σ(u)}, JwK

)
γem

+ θ
(
JuK, {σ(w)}

)
γem

+ ηγem
(
JuK, JwK

)
γem
.

(2.5)
Corresponding to different choices of θ we obtain different DG schemes,
namely: θ = −1 leads to the symmetric interior penalty method (SIPG),
θ = 1 leads to the non-symmetric interior penalty method (NIPG), while
θ = 0 corresponds to the incomplete interior penalty method (IIPG), see
[3, 42, 43, 45] for more details.

Differently from what we did in Ωe, in the acoustic subdomain Ωa the DGSE
approach is a two-levels process. In fact, since in this thesis we consider
only single-phase fluids, there is no reason for macro-partitioning Ωa into
different regions that should be related to fluids with different mechanical
properties. In this case we thus have only the meso and the micro levels
previously described for the elastic part.
We proceed at the same way: we first introduce a conforming mesh T a of
the whole acoustic subdomain Ωa, made by quadrilateral elements Ωa

j (or
hexahedrals in three dimensions). We call Ra the number of elements in T a
and thus we get Ωa = ∪Ra

j=1Ωa
j (see Figure 2.4). The typical mesh size is

ha = maxj=1,...,Ra

{
haj
}
, where haj = diam

(
Ωa
j

)
. Each of the Ωa

j is obtained
by mapping the reference bi-dimensional element Ω̂ = [−1, 1]2 with a suitable
bilinear map Fa

j : Ω̂→ Ωa
j with positive Jacobian Jaj .

The partition T a is geometrically conforming in Ωa, thus the intersection of
two elements Ωa

j and Ωa
i , for any i 6= j, is either empty, or a vertex, or an

edge (or also a face, in three dimensional applications) of both Ωa
j and Ωa

i

(see Figure 2.4).
Then, we have to set the GLL points in each element of the mesh. We choose
a spectral degree Na and we get (Na + 1)2 GLL interpolation points on each
Ωa
j ∈ T a. These points are obtained in the same way described for the solid

part: they are defined on the reference element Ω̂ as the tensor product of
GLL points defined in the interval [−1, 1], see [9, 10], then they are mapped
on each physical element through the map Fa

j (see Figure 2.4).
Remembering the definition of QNa(Ω̂), given for the solid part, we now
introduce the following functional spaces

QNa(Ωa
j ) =

{
v : (v ◦ Fa

j ) ∈ QNa(Ω̂)
}
,

and

VN (Ωa) =
{
vN ∈ C0(Ω̄a) : vN |Ωa

j
∈ QNa(Ωa

j ) ∀j = 1, . . . , Ra , vN = 0 on ΓaD
}
.
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The subscript "N" means that VN is a finite dimensional subspace of the
infinite dimensional space V , introduced in Chapter 1. It is related to the
discretization parameters ha and Na.

Figure 2.4: Example of a two-dimensional acoustic mesh T a. It is geometri-
cally conforming in the whole subdomain Ωa. Na = 2 in this case and nine
GLL points are placed as example in the element Ωa

8.

We thus have that∫
Ωa

fdΩ =
Ra∑
j=1

∫
Ωa

j

fdΩ =
Ra∑
j=1

∫
Ω̂

(f ◦ Fa
j )J

a
j dΩ,

where the integrals are still evaluated using the same GLL integration rule
introduced for the elastic part. Thus, we get

∫
Ω̂

(f ◦ Fa
j )J

a
j dΩ ≈

(Na+1)2∑
i=1

(f ◦ Fa
j )(p

a
i )J

a
j (pai )α

a
i ,

where
{
pai
}(Na+1)2

i=1
, are the acoustic GLL points defined on the reference ele-

ment Ω̂, as explained above, and αai are the respective GLL quadrature weights.
Note that the GLL quadrature formula is exact for (f ◦Fa

j )J
a
j ∈ Q2Na−1(Ω̂).

We call xai = Fa
j (p

a
i ) and we define the acoustic spectral shape functions{

Ψa
i

}(Na+1)2

i=1
⊂ VN on each Ωa

j as Ψa
i (x

a
h) = δih, where δih is the Kronecker

symbol. It is straightforward to see that the spectral shape functions are con-
tinuous functions on the whole acoustic subdomain Ωa and their restriction to
each Ωa

j either coincides with a Lagrange polynomial or vanishes. Moreover,
the support of any shape function is limited to the neighbouring elements if
the relative spectral node lies on the interface between two or more elements,
while it is confined to only one element for internal nodes.
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Finally, we have to treat the elasto-acoustic interface Γi. Since elastic and
acoustic meshes are, in general, non-matching at the two sides of this interface,
it seems reasonable to proceed with a decomposition of Γi at the same way
that we did for the elastic skeleton Se. Thus, let Ωe

k,j ∈ Ωe
k and Ωa

i be two
neighbouring elements sharing a part of Γi. We set γean = ∂Ωe

k,j ∩ ∂Ωa
i , where

n = n(i, j, k). Note that γean ∩ γeaq = 0 for any n 6= q. The elasto-acoustic
interface Γi may now be written as Γi = ∪Nn=1γ

ea
n , for some positive integer

N .
Thus, the bilinear coupling terms Ce(·, ·) and Ca(·, ·) which appear in (1.15)
and (1.16) may now be written as

Ce(a)(·, ·) =
N∑
n=1

Ce(a)
γean

(·, ·),

where
Ceγean (p,w) = −

(
pna,w

)
γean

=
(
pne,w

)
γean
, (2.6)

and
Caγean (u, v) = −

(
∂ttu · ne, v

)
γean

=
(
∂ttu · na, v

)
γean
. (2.7)

We recall that ne and na are the outward pointing unit normal vector on Γi

with respect to the solid and the acoustic subdomain, respectively.
We would like to remark that the elasto-acoustic coupling have been al-
ready treated in previous studies only with conforming grids. Non-matching
coupling is, in this sense, "something new" on which we have insisted. It
constitutes the main difference of this thesis with respect to existing literature.

2.2 The semi-discrete formulation

Starting from the variational formulation (1.17) and applying the space
discretization with the DGSE method introduced in the previous section, we
rewrite the problem in (WN × VN ). Thus, equation (1.15) become

Ke∑
k=1

(
ρe∂ttuN,wN

)
Ωe

k
+

Ke∑
k=1

AeΩe
k
(uN,wN) +

M∑
m=1

Beγem(uN,wN)

+

N∑
n=1

Ceγean (pN ,wN) =

Ke∑
k=1

LeΩe
k
(wN), (2.8)

where the terms AeΩe
k
(·, ·) and LeΩe

k
(·) are defined as follows

AeΩe
k
(u,w) =

(
σ(u), ε(w)

)
Ωe

k
,

LeΩe
k
(w) =

(
fe,w

)
Ωe

k
+
(
te,w

)
Γe
N∩∂Ωe

k
+
(
t̃e,w

)
Γe
NR∩∂Ωe

k
.
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The terms Beγem(·, ·) and Ceγean (·, ·) are the ones introduced in (2.5) and (2.6),
respectively.
Analogously, equation (1.16) become( 1

ρac2
∂ttpN , vN

)
Ωa

+Aa(pN , vN ) +
N∑
n=1

Caγean (uN, vN ) = La(vN ), (2.9)

where the term Caγean (·, ·) is defined in (2.7).
Thus, the semi-discrete formulation of the coupled elasto-acoustic wave
propagation problem is:

find (uN, pN ) such that ∀t ∈ [0, T ] (uN(t), pN (t)) ∈ (WN × VN ) and
Ke∑
k=1

(
ρe∂ttuN,wN

)
Ωe

k
+

Ke∑
k=1

AeΩe
k
(uN,wN) +

M∑
m=1

Beγem(uN,wN)

+

N∑
n=1

Ceγean (pN ,wN) =

Ke∑
k=1

LeΩe
k
(wN), ∀wN ∈WN,

( 1

ρac2
∂ttpN , vN

)
Ωa

+Aa(pN , vN )+
N∑
n=1

Caγean (uN, vN ) = La(vN ), ∀vN ∈ VN .

(2.10)

As we did for the weak formulation in Chapter 1, we are now interested in
draw suitable stability estimates for the semi-discrete problem (2.10). Be-
fore do that, we should prove its well position and thus the existence and
uniqueness of its solution. However, despite [7, 26] treat this argument in the
continuous case (see Section 1.6), the analysis of existence and uniqueness for
the DGSE semi-discrete formulation is actually under investigation. Thus,
we present the following results aware of this fact.
For simplicity, we still consider a two-dimensional problem with zero-order
absorbing boundary conditions on ΓNR = ΓeNR ∪ ΓaNR and homogeneous
Neumann boundary conditions on ΓN = ΓeN ∪ ΓaN . The acoustic part is still
expressed in terms of the velocity potential ψN instead of the pressure field
pN , i.e., pN = ρa∂tψN .

The main difference from the continuous case is that now, in the elastic part,
we have to take into account the macro-partition introduced above, which
leads out into the additional interface term Be(·, ·). We show the following
results in the case of SIPG method, that is, substituting θ = −1 in (2.5), i.e.,

Be(u,w)γem = −
(
{σ(u)}, JwK

)
γem
−
(
JuK, {σ(w)}

)
γem

+ ηγem
(
JuK, JwK

)
γem
.

Under the same hypothesis of those introduced in Section 1.6, we introduce
the following energy norms for uN(t) and ψN (t),
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‖uN(t)‖2Ee
k

= ‖
√
ρe∂tuN(t)‖2L2(Ωe

k)
+
∥∥C 1

2 [ε(uN(t))]
∥∥2

[L2(Ωe
k)]2

+
M∑
m=1

∥∥√ηγemJuN(t)K
∥∥2

L2(γem∩∂Ωe
k)

∀k = 1, . . . ,Ke, ∀t ∈ [0, T ],

and

‖ψN (t)‖2Ea =
∥∥∥√ρa

c
∂tψN (t)

∥∥∥2

L2(Ωa)
+ ‖
√
ρa∇ψN (t)‖2L2(Ωa)

∀t ∈ [0, T ],

respectively.
We thus rewrite the equations (2.8) – (2.9) as the semi-discrete formulation
of (1.18), obtaining

Ke∑
k=1

(
ρe∂ttuN,wN

)
Ωe

k
+

Ke∑
k=1

(
σ(uN), ε(wN)

)
Ωe

k
+

Ke∑
k=1

(
E∂tuN,wN

)
Γe
NR∩∂Ωe

k

−
M∑
m=1

(
{σ(uN)}, JwNK

)
γem
−

M∑
m=1

(
JuNK, {σ(wN)}

)
γem

+
M∑
m=1

ηγem
(
JuNK, JwNK

)
γem

−
N∑
n=1

(
ρa∂tψNna,wN

)
γean

=
Ke∑
k=1

(
fe,wN

)
Ωe

k
∀wN ∈WN, (2.11)

and(ρa
c2
∂ttψN , vN

)
Ωa

+
(
ρa∇ψN ,∇vN

)
Ωa +

(ρa
c
∂tψN , vN

)
Γa
NR

−
N∑
n=1

(
ρa∂tuN · ne, vN

)
γean

=
(
ρafaψ, vN

)
Ωa ∀vN ∈ VN . (2.12)

Now we choose the test functions wN = ∂tuN(t) ∈WN, vN = ∂tψN (t) ∈ VN .
Using the energy norms previously defined, equations (2.11) – (2.12) become

1

2

d

dt

Ke∑
k=1

‖uN(t)‖2Ee
k
− d

dt

M∑
m=1

(
{σ(uN(t))}, JuN(t)K

)
γem

+

Ke∑
k=1

(
E∂tuN(t), ∂tuN(t)

)
Γe
NR∩∂Ωe

k
−

N∑
n=1

(
ρa∂tψN (t)na, ∂tuN(t)

)
γean

=

Ke∑
k=1

(
fe(t), ∂tuN(t)

)
Ωe

k
∀t ∈ [0, T ], (2.13)
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and

1

2

d

dt
‖ψN (t)‖2Ea+

(ρa
c
∂tψN (t), ∂tψN (t)

)
Γa
NR

−
N∑
n=1

(
ρa∂tuN(t)·ne, ∂tψN (t)

)
γean

=
(
ρafaψ(t), ∂tψN (t)

)
Ωa ∀t ∈ [0, T ]. (2.14)

Since the volume forces are supposed to be such that fe(t) ∈ L2(Ωe) and
faψ(t) ∈ L2(Ωa), inequalities (1.24) still hold. We thus sum equations (2.13)
and (2.14) and get ∀t ∈ [0, T ] the following expression

d

dt

Ke∑
k=1

‖uN(t)‖2Ee
k
− 2

d

dt

M∑
m=1

(
{σ(uN(t))}, JuN(t)K

)
γem

+
d

dt
‖ψN (t)‖2Ea ≤

1

ρem

Ke∑
k=1

‖fe(t)‖2L2(Ωe
k)

+

Ke∑
k=1

‖uN(t)‖2Ee
k

+ ρaMc
2
M‖faψ(t)‖2L2(Ωa) + ‖ψ(t)‖2Ea .

(2.15)

We now integrate in time the inequality (2.15) and we get ∀t ∈ [0, T ],

Ke∑
k=1

‖uN(t)‖2Ee
k
− 2

M∑
m=1

(
{σ(uN(t))}, JuN(t)K

)
γem

+ ‖ψN (t)‖2Ea ≤

Ke∑
k=1

‖uN(0)‖2Ee
k
− 2

M∑
m=1

(
{σ(uN(0))}, JuN(0)K

)
γem

+ ‖ψN (0)‖2Ea

+

∫ t

0

( 1

ρem

Ke∑
k=1

‖fe(τ)‖2L2(Ωe
k)

+ ρaMc
2
M‖faψ(τ)‖2L2(Ωa)

+
Ke∑
k=1

‖uN(τ)‖2Ee
k

+ ‖ψ(τ)‖2Ea)
)
dτ. (2.16)

It can be proven that the following inequalities holds (see [2]),

Ke∑
k=1

‖uN(t)‖2Ee
k
− 2

M∑
m=1

(
{σ(uN(t))}, JuN(t)K

)
γem
≥

Ke∑
k=1

‖uN(t)‖2Ee
k
,

∀t ∈ (0, T ],while, for t = 0 we have,
Ke∑
k=1

‖uN(0)‖2Ee
k
− 2

M∑
m=1

(
{σ(uN(0))}, JuN(0)K

)
γem
≤

Ke∑
k=1

‖uN(0)‖2Ee
k
.

(2.17)

Using (2.17) in (2.16) and applying Gronwall’s lemma (see [39, p. 28]), we
get the following stability estimate of the semi-discrete formulation (2.10)

34



Ke∑
k=1

‖uN(t)‖2Ee
k

+ ‖ψN (t)‖2Ea ≤ et
[
Ke∑
k=1

‖uN(0)‖2Ee
k

+ ‖ψN (0)‖2Ea

+

∫ t

0

( 1

ρem

Ke∑
k=1

‖fe(τ)‖2L2(Ωe
k)

+ ρaMc
2
M‖faψ(τ)‖2L2(Ωa)

)
dτ

]
, ∀t ∈ [0, T ].

(2.18)

The presence of the exponential term makes this estimate meaningful as long
as the observed time interval is bounded by a finite T > 0. Otherwise, for
T →∞ the stability estimate (2.18) becomes useless.
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Chapter 3

Algebraic formulation

In this section we show how to get the algebraic formulation of the semi-
discrete problem (2.10). For simplicity, we consider Ω ∈ R2. The extension
to three-dimensional problems follows similarly.
We denote by N e

tot the total number of GLL nodes in the elastic subdomain
Ωe. N e

tot is related to the number of macro-regions Ωe
k, k = 1, . . . ,Ke, to the

number of elements of the partition T ek of each Ωe
k and finally to the spectral

degree N e
k , which determines the number (N e

k + 1)2 of GLL nodes in each
Ωe
k,j . It is straightforward to see that the dimension of each component of

wN ∈WN is N e
tot. Thus, the spectral shape functions

{
Ψe
i

}Ne
tot

i=1
, introduced

in the Section 2.1, form a basis for each component of the finite dimensional
space WN. In other words, calling Ψe,1

i = (Ψe
i , 0)T and Ψe,2

i = (0,Ψe
i )
T , we

have that
{
Ψe,1
i ,Ψe,2

i

}Ne
tot

i=1
is a basis for WN.

Following the same argument, we call Na
tot the total number of GLL nodes in

the acoustic subdomain Ωa. Na
tot depends only on the number of elements

of the mesh T a and on the spectral degree Na. Then, the spectral shape
functions

{
Ψa
i

}Na
tot

i=1
introduced in Section 2.1 form a basis for the finite

dimensional space VN .
Thus, we write the discretized elastic displacement uN ∈ WN as linear
combination of the relative basis functions, i.e.,

uN(x, t) =

Ne
tot∑
i=1

Ψe
iUi(t) =

Ne
tot∑
i=1

[
Ψe,1
i U1

i (t) + Ψe,2
i U2

i (t)
]
,

where Ui(t) = uN(xei , t) for each i = 1, . . . , N e
tot and t ∈ [0, T ], being xei a

GLL elastic node.
Then, we define, for each k = 1, . . . ,Ke, the integers ak and bk and we order
the basis functions such that

uN|Ωe
k
(x, t) =

bk∑
i=ak

Ψe
iUi(t) =

bk∑
i=ak

[
Ψe,1
i U1

i (t) + Ψe,2
i U2

i (t)
]
.
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Clearly, we have a1 = 1 and bKe = N e
tot.

At the same way, the discretized acoustic pressure pN ∈ VN may now be
written as

pN (x, t) =

Na
tot∑
i=1

Ψa
i Pi(t),

where Pi(t) = pN (xai , t) for each i = 1, . . . , Na
tot and t ∈ [0, T ], being xai a

GLL acoustic node.
With the notation just introduced, we can write equation (2.8) for any test
function wN = Ψe,1

i and wN = Ψe,2
i , with i = 1, . . . , N e

tot, obtaining the
following linear system

M eÜ + (Ee − Se)U̇ + (Ae +Be +De −Re)U + CeP = Fe. (3.1)

We do the same for equation (2.9), choosing vN = Ψa
i , i = 1, . . . , Na

tot, and
obtaining

MaP̈− SaṖ +AeP + CaÜ = Fa. (3.2)

The unknown vectors U ∈ R2Ne
tot and P ∈ RNa

tot are defined, respectively, as

U = (U1
1 , . . . , U

1
Ne

tot
, U2

1 , . . . , U
2
Ne

tot
)T , P = (P1, . . . , PNa

tot
)T .

The dots over them in equations (3.1) and (3.2) stand for the times derivatives.
Note that, thanks to the previous ordering of elastic basis functions, we have

U = (U1
a1 , . . . , U

1
b1 , U

1
a2 , . . . , U

1
bKe , U

2
a1 , . . . , U

2
b1 , U

2
a2 , . . . , U

2
bKe )T .

In the following subsections we detail the structure of the matrices appearing
in (3.1) – (3.2).

Mass matrices

The elastic mass matrix M e ∈ R2Ne
tot×2Ne

tot is related to the first term of
equation (2.8) and it has a block diagonal structure

M e =

[
M e,1 0

0 M e,2

]
,

where M e,1 and M e,2 have in turn a diagonal structure. Thus we have

M e,l =

M
e,l
1

. . .
M e,l
Ke

 ,
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for l = 1, 2. Each block M e,l
k is associated to the macro-region Ωe

k and

M e,l
k (i, j) =

(
ρeΨe

j ,Ψ
e
i

)
Ωe

k
∀i, j = ak, . . . , bk.

With the same argument, the acoustic mass matrixMa ∈ RNa
tot×Na

tot is related
to the first term of equation (2.9) and

Ma(i, j) =
( 1

ρac2
Ψa
j ,Ψ

a
i

)
Ωa

∀i, j = 1, . . . , Na
tot.

Stiffness matrices

The matrix Ae ∈ R2Ne
tot×2Ne

tot is associated to the second term of equation
(2.8), that is the bilinear form Ae(·, ·), and it takes the form

Ae =

[
Ae,1 Ae,2

Ae,3 Ae,4

]
,

where each Ae,l, l = 1, . . . , 4, has a block diagonal structure

Ae,l =

A
e,l
1

. . .
Ae,lKe

 .
Each block Ae,lk is associated to the macro-region Ωe

k and

Ae,1k (i, j) =
(
σ(Ψe,1

j ), ε(Ψe,1
i )
)

Ωe
k
, Ae,2k (i, j) =

(
σ(Ψe,2

j ), ε(Ψe,1
i )
)

Ωe
k
,

Ae,3k (i, j) =
(
σ(Ψe,1

j ), ε(Ψe,2
i )
)

Ωe
k
, Ae,4k (i, j) =

(
σ(Ψe,2

j ), ε(Ψe,2
i )
)

Ωe
k
,

for i, j = ak, . . . , bk, or, equivalently,

Ae,1k (i, j) =
(
ρec2

p∂x1Ψe
j , ∂x1Ψe

i

)
Ωe

k
+
(
ρec2

s∂x2Ψe
j , ∂x2Ψe

i

)
Ωe

k
,

Ae,2k (i, j) =
(
ρe(c2

p − 2c2
s)∂x2Ψe

j , ∂x1Ψe
i

)
Ωe

k
+
(
ρec2

s∂x1Ψe
j , ∂x2Ψe

i

)
Ωe

k
,

Ae,3k (i, j) =
(
ρe(c2

p − 2c2
s)∂x1Ψe

j , ∂x2Ψe
i

)
Ωe

k
+
(
ρec2

s∂x2Ψe
j , ∂x1Ψe

i

)
Ωe

k
,

Ae,4k (i, j) =
(
ρec2

p∂x2Ψe
j , ∂x2Ψe

i

)
Ωe

k
+
(
ρec2

s∂x1Ψe
j , ∂x1Ψe

i

)
Ωe

k
.

With the same argument, the acoustic stiffness matrix Aa ∈ RNa
tot×Na

tot is
associated to the second term of equation (2.9), that is the bilinear form
Aa(·, ·), and it takes the form

Aa(i, j) =
( 1

ρa
∂x1Ψa

j , ∂x1Ψa
i

)
Ωa

+
( 1

ρa
∂x2Ψa

j , ∂x2Ψa
i

)
Ωa

∀i, j = 1, . . . , Na
tot.
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Discontinuous Galerkin elastic matrix

The Discontinuous Galerkin elastic matrix Be ∈ R2Ne
tot×2Ne

tot corresponds to
the bilinear form Be(·, ·) in (2.8). It takes the following form

Be =

[
Be,1 Be,2

Be,3 Be,4

]
,

where

Be,l =


Be,l

1,1 · · · Be,l
1,Ke

...
. . .

...
Be,l
Ke,1 · · · Be,l

Ke,Ke

 ,
for l = 1, . . . , 4. Each Be,l

h,k takes into account the transmission conditions
(2.2) across Se ∩ ∂Ωe

h ∩ ∂Ωe
k, for h, k = 1, . . . ,Ke.

Be,1
h,k(i, j) =

M∑
m=1

Be(Ψe,1
j ,Ψe,1

i )γem , Be,2
h,k(i, j) =

M∑
m=1

Be(Ψe,2
j ,Ψe,1

i )γem ,

Be,3
h,k(i, j) =

M∑
m=1

Be(Ψe,1
j ,Ψe,2

i )γem , Be,4
h,k(i, j) =

M∑
m=1

Be(Ψe,2
j ,Ψe,2

i )γem ,

for i = ah, . . . , bh and j = ak, . . . , bk. More specifically we have

Be,1
h,k(i, j) =

M∑
m=1

[
−
(
{σ(Ψe,1

j )}, JΨe,1
i K
)
γem

+ θ
(
JΨe,1

j K, {σ(Ψe,1
i )}

)
γem

+ ηγem
(
JΨe,1

j K, JΨe,1
i K
)
γem

]
,

Be,2
h,k(i, j) =

M∑
m=1

[
−
(
{σ(Ψe,2

j )}, JΨe,1
i K
)
γem

+ θ
(
JΨe,2

j K, {σ(Ψe,1
i )}

)
γem

+ ηγem
(
JΨe,2

j K, JΨe,1
i K
)
γem

]
,

Be,3
h,k(i, j) =

M∑
m=1

[
−
(
{σ(Ψe,1

j )}, JΨe,2
i K
)
γem

+ θ
(
JΨe,1

j K, {σ(Ψe,2
i )}

)
γem

+ ηγem
(
JΨe,1

j K, JΨe,2
i K
)
γem

]
,

Be,4
h,k(i, j) =

M∑
m=1

[
−
(
{σ(Ψe,2

j )}, JΨe,2
i K
)
γem

+ θ
(
JΨe,2

j K, {σ(Ψe,2
i )}

)
γem

+ ηγem
(
JΨe,2

j K, JΨe,2
i K
)
γem

]
.
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Clearly, if Ωe
h and Ωe

k are not two neighbouring elements, the intersection
Se ∩ ∂Ωe

h ∩ ∂Ωe
k will be empty. Thus, the corresponding DG matrices will be

void.

Viscoelastic damping matrices

As mentioned in Chapter 1, in order to better modeling the behavior of
viscoelastic materials, it is sometimes useful introducing the damping term
(1.2). This turns out in an additional external force

Fe
visc = −DeUe − EeU̇e,

where De, Ee ∈ R2Ne
tot×2Ne

tot and

De =

[
De,1 0

0 De,2

]
, Ee =

[
Ee,1 0

0 Ee,2

]
.

Each De,l, Ee,l, l = 1, 2, has a block diagonal structure, i.e.,

De,l =

D
e,l
1

. . .
De,l
Ke

 , Ee,l =

E
e,l
1

. . .
Ee,lKe

 .
Each block De,l

k , E
e,l
k is associated to the macro-region Ωe

k and takes the form

De,l
k (i, j) =

(
ρeξ2Ψe

j ,Ψ
e
i

)
Ωe

k
∀i, j = ak, . . . , bk,

Ee,lk (i, j) =
(
2ρeξΨe

j ,Ψ
e
i

)
Ωe

k
∀i, j = ak, . . . , bk.

Absorbing boundary conditions matrices

As described in Chapter 1, absorbing, or non-reflecting, boundary conditions
have the effect of introducing some fictitious tractions on the boundary
ΓNR = ΓeNR ∪ ΓaNR.
On ΓeNR, zero and first-order boundary conditions are expressed by (1.6)
and(1.8), respectively. The corresponding fictitious traction t̃e are described
in (1.7) and (1.9), respectively. As one can see, t̃e involves space and time
derivatives of u, thus the discretized boundary conditions take the form

Fe
abc = ReUe + SeU̇e,

where Re, Se ∈ R2Ne
tot×2Ne

tot and

Re =

[
0 Re,1

Re,2 0

]
, Se =

[
Se,1 Se,2

Se,3 Se,4

]
.
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Each block Re,l, l = 1, 2, and Se,l, l = 1, . . . , 4, has the following diagonal
structure

Re,l =

R
e,l
1

. . .
Re,lKe

 , Se,l =

S
e,l
1

. . .
Se,lKe

 ,
where Re,lk and Se,lk are associated to the macro-region Ωe

k. Either in the case
of zero and first-order absorbing boundary conditions, each Se,lk takes the
following form

Se,1k (i, j) =
(
− ρe(cpn2

1 + csn
2
2)Ψe

j ,Ψ
e
i

)
∂Ωe

k∩Γe
NR
,

Se,2k (i, j) =
(
− ρen1n2(cp − cs)Ψe

j ,Ψ
e
i

)
∂Ωe

k∩Γe
NR
,

Se,3k (i, j) =
(
− ρen1n2(cp − cs)Ψe

j ,Ψ
e
i

)
∂Ωe

k∩Γe
NR
,

Se,4k (i, j) =
(
− ρe(cpn2

2 + csn
2
1)Ψe

j ,Ψ
e
i

)
∂Ωe

k∩Γe
NR
,

for i, j = ak, . . . , bk. On the other hand, the terms Re,lk depend on the order of
the absorbing boundary conditions. In fact, for the zero-order ones, Re,lk = 0

for any k = 1, . . . ,Ke and l = 1, 2 (see (1.7)). Otherwise, in the case of
first-order conditions, we have

Re,1k (i, j) =
(
− ρecs(cp − 2cs)(n

2
1n2 + n3

2)∂x1Ψe
j ,Ψ

e
i

)
∂Ωe

k∩Γe
NR

+
(
− ρecs(2cs − cp)(n3

1 + n1n
2
2)∂x2Ψe

j ,Ψ
e
i

)
∂Ωe

k∩Γe
NR
,

Re,2k (i, j) =
(
− ρecs(2cs − cp)(n2

1n2 + n3
2)∂x1Ψe

j ,Ψ
e
i

)
∂Ωe

k∩Γe
NR

+
(
− ρecs(cp − 2cs)(n

3
1 + n1n

2
2)∂x2Ψe

j ,Ψ
e
i

)
∂Ωe

k∩Γe
NR
,

for i, j = ak, . . . , bk (see (1.9)). We recall that n1 and n2 are the component
of ne = (n1, n2)T , that is the outward pointing unit normal vector to the
boundary ΓeNR. Clearly, if ∂Ωe

k ∩ ΓeNR = ∅, the corresponding matrices Se,lk
and Re,lk will be void.

On ΓaNR, only zero-order boundary conditions are performed (see (1.11)).
The corresponding fictitious traction t̃a is expressed by (1.12) and thus the
discretized boundary conditions take the form

Fa
abc = SaU̇a,

where Sa ∈ RNa
tot×Na

tot is expressed by

Sa(i, j) =
(
− 1

ρac
Ψa
j ,Ψ

a
i

)
Γa
NR

∀i, j = 1, . . . , Na
tot.
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Coupling matrices

The coupling matrices Ce(a) are related to the bilinear forms Ce(a)(·, ·), de-
scribed in (2.6) and (2.7), respectively.
On one hand, looking first at Ce ∈ R2Ne

tot×Na
tot ; we have that

Ce =

[
Ce,1

Ce,2

]
,

where each Ce,l ∈ RNe
tot×Na

tot , for l = 1, 2, and has the following structure

Ce,l =

C
e,l
1
...

Ce,lKe

 .
Each Ce,lk takes into account the coupling along Γi ∩ ∂Ωe

k and it is such that

Ce,1k (i, j) =
N∑
n=1

Ce(Ψa
j ,Ψ

e,1
i )γean =

N∑
n=1

−(Ψa
jn

a
1,Ψ

e
i )γean =

N∑
n=1

(Ψa
jn

e
1,Ψ

e
i )γean ,

Ce,2k (i, j) =
N∑
n=1

Ce(Ψa
j ,Ψ

e,2
i )γean =

N∑
n=1

−(Ψa
jn

a
2,Ψ

e
i )γean =

N∑
n=1

(Ψa
jn

e
2,Ψ

e
i )γean ,

for i = ak, . . . , bk and j = 1, . . . , Na
tot.

On the other hand, the matrix Ca ∈ RNa
tot×2Ne

tot takes the form

Ca =
[
Ca,1 Ca,2

]
,

where each Ca,l ∈ RNa
tot×Ne

tot , for l = 1, 2, has the following structure

Ca,l =
[
Ca,l1 · · · Ca,lKe

]
.

Each Ca,lk takes into account the coupling along Γi ∩ ∂Ωe
k and it is such that

Ca,1k (i, j) =

N∑
n=1

Ca(Ψe,1
j ,Ψa

i )γean =

N∑
n=1

−(Ψe
jn
e
1,Ψ

a
i )γean =

N∑
n=1

(Ψe
jn
a
1,Ψ

a
i )γean ,

Ca,2k (i, j) =

N∑
n=1

Ca(Ψe,2
j ,Ψa

i )γean =
N∑
n=1

−(Ψe
jn
e
2,Ψ

a
i )γean =

N∑
n=1

(Ψe
jn
a
2,Ψ

a
i )γean ,

for i = 1, . . . , Na
tot and j = ak, . . . , bk. We recall that ne1(2) and na1(2) are the

first (resp. second) component of the outward pointing unit normal vector
to the elasto-acoustic interface Γi with respect to the solid and the acoustic
part, respectively. Clearly, if ∂Ωe

k ∩ Γi = ∅, the corresponding matrices Ce,lk
and Ca,lk will be void.
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External loads vectors

The vectors of externally applied loads are Fe ∈ R2Ne
tot and Fa ∈ RNa

tot . They
take into account volume forces and Neumann loads.
Thus, in the elastic part we have

Fe =

[
Fe,1

Fe,2

]
,

where, for each l = 1, 2

F e,li =
(
f e,Ψe,l

i

)
Ωe +

(
te,Ψe,l

i

)
Γe
N

∀i = 1, . . . , N e
tot.

At the same way, in the acoustic part we have

F ai =
(
fa,Ψa

i

)
Ωa +

(
ta,Ψa

i

)
Γa
N

∀i = 1, . . . , Na
tot.
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Chapter 4

Time discretization

In this chapter, we describe how the second ordinary differential system of
equations (3.1) – (3.2) can be solved. The temporal approach that we have
performed in the code is a simple and very popular time-stepping scheme for
wave propagation: the leap-frog (LF) method (e.g. [13, 31, 30, 32, 24, 15, 12,
14, 36, 4]). Based on a second order finite difference scheme, LF method is
thus second order accurate, explicit and conditionally stable.
In the first part of this chapter, we show how the leap-frog scheme is imple-
mented and how it leads to the fully-discretized formulation of the problem.
In the second part, we focus on the Courant-Friedrichs-Lewy (CFL) stability
condition, which links spatial and temporal discretization parameters in order
to make the numerical solution of (2.10) stable.

4.1 The leap-frog method

After dividing the time interval [0, T ] into Nt time steps, each of size ∆t =

T/Nt, we replace first and second times derivatives in (3.1) – (3.2) with

U̇(t) ' Un+1 −Un−1

2∆t
, Ü(t) ' Un+1 − 2Un + Un−1

∆t2
,

and
Ṗ(t) ' Pn+1 −Pn−1

2∆t
, P̈(t) ' Pn+1 − 2Pn + Pn−1

∆t2
,

where Un = U(tn), Pn = P(tn) and tn = n∆t ∀n = 1, . . . , Nt.

Giving the initial conditions U0 = U(0), U1 = U(∆t) and P0 = P(0),
P1 = P(∆t), we thus obtain the fully-discretized problem
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M eUn+1 − 2Un + Un−1

∆t2
+ (Ee − Se)Un+1 −Un−1

2∆t
+ (Ae +Be +De −Re)Un+

+CePn = Fe
n, ∀n = 1, . . . , Nt − 1,

MaPn+1 − 2Pn + Pn−1

∆t2
− SaPn+1 −Pn−1

2∆t
+AePn+

+Ca
Un+1 − 2Un + Un−1

∆t2
= Fa

n, ∀n = 1, . . . , Nt − 1,

(4.1)

where F
e(a)
n = Fe(a)(tn).

Thus, at each step, giving Un−1,Un,Pn−1,Pn, we first determine Un+1

solving(
2M e + ∆t(Ee − Se)

)
Un+1 =2∆t2Fe

n +
(
− 2M e + ∆t(Ee − Se)

)
Un−1+

+
(
4M e − 2∆t2(Ae +Be +De −Re)

)
Un−

−2∆t2CePn.

(4.2)

Then, we compute Pn+1 from

(2Ma −∆tSa)Pn+1 =2∆t2Fa
n + (−2Ma −∆tSa)Pn−1+

+(4Ma − 2∆t2Aa)Pn−
−2Ca(Un+1 − 2Un + Un−1).

(4.3)

We note that the updated elastic displacement Un+1 plays the role of right-
hand side term in the acoustic equation, as an effect of the elasto-acoustic
coupling which links the two equations at each time step.

We give here a sample of the LF scheme:

LF scheme:
Given some initial conditions U0,U1 and P0,P1,
for n = 1, ..., Nt − 1 do

solve equation (4.2) for Un+1;
solve equation (4.3) for Pn+1;

end for

The LF method provides a second-order accuracy, so it represents a good
choice as long as the spatial discretization order is not too high. In the case
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of very fine meshes or very high spectral degrees, different time discretization
methods can be used, such as high-order Runge-Kutta methods [33]. This
should assure a balance in the space-time discretization error, at price of
increasing the computational cost.

4.2 CFL stability condition

In this section we are interested in determining the largest time step ∆t that
we are allowed to use in order to prevent possible unphysical oscillations in
the numerical solution.
In the literature, the so-called Courant-Friedrichs-Lewy (CFL) imposes a
restriction on ∆t of the form

∆t ≤ CCFL
∆x

c̃
,

where ∆x is the minimum distance between two neighbouring discretization
nodes and c̃ is a characteristic velocity. The Courant number CCFL depends
on the dimension, the order of the scheme and the mesh geometry. In some
applications it is empirically chosen between 0.3 and 0.6 (see, for example,
[30, 29, 38, 11]).
As one can see, the CFL condition relates spatial and time discretization.
Thus, as long as the mesh is refined and/or the spectral degree is increased
the critical time step has to be set according to

∆t ≤ min
{
Ce1

he1
cp,1(N e

1 )2
; . . . ;CeKe

heKe

cp,Ke(N e
Ke)2

;Ca
ha

c(Na)2

}
,

in order to prevent numerical instability.
In our case (as in [15]), Cek, h

e
k, cp,k and N e

k are, respectively, a positive
constant, the typical mesh size, the speed of P-waves and the spectral degree
associated to the elastic macro region Ωe

k∀k = 1, . . . ,Ke. Analogously, Ca,
ha, c and Na are related to the acoustic subdomain Ωa. The constants Cek and
Ca depend on the properties of the elastic and acoustic media, i.e., densities
ρe(a), Lamé parameters λ, µ, velocity of waves propagation c, and, in the case
of the elastic ones, also on the Discontinuous Galerkin scheme adopted (see
Section 2.1).
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Chapter 5

Numerical results

In this chapter we validate the numerical method presented in Chpater 2 – 4
on test problems and we apply it to some applications of geophysical interest,
addressing both two and three dimensional benchmarks.
In order to verify the accuracy of the DGSE method and its order of conver-
gence, we present first a two-dimensional test case, with known exact solution.
Then, in a second example, we simulate a real benchmark and we analyze
the wave propagation and the effect of the elasto-acoustic interface.
In the second part of this chapter, we extend the previous test case in a
three-dimensional setting and we test the accuracy of the method both with
matching and non-matching grids. Finally, a more realistic case is presented
in the last example, where we investigate whether or not the presence of a
fluid layer affects the propagation seismic waves.
We recall that the numerical code implemented for this work is included in
the SPEED code (https://speed.mox.polimi.it).

5.1 Two-dimensional problems

We start by considering a two-dimensional example for which the analytical
solution is known. Thus, we investigate the convergence properties of DGSE
method both with respect to spatial and temporal discretization parameters.
Next, we present a test of geophysical interest, where non-reflecting boundary
conditions are applied on the whole external boundary, both elastic and
acoustic.
For both cases, we consider the computational domain shown in Figure 1.3
and reported in Figure 5.1. More precisely, we set Ωe = (−1, 0)× (0, 1) and
Ωa = (0, 1)2. The elasto-acoustic interface is defined as follows

Γi =
{

(x, y) ∈ R2 : x = 0 and 0 ≤ y ≤ 1
}
.
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Moreover, we suppose homogeneous elastic and acoustic materials. Thus,
spatial discretization does not deal with macro-partitions and it will concern
only into a meso (mesh) and a micro (GLL interpolation points) partition.
The DG approach is then applied only to the elasto-acoustic interface Γi.

Figure 5.1: Two-dimensional multiphysical domain Ω = Ωe ∪Ωa. External
boundary is split into Γe and Γa, whereas internal elasto-acoustic interface is
called Γi.

Example 1. Accuracy and convergence properties

In this first example, we are interested in testing the accuracy and the order
of convergence of the proposed method.
We consider the domain shown in Figure 5.1. Spatial discretization is
performed introducing two Cartesian matching grids T e and T a of size
he = ha = 0.1 and choosing the same spectral degree N e = Na = 2 in both
Ωe and Ωa (for non-conforming meshes, see Section 4.2). Time discretization
is performed with the leap-frog scheme presented in Chapter 4, choosing a
maximum time of simulation T = 5 and a time step ∆t = 0.001.
External forces fe and fa are chosen such that the exact solution of (1.1) –
(1.5) is

uex =

(
cos
(ω · x
cp

)
cos(ωt), cos

(ω · x
cs

)
cos(ωt)

)T
,

pex = ωρa cos
(ω · x

c

)
cos(ωt),

(5.1)

where ω = (ω, 0)T , with ω = 4π. We choose for the elastic region ρe = 2.7,
cp = 6.2 and cs = 3.12, while for the acoustic one ρa = 1 and c = 1. All these
quantities are supposed to be dimensionless.
Initial conditions and Dirichlet boundary conditions on the whole external
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boundary are defined according to (5.1). Note that, in this example, we
suppose ΓNR = ΓN = ∅ and ∂Ω = ΓD.
In Figure 5.2 – 5.5, we compare the numerical solutions with the analytical
one in some points of the domain. More specifically, Figure 5.2 and Figure
5.3 show the elastic displacement at (−0.6, 0.5) and (−0.2, 0.5), while Figure
5.4 and Figure 5.5 show the acoustic pressure field at (0.4, 0.5) and (0.8, 0.5).
As one can see, the numerical results are in good agreement with the analytical
ones.

Figure 5.2: Example 1. Elastic displacement at point x = (−0.6, 0.5).
Numerical results (blue dots •) are compared with analytical ones (red line
∼).
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Figure 5.3: Example 1. Elastic displacement at point x = (−0.2, 0.5).
Numerical results (blue dots •) are compared with analytical ones (red line
∼).
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Figure 5.4: Example 1. Acoustic pressure field at point x = (0.4, 0.5).
Numerical results (blue dots •) are compared with analytical ones (red line
∼).

Figure 5.5: Example 1. Acoustic pressure field at point x = (0.8, 0.5).
Numerical results (blue dots •) are compared with analytical ones (red line
∼).
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Now, we are interested in checking the convergence properties of the
numerical method implemented. In particular, we investigate the convergence
of DGSE method coupled with the leap-frog scheme, with respect to the
spatial discretization parameters (he, ha) and (N e, Na), and the temporal
discretization parameter ∆t.
We thus report, in Figure 5.6 – 5.8, the computed L2-error as a function of
space and time discretization parameters. More precisely:

• varying N e(a) = 2, 3, 4, 5, with fixed ∆t and he(a) (see Figure 5.6). From
a theoretical analysis (see [39, p. 228]), since the solution is analytical,
we expect an exponential convergence, i.e.,

‖uN − uex‖L2(Ωe) = O
(
e−γN

e)
,

‖pN − pex‖L2(Ωa) = O
(
e−βN

a)
;

• varying he(a) = 0.1, 0.05, 0.025, with fixed ∆t and N e(a) (see Figure
5.7). In this case an algebraic convergence is expected (again, see [39,
p. 228]). Moreover, from our knowledge on Finite Element method (see
[39, p. 97]), it seems reasonable that

‖uN − uex‖L2(Ωe) = O
(
(he)N

e+1
)
,

‖pN − pex‖L2(Ωa) = O
(
(ha)N

a+1
)
;

• varying ∆t = 0.3125, 0.625, 1.25, 2.5, 5 × 10−3, with fixed he(a) and
N e(a) (see Figure 5.8). Since the leap-frog scheme is a second-order
method, we expect a quadratic convergence, that is

‖uN − uex‖L2(Ωe) = O
(
∆t2

)
,

‖pN − pex‖L2(Ωa) = O
(
∆t2

)
.
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Figure 5.6: Example 1. Computed L2-errors for elastic displacement (left)
and acoustic pressure (right) as a function of polynomial approximation
degrees N e and Na. Continuous lines are the computed errors, while dashed
lines are the exponential decays.

Figure 5.7: Example 1. Computed L2-errors for elastic displacement (left) and
acoustic pressure (right) as a function of the mesh sizes he and ha. Continuous
lines are the computed errors, while dashed lines are the algebraic decays.
Two trials are shown: the first one (on the top) is obtained with N e = Na = 2,
while the other one (on the bottom) is obtained with N e = Na = 3.
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Figure 5.8: Example 1. Computed L2-errors for elastic displacement (left)
and acoustic pressure (right) as a function of the time step ∆t2. Continuous
lines are the computed errors, while dashed lines are the expected order of
convergence.

We clearly observe an exponential decay of L2-errors with respect to the
spectral degrees N e and Na, the algebraic behavior with respect to the mesh
sizes he and ha and the quadratic behavior with respect to the time step ∆t.
However, the algebraic convergence with respect to the mesh size is one
order less than the optimal decay. Probably this behavior is due to the
skew-symmetric coupling used in the numerical simulations (displacement-
pressure field formulation). This will be the subject of further theoretical
investigation.

Example 2. Simulated seismogram

In this second two-dimensional example, we consider the same computational
domain of the previous case (see Figure 5.1) and, in order to simulate aseismic
source, we place a point source load of the form

fa =

−1152π
(

1− 1152π(t− 1)2
)
e−576π(t−1)2 , x = (0.9, 0.5),

0, x 6= (0.9, 0.5).
(5.2)

The time function fa is a Ricker wave (see Figure 5.9), which is widely used
in seismology and is set in the acoustic subdomain. On the other hand, the
elastic external load function fe is null.
The material parameters are ρe = 2.5, cp = 4 and cs = 2 for the elastic
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domain and ρa = 1 and c = 1.5 for the acoustic one. We recall that these
quantities are supposed to be dimensionless.
DGSE spatial discretization is performed with two conforming grids of size
he = ha = 0.05 and spectral degree N e = Na = 4. Temporal discretization is
performed with T = 5 and ∆t = 0.0001.
In this case, we consider zero-order absorbing boundary condition on the
whole external boundary Γ, i.e., ΓD = ΓN = ∅ and Γ = ΓNR.
Moreover, we suppose homogeneous initial conditions for u and p. Then,
around the time t = 1, the Ricker function has a sort of impulse (see Figure
5.9), which generates an acoustic wave. This wave propagates through Ωa

and, when the elasto-acoustic interface Γi is reached, it turns out in elastic
vibrations in Ωe.

Figure 5.9: Example 2. Ricker time shape function fa introduced in (5.2).

The following Figure 5.10 and Figure 5.11 show the elastic displacement at
(−0.3, 0.5) and the acoustic pressure field at the point (0.7, 0.5), respectively.
We can clearly observe that the vertical displacement at (−0.3, 0.5) is null.
This is a natural consequence of the coupling: it propagates only longitudinal
stresses through the elasto-acoustic interface, since fluids do not support
shear stresses. Thus, since the monitored elastic point is horizontally aligned
with the hypocentre, the vertical displacement vanishes.
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Figure 5.10: Example 2. Elastic displacement at point x = (−0.3, 0.5).
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Figure 5.11: Example 2. Acoustic pressure field at point x = (0.7, 0.5).

5.2 Three-dimensional problems

We now show two relevant three-dimensional numerical applications of the
proposed method. The main difference between the implementation of the
algorithm in two or three dimensions consists in the assembly of the linear
systems (3.1) – (3.2). In fact, due to the very large size of the matrices
involved, they are not stored in memory, but it is directly computed their
effect on the vectorsU and P. Moreover, to deal with realistic simulations, the
three-dimensional code is manually designed for working in parallel machines,
relying on the message passing technique.
The first example shown in this section is the three-dimensional extension
of the previous two-dimensional test case treated in Section 4.1. We thus
validate the numerical scheme comparing the numerical solution with the
analytical one. Here, we consider either conforming and non-conforming
discretizations.
In the second and last example we present the simulation of an earthquake in
a cubic domain. In particular, we compare the wave motion in presence or not
of a layer of fluid material and we investigate the effect of the elasto-acoustic
interfaces.
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Example 3. Accuracy

In this example, we check the accuracy of the three-dimensional numerical
code. Thus, we consider the natural three-dimensional extension of the
computational domain shown in Figure 5.1, that is made up by two adjacent
cubes: Ωe = (−1, 0)× (0, 1)2 and Ωa = (0, 1)3 (see Figure 5.12). The internal
elasto-acoustic interface is thus

Γi =
{

(x, y, z) ∈ R3 : x = 0 , 0 ≤ y ≤ 1 and 0 ≤ z ≤ 1
}
.

Figure 5.12: Example 3. Three-dimensional multiphysical domain Ω = Ωe∪Ωa.
External boundary is split into Γe and Γa, whereas internal elasto-acoustic
interface is called Γi.

We still consider homogeneous elastic and acoustic subdomains, i.e., we
do not deal with macro partition. Thus, spatial discretization is performed
with a meso partition of both Ωe and Ωa with two Cartesian conforming grids
T e and T a of typical mesh size he = ha = 0.1. Then, on each element of T e
and T a, we have adopted a polynomial approximation degree N e = Na = 3.
Time discretization is performed with the leap-frog scheme introduced in
Chpater 4, choosing a maximum time of simulation T = 5 and a time step
∆t = 0.0001.
We consider an analytical solution given by

uex =

(
cos
(ω · x
cp

)
cos(ωt), cos

(ω · x
cs

)
cos(ωt), cos

(ω · x
cs

)
cos(ωt)

)T
,

pex = ωρa cos
(ω · x

c

)
cos(ωt),

(5.3)

where ω = (ω, 0, 0)T , with ω = 4π. The material parameters are the same of
the two-dimensional test case, that are ρe = 2.7, cp = 6.2 and cs = 3.12 in
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the elastic part, ρa = 1 and c = 1 in the acoustic one.
External forces fe and fa, such as initial conditions and Dirichlet boundary
conditions are defined according to (5.3). As was for the two-dimensional
case, we still suppose to have not the absorbing and the Neumann part on
the external boundary, i.e., ΓNR = ΓN = ∅ and ∂Ω = ΓD.

After the first simulation, we have performed another one with non-conforming
grids. In this second case, we have chosen different mesh size and spectral
degree for T e and T a. In particular, we have he = 0.05, ha = 0.1, N e = 2,
Na = 4. Thus, the global number of nodes in the two subdomains is the
same, that should assure the same accuracy for the elastic and the acoustic
part. Anyway, since the GLL points are placed differently, the elasto-acoustic
interface is non-matching.

We present, in the following Figure 5.13 – 5.16, the numerical solution com-
pared with the exact one, see (5.3), both on conforming and non-conforming
meshes. In particular, in Figure 5.13, Figure 5.14 and Figure 5.15 we show
the elastic displacement at the point (−0.6, 0.5, 0.5), while in Figure 5.16 we
report the acoustic pressure field at (0.2, 0.5, 0.5).
As one can see, both conforming and non-conforming approximation are in
good agreement with the exact solution.
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Figure 5.13: Example 3. Elastic x-displacement at point x = (−0.6, 0.5, 0.5)

for conforming (top) and non-conforming (bottom) grids. Numerical results
(blue dots •) are compared with analytical ones (red line ∼).
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Figure 5.14: Example 3. Elastic y-displacement at point x = (−0.6, 0.5, 0.5)

for conforming (top) and non-conforming (bottom) grids. Numerical results
(blue dots •) are compared with analytical ones (red line ∼).
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Figure 5.15: Example 3. Elastic z-displacement at point x = (−0.6, 0.5, 0.5)

for conforming (top) and non-conforming (bottom) grids. Numerical results
(blue dots •) are compared with analytical ones (red line ∼).
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Figure 5.16: example 3. Acoustic pressure field at point x = (0.2, 0.5, 0.5)

for conforming (top) and non-conforming (bottom) grids. Numerical results
(blue dots •) are compared with analytical ones (red line ∼).
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Example 4. Simulated seismogram

In this last example, we propose a three-dimensional benchmark application.
It concerns on the simulation of an earthquake in a cubic domain of elastic
material. We investigate the propagation of the elastic wave induced by the
earthquake and, in particular, we analyze the differences introduced by the
presence of a layer of acoustic material at the half of the domain.
Figure 5.17 (left) shows the computational domain of interest. We consider
the cube (−1, 1)3, made up by the same elastic material introduced in the
previous test case, that is characterized by the dimensionless quantities
ρe = 2.7, cp = 6.2 and cs = 3.12. The earthquake is generated by assigning
a seismic moment source in the hypocentre xH = (0,−0.8, 0), with a fault
plane of normal vector (0, 0, 1). The time history is given by a Ricker function
with the same parameters of the one that we have introduced in (5.2). As it
shown in Figure 5.17 (right), the domain Ω presents a layer of fluid material
for −0.2 ≤ y ≤ 0.2. The mechanical properties of this fluid are the same of
the previous case, i.e., ρa = 1 and c = 1.

Figure 5.17: Example 4. On the left, cubic elastic domain Ω = Ωe = (−1, 1)3.
On the right, multiphysical domain Ω = Ωe ∪ Ωa, where Ωe = Ωe

1 ∪ Ωe
2.

We define Ωe
1 = (−1, 1)×(−1,−0.2)×(−1, 1) and Ωe

2 = (−1, 1)×(0.2, 1)×
(−1, 1). We introduce two partitions T e1 and T e2 for the respective elastic
macro-region, with a typical mesh size he1 = he2 = 0.1 and a polynomial
approximation degree N e

1 = N e
2 = 4. The two internal DG elasto-acoustic

interfaces are conforming in the solid and fluid part, since we choose for the
acoustic partition T a a mesh size ha = 0.1 and a polynomial approximation
degree Na = 4.
We apply zero-order non-reflecting boundary conditions on the whole external
boundary, i.e., ΓD = ΓN = ∅ and ∂Ω = ΓNR. Moreover, we consider zero
initial conditions for displacement and pressure (and their respective time
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derivatives).
We choose as a final observation time T = 6, with a time step ∆t = 0.0005.

We choose three points of the computational domain and set A = (0, 0.8, 0),
B = (0.2, 0.8, 0.2) and C = (−0.5, 0.8,−0.5). Then, we show the elastic
displacement at points A, B and C in Figure 5.18, 5.19 and 5.20, respectively.
In each plot we compare the "purely elastic" case (cfr. Figure 5.17, left) and
the "elasto-acoustic" one (cfr. Figure 5.17, right), in order to analyze the
differences and thus the effect of introducing a layer of acoustic material in
the elastic domain.

Looking on the elastic case, we see that, around time t = 1, the Ricker
function has a sort of impulse (see Figure 5.9), which generates a pertur-
bation in the displacement. When we introduce the acoustic layer, the
consequences are, substantially, two. The first one is that the perturbation
of the elastic displacement at the same points is now delayed of a small
time, this is due to the fact that the acoustic speed wave c is less than the
velocities cp and cs of elastic P and S-waves, respectively. The second one is
that, in presence of the fluid, the amplitude of the perturbation of the elastic
displacement is definitely reduced with respect to the previous case. Indeed
in this case only longitudinal stresses are propagated by the fluid, since it
does not support the shear ones. This clearly turns out in a reduction of the
consequent deformation of the elastic structure.
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Figure 5.18: Example 4. Elastic displacement at the point (0, 0.8, 0). We
compare the "purely elastic" case (blue) with the "elasto-acoustic" one (red).
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Figure 5.19: Example 4. Elastic displacement at the point (0.2, 0.8, 0.2). We
compare the "purely elastic" case (blue) with the "elasto-acoustic" one (red).
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Figure 5.20: Example 4. Elastic displacement at the point (−0.5, 0.8,−0.5).
We compare the "purely elastic" case (blue) with the "elasto-acoustic" one
(red).
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Conclusions and perspectives

The Discontinuous Galerkin Spectral Element method is a high-order numeri-
cal technique well suited for seismic wave propagation in heterogeneous media.
The possibility of treating non-conforming subdomain partitions where both
the mesh size and the spectral degree can be independently tuned make this
method really flexible and accurate.
Starting from the main governing equations of the phenomena under consid-
eration, we have employed a multi-phase numerical model able to simulate
wave propagation both in solid and fluid media in two and three-dimensional
settings. The more innovative and complex feature explained in this thesis
is the elasto-acoustic coupling applied in a DG framework. As presented in
Chapter 4, the DGSE numerical implementation gives reliable results, which
are in agreement with physical observations. We have validated the method
and, for the two-dimensional code, we have also investigated the order of
convergence with respect to space and time discretization parameters.
Several further developments are possible, both at a theoretical and numerical
level. Possible future numerical perspectives go toward the simulation of
more realistic earthquake scenarios in domains which involve both the elastic
and the acoustic part (for example, ground and water). Moreover, we should
test the code performance and its scalability when it works in parallel on a
multi-core setting.
On the other hand, at a theoretical level, the well-position and the stability
analysis should be more investigated, especially for the DGSE semi-discrete
formulation. Moreover, we should study the discretization error analysis, in
order to explain the "non-optimal" behavior of the algebraic convergence
with respect to the mesh size.
Further applications may involve the seismic response of dams or, in a dif-
ferent contest, the acoustic comfort of specific environments which involve
solid-fluid interaction, such as cars, racing helmets or rooms.

69



Appendix A

Numerical integration

We give here some details about the algorithmic aspects of the DGSE method,
describing its implementation in SPEED (https://speed.mox.polimi.it).
In particular, we focus on the strategy employed for computing the interface
integrals related to the bilinear forms Be(·, ·), Ce(·, ·) and Ca(·, ·), that are
associated to the matrices Be, Ce, Ca in the algebraic formulation (3.1) –
(3.2). We detail the presentation in a two-dimensional setting, for sake of
simplicity. The same arguments are applied in a three-dimensional setting.

We recall that, from equation (2.5), we have

Be(Ψe,1(2)
i ,Ψ

e,1(2)
j )γem = −

(
{σ(Ψ

e,1(2)
i )}, JΨe,1(2)

j K
)
γem

+θ
(
JΨe,1(2)

i K, {σ(Ψ
e,1(2)
j )}

)
γem

+ηγem
(
JΨe,1(2)

i K, JΨe,1(2)
j K

)
γem
.

We now denote by Ω+ and Ω− the two elastic macro-regions which share the
edge γem on the internal skeleton Se (see Figure A.1). We use the definitions
(2.3) – (2.4) of the operators J·K and {·} and the structure of the Cauchy
stress tensor, in order to rewrite each integral that appears in the previous
formula as the combination of the following "elementary" terms(

∂x1Ψ±j ,Ψ
±
i

)
γem

=

∫
γem

∂x1Ψ±j ·Ψ
±
i dγ,(

∂x2Ψ±j ,Ψ
±
i

)
γem

=

∫
γem

∂x2Ψ±j ·Ψ
±
i dγ,(

∂x1Ψ±j ,Ψ
∓
i

)
γem

=

∫
γem

∂x1Ψ±j ·Ψ
∓
i dγ,(

∂x2Ψ±j ,Ψ
∓
i

)
γem

=

∫
γem

∂x2Ψ±j ·Ψ
∓
i dγ.

(A.1)
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We then use the fact that both Ω+ and Ω− are the images of the reference
element Ω̂ = [−1, 1]2 through a suitable bilinear F+ and F−, respectively.
More precisely, F±(ξ, η) = (x±1 (ξ, η), x±2 (ξ, η)).
Therefore, it holds

∂ξΨ
±
i = ∂ξx

±
1 ∂x1Ψ±i + ∂ξx

±
2 ∂x2Ψ±i ,

∂ηΨ
±
i = ∂ηx

±
1 ∂x1Ψ±i + ∂ηx

±
2 ∂x2Ψ±i .

We call J± = ∂ξx
±
1 ∂ηx

±
2 − ∂ηx

±
1 ∂ξx

±
2 the Jacobian of the transformation F±.

We thus have

∂x1Ψ±i =
1

|J±|
(
∂ηx

±
2 ∂ξΨ

±
i − ∂ξx

±
2 ∂ηΨ

±
i

)
,

∂x2Ψ±i =
1

|J±|
(
∂ξx
±
1 ∂ηΨ

±
i − ∂ηx

±
1 ∂ξΨ

±
i

)
.

Then, we can rewrite the "elementary" integrals (A.1) as follows(
∂x1Ψ±j ,Ψ

±
i

)
γem

=
(
∂ηx

±
2 ∂ξΨ

±
j − ∂ξx

±
2 ∂ηΨ

±
j ,Ψ

±
i

)
γ̂e,±m

,(
∂x2Ψ±j ,Ψ

±
i

)
γem

=
(
∂ξx
±
1 ∂ηΨ

±
j − ∂ηx

±
1 ∂ξΨ

±
j ,Ψ

±
i

)
γ̂e,±m

,(
∂x1Ψ±j ,Ψ

∓
i

)
γem

=
(
∂ηx

±
2 ∂ξΨ

±
j − ∂ξx

±
2 ∂ηΨ

±
j ,Ψ

∓
i

)
γ̂e,±m

,(
∂x2Ψ±j ,Ψ

∓
i

)
γem

=
(
∂ξx
±
1 ∂ηΨ

±
j − ∂ηx

±
1 ∂ξΨ

±
j ,Ψ

∓
i

)
γ̂e,±m

,

where γem = F±(γ̂e,±m ). These integrals are computed using a GLL quadrature
rule withN∗e nodes, whereN∗e is chosen such that the GLL quadrature formula
is exact for the integrand under consideration. Thus, they are replaced with
finite sums as shown in the following, i.e.,(

∂ηx
±
2 ∂ξΨ

±
j −∂ξx

±
2 ∂ηΨ

±
j ,Ψ

±
i

)
γ̂±m

=

=
|γ̂e,±m |

2

N∗e∑
k=1

(
∂ηx

±
2 ∂ξΨ

±
j − ∂ξx

±
2 ∂ηΨ

±
j

)
(pk)Ψ

±
i (pk)αk,(

∂ξx
±
1 ∂ηΨ

±
j −∂ηx

±
1 ∂ξΨ

±
j ,Ψ

±
i

)
γ̂e,±m

=

=
|γ̂e,±m |

2

N∗e∑
k=1

(
∂ξx
±
1 ∂ηΨ

±
j − ∂ηx

±
1 ∂ξΨ

±
j

)
(pk)Ψ

±
i (pk)αk,(

∂ηx
±
2 ∂ξΨ

±
j −∂ξx

±
2 ∂ηΨ

±
j ,Ψ

∓
i

)
γ̂e,±m

=

=
|γ̂e,±m |

2

N∗e∑
k=1

(
∂ηx

±
2 ∂ξΨ

±
j − ∂ξx

±
2 ∂ηΨ

±
j

)
(pk)Ψ

∓
i (pk)αk,(

∂ξx
±
1 ∂ηΨ

±
j −∂ηx

±
1 ∂ξΨ

±
j ,Ψ

∓
i

)
γ̂e,±m

=

=
|γ̂e,±m |

2

N∗e∑
k=1

(
∂ξx
±
1 ∂ηΨ

±
j − ∂ηx

±
1 ∂ξΨ

±
j

)
(pk)Ψ

∓
i (pk)αk,
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where
{
pk
}N∗e
k=1

are the GLL quadrature points, which are defined on the
segment γ̂e,±m ⊂ ∂Ω̂, and αk are the corresponding GLL quadrature weights.

Next, we recall equations (2.6) – (2.7),

Ce(Ψa
j ,Ψ

e,1(2)
i )γean = −

(
Ψa
jn

a,Ψ
e,1(2)
i

)
γean

=
(
Ψa
jn

e,Ψ
e,1(2)
i

)
γean
,

Ca(Ψe,1(2)
j ,Ψa

i )γean = −
(
∂ttΨ

e,1(2)
j · ne,Ψa

i

)
γean

=
(
∂ttΨ

e,1(2)
j · na,Ψa

i

)
γean
.

With the same notation adopted before, we now call Ω+ and Ω− two neigh-
bouring element which share the edge γean on the elasto-acoustic interface
Γi (see Figure A.1). As we did for the DG elastic interface, we can split
the computation of the coupling integrals above into a combination of the
following "elementary" terms(

Ψ±j n
∓
1 ,Ψ

∓
i

)
γean

=

∫
γean

Ψ±j n
∓
1 ·Ψ

∓
i dγ,(

Ψ±j n
∓
2 ,Ψ

∓
i

)
γean

=

∫
γean

Ψ±j n
∓
2 ·Ψ

∓
i dγ.

Repeating the same procedure described previously, we can evaluate these
integrals with a numerical technique based on N∗ea GLL quadrature nodes.
Thus, we have

(
Ψ±j n

∓
1 ,Ψ

∓
i

)
γean

=
|γ̂ea,±n |

2

N∗ea∑
k=1

(
Ψ±j n

∓
1

)
(pk)Ψ

∓
i (pk)J

±(pk)αk,

(
Ψ±j n

∓
2 ,Ψ

∓
i

)
γem

=
|γ̂ea,±n |

2

N∗ea∑
k=1

(
Ψ±j n

∓
2

)
(pk)Ψ

∓
i (pk)J

±(pk)αk,

where γean = F±(γ̂ea,±n ). The GLL quadrature points
{
pk
}N∗ea
k=1

are defined on
the segment γ̂ea,±n ⊂ ∂Ω̂ and the corresponding GLL quadrature weights are
still αk.
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Figure A.1: Example of domain decomposition for DGSE discretization. In
this case γem = ∂Ωe

1,6 ∩ ∂Ωe
2,3 and γean = ∂Ωe

3,4 ∩ ∂Ωa
7.
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