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A B S T R A C T

In this research some novel methods for the acquisition and the anal-
ysis of free-form shapes have been proposed.
In particular for this study, the flying sail shape has been consider
as free-form object to be properly measured and geometrically an-
alyzed. Large differences, in fact, exist between a computer based
design shape and the resulting flying shape due to different factors
such as pressure distribution, sail trim controls and fluid structure
interaction forces. Nowadays, Computational Fluid Dynamics (CFD)
codes assess the yacht performances starting from the design shape;
however, the actual flying shape is the only one truly related to mo-
ments, heeling and thrust forces. Hence the reason for this case study.
Moreover, analyzing the reconstructed shape in terms of geometrical
features can be of interest for sail makers to redesign the sail and for
crew members to adjust the trim.
The main goal of this work was the development of a methodology
for data acquisition and elaboration. A Time-Of-Flight based device
has been realized ensuring non-contact, wide range and outdoor mea-
surement. A laser pulse is emitted, and measuring the time it takes to
hit the target and return to the sensor, distance estimation can be com-
puted. The laser beam is properly deflected to be able to scan a three-
dimensional object. Its metrological qualification has been conducted,
including tests to assess the in influence of the target-to-sensor dis-
tance, incident angle, target material and lighting conditions.
Furthermore, most efforts have been addressed to the development of
a custom post process algorithm. Raw data are acquired in terms of
point cloud and several steps are required to lead to the sail surface
reconstruction. Those are primarily: registration of the different scans
into a common reference system, scene interpretation - i.e. segmenta-
tion of the cloud to extract the sail cluster -, filtering of the data to
remove outliers and to reduce acquisition noise, and modeling - i.e.
the creation of a surface -.
The procedure was validated onto synthetic data sets representing
simple scenes and onto design sail shapes provided by sail-makers.
Finally, the algorithm was exploited to reconstruct sails during wind
tunnel campaigns and even for few tests on field leading to promising
results.
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1
I N T R O D U C T I O N

research contents

There is no doubt that, nowadays, competitiveness in all branches of
the manufacturing industry is extremely high. It follows the need of
implementing processes that reduce the time-to-market and optimize
the product performances, tailoring them to particular customer re-
quirements.
In many industrial applications, functional product characteristics de-
pend tightly on the product’s shape. Shapes that have to be handled
are often free-form and cannot be described through traditional regu-
lar features or as a composition of well-known geometry solids.
The problem is twofold: it may be necessary either to design free-
form shapes or to recover information from a free-form real object.
This work focuses mainly on the second aspect. The idea, in fact, is
the implementation of a procedure able to estimate the product per-
formances through the analysis of its shape. So different object shapes
could be tested in order to achieve the most performing item.

In particular, this study integrates into the aero- and hydrodynam-
ics field. It aims at providing a reliable evaluation of a sailing yacht
performances related to its hull and sail shapes.
While Computational Fluid Dynamic (CFD) analysis has become rou-
tine in hull design for the investigation of hydrodynamic forces, its ap-
plication in predicting the aerodynamics of a yacht is not yet widely
exploited, since modeling what happens above the waterline is al-
ways a complex work. The aerodynamic pressure distribution acting
on the surface of the sail, the forces resulting from rig design and
trim, and the elasticity of the sail material influence its actual flying
shape in varying wind conditions. The combination of all these fac-
tors leads to a virtually infinite number of flying shapes and, this is
especially true considering off-wind sails because of the lightweight
construction materials and their relatively unconstrained nature. On
the other hand, the geometry of the sails determine the aerodynamic
flow around them and the resulting forces.
Thus, it is of fundamental importance for the reliability of sail force
predictions using CFD to know the real geometry of the sail for given
wind conditions. It is possible, although computationally expensive,
to model the aero-structural coupling by combining CFD codes with
Finite Element Analysis (FEA) of the sail.
Up to date numerical codes still need a massive validation work
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2 introduction

thanks to both wind tunnel tests as well as on water testing at full
scale. Direct data collection can give a meaningful contribution, sup-
posing that reliable flying shapes are provided, reflective of the real-
istic sailing and trim conditions.

In the past years, several methods have been developed by the sci-
entific community for a better understanding of the flying sail behav-
ior.
Preliminary studies have been made on scaled yacht models using
photogrammetry based techniques or Coordinate Measuring Machine
(CMM). As a general comment, it can be noted that photogrammetry
was judged accurate and relatively fast during the tunnel occupancy
phase. Its main disadvantages are that it requires an intensive data
post-processing and that it suffers from occlusions. To overcome the
problem, a large number of cameras is required, leading to relevant
difficulties in the system set up. On the other hand, CMM process re-
quires a longer period during the tunnel occupancy phase, but yields
results within moments after the digitizing process is complete. Its
principal disadvantage is that the CMM and its operator can poten-
tially influence the shape of the sail.
Full scale tests have been carried out lately using numerous digital
cameras to record the position of a marker grid or the shape as-
sumed by some colored stripes placed onto the sail surface at certain
heights. The same technique is used by some computer programs,
which are nowadays available on the market, aiming at analyzing sail
pictures and providing some sail shape parameters in a certain num-
ber of sail sections (for example: North Sails proprietary software
Advanced Sail Analyzer (ASA) or Visual Sail Position and Rig Shape
(V-SPARS)). Their main drawback is that these systems can recover
information just for few sail sections, assuming, moreover, that these
colored stripes remain in a horizontal plane, which is questionable
for downwind sails.

Considering the above, an innovative tool for the sail shape acquisi-
tion based on Time Of Flight (TOF) technology has been proposed in
this thesis. It allows for performing three-dimensional (3D) measure-
ment of the entire sail shape, overcoming most of the limits of the
above mentioned techniques. Moreover, it is suitable for both upwind
and downwind sails and for both indoor and outdoor environment,
as it is barely sensitive to the environmental light conditions.
In particular, the acquisition device is equipped with a laser scanner,
a gear-motor unit and other auxiliary sensors. The scanner emits a
laser pulse in a certain direction, and estimates the target distance
by evaluating the time the pulse takes to return to the sensor. An
internal mirror deflects the pulse allowing the acquisition of sample
points lying in a 2D (planar) section of the scene. The motor unity
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allows for performing the controlled rotation of the measurement de-
vice around an axis perpendicular to the mirror rotational axis, en-
suring, therefore, the acquisition of wide 3D scenes. A proximitor is
used to identify the initial scanning position for each scan.
An in house software has been developed allowing for the handling
unit control strategy. Through the realized user interface it is possible
to: set velocity and acceleration for motor rotation, acquire data from
the TOF sensor, set the scanning parameters, such as starting angle
and angle to be scanned, receive an external trigger to automatically
run the scanning (useful to synchronize the acquisition of different
devices), and visualize the scene acquired by means of a webcam
placed onto the sensor.
This acquisition unit was subject to metrological qualification to ver-
ify the measurement uncertainty and the quality of the entire scan.
Various parameters that could affect the sensor performances, such
as warm-up time, target properties (color and material), and target
position (distance and orientation) are investigated. Moreover, since
the sensor has been designed to work in a wide outdoor environ-
ment, the effect of direct sun light was taken into account. The order
of magnitude for the measurement uncertainty obtained was around
one centimeter. Considering the nautical application, the sensor was
judged adequate.
To verify the quality of the geometrical feature of the data acquired,
simple geometries and dimensional known objects were scanned and
we compared the acquisition to the reference dimensions. Differences
were in the order of magnitude of few millimeters, leading to satisfy-
ing conclusions.

Acquired data comes in the form of dense point clouds represent-
ing the spatial positions of thousands of object surface sampled, and
realized properly piling several planar scans. The idea, in fact, is to
consider the flying sail as a free-form object since its shape can be
barely described using primitive geometries or by a combination of
them. Thus, several points have to be measured to correctly recon-
struct the sail shape. A dedicated software for the elaboration of the
acquired point clouds has been realized.
Dealing with a custom-made device, common point cloud algorithms
presented in literature had to be modified to accept as input non-
organized and non-uniformly dense point clouds. The first step of
the point cloud elaboration pipeline is about the registration of dif-
ferent clouds into a common reference coordinate system. In fact, a
single scanner unit is required for each sail one intends to measure;
thus, to recover the entire sail plan and to match it with the hull
and rigging Computer Aided Design (CAD) model, the clouds have
to be properly moved and oriented. A common practice is to let the
user select corresponding points in different clouds and compute the
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transformation matrix based on these point coordinates.
For this work, instead, the knowledge of some scene geometrical fea-
tures is exploited. The algorithm extracts three planar surfaces from
each cloud (for example: ceiling, floor and wall of the wind tunnel
chamber) and computes the spatial pose of each plane. The cloud to
register is rotated and moved so that its detected surfaces overlap
the reference cloud ones. This strategy allows for reducing the user
interaction and to limit at most the influence of the measurement un-
certainty since it computes the transformation matrix based on the
orientation of the planes that best fit thousands of points.
Once the clouds are oriented, segmentation is performed to isolate
the sail cluster to analyze. Point spatial proximity and normal orienta-
tion of local fitting surfaces are the principal criteria to identify points
belonging to different objects in the scene. Denoising, statistical out-
lier removal and point cloud smoothing are performed setting the
required inputs according to what was carried out after many tries:
the goal is to allow for spatial relocation of each sample according to
the characteristic of its neighborhood to compensate the acquisition
noise but being very careful not to alter the overall acquired shape.
Starting from this clean sail cluster, a triangular mesh is realized to
link all the points.
Then, the algorithm detects automatically the sail vertexes and edges
(thanks to some heuristics and/or to the knowledge of the design
shape) and divides leech and luff in as many segments as the user
desires. Planes that passes through two corresponding luff and leech
segment extremities and perpendicular to the meshed surface at the
points of maximum camber are identified (iterative process). These
planes are used to section sail surface and the resulting curves are
analyzed in terms of geometrical parameters such as camber, draft or
twist, which can be used for a quick evaluation of the sail shape. They
provide a synthetic idea about the way the sail is flying, allowing a
yacht crew to eventually adjust the trim or sail-makers to conceive a
redesign of the shape.
Finally, the surface modeling problem is faced. A linear piece-wise
approximation of the surfaces can be obtained by connecting sample
points to form a polygonal mesh. Because of the non-uniform cloud
density, this approach sometimes lead to holes or non-realistic piece
of surface. Looking for a smoother and continuous surface, different
algorithm based onto NURBS geometry have been tested. The results
look nicer but the surface might depart considerably from the sample
points, especially at the edges.
Thus, some 3D pattern matching algorithms, usually exploited in the
industrial field, have been considered. They require a CAD model
for the object to look for and they extract from it particular features
such as sharp variation in surface curvature or identify geometrical
primitives. Then, they try to fit these features onto the points in the
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acquired cloud, and if a good correspondence is found, they superim-
pose the CAD model to the matched cluster of points. Thus, for this
application the idea is to look for the sail CAD model into the scanned
scene, but difficulties came out since no evident features could be de-
tected in the sail shape - it is just a smooth curvature variation surface
- and deformation of the CAD model has to be allowed to reproduce
the flying shape. This approach needs to be further investigated.

The algorithm has been validated using a CAD model given by the
sail-maker as an input and comparing both geometrical parameters
computed and sail surface reconstructed to the design ones. Differ-
ences could be considered negligible leading to assess good perfor-
mances of post processing tools.
The device has been used in various wind tunnel tests on scaled
model and in few full scale tests. For example, a first campaign has
been conducted on both symmetric and asymmetric spinnakers for
an Offshore Racing Congress project aimed at revising off-wind sails
aerodynamic coefficients and ORC VPP aerodynamic model. Another
experimental research has been realized to support the sail inventory
development for a high-performance super-yacht and in particular
aiming to evaluate the opportunity to install a sail designed for furl-
ing. Comparison between design shapes and acquired flying shapes
and potential improvements to the off-wind sail design process by de-
veloping an off-wind reference sail design database have been faced.
Moreover, full-scale tests have been performed onto the Laboratory
boat realized by Politecnico di Milano staff. Upwind and downwind
sail shapes have been correlated to values acquired by six load cells
and other installed devices. Yacht performances have been assessed
and reliable CFD analysis could have been performed starting from
the reconstructed shapes. Since results obtained seemed promising,
the tool presented in this research has been patented1and the possi-
bility of a product industrialization has been considered.

research aims and structure

The aim of this research is to provide methods and tools to measure
and analyze free-form shapes.
Particular attention is addressed to the flying shapes assumed by the
sails during navigation that are quite difficult to be handled, because
of their high deformability and variability in time.
However, the work maintains a wide generality, as the flying sail
shape assessment presents all the typical major problems of free-form

1 Time of Flight (TOF) System for Sail Flying Shape Detection
2014 - Italian Patent application n° PD2014A000249 (accepted)
2015 - International extension n° n. PCT/EP2015/072278 (pending)
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shape analysis.

First of all, a definition of free-form shape is provided in Chapter 2,
followed by a discussion above the most suitable measurement tech-
niques to acquire this kind of shape and by a brief presentation of the
principal methods to mathematically model a free-form object.
In Chapter 3, the reasons for the interest of the nautical scientific
community in studying the flying sail shapes are reported. Different
contributions on this topic presented in literature are described and
focus is as much addressed to the the goodness of the results obtained
as to the weak aspects.
Then, concept for a new tool able to acquire and elaborate the data
regarding the flying sail shape is introduced justifying the selection
of the TOF technology and the choice of looking at the sail as a free-
form object. Advantages and disadvantages of the proposed idea are
anticipated and discussed in detail in the following chapters.
In Chapter 4 the hardware acquisition system is described along with
the dedicated software that enable the user to control the scanning.
Metrological qualification of the acquisition unit follows. Then, in
Chapter 5 the data elaboration pipeline is presented. A dedicated
software receives as input the point cloud acquired and ends provid-
ing synthetic geometrical parameters and a 3D reconstruction of the
sail surface. Each step of the data elaboration process is faced starting
from standard algorithms and modifying them to suit the application
requirements.
In Chapter 6, the experimental activity is presented regarding wind
tunnel tests onto different upwind and downwind sails and full-scale
tests done onto the Laboratory Boat of Politecnico di Milano.
Finally, conclusions about the work done and possible further devel-
opment are reported.



2
F R E E - F O R M S H A P E

In order to be able to analyze an object, it is fundamental to measure ade-
quately its shape. This is particularly true when the object shape can not be
easily described by regular geometries or by a combination of them.
In this chapter a definition of free-form shape is provided, along with an
overview about various measurement techniques the most suited for the ac-
quisition of this kind of objects. Finally a brief discussion about the most
common surface modeling methods is reported.

2.1 free-form shape issue

There is no doubt that, nowadays, competitiveness in all branches of
the manufacturing industry is extremely high. It follows the need of
implementing processes that, on the one hand, reduce the time-to-
market and, on the other hand, optimize the product performances
tailoring it to particular customer requirements. In many industrial
applications, such as aerodynamics and fluid dynamics, functional
product characteristics depend tightly on the product’s shape. Often,
shapes that have to be handled cannot be described through tradi-
tional regular features or as a composition of well-known geometry
solids; thus, they get the name of free-form shape.
Even though the word shape is commonly used in everyday language
and there is a common understanding about what a shape of an ob-
ject is, it is quite hard to provide a formal definition of it. Two in-
tuitive definitions of shape have been suggested in [1]. The first one
states: “Shape is all the geometrical information that remains when
location, scale and rotational effects are filtered out by an object”. In-
stead, if it is of interest to retain the scale information (size) as well, a
better suited definition might be: “Shape is all the geometrical infor-
mation that remains when location and rotational effects are filtered
out by an object”. The second definition actually says that two ob-
jects have the same shape if they are rigid body transformations of
each other, instead the first one considers a scale transformation pos-
sible too. Also the difference between regular and free-form shapes is
more intuitive rather than formal. Often free-form is a general char-
acterization of an object whose surfaces are not of a more easily rec-
ognized class such as planar and/or natural quadric surface. Hence,
a free-form object is often assumed to be composed of one or more
non-planar, non-quadric surfaces (defined as free-form surfaces) [2].

7



8 free-form shape

This definition was inspired in [3]: “A free-form surface has a well-
defined surface normal that is continuous almost everywhere except
at vertices, edges and cusps”. Sculptures, car bodies, ship hulls, air
planes, human faces, organs, terrain maps are just some examples of
free-form objects.
Dealing with free-form shapes is a twofold problem: in different situa-
tions, it may be necessary to design free-form shapes, in many others
to recover information from a free-form real object.
Focusing on the latter issue, a growing need to deal with free-form
shapes has been emerging over the last few years in different fields.
For example, in the field of safeguard and registration of the cultural
heritage, the main aim is the restoration and the reconstruction of
small parts or of complete objects of art, but other applications exist
as well, like their registration, the creation of 3D virtual museums,
the analysis of ancient manufacturing and design techniques.
A comparable need has been manifested in the bio-medical research
field, that nowadays has a huge importance in society, in order to
model organs and tissues, acquired basically by means of X-ray or
CT scan techniques. Handling biological surfaces is even more com-
plicated than dealing with mechanical or artistic free-form surfaces,
because they are absolutely unique and are not manufactured.
In the present work, the free-form problem is faced in response to a
more engineering need (reverse engineering application). The aim is
to recover the object shape to generate a 3D model to be used, for
example, in support of fluid dynamics tests or stress analysis. The
shape can be correlated to its performances and thanks to Computer
Aided Design (CAD) software can be easily adjusted and tested again
to improve its efficiency.
Over the last twenty-thirty years many efforts have been made by the
international research community to face the 3D reconstruction and
shape analysis problems and much progress has been achieved, above
all in surface modeling thanks especially to NURBS (Non-Uniform
Rational B-Splines). Nevertheless, the problem, despite this soaring
demand for both reconstruction and geometrical feature extraction
tools for free-form shapes, is far from being solved.

2.2 free-form shape acquisition

Measuring a shape consists in its sampling by using a proper tech-
nology. In case of regular geometry shapes fewer points need to be
acquired, because, since the shape is a priori known, just its dimen-
sions have to be measured. Instead, free-form shapes require a large
number of points in order to get a proper reconstruction, and con-
sequently, the measurement process must be optimized in terms not
only of accuracy but also of speed.
Basically there exist two families of methods allowing user to mea-
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sure a shape: one of them requires the contact between a probe and
the surface to be sampled (contact techniques), the other one does
not (non-contact techniques). In both cases, the result of the measure-
ment process is a set of point sampled onto the external object sur-
face whose spatial positions are known. This set of data is called point
cloud.

2.2.1 Contact VS non-contact techniques

Nowadays almost all the industrial metrology applications requiring
very high accuracy are handled by using computer controlled Coordi-
nate Measurement Machine (CMM) [4]. Basically, a probe is mounted
on a traversing frame with three orthogonal axes embodying a spa-
tial coordinate system and the points are sampled using that probe,
whose position is known with very high accuracy in the coordinate
system. In spite of its high measure performances, this technique has
two main drawbacks: it is time-consuming, because just one point
is sampled at a time, and it introduces intolerable load effects deal-
ing with deformable shapes. Non-contact techniques overcome this
limit. Among all the non-contact measurement techniques able to
get a complete 3D information [5], it is possible to discern between
methods suitable for measuring small objects, such as active triangu-
lation, interference fringes or light field, and methods more suitable
for medium or big shapes, such as stereo vision, phase variation, and
Time of Flight (TOF) technology. The latter are described briefly in
the next sections.

2.2.2 Stereo vision

Stereoscopic passive measurement systems determine the 3D scene
coordinates by using the information contained in at least two im-
ages acquired synchronously.
The simplest way to describe the image formation process is the thin
lens model [6] that is found on the hypothesis that light rays prop-
agate in straight lines in an homogeneous medium, and all the rays
getting to the sensor pass through a single point that correspond to
the optical center of the lens and acts as projection center (Figure
2.1). A physical point X(X,Y,Z) in the 3D space is projected onto the
image plane placed at a distance f - focal length- from the camera
center C, and visualized by the sensor pixel u(x,y). The similitude of
the triangles implies the following ideal perspective projection:

x = f · X
Z

y = f · Y
Z

(2.1)
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(a) (b)

Figure 2.1: Pinhole camera model (a), and image formation process (b).

and the coordinate transformation from the camera reference system
to the image reference system can be written as:

Z ·

 x

y

1

 =

f 0 0 0

0 f 0 0

0 0 1 0

×

X

Y

Z

1

 (2.2)

From equations 2.2 it follows that it is always possible to get u(x,y)
knowing X(X,Y,Z), but the opposite is not true, in fact, knowing just
u(x,y), u(x,y) is defined up to a scalar value that is the Z point coor-
dinate. It means that a digital camera alone is not able to retrieve a
complete 3D information, then it must be integrated with other de-
vices to do so.
Stereo vision generally uses two cameras separated by a distance, in a
physical arrangement similar to the human eyes. In the stereoscopic
approach, at least two images of the same physical point X are re-
quired to compute its 3D coordinates in the reference system of one
camera (Figure 2.2a). Knowing the intrinsic camera parameters, such
as the focal length f, the extrinsic camera parameters, such as their
relative spatial position b, and observing the projections u(x,y) and
u’(x’,y’) of the point X onto the image planes, the principle of triangu-
lation leads to estimate the depth dimension Z (Figure 2.2b, Equation
2.3): 

Z = f · b1
x

Z = f · b2
x ′

b = b1+ b2

(2.3)

The main difficulty of the method is the identification of the homol-
ogous points in the different images. The homologous points are the
points identifying the same point in the scene. These landmarks can
coincide with points easy to be identified, like edges or corners.



2.2 free-form shape acquisition 11

(a) (b)

Figure 2.2: Stereo vision technique (a), and principle of triangulation (b).

A major challenge in stereo vision is solving the correspondence prob-
lem, that means detecting the homologous points in the different
images. The homologous points are the points identifying the same
point in the scene. These landmarks most of the times coincide with
object edges or corners. Until the correspondence can be established,
depth cannot be determined. Solving the correspondence problem re-
quire complex, computationally intensive algorithms for feature de-
tection and template matching. Feature extraction and matching also
require sufficient intensity or color variation in the image. This re-
quirement render stereo vision less effective if the subject lacks these
variations — for example, measuring the distance to a uniformed col-
ored wall. In these cases, if possible, features have to be "artificiality
created” by using markers or projecting laser spots (active stereo vi-
sion).
Accuracy below one millimeter on the maker spatial position can be
reached for a well structured environment. Failures of this method
might occur while acquiring in bad or variable illumination condi-
tions: critical situations are for example, sun light dazzling the cam-
eras, or indistinguishable objects in a dark room, or light reflections
onto polished surface that might appear in an image but not in the
other impairing the point correspondence matching. Time Of Flight
(TOF) technology does not have this limitation because it does not
depend on color or texture to measure distance, as explained in the
next section.
However, the stereo vision is considered one of the quickest acqui-
sition methods, and it is relatively affordable to implement, as most
common off-the-shelf cameras can be used.
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2.2.3 Time of flight technology

Another optical technique, suitable especially for medium and big tar-
gets, is based on the Time-of-Flight technology. A TOF based device
operates by illuminating the scene with a light source, and observing
the reflected light. Phase shift or time lapse between the illumination
and the reflection is measured and translated to distance. Figure 2.3
illustrates the basic TOF concept. Typically, the illumination is pro-

Figure 2.3: Pulsed Time Of Flight principle

vided by a solid-state laser or a LED operating in the near-infrared
(NIR) invisible to the human eyes. An imaging sensor designed to
respond to the same spectrum receives the light and converts the
photonic energy to electrical charges. Note that the light entering the
sensor has both the ambient light component and the reflected com-
ponent.
In order to detect the phase shift between the illumination and the
reflection, the illuminating source can be pulsed or modulated by
a continuous-wave (CW), typically sinusoid or square wave. Square
wave modulation is popular because it can be easily realized with
digital circuits [7]. Pulsed modulation can be achieved by integrating
photoelectrons from the reflected light, or by starting a fast counter
at the first detection of the reflection. The latter require a fast photo-
detector, usually a single-photo avalanche detector (SPAD). This count-
ing approach requires very fast electronics, since to achieve 1 millime-
tre accuracy require timing a light pulse of 6.6 picosecond in dura-
tion. This level of accuracy is nearly impossible to achieve in silicon
at room temperature [8]. The pulsed method is straightforward. The
light source illuminates for a brief period of time ∆t, and the reflected
energy is sampled at every pixel in parallel using two out-of-phase
windows, C1 and C2, of the same ∆t duration. Electrical charges ac-
cumulated during these samples, Q1 and Q2, are measured and used
to compute distance using the formula:

d =
1

2
c∆t · Q2

Q1 +Q2
(2.4)

The CW method takes multiple samples per measurement, with each
sample phase-shifted 90 degrees, for a total of 4 samples. Using this
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(a)

(b)

Figure 2.4: Time of flight methods: pulsed (a) and continuous wave (b)

technique, the phase angle between illumination and reflection, ϕ,
and the distance d, can be calculated by:

ϕ = arctan
(
Q3 −Q4
Q1 −Q2

)
d =

c

4Πf
·ϕ

(2.5)

It follows that the pixel intensity amplitude A and offset B can be
computed by:

A =

√
(Q1 −Q2)2 + (Q3 −Q4)2

2

B =
Q1 +Q2 +Q3 +Q4

4

(2.6)

In all equations above, c is the speed of light constant. At first glance,
the complexity of the CW calculations as compared to the pulsed
method may seem unjustified, but a closer look at the CW equations
reveals that the terms (Q3–Q4) and (Q1–Q2) eliminate the effect of
any constant offset from the measurements, such as that from the am-
bient light. Furthermore, the quotient of these in the phase equation
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reduces the effect of any constant gains from the distance measure-
ments, such as circuit amplification and attenuation, or the reflected
intensity. The reflected amplitude A and offset B do have an impact
the depth measurement accuracy. The depth measurement variance
can be approximated by:

σ =
c

4
√
2Πf
·
√
A+B

cdA
(2.7)

The modulation contrast, cd, describes how efficient the imaging sil-
icon separates and collects the photo-electrons. The reflected ampli-
tude, A, is a function of the optical power. The offset, B, is a func-
tion of the ambient light. One may infer from Equation 2.7 that high
reflected amplitude, high modulation frequency and high modula-
tion contrast will contribute to increased accuracy. High offset, on the
other hand, can lead to saturation and reduces accuracy. The fact that
the CW measurement is based on phase, which wraps around every 2

Π , means the distance will also alias. The distance where the aliasing
occurs is called the ambiguity distance, da, and is defined as:

da =
c

2f
(2.8)

Since the distance wraps, da is also the maximum measurable dis-
tance. If one wishes to extend the measurable distance, one may re-
duce the modulation frequency, but at the cost of reduced accuracy,
as is according to Equation 2.7.
Instead of accepting this compromise, advanced TOF systems de-
ploy multi-frequency technique to extend the distance without reduc-
ing the modulation frequency. Multi-frequency techniques work by
adding one or more modulation frequencies to the mix. Each mod-
ulation frequency will have a different ambiguity distance, but true
location is the one where the different frequencies agree. TOF sensors
described so far perform just a punctual measurement, but there ex-
ist devices able to scan large 3D scenes providing information about
the spatial location of thousands of points. A description of them is
reported in the next sections.

2.2.3.1 TOF cameras

In the last few years a new generation of TOF sensors has been devel-
oped, which allows to acquire 3D point clouds from just one point of
view and at video frame rates.
The working principle is the measurement of the TOF of an emit-
ted signal by the device toward the object to be observed, with the
advantage of simultaneously measuring the distance information for
each pixel of a matrix sensor. Many terms have been used in liter-
ature to indicate such devices, normally called TOF cameras, Range
IMaging (RIM) cameras or depth cameras [9]. Several devices are now
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commercially available, presenting different ranges of acquisition, dif-
ferent resolutions and, thus, different prices. For example, the Mesa
Imaging SwissRanger 4000 (SR4000), is one of the first TOF camera
that entered the market. It has a depth measurement range up to 5

meters, a field of view of 69° x 55° and a resolution of 176 x 144 pixels.
It is able to acquire up to 30 frames per second, and is sold for approx-
imately $ 10,000 [43]. Slightly better performances can be achieved by
using, for example, a PMD Technologies CamCube 2.0, that presents a
higher operating range (up to 7 meters) and a better resolution (204 x
204 pixels) for the same price order of magnitude. At the end of 2013,
Microsoft proposed a device called Kinect V2 based on a low cost CW
TOF sensor able to acquire object at a distance up to 4 meters with
a resolution of 512 x 424 pixels and a field of view of 70° x 60°. The
device was originally designed for game controlling but lately it has
been exploited in various applications due to its accuracy in depth
measurement (around 1 mm) and its very competitive cost ($ 150).
It is also equipped with a high resolution RGB camera (1080 x 1920

pixels) that allows for acquiring also intensity images. Compared to

(a) (b) (c)

Figure 2.5: Examples of commercially available TOF cameras: Mesa Imaging
SR4000 (a), PMD Technologies CamCube (b), Microsoft Kinect v2

(c).

other technologies to obtain scene depth, TOF cameras exhibit some
interesting properties such as the possibility to register both dense
depth and intensity images, the high frame rate, and the low weight
and compact design. The main drawback is the limited range of ac-
quisition (few meters) and the limited vertical and horizontal field of
view (tens of degrees).

2.2.3.2 TOF Laser Scanner

No limitations in vertical and horizontal field of view there exist deal-
ing with TOF laser scanners. The working principle, in fact, consists
in deflecting a pulsed laser to reach any point in the 3D space and to
measure its distance from the device.
A common laser scanner is composed at least by an emitter/receiver
pulsed infrared laser and a rotating prism (2D laser scanner - Figure
2.6a -). The rotation of the prism allows the deflection of the laser
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light, enabling to scan all the points belonging to a plane perpendicu-
lar to the prism rotation axis (tilt angle). Properly coupling this hard-
ware with a driving motor and an encoder mounted onto an external
housing, it is possible to provide an extra rotation (span angle) and
,thus, to acquire a 360° scene. Few commercially available TOF scan-
ners are reported in Figure 2.6b and 2.6c. These devices present accu-

(a) (b) (c)

Figure 2.6: Examples of commercially available TOF laser scanners: operat-
ing principle (a), Faro Focus X130 (b), Stonex X300 (c).

racy in the range of 2 - 50 mm for distance measurement between 1 -
300 meters and acquisition rates of ≈ 50000 points per second. Their
main drawbacks are the high cost ($ 50000 - 100000) and the large
dimensions (≈ 250 x 200 x 100 mm, 6 kg) that often lead customers
to discard them. Finally, Table 2.1 provides a synthetic comparison of
all the techniques described so far.

Stereo
Vision

TOF
camera

TOF
scanner

Operating range Medium Short Large

Accuracy High Medium Medium

Light influence High Low Low

Acquisition rate High Medium Low

Cloud uniformity Low High Medium

Dimensions Medium Small Big

Cost Low Medium High

Table 2.1: Comparison of non-contact measurement techniques

2.3 free-form shape modelling

Whatever the technique used for measuring a free-form object, the re-
sults is point cloud, i.e a discrete set of information regarding lots of
points belonging to the sampled surface. Thus, it has to be processed
in order to provide a full representation of the real object.
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The capability to represent objects through proper geometric models
is obviously the key issue of the reverse engineering. The term model
identifies a mathematical entity describing real or virtual objects or
phenomena: in no scientific or technological application a human in-
teracts directly with the real world, but only with the model that he
or she has created.
The collection of methods used to define shape and other geometric
characteristics is referred to as geometric modeling. Geometric mod-
eling combines techniques characteristic of many different branches,
between them: analytic and descriptive geometry, topology, numeri-
cal analysis, set theory and matrix computation. Its aim is to provide
efficient, powerful and flexible tools to represent 3D objects, that is
their shapes, and to manipulate such representations. [Requicha80]
introduced terminology and definitions of geometric modeling that
have hugely influenced this discipline to this day. The turning point
in geometric modeling for free-form shapes happened in the 1960s,
when the French engineer Pierre Bézier proposed a new way to de-
fine polynomials. He replaced the traditional polynomial power basis
form with a new form based on the Bernstein polynomial definition
and on geometric coefficients, called control points, which are points
in the 3D space that determine the curve/surface shape. Both forms
are mathematically equivalent, however the latter is stunningly more
powerful in geometric modeling applications, basically for three rea-
sons [10]:

1. interactive shape design becomes very natural: shapes are mod-
ified just changing the control point positions;

2. algorithms dealing with the Bézier form have a geometric flavor
rather than an algebraic one, that instead is characteristic of the
power basis form;

3. Bézier form is far less prone to round-off error.

Bézier form was the starting point for the B-Spline implementation,
which, nowadays, are de facto the standard in geometric modeling. In
reverse engineering applications the model of an object is constructed
from a great number of measured points which can be acquired in
several different ways, depending on the object’s characteristics (Sec-
tion 2.2). Those points, that actually are a sampling of the object, es-
sentially are able to capture its shape. Yet, in most applications, in-
formation they provide is absolutely insufficient. If the points are in-
terpolated by using polygonal simplices, the resulting model consists
in a polygonal mesh and then a piece-wise linear object reconstruc-
tion is obtained. Instead B-Splines (and especially NURBS that are the
most flexible type of B-Splines) fit the measured points and perform
a piece-wise smooth reconstruction. According to the characteristic of
the surface expected and considering the uncertainty in the data ac-
quisition, one might decide to exploit the linear approximation (high
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detailed objects and high reliability in the surface measured points),
or the smoothed approximation (no sharp variation in object surface
curvature).



3
F LY I N G S A I L S A S F R E E - F O R M O B J E C T

The study of the flying sail shape came as an attempt to better understand
what happens above the waterline while a yacht is sailing. Fluid Structure
Interaction (FSI) codes are considered valuable tools for analyzing the yacht
aero and hydrodynamics but they still need a massive validation work. They
receive as input CAD models of rigging and sails that might not be reflective
of the realistic sailing and trim conditions. Direct sail acquisitions could give
a substantial contribution to this analysis.

In this chapter, different contributions performed by the scientific commu-
nity in the last decades are reported; and the concept for an innovative sail
shape acquisition system is proposed. For the first time, the flying sail is
considered as a free-form object and thus measured and processed as such.

3.1 relevance of flying sail shape analysis

The study of the flying sail shape came as an attempt to analyze what
happens above the waterline while a yacht is sailing.
Nowadays, Computational Fluid Dynamics (CFD) analysis has be-
come a valuable tool in yacht design, and compared to wind tunnel
or towing tank testing it is a cost efficient tool for analyzing aero-
and hydrodynamics of design variations, allowing to alter geometry
systematically according to predicted forces. While, it has become
routine in hull design for the investigation of hydrodynamic forces,
its application in predicting the aerodynamics of a yacht is not yet
widely exploited since modeling what happens above the waterline
is always a complex work. The angles of attack of the onset flow vary
greatly and regions of flow separation are inevitable. Moreover, the
geometry of the sails is usually unknown. In fact, the design shape
is just one special case of the set of possible flying shapes that a sail
might assume. The aerodynamic pressure distribution acting on the
surface of the sail, the forces resulting from rig design and trim, and
the elasticity of the sail material influence its actual flying shape in
varying wind conditions. The combination of all these factors leads to
a virtually infinite number of flying shapes and, this is especially true
considering off-wind sails because of the lightweight construction ma-
terials and their relatively unconstrained nature. On the other hand,
the geometry of the sails determine the aerodynamic flow around
them and the resulting forces. It is thus of fundamental importance
for the reliability of sail force predictions using CFD to know the real

19
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geometry of the sail at given wind conditions. It is possible, although
computationally expensive, to model the aero-structural coupling by
combining CFD codes with Finite Element Analysis (FEA) of the sail.
Up to date numerical codes still need a massive validation work on
both wind tunnel tests as well as on water testing at full scale. Direct
acquisitions can give a substantial contribution, supposing that reli-
able flying shapes are provided, reflective of the realistic sailing and
trim conditions.
This work aims to add its own contribution to this issue. In fact, it
presents a tool for the acquisition, reconstruction and geometrical
analysis of the shape assumed by the sails during navigation. Due
to its high variability in time and its unconstrained nature (especially
true for off-wind sails), it has been considered as a free-from object.
Thus, a proper device has been developed, able to measures thou-
sands of points onto the sail surface; and a proper software has been
realized to process the acquired point cloud to provide a 3D recon-
struction of the sail shape.

3.2 sail shape measurement techniques

Sail aerodynamics is an active field of research in the scientific com-
munity. In the past years, several methods have been developed for a
better understanding of the sail behavior. One of the topics of current
interest is the knowledge of the flying sail shape.
Preliminary studies have been made on scaled yacht models during
wind tunnel tests using different techniques. In 2002, Razenbach et al.
[11] studied the resulting shape variation of a downwind sail shape
in different wind conditions using a Coordinate Measuring Machine
(CMM). CMM process requires a long period during the tunnel occu-
pancy phase (about half an hour per configuration), but yields results
within moments after the digitizing process is complete. Its principal
disadvantage, however, is that the CMM and its operator can poten-
tially influence the shape of the sail, moreover it requires the user to
accurately select points directly upon the surface of the sail with the
digitizing arm stylus.
To avoid the load effect, several authors exploited non-contact mea-
surement techniques. For example, Fossati et al. [12], in 2008, used
the photogrammetry technique and built an in house system com-
posed of three cameras equipped with IR filters and IR coaxial lights
(Figure 3.1b). Circular reflective markers were attached to the sail sur-
faces and images of the yacht viewed from different spacial positions
were acquired simultaneously at high frame rates (Figure 3.1b). The
IR light emitted illuminates the markers that can be easily visualized
by the cameras. As explained in Section 2.2.2, knowing the camera
calibration parameters, marker spacial positions are computed using
triangulation with high accuracy thanks to the well structured envi-
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(a) (b)

Figure 3.1: In house built stereoscopic camera systems for photogrammetry
test on scale models.

ronment.
Photogrammetry has been exploited also at the YRU-Kiel Wind Tun-
nel, in 2009, by Graf et al. [13] that performed some tests on a set of
spinnakers for an IMS600 custom design, focusing on the influence of
wind velocity and wind twist on flying shape. More recently, in 2011,
they presented other tests on two different asymmetric spinnakers
[14]. Also for these tests several markers were attached to the sail sur-
face: 60 coded targets per sail has been recorded by commercial cam-
eras, identified and spatially located using a commercial software.
In 2012, Tahara et al. [15] considered the same measurement approach
but using a more dense grid of markers: 100 through 200 target points
were marked onto each sail surfaces. Aided by another commercial
software and clicking on each corresponding target point indicated
in several photographs, 3D point coordinates were computed (Figure
3.2c). A full scale test investigating the upwind sail aerodynamics was

(a) (b) (c)

Figure 3.2: Dense marker grids for photogrammetry test on scale models.

performed by Clauss et al.on the 33-foot DYNA boat [16]. The hard-



22 flying sails as free-form object

ware mainly consists of a set of 6 digital cameras installed in fixed po-
sition on the boat and a grid of discrete markers applied to the sails
forming a grid of horizontal and vertical lines is used to define their
flying shape (Figure 3.3). As a general comment, it can be said that

(a) (b)

Figure 3.3: Photogrammetry full scale test: camera positions (a),and marker
grid identified (b).

the photogrammetry technique was judged accurate and relatively
fast during the tunnel occupancy phase, requiring only that digital
images were recorded from at least two vantage points. Its chief dis-
advantages are that it requires an intensive data post-processing and
that suffers from occlusion problem. This means that sometimes some
grid points are not properly recorded by the cameras. To overcome
the problem, a large number of cameras is required, leading to rele-
vant difficulties in system set up.
For full scale tests different authors had rather replace the marker
grid with colored stripes drawn onto the sail surfaces. Masuyama et
al. in 1997 [17] performed some pioneering tests on their dynamo-
meter boat called Fujin. 6 CCD cameras have been used, 3 for the
starboard side and 3 for the port side and placed as shown in Figure
3.4a. Few horizontal stripes, 5 cm in width, were drawn on main-
sail and jib (Figure 3.4), and an image processing software retrieved
shape parameters at these sail sections, such as maximum camber,
maximum draft and twist angle values. The same procedure is used
by several computer programs, which are nowadays commonly avail-
able on the market aiming at analyzing sail pictures taken on-board
by means of a standard camera and providing some sail shape pa-
rameters in a certain number of sail sections.
For instance, North Sails has developed a proprietary software called
Advanced Sail Analyzer (ASA) to digitize pictures deriving synthetic
parameters for each section that has been marked by the horizon-
tal stripes on the sails. In 2008, a method called Visual Sail Position
and Rig Shape (V-SPARS) aimed at measuring also downwind sails
has been presented [18]. It is based on single cameras placed on the
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(a) (b)

Figure 3.4: Set up for the acquisition of colored horizontal stripe shapes

deck that capture fluorescent colored stripes on the sail and on an im-
age processing software that produces the global coordinates of each
stripe relative to a fixed datum position on the yacht. This method
has been tested also for downwind sail aerodynamics investigation
at full scale combining pressure and sail shape measurements [19].
The above mentioned background is extremely useful not only for

(a) (b)

Figure 3.5: V-SPARS system: software interface (a), and setup for downwind
test

use while racing but also for sail design tool development which rely
on a trustworthy validation process. One of the main drawback is
that these systems can recover only few horizontal sections, deriving
the relative angle between them but not being able to describe the
three-dimensional position of the leading edge, therefore not being
able to reproduce with accuracy the entire sail surfaces, which rep-
resent respectively the reference or the input in case of FSI or CFD
calculations. Moreover, these systems rely on the assumption that the
stripes remain in a horizontal plane, which is questionable for down-
wind sails especially when a large range of apparent wind angle is
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considered.
Another intersting approach is the one proposed by Salzmann et al.
[20] in 2007. They applied a surface deformation model, generally
used for nonrigid 3D shape recovery, starting from the spinnaker
CAD model provided by a sail-maker and images of its flying shape
acquired from outboard (Figure 3.6). Results were promising but the

Figure 3.6

method always required a support boat to take photos from.

3.3 proposed sail measurement methodology

Considering the above, a new tool for the sail shape acquisition has
been developed. The idea is to try to overcome the limits of the tech-
niques mentioned above.
First of all, the absence of contact between the hardware and the ob-
ject during data acquisition was considered of particular interest for
the application studied because non-contact instruments ensure no
load effect onto the high deformable and extremely light sail surface.
Moreover, with reference to the full scale situation, taking into ac-
count the great dimensions of the sails and the uncontrolled envi-
ronmental situations, a tool presenting a wide measuring range and
barely sensible to weather conditions is necessary. Finally, since the
aim is to retrieve the overall sail shape and to analyze its surface as a
free-form object, a relevant amount of data has to be acquired.
Thus, CMM, digital cameras and photogrammetry technique have
been discarded. On the contrary, Time of flight technology has been
chosen enabling to perform directly three dimensional measurements
of the entire sail shape and not just bi-dimensional shape variation at
few sail sections without impairing the flying shape. Moreover, it is
suitable for outdoor tests because of its low sensitivity to light and
environmental conditions and presents a wide measurement range
(tens of meters) that perfectly meets the nautical field application.
A detailed comparison among all the techniques discussed so far is
reported in table of Figure 3.7, highlighting weak and strong aspects
of each.
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Figure 3.7: Comparison of sail measurement techniques
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3.4 sail shape analysis

Whatever the measurement strategy involved, researchers and sail-
makers use to quantitatively evaluate the sail shape extracting few
geometrical information of various sail sections. These sections can
be seen as airfoils and synthetic parameters such as chord length,
camber and draft are extracted. Twist with respect to the boat center
line is another interesting information providing an idea of the trim.
Figure 3.8 shows the synthetic parameters computed. In details, for

Figure 3.8: Sail section geometrical parameters

this work sail shape parameters are so defined:

1. camber: maximum deviation of the section arch to the chord;

2. draft: position along the chord (starting from the luff) of the
camber point;

3. twist: angle between chord and boat centerline;

4. entry angle: angle between chord and tangent to the sail section
at luff;

5. exit angle: angle between chord and tangent to the sail section at
leech.

Sometimes it could be interesting to analyze the shape of the luff
edge. Once more, it can be seen as an airfoil and the same parameters
reported above are computed.



4
M AT E R I A L S

In this chapter the tool developed for the acquisition and the analysis of the
free-form sail shape is presented. Hardware components of the acquisition
unit are described and a metrological evaluation of the measurement system
is provided. Then, the data elaboration pipeline is presented, facing each step
starting from raw data and ending with the evaluation of geometrical pa-
rameters and a 3D shape reconstruction. Validation of the data processing
algorithm is provided too.

4.1 the acquisition system

For this study two similar acquisition units have been realized. The
goal is to reconstruct the entire sail plan, thus one unit has to be
dedicated to the mainsail and another to the fore sail. Each unit is
equipped principally with a TOF laser scanner, a gear-motor unit and
other auxiliary sensors.
Two different TOF sensors by Sick have been tested (LMS 111 and
LMS 511, detailed data-sheets are reported on Sick website [21]).
A schematic representation of their operating principle is reported in
Figure 4.1a: a pulsed infrared laser beam at 905 nm is emitted and re-
flected on the target surface back to the sensor. The time between the
transmission and the reception of the laser beam is used to quantify
the distance between the scanner and the object. Thanks to a rotat-
ing mirror that deflects the laser ray with a regular angular step, the
sensor samples points belonging to a plane 4.1b, providing 2D infor-
mation for each of them in terms of polar coordinates, i.e. distance r
and angle α. The origin of the polar coordinate system is located on
the internal mirror rotational axis (Figure 4.2).

(a) (b)

Figure 4.1: 2D TOF laser scanner working principle.

27
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(a) (b)

Figure 4.2: 2D TOF scanner reference systems: polar coordinate system (r,
α) and correspondent Cartesian coordinates system (Xs, Ys) for
scanner model LMS 511 (a) and LSM 111 (b)

Different scanning frequency can be set (25 to 100 Hz) depending
on the angular resolution one desires (0.167° to 1°), for a maximum
horizontal scanned angle α of 190° for a sensor and 270° for the other.
This wide angular range has turned to be very useful in full scale tests
since once placed the device at the bottom of the mast and aligned
its Ys axis to the yacht center-line, it allows for scanning fore sails on
both starboard tack and port tack without being moved.
Full scale tests are also feasible thanks to their operating range that
covers distances up to 80 meters.

Minimun Typical Maximum

Distance measuring range 0.5 m 20 m

Scan angle 270°

Scanning frequency 25 Hz 50 Hz

Angular resolution 0.25° 0.5° 0.5°

Systematic error ± 30 mm ± 50 mm

Statistical error (1σ) ± 12 mm ± 20 mm

Table 4.1: Data-sheet scanner Sick LMS 111.

Moreover, these scanners are based on the 5-echo technology that en-
sures the reliability of the measurements even in outdoor bad weather
conditions: in Figure 4.3 each of the measurements 1 to 4 are above
the trigger threshold, but none of them represents the actual object of
interest. Conventional laser measurement sensors would fail in such
a scenario. The Sick LMS series scanner selected detects the actual
target with echo 5 no matter about fog, rain or dust.
Due to its intrinsic characteristics, a 2D laser scanner is able to mea-

sure only points lying in the same plane while in order to detect the
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Minimun Typical Maximum

Distance measuring range 0.7 m 80 m

Scan angle 190°

Scanning frequency 25 Hz 100 Hz

Angular resolution 0.25° 0.5° 1°

Systematic error ± 25 mm ± 35 mm

Statistical error (1σ) ± 7 mm ± 9 mm

Table 4.2: Data-sheet scanner Sick LMS 511.

Figure 4.3: Sick laser scanner 5-echo technology

sail flying shape detection the entire sail surfaces has to be measured.
To this aim, a custom made unit based on a brush-less motor and an
epicyclical gear has been realized to enable the controlled rotation of
the TOF sensor around an axis perpendicular to the mirror rotational
axis. A proximitor is used to identify the initial scanning position
for each data acquisition. Figure 4.4 shows the complete measure-
ment systems. An in house computer program has been developed
allowing for handling the acquisition phase: the brush-less motor is
controlled via serial port and the measurement data stream is man-
aged via Ethernet connection using TCP/IP protocol and stored onto
a personal computer hard disk.
More in detail, the program allows the user to:

1. control the brush-less motor setting scanning velocity and accel-
eration;

2. establish the connection to the laser scanner and gather the data
from it;

3. set the scanning parameters, such as starting angle and vertical
angle to scan;

4. receive and external trigger for running the scanning (useful
for synchronization with other devices managed by a common
control unit;
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(a)

(b)

Figure 4.4: The TOF Flying Shape Detection Systems

5. visualize the scene scanned through a web-cam placed onto the
TOF sensor.

Figure 4.5 shows the graphic user interface developed using LabView
code. As explained so far, the TOF scanner provides as output a cou-
ple of arrays containing the polar coordinates (r and α) of the mea-
sured points. Cartesian coordinates in the scanning plane Xs-Ys (Fig-
ure 4.2b) are retrieved using the Equations 4.1:{

Xs = r cosα

Ys = r sinα
(4.1)

A further coordinate transformation is necessary to interpret the data
as three-dimensional points in the scene. For both TOF acquisition
units, the origin of a world reference system has been placed in the
middle of the TOF sensor, the X axis corresponds to the drive-shaft ro-
tational axis, Z axis corresponds to the vertical quote - referred to the
device basement - and Y axis completes the right-handed coordinate
system. A representation for polar, Cartesian and absolute coordinate
systems is shown in Figure 4.6; and the coordinate transformations is
computed as reported in Equations 4.2.
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Figure 4.5: Acquisition software interface


X = r cosα

Y = r sinα cosβ+ p cos(β+ θ)

Z = r sinβ sinα+ p sin(β+ θ)

(4.2)

where: r and α are the polar coordinates provided by the scanner, β
is the angle between the plane Xs-Ys and the Y axis (provided by the
motor encoder), p and θ are geometrical constants. In particular, p is
the segment that joins the origin of the absolute system to the origin
of the scanner system while in the 90° rotated position, and θ is the
angle between this segment and the Y axis (see Figure 4.6).
Several tests have been performed in order to accurately retrieve these
geometrical parameters since there was no evidence of the exact posi-
tions of the scanner reference systems origins. By scanning know and
regular geometry objects, p and θ have been carried out iteratively as
results of the minimization of the difference between the measured
values and the expected ones. Figure 4.7a reports the point cloud ac-
quired scanning a plane wall of the wind tunnel chamber with one of
the scanners involved. A least square based function minimized the
distance between points and best fitting plane providing as a solution
the geometrical parameters that satisfied the planarity condition the
best. Other tests have been performed scanning cylinders of know
diameters (Figure 4.7b) and verifying the points belonged to the ref-
erence cylindrical surface. Points departing respectively more than
7 and 9 mm from the planar and cylindrical reference surface are
highlighted in red color. They are spread uniformly inside the whole
scan leading to the conclusion that 3D world coordinates are correctly
computed, and that these displacements from the reference surfaces
have to be ascribed to the sensor measurement uncertainty, that is
analyzed in details in the next sections.
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(a)

(b) (c)

Figure 4.6: Polar (green: r and α), Cartesian (green: Xs and Ys) and Absolute
(colored: X, Y, Z) coordinate reference systems for scanner LMS
511 (a,b) and scanner LMS 111 (c).

4.2 metrological qualification

In order to estimate the measurement precision and accuracy of the
TOF laser scanner, several tests have been carried out varying the
distance, the orientation and the material of a planar target surface.
Moreover, sensor warm-up time and mixed pixel problem have been
faced. Finally, since the sensor has been designed to work in a wide
outdoor environment, the effect of direct sun light has been taken
into account.
Two different setups have been realized to test each TOF sensor. Setup
A is shown in Figure 4.8. This setup was mainly used for the test re-
garding the influence of the target distance. Some papers reported in
literature ([22], [23], [24]) suggest the use of a linear guide to increase
the distance between target and sensors of few meters. Since in this
case the range to be tested is by far wider (up to 20 meters), a differ-
ent approach was adopted. A wall of the wind tunnel of the Politec-
nico di Milano - which is planar and smooth to avoid any turbulence -
was considered as linear reference, and marks on the adjacent floor at
different distances have been placed by using Leica Total Station mea-
surements for a maximum distance of 15 m. The scanner was placed
parallel to the wall and the planar target perpendicular to it. In order
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(a) (b)

Figure 4.7: Scanning of known geometries: a planar surface (a), and a cylin-
drical surface (b). Points in red depart more than the threshold
value from the reference surface.

(a) (b)

Figure 4.8: Setup A. Schematization of the setup components viewed from
the top (a) and from a side (b).

to properly measure the distance to the target, a whole scan in the
XY plane was registered and the deflected beam measuring the mini-
mum distance value was detected (Figure 4.8a). Then, the tilt angle of
the scanner was adjusted moving the servomotor 0.5° each step up or
down since a minimum value for the beam selected before was found
(Figure 4.8b). This procedure guaranteed that the scanner measured
always the desired distance, and that the target plane was always per-
pendicular to the wall while moving away from the scanner. In other
words, the scanner was used as a punctual distance-meter.
1000 scans have been acquired for each scenario. Distance values fol-
lowed Gaussian distributions (Figure 4.9) and mean values were com-
pared to those obtained through the Total Station aligned to the scan-
ner and whose accuracy (0.25 mm at 35 m) is by far higher. Displace-
ment between reference distance and measured distance are evalu-
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ated in terms of systematic error, i.e. difference between reference
distance and mean value for all the 1000 measured distances, and in
terms of statistical error, i.e. the standard deviation for the 1000 sam-
ples.

Figure 4.9: Example of data distribution for 1000 measurements for a planar
target placed at a nominal distance of 1020 mm.

d =

∑N
i=1 di
N

Systematic error = dref − d

σ =

√∑N
i=1(di − d)

2

N
Statistical error = σ

(4.3)

A second setup has been built up for tests on the dependency of the
angle of incidence between target surface and laser ray direction. Fig-
ure 4.10 shows it.

Figure 4.10: Setup B. Schematization of the setup viewed from the top.

This setup was composed of a flat basement and a planar target free
to rotate over it thanks to a small shaft that joined the two elements.
No translation was allowed. A goniometer was used to perform a
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coarse rotation, while the exact angle value was obtained by comput-
ing the orientation of the plane that fits 9 points sampled on the target
surface and acquired by means of the Total Station.
Depending on the test to be done, Setup A rather than Setup B could
be exploited. For sake of brevity, in the next sections only the metro-
logical qualification for scanner LMS 511 is described but same tests
have been done with scanner LMS 111 leading to comparable results.

Drift effect

It is know from literature that various TOF sensors require minutes
or even hours to provide a reliable measurement. Warm-up time has
been investigated for the sensors used for this research.
Since the warm-up time is expected to increase by increasing the mea-
sured distance - as suggested in [25] -, the drift effect was analyzed
using Setup A and placing the target at the maximum distance of in-
terest (15 m). The scanner sampled 13500 full scans, over a stretch of
time of about 2 hours. The results are visualized in Figure 4.11. Note

Figure 4.11: Drift test over 2 hours: there is no evident trend for distance
mean values (green line).

that there is no evident drift effect, neither on the average distance
values nor on the standard deviations. This means that these TOF
scanners are prompt sensors and do not need a warm-up time. This
result is in contrast with the majority of the previously mentioned
papers in which the authors highlighted an hour-minimum warm-up
time. The test was thus repeated at a different distance to verify the
results, confirming the above. Moreover, to reject the hypothesis of a
warm-up time longer than two hours, an experimental campaign of 9

hours was conducted for a shorter distance (≈3 m). Table 4.3 presents
the trend of the average distance for each hour and the correspondent
standard deviation.

Once again, results have been confirmed: no significant trend has
been evinced.
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Hour # Mean [mm] Standard
Deviation [mm]

1 2971.8 4.2

2 2971.2 4.0

3 2971.1 3.9

4 2971.0 3.9

5 2971.1 4.0

6 2971.2 4.0

7 2971.2 4.0

8 2971.2 3.9

9 2971.1 3.9

Table 4.3: Drift test over 9 hours: no evident trend.

Figure 4.12: Distribution of the distances measured over 9 hours.

Distance effect

The laser beam presents a nominal output diameter of few millime-
ters (8 to 13 mm) and a nominal divergence of few milliradiants (4.6
to 15 mrad); this means that the size of the laser spot hitting a tar-
get increases by increasing the distance between target and sensor.
Figure 4.13 schematizes the above and Equation 4.4 explicates the
proportional relation between beam diameter and target distance.

Figure 4.13: Laser beam divergence

φt = φo + d · div (4.4)

φt represents the spot diameter on the target surface; d the distance
from the laser scanner, φo the output beam diameter, and div the
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beam divergence in radiant unit. For example, measuring an object
10 m far away with a scanner having a laser beam of 13 mm and a
divergence of 4.6 mrad means having a spot diameter at the target
surface of 59 mm. The higher the beam diameter, the less accurate
the measure.
In order to investigate the influence of the distance on the measure-
ment accuracy, a planar target has been placed in front of the scanner
at different distances: from 2 m to 12 m with steps of 2 m each, fol-
lowing the procedure described above for Setup A. Figures 4.14 and
4.15 show the absolute and percent displacements from the reference
distance (taken by means of the Total Station) and the standard de-
viations. Measured distances depart from the reference value of few

Figure 4.14: Distance test: errors in terms of absolute value increases almost
linearly (blue line) while decreases exponentially considered in
percentage over the target distance (green line).

Figure 4.15: Distance test: the standard deviation trend does not vary signif-
icantly with the distance.

millimeters for the shortest distances. Differences reach tens of mil-
limeters for wide range measurement, that are still acceptable consid-
ering the nautical application on full scale yacht.
The standard deviation varies approximately between 3.5 mm and 4

mm. These absolute values, that meet the manufacturer’s specifica-
tions, once more can be considered not relevant if compared to the
distance measured.
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Influence of the target material

The TOF scanners considered are able to detect targets located at a
distance approximately between 0.5 and 80 m. The measuring range
depends not only on the type of sensor, but also on the reflectivity
of the surfaces: the higher the reflectivity, the greater the measurable
distance.
The majority of surfaces reflect the laser beam diffusely in all direc-
tions. The reflection of the laser beam varies as a function of the sur-
face structure and color. Light surfaces reflect the laser beam better
than dark surfaces and can be detected over larger distances. On very
rough surfaces, part of the energy is lost due to shading and conse-
quently the scanning range is reduced. At mirror surfaces the laser
beam is almost entirely deflected. Thus, no measuring can be per-
formed. Figure 4.16 schematizes the reflection of a laser beam that
hits three different type of surfaces. Dependency on the target mate-

(a) (b) (c)

Figure 4.16: Laser reflection for different surfaces: perfect reflection (reflec-
tive materials, a), diffusion in all directions (rough surfaces, b),
and total deflection (mirror surfaces, c).

rial properties has been investigated using Setup A and placing differ-
ent planar target in front of the sensor at a fixed distance. To allow the
comparison of our results with those obtained by other researchers,
experiments have been carried out both for common materials as:

• wood;

• cardboard;

• aluminum;

• plastic.

and, considering our specific application, either for:

• reflective tissue;

• sail tissue.

For each material, the planar target has been placed in front of the
scanner at a distance of around 2 m. The beam perpendicular to the
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target was identified by searching for the minimum measured dis-
tance among those corresponding to the target. 1000 whole scans
have been acquired for each material. Only distances registered by
the perpendicular beam have been considered. Figure4.17 shows the
distribution of the 1000 scans.
Note that the material presenting the lowest standard deviation (3,3

Figure 4.17: Material test: distributions of distance values acquired for dif-
ferent material targets placed at 2000 mm away.

mm) is the reflective one (red line). This could be due to the higher
signal intensity that reaches the receiver. The worst material came
out to be the sail tissue: standard deviation (4,1 mm, black line). This
is probably due to the transparency of the mold that did not reflect
properly the laser signal. Figure 4.18 reports a picture of the sail high-
lighting the transparency of the surface (note the cloud beyond the
sail).

Figure 4.18: Transparency of the sail tissue.
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Target orientation

Considering Setup B, a wooden planar target placed at a distance
of 1000 mm is rotated from 0° (target facing frontally the sensor) to
80°, with step of 10° each. The aim is to investigate the influence of
the angle of incidence between the laser beam and the target surface.
1000 scans for each angle have been acquired, and only the distances
retrieved by the central ray were considered. Afterward, the target
has been moved away from the scanner to reach the distances of 2000

mm and 3000 mm, and the procedure was repeated to support the
first test. Figure 4.19 presents the standard deviation trends for the
three distances as a function of the angle of incidence between the
laser beam and the target surface. Standard deviation trends looked

Figure 4.19: Angle Effect: standard deviation trends for 3 different tests. Be-
yond 70° the standard deviation values rise considerably.

similar for the three tested distances and the values were compara-
ble with those shown in the sections above, up to an incidence angle
of approximately 70°. A more oblique beam leads to a considerable
increase in the data spread. This test was of particular interest to un-
derstand some faulty measurements in the data acquired on the boat.
In fact, the sensor placed astern and scanning the mainsail was not
able to estimate a distance for some point on top of the sail since the
laser beams reached the surface with an angle wider than 70°. An-
other TOF sensor position might be considered.

Color effect

In this section, the effect of the target color is discussed. Different
colored adhesive films have been attached, onto a glass planar sur-
face placed at a fixed distance of 2000 mm far from the sensor. Once
more, Setup A was used and 1000 scans have been acquired for each
film. Data could be approximate by a normal distributions and mean
values and standard deviations have been computed. Various colored
films were available, but the analysis was limted to the most inter-
esting cases suggested in [22], [24] and [26]. In particular, considered
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colors are: green, yellow, black, and two different gray level films. Fig-
ure 4.20 shows the results for these tests.

Figure 4.20: Color test: distributions of distance values acquired for target
placed at 2000 mm and covered with adhesive films of different
colors.

From these tests, it can be said that the effect of the color does not in-

Color Mean [mm] Standard
Deviation

[mm]

Systematic
error [mm]

Green 1997.8 3.8 2.2

Yellow 2005.3 3.8 5.3

Black 2005.3 3.9 5.3

Light Grey 1997.7 3.7 2.3

Dark Grey 2014.7 4.0 14.7

Table 4.4: Color effect (target placed at a nominal distance of 2000 mm).

fluence significantly the measurements. However, looking into detail,
it is possible to notice that:

• dark gray and the black target present the highest values of
spread (standard deviation respectively 4.0 and 3.9 mm);

• dark gray target presents the worst performance (maximum dis-
placement to the nominal distance: 14.7 mm);

• light grey test presents the best performance (minimum dis-
placement to the nominal distance: 2.3 mm).

Thus, in conclusion, brighter targets lead to slightly better perfor-
mances, probably because of a better reflection of the laser signal,
in agreement with the results reported in literature.
Comparing the spread of the measures obtained testing the sail tissue



42 materials

(4.1 mm) to the one obtained in the light gray test (3.7 mm), coating
the sail with this bright film to increase the quality of the field mea-
surements.

Angulation Effect

This test aims to clarify the possible differences in data returning from
different angles (i.e. different beams) to the scanner. Recalling the op-
erating principle, these could be caused by imperfection in the rotat-
ing prism inside the scanner. For this test the scanner was placed onto
the rotating base and the target was fixed at a distance of 2000 mm.
The scanner was rotated and 1000 measurements were acquired for
the beam perpendicular to the target. The setup is schematized in Fig-
ure 4.21. Results for the experiments are shown in Figure 4.22. Note

Figure 4.21: Setup angulation test: the scanner is progressively rotated with
respect to the target.

(a) (b)

Figure 4.22: Angulation test: standard deviation is not influenced while dis-
tance measurement presents a bigger error for the beams re-
lated positive Xs values.

that the resulting standard deviation values are all included between
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3.7 mm and 4.0 mm, consistent with the previous considerations. On
the other hand it seems that the sensor slightly overestimated the
distance in the first section of the acquisition, from 0° to 60°, and it
underestimated it on the opposite side, from 90° to 180°. This effect
could be due to a misalignment between the rotational axis used to
turn the scanner and the internal mirror rotational axis of the scanner.
The manufacturer assured that it is placed exactly in the middle of
the physical sensor case, but the impossibility to open it prevented to
verify this information.

Light effect

Some faulty cases came out during on field acquisitions because of
the sun light that directly hit the scanner. Thus, the effect of an in-
tense light source onto the sensor performances was investigated. To
reproduce this situation a lamp was placed beyond the sail target,
so that the source of light was completely covered by the sail tissue
and then progressively moved close to an edge until it came out com-
pletely. The relative distance between sensor and sail tissue did not
change. A similar test was carried out outdoor, placing the laser scan-
ner and the sail target in the sun light direction. As shown in Figure
4.23, the light source impaired the measures. Moreover, as soon as
the light entered the sensor, the standard deviation increased almost
three times. The highest peaks in blue and red curves correspond to

Figure 4.23: Light Effect: uncertainty increases while sun light hits the sen-
sor.

the measure performed by the beams in the same direction of the
line joining sun and scanner. For each case the measurement stan-
dard deviation worsen with respect to a standard lighting case, but
the worst situation occurs when the sun hits directly the scanner (+
350% Standard Deviation).
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Mixed pixel

The mixed pixel problem occurs when the spot mark of the laser
beam, that hits the tested surface, falls on the edge of the target.
For that point, the sensor averages the contribute of the signal re-
flected by the target and the one reflected by the background leading
to an averaged estimated distance. Two tests were reported to ver-

Figure 4.24: Mixed pixel problem.

ify that the mixed pixel problem occurs independently from the gap
distance between target and background: test 1 considered a target
placed at 1000 mm far from the sensor and a background at 2000 mm;
test 2 considered a target placed closer to the background (at 1750

mm far from the sensor). Figure 4.25 shows the first test. Both tests

Figure 4.25: Mixed Pixel - Planar target placed at a distance of 1000 mm
from the background.

present non physical points in the gap between the planar target and
the background due to the averaged distance performed by the scan-
ner. Mixed pixel problem was encountered also scanning sail plan for
scaled model in wind tunnel. Interference between the two sails ap-
peared as shown in Figure 4.26. This unwanted points can be deleted
using some proper filters as explained in Chapter 5.
Concerning tests on field, the sail surface can be correlate to the pla-
nar target and the sky to a background placed at an infinite distance
from the sensor. Thus, a test with a planar target oriented towards the
sky has been performed. No mixed pixel error was evident. This prob-
ably means that whenever the laser spot hits the sail edge, if enough
signal intensity is reflected, the measure is retrieved, otherwise the
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Figure 4.26: Mixed Pixel - Interference between mainsail and jib surface
leads to incorrect measurement (see the points departing from
the mast).

point is lost.
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M E T H O D S

Acquired data comes in the form of 3D point clouds, representing in a dis-
crete way the sampled surface. Data are processed to finally provide a con-
tinuous representation of the scanned shape, i.e a CAD model to be used for
shape visualization and analysis. The steps composing the data elaboration
pipeline are presented in details in this chapter. Tests onto artificial clouds
have been preliminary done to validate the code, and then the procedure has
been tested onto real acquisitions to verify its applicability to the study case.

5.1 data elaboration procedure

The TOF acquisition unit provides data in the form of 3D point clouds
representing, in a discrete way, the scanned shape. For reverse engi-
neering applications, instead, it is necessary to realize a 3D model,
i.e. to numerically, and continuously, describe the object scanned. The
model can be used to render images of the object from arbitrary view-
points, to simulate the appearance of the object in novel synthetic
environments (for CFD codes for example), to perform geometrical
measurements and shape analysis, and to redesign the object using
the model as starting point.
The pipeline of operations for turning the acquired data into a us-
able model is reported in Figure 5.1, along with a brief explanation
about how each step has to be adapted to the application considered
in the present work. In fact, standard algorithms are available in lit-
erature to face each pipeline operation, but dealing with a custom
made device it is necessary to adjust them to treat non-uniform and
non-organized point clouds. First of all, the clouds are oriented in a
reference coordinate system, usually aligning the yacht center-line to
X axis, and the mast to Z axis. Once the clouds are oriented, segmen-
tation is performed to isolate the points in the cloud representing the
sail surface. Proximity and point normals are the principal criteria to
identify and separate different objects in the scene. Then, denoising,
statistical outlier removal and cloud smoothing are performed to en-
hance the sail cluster, and consequently surface modeling problem
is faced. A linear piece-wise approximation of the surfaces can be
obtained by connecting sample points to form a triangular mesh, oth-
erwise, for a smoother surface B-Spline based methods are exploited.
Finally, the surface reconstructed is analyzed and geometrical param-
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Figure 5.1: Point cloud elaboration pipeline.

eters are extracted to provide synthetic information about how the
sail is flying. Each step is described in detail in the next sections.

5.2 point cloud acquisition

As mentioned before, the acquired data come in the form of point
clouds. A point cloud is a data structure used to represent a collec-
tion of multi-dimensional points. Commonly, a point cloud is a three-
dimensional set that encloses the spatial coordinates of an object sam-
pled surface, as in this context. But using devices able to acquire also
images of the scene, information about the color of each point sam-
pled can be added leading to a four-dimensional cloud.
In Figure 5.2 an example of 3D point clouds acquired during wind
tunnel tests is presented. The position of the acquisition units are
marked in the dashed circles.

(a) (b)

Figure 5.2: Example of data acquisition: wind tunnel setup photo (a), and
3D point clouds acquired (b).
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5.3 point cloud registration

The problem of consistently aligning various 3D point cloud data
views into a complete model is known as registration. Its goal is to
estimate the relative positions and orientations of the separately ac-
quired views in a global coordinate framework, and to find a way to
align and merge them together into a single point cloud so that the
intersecting areas overlap perfectly.
The work presented in this section aims at finding point-to-point cor-
respondences in real noisy data views in order to estimate rotation
and translation matrices that transform the scanned points into a con-
sistent global coordinate framework.
A motivation example in this sense is given in Figure 5.3 , where
two separate scans from two TOF acquisition units, one dedicated to
the mainsail and the other to the off-wind sail, are merged to form a
unique point cloud representing the whole yacht model.
Different methods can be used for registering clouds, starting from

(a) Mainsail (b) Spinnaker (c) Complete sail plan

Figure 5.3: Point cloud registration: two clouds representing the yacht
model from different views (a) and (b) are consistently merged
together (c).

a manual approach where the user has to drag, move and rotate one
cloud to match the other and ending with automatic algorithms that
iteratively estimate a transformation matrix to apply to the moving
cloud to make it closer to the reference at each step; as reported in
the next sections.

5.3.1 SDV registration

If correspondences between point in the reference cloud and points
in the cloud to register are known, the registration problem can be
easily solved using SVD decomposition (see Appendix A for details)
of the matrix containing information about 3D coordinates of points
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belonging to both the clouds [27]. In fact, SVD of a matrix M can be
written as:

M = UΣVT (5.1)

where U is an m×m real or complex unitary matrix, Σ is an m× n
rectangular diagonal matrix with non-negative real numbers on the
diagonal, and VT is an n×n real or complex unitary matrix.
When M is an m×m real square matrix with positive determinant,
U, VT, and Σ are real m×m matrices as well, Σ is a scaling matrix,
and U, VT are rotation matrices. Imposing a unitary scale factor, U
and VT define the registration matrix [28], which can be expressed as
a unique rotation and a translation, obtained as:

R = V ·

 1 0 0

0 1 0

0 0 det
(
V ·UT

)
 ·UT (5.2)

T = p2 − R · p1 (5.3)

where p2and p1are the center of mass, respectively, of the target data-
set and the source data-set.
The input matrix M, as anticipated above, is composed of two other
matrices A and B as follows:

µ̄x =
1

N

N∑
i=1

xi µ̄y =
1

N

N∑
i=1

yi µ̄z =
1

N

N∑
i=1

zi (5.4)

µ̄R = [µ̄x, µ̄y, µ̄z] is the center of mass of the reference point cloud,
and µ̄F the center of mass of the registering cloud.

A =

 xR1 − ¯µRx yR1 − ¯µRy zR1 − ¯µRz
.. .. ..

xRm − ¯µRx yRm − ¯µRy zRm − ¯µRz

 (5.5)

B =

 xF1 − ¯µFx yF1 − ¯µFy zF1 − ¯µFz
.. .. ..

xFm − ¯µFx yFm − ¯µFy zFm − ¯µFz

 (5.6)

M = B ∗AT (5.7)
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As mentioned above, it is mandatory that point coordinates in Equa-
tions 5.5 and 5.6 are properly listed according to a point to point
correspondence in the input data-sets. This means that a selected list
of points pi ∈ P1 have to coincide from a feature representation point
of view with another list of points qj ∈ P2, where P1 and P2 represent
two partial view data-sets. Differently said, the sets of pi and qj have
been sampled on the same real world surfaces, but from different ac-
quisition poses. This means however, that in the complete point cloud
model that needs to be created, they could be merged together, espe-
cially if their coordinates are equal pi = qj, thus reducing the number
of points overall.
Because the quality of the data-sets is influenced by sensor noise and
other perturbing factors, the coordinates of the points will almost
never be equal unfortunately, and the above simplification will not
hold. The greater the noise level, the worse the registration result.
Tests conducted on real acquisitions confirmed the above: as notable
in Figure 5.4a the clouds could not be perfectly aligned due to the
noisy data. The faulty alignment is visible especially looking at the
wind tunnel walls, as shown in Figure 5.4b, and in the gennaker luff,
in Figure 5.4c. Resulting distances between the two registered clouds

(a) Wind tunnel cloud registration

(b) Wall close-up (c) Gennaker luff close-up

Figure 5.4: Example of SVD registration for real data: acquisition noise im-
pairs the cloud alignment.

are more than ten times greater than the acquisition accuracy. They
can not be ignored and lead to discard the SVD method for the real
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acquired cloud registration. Another weak point of this methods is
the fact that the user has to manually select the points in the two
clouds and to set their correspondences. The results depend on the
accuracy used in picking these points.

5.3.2 ICP and Feature Based registration

Automatic registration of clouds can be done using other algorithms
present in literature. They can be divided in two main classes: the
Feature Based algorithms, and the Iterative Closest Point (ICP) algo-
rithms.
In the feature based approach, points representing particular features
such as edges or corners of objects lying in a scanned environment
are identified in the reference cloud (keypoint detection) and matched
with similar features identified in the registering cloud (correspondence
matching). Once the correspondence list is set, an SVD registration is
performed (transformation estimation). Few keypoint detection meth-
ods have been recently developed for 3D point clouds such as Harris
3D [29], Scale Invariant Feature Transformation (SIFT 3D) [30], and
Intrinsic Shape Signature (ISS 3D) [31]. They are mainly based on the
assumption that interesting points are described by evident changes
in normal direction and in curvature (refer to Appendix A for a defi-
nition of these cloud characteristics).
The ICP approach, instead, has been proposed by Besl [32] and Zhang
[33], and consists of an iterative descend method which tries to find
the optimal transformation (rotation matrix R and translation vector
T) between two data-sets pi ∈ P1 and qj ∈ P2 by minimizing the Eu-
clidean distance error metric between their overlapping areas.

min

n∑
i=1

‖R · pi + T − qi‖2 (5.8)

Modified algorithms, considering not only 3D spatial information,
have been implemented: Johnson et al.[34] takes into account the col-
ors acquire as well, Eggert et al. [35] performs the simultaneous regis-
tration of multiple range views, Declerck et al. [36] carries out 3D-2D
projective transformations. Ristic et al. [37] instead proposes to use
a triangular mesh model approximation to accelerate the algorithm
and suggests to assume the standard uncertainty of the device used
to perform the measurement as tolerance to terminate the ICP itera-
tions.
Whichever the approach considered, the ICP performs the steps in Al-
gorithm 1: Besl et al., however, proved that ICP algorithm converges

always to a local minimum, it means that the algorithm is able to
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Algorithmus 1 : ICP Algorithm

1. Identification of the set Q of closest points between the source
data-set Sd and the target data-set Td

2. Identification of the transformation matrices (R and T),
minimizing the chosen cost function over Q

3. Application of the transformation to the measured points set
as S

′
d = R ∗ Sd + T

4. If change in the cost function is greater than a preset value the
procedure repeat from Point 1

5. Else exit

provide the optimal solution only if the cloud data-sets are close to
each other. Clouds that start the procedure presenting very different
spatial positioning are not likely to be correctly registered, while on
the other hand, ICP can achieve fine accuracy, when there is only a
little displacement between the two data-sets. This is due to the fact
that the algorithm estimates the solution considering all the points in
the moving cloud. If the clouds are close to each other, a large num-
ber of right correspondences can be set, leading to a very accurate
registration - measurement uncertainty averaged over thousands of
points-. On the contrary, if the clouds are positioned far from each
other, a large number of wrong correspondences could be set, lead-
ing to a complete failure in the registration process (refer to Appendix
A.0.0.2, where different tests onto artificial data confirm the above).
Unfortunately, this is the most likely situation to be encountered for
the application considered. Each acquisition unit - with its proper co-
ordinate reference system - scans a single sail, which means that for
a complete reconstruction of the sail plan a registration between two
clouds is required.
The scanners are placed properly in order to avoid occlusion, but this
leads to a poor overlapping scanned area. A simple test has been con-
ducted on raw acquisitions. The registration has been tried with the
ICP, since it has proven to be the algorithm with the best trade-off be-
tween time elapsed and accuracy. It fails in registering the raw clouds
as shown in Figure 5.5: the procedure is not able to converge, even
with a high number of iterations (more than 500 iterations).

To overcome the problem a proper algorithm has been developed
and presented in the next Section.
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(a) Cloud 1 (b) Cloud 2

(c) Cloud 2 wrongly registered over Cloud 1

Figure 5.5: ICP Registration of wind tunnel acquisition.

5.3.3 Proposed registration strategy

A custom-made procedure has been proposed to achieve a correct
registration of acquisitions taken both during the wind tunnel and
full scale tests.
The first step is to compute an initial alignment and then refine it
by performing few iterations of the ICP algorithm, until reaching a
desired level of accuracy (close to the measurement uncertainty). The
rough alignment is not done through SVD approach, since acquisi-
tion noise and human errors in picking and matching few points of
the clouds impair the result as shown in Figure 5.4a, and even adding
ICP refinement the clouds would not match correctly.
The idea is to exploit the knowledge of some geometrical features de-
scribing the whole scanned environment. In particular, the algorithm
extracts planar surfaces from each cloud and computes the spatial
pose of each plane. The cloud to be registered is rotated and moved so
that its detected surfaces overlap the corresponding reference cloud
ones. Three planar surfaces for each cloud are sufficient: two pairs of
planes are used for retrieving the rotation matrix, while translation
vector is estimated computing the euclidean distance between the
points of intersection of each triple of planes. A possible alternative
for the translation estimation is to directly provide the coordinates
of two matching points and compute the euclidean distance between
them. In the first case, the origin of the common reference system
corresponds to the origin of the reference cloud system; in the second
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case, the origin of the common reference system can be chosen by the
user (for example selecting the points representing the yacht mast
foot). This strategy reduces the user interaction with respect to the
SVD approach since planar surfaces can be automatically detected
using standard algorithms for identification of primitive geometries,
and limits at most the influence of the measurement uncertainty since
it computes the transformation matrix based on the orientation of the
planes that best fit thousands of points.
The procedure is described in Algorithm 2. The first step is the de-
tection of planes in the scene, and Region Growing Clustering and
RANdom SAmple Consensus (RANSAC) paradigm have been used
(see Section 5.4). In particular, Region Growing algorithm splits the
scene into clusters of points characterized by having uniform curva-
ture (see Appendix A for definition of point cloud curvature); and
RANSAC algorithm evaluate whether a cluster can be modeled as a
sampled planar surface. It also provides the equation of the plane that
fits the points of the cluster the best along with its associated normal
vector. Examples of Region Growing segmentation and plane iden-
tification is shown in the Figures 5.6a and 5.6b representing clouds
acquired during a scale model campaign: walls of the wind tunnel
chamber are used to align the clouds coming from two acquisition
units.

(a) Reference cloud - Identification of planar surfaces

(b) Moving cloud - Identification of planar surfaces

Figure 5.6: Registration procedure - Step 1 and 2: identification of planar
surfaces (walls and ceiling).

Once correspondent planes are flagged and poses computed, the
rotation matrix representing the relative orientation between them is
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Algorithmus 2 : Proposed registration procedure

1. Segmentation of the reference point cloud PCr:

a) Identification of Plane 1r and Plane 2r

b) Computation of spatial poses for Plane 1r and Plane 2r

2. Segmentation of the moving point cloud PCm:

a) Identification of Plane 1m

b) Computation of spatial pose for Plane 1m

3. First rotation

a) Computation of first rotation matrix R1

b) Application of R1 to the moving cloud→ Plane 1m
aligned to Plane 1r, new cloud PC ′

m

4. Segmentation of the new moving point cloud PC ′
m

a) Identification of Plane 2 ′m
b) Computation of spatial pose for Plane 2 ′m

5. Second rotation

a) Computation of second rotation matrix R2

b) Application of R2 to the new moving cloud→ Plane 2 ′m
aligned to Plane 2r, new cloud PC ′′

m

6. Translation:

a) Option 1: Extraction of a pair of matching points from
reference Pr and moving point cloud P ′′

m

b) Option 2:

i. Identification of Plane 3r

ii. Computation of spatial pose for Plane 3r

iii. Identification of Plane 3 ′′m
iv. Computation of spatial pose for Plane 3 ′′m
v. Computation of the intersection points Pr and P ′′

m of
the triples of planes

c) Computation of the euclidean distance Pr - P ′′
m →

translation vector T

7. ICP refinement:

a) Filtering of the clouds removing non-overlapping areas

b) ICP iterations until reaching the desired accuracy level
and storing of resulting transformation matrix RT
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calculated. Given two vectors, v1and v2 , the transformation matrix,
R, to rotate one onto the other is:

v = v1 × v2 (5.9)

c = v1 · v2 (5.10)

R = I+ [v]x + [v]x
1− c

‖v‖2
(5.11)

where [v]x is the skew-symmetric cross-product matrix of v:

[v]x =

 0 −v3 v2

v3 0 −v1

−v2 v1 0

 (5.12)

The cross-product v between v1and v2 can be interpreted as the ro-

tation axes, while the dot-product is the cosine of the angle that has
to be applied. Figure 5.7a shows the result of the first rotation, which
aligns the walls, and Figure 5.7b shows the rotation with respect to
the ceilings. The order of the transformations is not important, this
means that the procedure returns the same output, when aligning
first the walls and then the ceilings or viceversa. At this point, the

(a) First rotation: walls aligned
(top view)

(b) Second rotation: ceilings aligned (lateral
view)

Figure 5.7: Registration procedure - Step 3-5: cloud alignment.

user selects a pair of corresponding points within the two clouds, eu-
clidean distance is computed and translation is performed (see Figure
5.8a). Then, ICP iterations should be performed, to refine the align-
ment. The goodness of the final transformation is evaluated through a
fitness score defined as the sum of squared distances between points
in the reference cloud and points in the moving cloud. If its value is
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smaller than the measurement uncertainty found in Section 4.2, then
the registration is considered well-performed, otherwise another iter-
ation is suggested.
Before computing ICP iterations, the roughly aligned clouds have to
be filtered. In fact, as explained in Section 5.3.2, ICP approach might
not converge to the correct solution if a large number of correspon-
dences are wrongly set. All the points belonging to non-overlapping
scanned areas do not have any correspondent point in the other cloud.
ICP, that uses information regarding all the points in the cloud in or-
der to reduce the acquisition noise the most, would assign them a
wrong correspondence, worsening the alignment.
To overcome this issue, a crossed filter has been implemented, start-
ing from the classical spherical filter. Normally the spherical filter
creates a sphere of fixed radius around each point. If the sphere does
not contain other points from the same clouds (or less then a fixed
number of points), the point is considered as an outlier and removed
from the data-set. In this case the filter constructs the sphere around
the point considered and checks whether it contains points belonging
to the other data-set. If so, it keeps the point, otherwise it deletes it.
The results of the filtering are shown in Figure 5.8b. Note that, as
expected, all the areas where the data do not overlap are removed,
especially on the ceiling and in the background, but so is part of the
sails. Thus, the radius of the sphere must be large enough to keep the
majority of the sail point.
The final registration scene is showed in Figure 5.8c. The effect of the
ICP algorithm might not be so evident looking at the whole clouds,
but improvements, with respect to the rough alignment of Figure 5.8a,
are highlighted in Figure 5.9, where close-ups of the clouds before
and after the ICP are compared. The effectiveness of the ICP can be
proven also through a statistical analysis of the distribution of mini-
mum point to point distances between moving cloud and reference.
Figure 5.10 shows the histogram of the distances before and after ICP
alignment refinement. As visible, the post-ICP distribution presents
a higher number of samples, more than doubled, in the low-distance
zone (0 to 20 mm), while the pre-ICP state presents a steadier distance
distribution. More than 50% of point distances are within 50 mm for
post-ICP clouds, while only 30 % for the pre-ICP clouds.
These value might seem too high also for the post-ICP case but it
must be kept in mind that the two scanners are not sampling the en-
vironment exactly in the same physical points, since they are placed
in different positions and they present different TOF sensor angular
resolution and scanning rate.
To evaluate the overall procedure accuracy, the reference cloud has
been rotated by 90° around X axis, moved by 1000 mm in each pos-
itive axis direction and registered with the original cloud. The im-



5.3 point cloud registration 59

(a) Translation (front view)

(b) Filtered cloud (only overlapping areas remain)

(c) Final registration (ICP refinement)

Figure 5.8: Registration procedure - Step 6 and 7: translation, filtering and
ICP refinement.

posed roto-translation matrix is compared to the matrix returned by
the procedure in Equation 5.13.


1 0 0 1000

0 0 −1 1000

0 1 0 1000

0 0 0 1



0.999 10−8 10−7 1000

10−7 10−7 −0.999 999.97

10−7 1 10−7 1000.01

0 0 0 1

 (5.13)

The registration is almost perfectly achieved and small discrepancies
can be imputed to numerical approximation in the transformation
implemented. Histogram of Figure 5.11 confirms the above, since all
the distances are lower than the millimeter.

The procedure has been used also for full scale tests where the deck
and the open skylight were used as planar surfaces for the clouds
alignment. Figure 5.12 presents the results for the registration of two
clouds representing a Comet 35 scanned from the stern (blue cloud)
and from the heel of the mast (red cloud).
After achieving a good registration, the final transformation matrix
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(a) Gennaker Sail - Side View

(b) Gennaker Sail - Top View

Figure 5.9: Registering point clouds details - pre-ICP (left) and after-ICP
(right).

Figure 5.10: Statistical point to point distance [mm] before (left) and after
(right) performing ICP.

Figure 5.11: Statistical point to point distance [mm] after registration of
transformed cloud over the original one.
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(a)

(b) (c)

Figure 5.12: Registration of full scale acquisition of a yacht deck - Yacht CAD
model and highlighted TOF scanner positions in red (a), results
of two clouds (red and blue) registration (b-c).

is saved to a .txt file in order to be applied to all the other acquisitions
taken during the wind tunnel campaign saving time in the complete
data elaboration pipeline. This can be possible , of course, under the
assumption that TOF units were not moved within the first scan and
the following ones.

5.4 point cloud segmentation

In order to analyze and reconstruct the sail shape, the scanned scene
has to be interpreted, and points belonging to the sail surfaces have
to be extracted from the whole point cloud.
Segmentation and clustering are described as the operation of divid-
ing large data-sets in smaller, disjointed subsets. Handling chunks
of data instead of the whole has many advantages, but the devel-
oping of these algorithms was first pushed by the need of reducing
the processing time of further operations (triangulation for example).
Segmentation and clustering end up with almost the same result, al-
though with a main distinctive difference, as segmentation supply
additional information on the subsets returned, while clustering only
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creates several possible data-sets. Segmentation returns extra infor-
mation since it searches in the data set pre-determined models, such
as spheres, planes or cones and it can identify the parameters of the
model, like the radius of the sphere. On the other hand, clustering
divides the original data in subsets starting from its local properties,
so it could be run without the knowledge on what shape has to be
searched. Since the difference between the output of the two proce-
dures is so subtle that in many situations they can easily be used
interchangeably, this work refers to segmentation as a general proce-
dure that extracts a set of points from a wider data-set.
Segmentation is a key process in computer vision. Most of the al-
gorithms developed were initially applied on 2D data coming from
cameras and later, with the spread of 3D sensors such as laser scan-
ners or depth cameras, adapted to point clouds.
Initial attempts have been carried out considering the euclidean dis-
tance as discriminating criterion; later normals and curvature infor-
mation have been added leading to a more intuitive scene decompo-
sition.
As mentioned above, the Euclidean Cluster Extraction algorithm is
the simplest method for scene segmentation. As the name suggests,
it relies only on the euclidean distance to populate the clusters: given
two points belonging to the data-set, they are assigned to the same
cluster only if their distance is smaller then a given threshold. As one
may imagine, this kind of clustering works fine whenever an object
has to be separate from the background or from other distant objects,
but it is not able to split adjacent objects in different clusters: for ex-
ample in a scene composed by objects lying on the ground, points
belonging to the object bases are close to points belonging to the
ground and that means they could be associate to the same cluster
as shown in Figure 5.13. This happened also while trying to separate

(a) (b)

Figure 5.13: Euclidean segmentation: objects are correctly separated (a),
while adjacent objects are assigned to a unique cluster (b).

points belonging to the sail surface to points belonging to the mast,
the boom or the deck. Thus, methods that take into account more ge-
ometrical information have been considered.
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5.4.1 RANdom SAmple Consensus paradigm

In Section 5.3.3 planar surfaces such as the walls of the wind tunnel
chamber have been easily extracted from the whole scanned scene
using RANSAC algorithm. This algorithm, in fact, uses both informa-
tion about the spatial coordinates of the points and their normals, that
are computed implicitly within the algorithm. Looking for the walls
meant looking for all the points close to each other and presenting
similar normal vectors.
In particular, the algorithm starts from the assumption that in the data
considered there is a subset of points that can be explained through
a mathematical model. Data can be divided in inliers, i.e. points that
well suit the considered model, accepting a certain tolerance, and out-
liers, i.e. points that do not suit it.
The original version was developed by Fischler et al. in [38], where
straight lines had to be detected. Later, other authors improved the
procedure including the research of planar geometries such as cir-
cles and ellpises; and finally, Schnabel et al. in [39] published the
first three-dimensional implementation enabling the identification of
planes, spheres, cylinders and cones.
Despite the fact that yacht sails could not be represented perfectly by
these regular geometries, RANSAC algorithm was taken into consid-
eration since a level of tolerance could be set by the user and flat sails
such as mainsails and jibs could be approximate as partial cones or
cylinders.
The procedure steps are reported in detail in Algorithm 3 but can be
divided in three main parts. In the first part, a subset containing the
smallest number of points required to construct the model sought is
extracted, and the model is effectively created to verify its consistency.
Descriptions of the subsets required and the procedure to construct
different geometric models used in this work can be found in [39]
and reported in Appendix A.0.0.2.
Once created the model, in the second part, data points are tested
and flagged as inliers or outliers with respect to the parameter ε
representing the maximum discrepancy acceptable between a point
and the model constrain, and to the parameter α representing the
maximum angular discrepancy acceptable between point and model
normal directions. Repeating these steps leads to different identified
shapes, each formed starting by different minimal subsets. The final
part is the evaluation of the best shape extracted, i.e. the shape that
provides the maximum number of inliers, and thus, the highest score
function. The score function σ(ψ) is responsible for measuring the
quality of a given shape candidate and is defined as follow:

σ(ψ) = |Pψ| (5.14)
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Algorithmus 3 : RANSAC paradigm

1. Computation of an octree representation for the input point
cloud data-set P

2. Extraction of the minimal point set S to create the model

3. Creation of the candidate shape ψ from the points in S and
computation of the shape’s parameters (i.e. radius, planarity...)

a) Identification of inliers or outliers points from the point
cloud P according to constrains on:

i. euclidean distance between point and candidate
shape surface smaller than threshold ε

ii. normal variation between adjacent point smaller than
threshold α degree

b) Evaluation of the score function σ(ψ)

c) Re-computation of the shape parameters starting from all
the inliers identified

4. Repetition of step 2 and 3 for a fixed number of times to
extract many candidate shapes and their score functions

5. Rejection of candidate shapes with too few points

6. Extraction of points of P belonging to the shape with the
highest score function

i.e. it correspond to the number of points of Pψ, that represent the
cluster of points satisfying the constrained mentioned above and thus
defined as:

P̂ψ = {p|p ∈ P∧ d(ψ,p) < ε∧ arccos(|n(p) ·n(ψ,p)|) < α} (5.15)

Pψ = maxcomponent(ψ, P̂ψ)

where d(ψ, p) is the euclidian distance between the point p and the
shape primitive ψ, n(p) is the normal in p and n(ψ, p) is the normal
of ψ in p’s projection on ψ. maxcomponent(ψ,P^ψ) extracts the group
of points in P^ψ whose projections onto ψ belong to the largest con-
nected component on ψ.
Several preliminary tests have been conducted onto artificial data to
get more confident to the algorithm. Influence of threshold parame-
ters and influence of noise data have been considered. For the sake
of brevity, only few of them are reported here. Table 5.1 and Figure
5.14 shows a correct identification of different geometrical objects in
an artificial scene. Points highlighted in red have been associated to
the geometric model sought.
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(a) (b)

(c) (d)

Figure 5.14: Basic elements correctly identified by RANSAC paradigm:
plane (a), sphere (b), cylinder (c), cone (d).

In this case the smaller the parameter ε, the more accurate the seg-
mentation is. To confirm that, Figure 5.15 presents the same scene but
wrongly segmented since ε was set an order of magnitude greater
than before. Thus, the plane is considered by the procedure as a
sphere of a radius tending to infinite. However, the ε threshold has to
be increased in all the cases in which noise is added to the sampled
points in order to take into account the measurement uncertainty (see
Figure 5.16). Finally, tests onto scanned sails have been performed.
RANSAC algorithm was run first considering a cylinder as the model

Shape Model points Identified
points

% of identified
points

Plane 3600 4140 85

Sphere 8100 8105 99.94

Cylinder 3600 3608 99.78

Cone 3620 3301 91.71

Table 5.1: Segmentation of basics elements with RANSAC paradigm.
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Figure 5.15: Failed segmentation: ε threshold too high.

(a) (b)

Figure 5.16: ε effect onto noisy data: percentage of sphere points identified
is 70% for a low distance tolerance (a), while increases up to
95% for higher threshold values (b).

to be sought and addressed it especially to mainsails. Then a cone
model was considered and efforts were addressed especially to ap-
proximate jib sails. However in both cases the results are completely
unsatisfying as visible in Figure 5.17 and in Figure 5.18, and reported
in Tables 5.2 and 5.3. RANSAC approach failed in identifying the

(a) Mainsail (b) Jib

Figure 5.17: RANSAC segmentation of full scale mainsail (left) and jib (right)
- Cylinder model, ε= 60 mm.
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Cylinder model Sail
points

% of identified
points

Mainsail 7054 0

Jib 11799 28.86

Table 5.2: Segmentation of full scale sails through RANSAC algorithm -
Cylinder model.

(a) Mainsail (b) Jib

Figure 5.18: RANSAC segmentation of full scale mainsail (left) and jib (right)
- Cone model, ε= 60 mm.

Cone model Sail
points

% of identified
points

Mainsail 6537 21.65

Jib 8837 43.7

Table 5.3: Segmentation of full scale sails through RANSAC algorithm -
Cone model.

sail surfaces for all the cases tested. The main reason could be the
fact that the sails present, in addition to the camber curvature, a twist
contribution along the vertical direction that is not characteristic of a
cylindrical or conical shape; so the model used is not totally suitable
for the identification of such surfaces.
The conclusion is that RANSAC is a good choice for segmenting
scenes composed of geometrical shapes as the ones of Section 5.3.3, or
when a single object has to be decomposed in its principal parts (i.e.
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identifying its faces) but another solution has to be found to extract
the sail clusters.

5.4.2 Region Growing Clustering

The region growing approach was developed initially for image seg-
mentation, and states that pixels representing the same object must
have similar characteristics, for example the same gray intensity level
while considering gray-scale images. The algorithm requires an input
set of seed pixels and, as deducible from its name, it proceeds grow-
ing regions with consistent properties starting from them [40].
The adaptation for the three dimensional space was implemented by
Rusu in [41] as a "natural extension" of the Euclidean Cluster Extrac-
tion. His first intention was to identify and extract different surfaces
colliding with each others, like a table lean on a wall, so he has cho-
sen as the discriminating factor the normal of a point, which replaces
the euclidean distance. Moreover, he chose to consider as seeds the
points of the original data-set with minimum curvature. This means
that the segmentation starts from flat areas and proceeds to aggregate
as many points as possible, according to two constrains - explained
in Algorithm 4-: a point is added to the cluster represented by a seed
only if their normals do not diverge more than a threshold value
ϑth, and if the point has a curvature lower then a curvature limit
cth. The Region Growing Clustering is computationally simpler than
the RANSAC since no mathematical models have to be constructed.
Moreover, the user can somehow control the algorithm performance
through a series of parameters that can be set to adjust the cluster cre-
ation process according to the characteristics of the object sought. The
principal parameters are: minimum and maximum number of points
belonging to the cluster (to set the size of the object); and maximum
point normal deviation and maximum acceptable surface curvature
(to set the shape of the object).
Moreover, for normal computation, also the size of the neighborhood
has to be properly set. In fact, as stressed in Appendix A, the normal
vector associated to a point correspond to the vector perpendicular
to the plane that best fit a certain number of neighboring points. For
noisy data a larger number of neighbors is suggested. This would re-
duce the measurement uncertainty and, at the same time leads to a
"smoother" cloud, and thus a smaller curvature threshold can be set
to extract different objects in the scene. On the contrary, dealing with
accurate scanning, normal computation can be done using a smaller
neighboring size leading to sharper object edges, and thus higher
value of normal variation can be set. Examples of the interaction be-
tween neighborhood size and normal variation threshold are reported
in Figure 5.19 where two faces of a 90° corner are correctly separated.
Another peculiarity of this algorithm is the possibility for a point to
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Algorithmus 4 : Region Growing Clustering

1. create a region list R, initially empty, an available points list A,
such that {A}← {1, ..., |P|} and a seed list S;

2. while A is not empty:

a) create a current region set Rc;

b) select the seed as the point with minimum curvature in A
and add it in S;

c) for i=0 to size(S) do:

i. find the nearest neighbors Bc of the current seed
point Si;

ii. for j=0 to size(Bc) do:

A. for the current neighbor point Pj ← Bc(j);

B. if Pjhas still not be assigned (Pj∈ A) and

cos−1(|N{Si},N{Pj}|) < θth

then add the point to the region and remove it
from the available points:

C. if

c(Pj) < cth

then add the point to S;

d) if the current region Rc has too little points or too much
points (|Rc|<Nmin∧ |Rc|>Nmax) then is rejected, else

e) return the current region Rc as cluster;

3. return the set of clusters.

not be part of a cluster at the end of the steps, which happens when
it is assigned to a cluster that is eventually rejected due to its cardi-
nality. Also for this algorithm several tests have been conducted onto
simplified scenes.
Unlike RANSAC algorithm, Region Growing approach produces many
clusters in a single run, so it is possible to identify different objects in
the scene. Figure 5.20 provides a visual representation of the output,
and Table 5.4a quantitatively analyzes it. The sphere and the cylinder
are well identified due to their constant curvature, unlike the cone
that presents difficulties in normal estimation at its vertex as high-
lighted in Figure 5.20b. This approach yields to percentages of iden-
tified points lower than RANSAC method but it turned to be more
robust to noise effect. Region Growing Clustering has been applied



70 methods

(a) Nmin=50, Nmax=10000, cth=1,
ϑth=0.1, Nneigh=100

(b) Nmin=50, Nmax=10000, cth=1,
ϑth=4, Nneigh=10

Figure 5.19: Corner segmented with Region Growing, using two different
approaches.

(a) (b)

Figure 5.20: Region Growing Segmentation for artificial scene - red points
cannot be assigned to any cluster (a), normal estimation prob-
lem around the cone vertex (b).

also to acquisitions of full scale sails to verify its applicability to this
research. Unlike the RANSAC, its results were absolutely positive:
all the points belonging to the sail surfaces could be identified (see
Figure 5.21 and Table 5.5a). Some false positive are also flagged as
sail point such as few mast points or points representing the rigging.
These points are considered as outliers and removed in the following
elaboration steps or eventually deleted by the user. The same proce-
dure, after another segmentation parameter tuning, worked fine also
on acquisitions recorded in the wind tunnel. Figure 5.23 displays the
segmentation performed on two wind tunnel acquisitions with the
parameters reported in Table 5.6. The first data-set is dedicated to the
gennaker acquisition, while the second to the mainsail. In conclusion,
Region Growing Clustering has proved to be a successful algorithm
for extracting the sail cluster from a whole acquisition. The procedure
relies on the local information about point spatial coordinates, nor-
mals and curvature, and different threshold can be set to define the
size and the geometry of the object sought. Segmentation, however
might not be perfectly performed in case of smooth transitions be-
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Shape Model
points

Identified
points

% of
identified

points

Plane 4000 3087 77.17

Sphere 8100 8273 97.86

Cylinder 3600 3654 98.5

Cone 3620 2497 68.75

Not Identified 1409

(a) Results of the segmentation

cth ϑth #neigh Nmin Nmax

0.1 20 200 1000 1000000

(b) Parameters set for segmentation

Table 5.4: Region Growing Segmentation for artificial scene.

# of original points % of correctly
identified

points

Mainsail 7054 89.58

Jib 8837 97.17

(a) Results

cth ϑth #neigh Nmin Nmax

Mainsail 0.025 15 20 5000 100000

Jib 0.01 5 50 6000 100000

(b) Parameters

Table 5.5: Region Growing Segmentation performed on on-field sails acqui-
sitions.

tween object surfaces, that leads to the inclusion of extra points such
as the ones belonging to spreaders and sheets. If outlier removal and
surface smoothing steps (see the following section) are not sufficient
in deleting these points, human intervention is required.

5.5 point cloud enhancement

Data resamplings are procedures that upsample or downsample the
general, or local, density of a point cloud, using averaging or inter-
polation of the original data-set. The need for resampling an already
acquired geometry comes directly from the generation of the data:
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(a) Mainsail (b) Jib

Figure 5.21: Region Growing segmentation for full scale sails acquisitions -
mainsail (a) and jib (b).

(a) (b)

Figure 5.22: Wind tunnel gennaker cluster extraction - full scan (a), and sail
detail (b).

(a) (b)

Figure 5.23: Wind tunnel mainsail cluster extraction - full scan (a), and sail
detail (b).

they are sampled from a real surface and inevitably prone to noise
inaccuracy.
This category of techniques is mostly used for its properties of noise
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# of original points % of correctly
identified

points

Gennaker 9615 98.8

Mainsail 2585 97.1
(a) Results

cth ϑth #neigh Nmin N max

Gennaker 0.9 7 50 5000 100000

Mainsail 0.8 7 50 2200 100000

(b) Parameters

Table 5.6: Wind tunnel segmentation

filtering and surface smoothing. In cases where the target presents a
smooth surface, this feature can easily be lost in the acquisition pro-
cess, because the presence of noise could generate spikes or holes.
Smoothness has to be recreated through these postprocessing tech-
niques.
Performing a data resampling can also be useful in removing local
imperfections. These defects might occur for different reasons such as
variable cloud density, overlapping areas due to error in registration
of pairs of clouds, surface properties that do not allow for distance
measurements causing holes in the cloud and sharp edges that result
in mixed pixel problems. Some of these irregularities can not be eas-
ily deleted through traditional filtering, such as radius or statistical
outlier removal but should be taken into account since they might
compromise the data post-processing.
Standard resampling methods made their way into robotics appli-
cations from the computer graphics research community [42], and
nowadays are commonly formulated as Moving Least Squares (MLS)
solutions [43]. This approach is motivated by differential geometry
and aims at minimizing the geometric error of the approximation.
This is done by locally approximating the surface with polynomials
using moving least squares. Given a set of points P = {pi}, a smooth
surface Sp is defined, representing the input points. The points P are
reduced, defining Sp with a reduced set R = {ri} and introducing an-
other MLS surface Sr which approximates Sp. The general paradigm
is illustrated for 2D case in Figure 5.24. Points pi ∈ P are depicted
in purple and define a curve Sp, in purple too ( Figure 5.24a). Sp is
then re-sampled with red points ri ∈ Sp( Figure 5.24b). This typically
lighter point set is called the "representation points" and defines the
red curve Sr which approximates Sp. The key part of the procedure is
creating the approximating surface (lines in 2D) for each data-set P or
R, and can be divided into two steps: the identification of a reference
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Figure 5.24: Resampling paradigm in 2D space - The original points pi
are approximated through a polynomial curve Sp(both in pur-
ple)(a). Sp is then resampled with a fixed point-to-point curvi-
linear distance, generating ri(b). The polynomial approximation
of ri is Sr, which approximates also Sp(c-d).

domain and the effective computation of the approximating surfaces
surface.
In the first step, the local plane domain H of a point r is constructed
in order to minimize a local, weighted sum of square distances of the
points pi to the plane, where pi are the neighbor points in the vol-
ume considered. It is done similarly to the creation of a best-fitting
plane of the data-set, although the points are not equally weighted
but weights are defined as the function of the distance of pi to the
projection of r on the plane H, rather than the distance to r (see Fig-
ure 5.25). Assuming q is the projection of r onto H, then H is found
by locally minimizing:

N∑
i=1

(< n,pi > −D)2 θ (‖pi − q‖) (5.16)

where θ is a smooth, monotone decreasing function, which is positive
on the whole space. The local reference domain is then given by an
orthonormal coordinate system on H so that q is the origin of this
system. In the second step the reference domain H for r is used to
compute a local bivariate polynomial approximation of the surface,
in a neighborhood of r. Let qi be the projection of pi onto H, and fi the
height of pi over H (see Figure 5.25), i.e fi = n (pi-q). The polynomial
approximation g is created, computing the coefficients that minimize
the weighted least squares error:

N∑
i=1

(g (xi,yi) − fi)
2 θ (‖pi − q‖) (5.17)
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Figure 5.25: MLS Projection Procedure - First, a local reference domain H
for the purple point r is generated. The projection of r onto H
defines its origin q (the red point). Then, a local polynomial ap-
proximation g to the heights fi of points pi over H is computed.
In both cases, the weight for each of the pi is a function of the
distance to q (the red point). The projection of r onto g (the blue
point) is the result of the MLS projection procedure.

The projection P of the point r onto Sp, which is the returned output
of the whole procedure, is found evaluating the polynomial value at
the origin of the axes, i.e. P(r) = q+ g(0, 0)n. In the procedure, the
only user definable term is the radial weight function θ, which is
the parameter that influences the density of the output point cloud,
because it determines the volume (or area in a two dimensional envi-
ronment) considered for calculating the neighborhood of each point.
The most widely used weight function was first proposed by Levin
in [42],as a simple Gaussian function:

θ(d) = e
−d2

h2 (5.18)

where h is the parameter reflecting the neighborhood size. A high
value of h is suggested when acquisition noise is relevant and the
user wants to reduce it (see the improvement in the noisy cloud test of
Figure 5.26). But at the same time, large value of h could smooth out
surface details (smaller than h) that might be of interest. More specifi-
cally, a small values for h cause the Gaussian weight function to decay
faster, thus the approximation is more local. Conversely, large values
for h result in a more global approximation, smoothing out sharp
elements in the scene, as demonstrated in Figure 5.27. Considering
the above, various tests have been carried out on real data acquired
during wind tunnel tests and full scale tests in order to properly tune
the h value. It must be large enough to reduce the acquisition noise,
but, at the same time, it has to be upper limited not to overly smooth
the surface altering the shape acquired.
Resampling tests have been evaluated comparing the processed cloud
to the original one in terms of point displacement from their initial po-
sition. In particular, a point is labeled as "good point" if it is relocated
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(a) Original Sphere (b) Smoothing h = 1

Figure 5.26: Effect of smoothing on a sphere of radius r = 4 a.u. and added
noise of amplitude = 0.12 (a.u.).

(a) Original feature (b) h = 1

(c) h = 5 (d) h = 10

Figure 5.27: Sharp feature erosion increasing h value - The original cone has
radius equal to 3 (a.u.) and height equal to 2 (a.u.)

in a position whose distance from the original one is smaller than the
measurement statistic error (it cloud be considered affected by noise).
According to what stated in Section 4.2 as results of the metrological
qualification of the TOF scanner -(Figure 4.14- a point is marked this
way if is moved less than 4 mm. For greater displacements two situ-
ations might occur: the point is moved but still belongs to the actual
sail surface, or it is moved so far that it could not be part of the sail
surface anymore. The trade off value is estimated as the sum of sta-
tistical and systematic error that can be sought, once more, in Section
4.2. At a distance of 2 m (maximum height of scale model sail)the
systematic error was estimated equal to 5 mm. Thus, the threshold
value is set equal to 9 mm. Points moving more than the threshold
are labeled as "bad points"; points whose displacement falls between
4 and 9 mm are considered "fair points". A fair point represents a
point that is moved considerably but without altering the shape.
An example of results of the resampling process onto data acquired
for a gennaker of a scale yacht model is presented in Figure 5.28 and
Table 5.7. In Figure 5.28d, red points are more evident in the whole
cluster with respect to Figure 5.28c. The edges of the sails seem to
be almost untouched, which is good. A good resampling result de-
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(a) (b)

(c) (d)

Figure 5.28: Scale model gennaker test - Setup photo (a), original cloud ac-
quired (b), displacement color map for resampled cloud with h
= 60 mm (c) and resampled cloud with h = 200 mm (d). Good
points in green (small displacement), fair point in yellow and
bad points in red (large displacement).

h = 60 80 100 200 400 1000

good points % 46.7 44.2 43.7 42.8 39.3 17.2

fair points % 44.2 44.3 42.5 43 43.4 26.2

bad points % 9.1 11.5 13.8 14.2 17.3 56.6

Table 5.7: Percentages of small (good) or large (bad) displacements in the
resampled data-set for a gennaker scale model sail.

pend not only on the parameter set, but also from the input dataset.
If the input data-set presents outliers, they might not be removed and
moreover, they influence the surface approximation attracting points
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towards them.
Similar observations can be made on acquisitions of real sails. Of
course, the threshold values for "good" and "bad" points have to be ad-
justed, according to distance measured, i.e. the sail size. In the follow-
ing case a mainsail is considered; its maximum height is 7 m. Good
points are always defined as samples whose displacement is smaller
than the noise threshold (4 mm), while the limit for bad points is
moved up to 14 mm. Various h values have been considered, whose
results are showed in Figure 5.29 and in Table 5.8. As visible in Fig-

(a) (b) (c)

Figure 5.29: Full scale mainsail point cloud - Displacement colormap for dif-
ferent h values: good points in green (small displacement), fair
point in yellow and bad points in red (large displacement).

h = 175 225 275 350 500 750 1000

good points % 62.3 61.3 61.3 59 54.1 42.5 33.1

fair points % 37.7 38.7 38.68 40.9 45.3 50.5 48.5

bad points % 0 0 0.02 0.1 0.6 7 18.4

Table 5.8: Percentages of small (good) or large (bad) displacements in the
resampled data-set for a full size mainsail.

ure 5.29, the most critical part for the mainsail is the luff edge. Bad
points concentrate around the mast and setting a h value too high
might lead to modify the luff shape. After several tries h = 500 mm
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has been chosen as a suitable h level, but in most cases it depends
also on the quality of the single acquisition.

5.6 surface modeling

Even if it is possible to implement some analysis algorithms taking
the point cloud as input (generally suitably filtered), in many cases
this kind of analysis shows itself to be insufficient for a complete
shape analysis. In fact, it does not provide enough information about
the shape topology and, moreover, it does not allow a clear idea
on what the shape actually is. It is obvious that a proper visualiza-
tion and surface reconstruction are fundamental to perform a correct
shape analysis.
The problem can be states as follows: given a set of points P, which
are sampled from a surface in R 3, construct a surface S, so that the
points of P lie on S or in its proximity. From this definition follows
that S is an interpolating surface with respect to P in the first case
(explicit method), while S is an approximating surface in the second
case (implicit method) [44].

5.6.1 Piece-wise linear surface modeling

Among the interpolation methods, the most commonly used is the
piece-wise linear surface reconstruction. Piece-wise linear surface mod-
eling algorithms lead to the construction of a polygonal mesh starting
from the measured points. A polygonal mesh is a set of connected
polygonally bounded planar surfaces [45]. It consists of edges, ver-
tices and polygons connected such that each edge is shared by at
most two polygons.
Polygonal meshes are used to model also curved surfaces: the con-
sequent error can be arbitrarily reduced using smaller polygons. Yet
this model improvement yields to an increment of the memory re-
quirements and the algorithm execution time.
However, no improvement can be effective while dealing with noisy
or non-uniform data.
Among the different polygonal meshes, the triangular ones are the
most used (Figure 5.30), since they allow to express the topological
properties of the surface with the best trade-off between numerical
robustness, algorithmic simplicity and efficient display. The underly-
ing, intuitive, reason is that a surface can be locally approximated as
a plane, which, in turn, is identified by a minimum of 3 points. The
use of triangular meshes is nowadays a standard in computer graph-
ics applications and there exist several different algorithms to realize
it. In [46] Mücke stated that, for a set of points P, a surface or volume
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Figure 5.30: Linear piece-wise surface interpolation - Elements of a triangu-
lar mesh.

representation is possible through a k-simplex, denoted as σP, where
k=|P|-1. For a set with a single point, the only representation possi-
ble is a 0-simplex, which is the point itself, or vertex; a two-point set
can be divided in two vertices and a 1-simplex, which is an edge. A
three points set forms a 2-simplex, or triangle and a four points set
forms forms a 3-simplex, which is a tetrahedron, in addition to the
ones said before. The tetrahedron is chosen as the smallest unit to
describe a three-dimensional geometry, while k-simplices with k>3,
which represent four-dimensional units, are not used, due to the sig-
nificance lack to human visualization. Mücke also stated that a proper
reconstruction is achieved when the set of all the simplicies, C, satisfy
the following properties:

1. if σP∈ C then σP’∈ C for every P’⊆P. In other words, for every
simplex σP, C contains all the faces of σP as well.

2. if σT, σP’∈ C then either σP
⋂
σP’ = 0, or σP

⋂
σP’ = σP

⋂
P’=

conv(P
⋂

P’). In other words, the intersection of any two sim-
plices in C is either empty or a face of both.

This properties define a set of simplies as a simplicial complex; as visi-
ble from Figure 5.31 non-simplicial complexes are unable to represent
correctly a surface. A simplicial complex C is called a (geometric) tri-
angulation of a of a set of points S if all vertices of C are points of S
and |C|=conv(S). In other words in addition to the condition of the
simplicial complex, the set of vertices of the simplices have to coin-
cide with S.
The challenge for surface reconstruction algorithms is to find meth-
ods which deal with a wide variety of shape, whose output is, before
all, a simplicial complex, and eventually is a good representation of
the object considered. Once a proper triangulation is performed, eval-
uating its goodness is not an easy task. Because of its intrinsic visual-
ization nature, it is much easier to judge the quality of a mesh for hu-
man beings rather than for a computer. Several check can be made on
the geometric composition of the triangles [47]. It is common practice
to avoid building "slim" triangles, which are shapes with the presence
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(a) (b)

Figure 5.31: Simplicial complexes (a), and non-simplicial complexes (b).

of really small angles (less than 10 degrees). Additionally a mesh can
be defined as regular, meaning that is composed of triangles similar
one to the other. Refer to Figure 5.32 for explanation. Moreover, in this

(a) (b)

Figure 5.32: Regular Mesh (a) vs Irregular Mesh (b).

work, another criterion for admitting a mesh as acceptable, is that it
does not have holes, since the goal is to reconstruct a continuous sur-
face.
Some of the most renowned algorithms have been taken into consid-
eration and results are presented in the next sections.

5.6.1.1 Greedy projection

The Greedy Projection Algorithm, presented by Rusu et al. [41], starts
from large, noisy and possible unorganized point cloud, recreating
the underlying surface as a triangulation of the data-set, using an
incremental method. It is based on the surface growing principle, fol-
lowing a greedy type approach. This means that the procedure starts
creating a triangle and then keeps on adding new triangles until all
points in the cloud have been considered or no more valid triangles
can be joined to the existing mesh. The algorithm works with a three
dimensional input but its output is composed of two dimensional
triangular simplices, which form at least one surface, when possible.
The creation of the mesh follows Algorithm 5. Step 1 defines the size
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Algorithmus 5 : Greedy Projection Algorithm
For each point p ∈ P:

1. Nearest neighbors search: a r-neighborhood is selected by
searching for the point nearest k neighbors in a sphere with
radius r = µ · d0 (d0is the distance from the point p to its
closest neighbor and µ is a user specified constant).

2. Neighborhood projection: the neighborhood is projected on a
plane that is approximately tangential to the surface formed by
the neighbors, which are then ordered around p.

3. Pruning: the neighbors are pruned by distance and visibility
criterion.

4. Triangulation: creation of triangles. p is connected to two
consecutive neighbors to form a triangle. Additional controls
are made on the angles between the edges and on the edge
length. Triangles are created iteratively until all points in the
neighborhood belong to a triangle.

of the neighborhood to triangulate as a function of the cloud den-
sity (through parameter d0) and a user set parameter µ. Step 2 is
the reason why the output is a surface: even though the input are
three dimensional points, the actual triangulation is performed after
a projection on a local plane. Step 3 reports the pruning of the points
made with two different methods: the distance criterion, and the visi-
blity criterion. Visibility criterion, applied as soon as part of the mesh
is triangulated, removes all the points that do not have a "direct vi-
sion" to the reference point, as shown in Figure 5.33. When a triangle

(a)

Figure 5.33: Visibility Criterion: before pruning (left) and resulting triangles
(right).

is generated (Step 4), four conditions has to be verified to confirm it
as part of the final mesh:

• Minimum angle threshold: the angles between each edge has to
be greater than a user specified value.
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• Maximum angle threshold: the angles between each edge has to
be smaller than a user specified value.

• Maximum surface angle: the deviation between the normals of the
vertex of the triangles has to be smaller than a user specified
value.

• Maximum edge length: each edge of the triangle has to be smaller
than a user specified value.

The first two conditions are introduced in order to eliminate small
triangles, which could be the result of noisy data, and big triangles,
which could be created due to the greedy approach of the procedure.
Small triangles rise the numerical complexity of the mesh, without
adding significant information, while on the other hand big triangles
could lead to a bad approximation of the surface to be reconstructed.
Aware of the above, tests have been performed first on synthetic sail
shapes, and then on real sail acquisitions. Figure 5.34 presents the
greedy triangulation for a cloud extracted sampling a CAD model of
a gennaker sail given by the manufacturer. It is the most ideal acqui-
sition case, since it has been uniformly sampled and, of course is not
affected by acquisition noise. A first triangulation is performed, with
a minimum neighborhood size that avoids holes, i.e setting µ = 1.75.
The triangles generated are mostly regular, but the shape edges are
not reconstructed perfectly, as seen at the top of the sail. To achieve a
better results for the sail edges, the neighborhood is expanded setting
µ = 5. The resulting triangulation is more irregular, even if sail edges
have been improved. Their differences can be visualized through a
comparison of their triangle edge length and angles as shown in Fig-
ure 5.35. As expected, in the first mesh (blue bars), triangles have an-
gles mainly between 45° and 90°, while in the second one have more
scattered values (red data). In addition, edge length analysis confirms
the greater regularity of the first mesh with respect to the second one,
in fact its triangles present edge length ratio centered around one, i.e.
edges have the same length. Real data-sets are different from the pre-
vious case since point cloud density is not constant and acquisition
noise influence the point sampled spatial positions. In particular, plac-
ing the TOF scanner unit on the ground of the wind tunnel or on the
sail deck leads to a high density at the bottom of the sail (part closed
to the acquisition unit) and sparser points at the top. Setting a neigh-
borhood size for the entire scan yields to a mesh composed of small
triangles at the bottom and bigger triangles on the top. Tests on real
acquisitions are reported in Figure 5.36a for a gennaker acquired in
the wind tunnel and in Figure 5.36c for a mainsail acquired on field.
Even easing all the constrains about angles and triangle edge length,
the triangulations created are not acceptable, due to the presence of
holes highlighted in the shaded view mode. The parameters used for
the creation of the meshes showed are displayed in Table 5.9. Since
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(a) (b)

(c) (d)

Figure 5.34: Greedy Projection triangulation for a uniform density artificial
sail cloud (a) with different neighborhood size: µ = 1.75 (b), and
µ = 5(c).

(a) (b)

Figure 5.35: Sail model triangulation comparison - blue data refers to the
regular mesh in Figure 5.34c, red data to irregular mesh in Fig-
ure 5.34d
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(a) (b)

(c) (d)

Figure 5.36: Greedy Projection: Real acquisition triangulations for a scale
gennaker (a-b) and a full scale mainsail(c-d).

#
Neigh.

µ Max.
Edge
[a.u]

Min.
Angle

[°]

Max.
Angle

[°]

Max.
∆−−→nor

[°]

Gennaker 50 7 300 30 150 20

Mainsail 50 8 400 45 150 20

Table 5.9: Greedy Projection: Real acquisition triangulation parameters.

the absence of holes is the first prerequisite that the triangulation has
to satisfy, these meshes are not acceptable. Changing the parameters
does not lead to any improvement in triangulation and other tests on
different acquisitions confirmed it. In conclusion this method is able
to reconstruct a surface given a 3D data-set, and several parameters
can be set to control the size and the shape of the surface approxi-
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mating triangles. It performs the best when the data-set presents a
uniform point density, and thus, it can be used for triangulate CAD
model point cloud but it has tuned to be ineffective for real sail acqui-
sitions.

5.6.1.2 Delaunay triangulation

The Delaunay triangulation was invented by Boris Delaunay [48] and,
for a set of points in the plane is a triangulation such that no trian-
gle circumcircle contains a point belonging to that set. An interesting
property of the Delaunay triangulation is the maximization of the
minimum angle of the triangles that make up the grid: it tends to
avoid sliver triangles. In three-dimensional spaces it is necessary to
consider the circumscribed spheres in place of the circumferences.
From a mathematical point of view the Delaunay triangulation is the

(a) (b)

Figure 5.37: Delaunay Triangulation in 2D domain (a), and in 3D domain
(b).

dual graph of the Voronoi tessellation [49], that is a special kind of
decomposition of a metric space determined by distances to a spec-
ified discrete set of objects in the space, e.g. a discrete set of points.
In the simplest and most common case, a set of points S in the plane,
the Voronoi diagram for S is the partition of the plane which asso-
ciates a region V(p) with each point p from S in such a way that all
points in V(p) are closer to p than to any other point in S. Lots works
in literature cover this topic and a large number of algorithms have
been proposed. Refer to [50], [51], [52], [53], and [54] for a complete
description. As done for the greedy projection algorithm, the perfor-
mances of the Delaunay triangulation have been tested for artificial
cloud and real acquisition of scale model and full scale sail. The native
three dimensional Delaunay is applied to the cloud but the results of
the triangulation are solids and not surfaces. In fact, if the algorithm
receive as input a 3D point cloud, it creates tetrahedrals retrieving the
data-set convex hull. Morever, no parameters can be set to control the
triangulation process. Figure 5.39 shows the volumes created. Since
for the study considered, a surface is sought, the Delaunay triangula-
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(a) (b)

Figure 5.38: Voronoi diagram (a), and correspondent Delaunay triangulation
(b).

(a) Sail model trian-
gulation

(b) Scale model gen-
naker triangulation

(c) Full scale
mainsail
triangulation

Figure 5.39: 3D Delaunay triangulation - Creation of volumes and not sur-
faces.

tion has been tested onto the same data-set but after a projection onto
a plane. The choice of the projection plane is crucial, in fact the points
distribution must not be altered. This means that, for each sample p,
its neighbors in 3D have to correspond to the its neighbors in 2D on
the projection plane. Two different planes have been considered: 3D
point best fitting plane and the plane described by point polar coordi-
nates (see Section 4.1, Figure 4.2). Once the points are projected onto
the plane, Delaunay trinagulation is performed. Connections between
points are saved and recreated in the 3D space leading to a meshed
surface. The main steps are described in Algorithm 6 and explained
in Figure 5.40. Tests onto real acquisitions confirmed the applicability
of this strategy for the surface reconstruction. Figures 5.41, 5.42, and
5.43 presents the triangulation results for artificial sail cloud, scale
model gennaker acquisition and mainsail full scale acquisition. The
long edge triangles, visible in Figure 5.43in the 2D mesh are easily
filtered in the last step of the procedure.
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Algorithmus 6 : Surface reconstruction strategy based on 2D
Delaunay triangulation.

1. Projection of the input 3D data-set on the plane: p(x,y,z)→
p(u,v);

2. 2D Delaunay triangulation (2D point connections);

3. Creation of a 3D mesh connecting 3D points whose
corresponding 2D points have been connected in the plane;

4. Trimming triangles with edges longer than a threshold value.

Figure 5.40: Surface reconstruction strategy based on 2D Delaunay triangu-
lation.

Figure 5.41: Artificial sail shape surface reconstruction - Projection onto
point best fitting plane.

The choice between using the best fitting plane or the polar coordi-
nates plane is arbitrary but for off-wind sails or for highly twisted
sails a projection onto the best fitting plane might lead to region
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(a) 3D and 2D meshes with best fit plane

(b) 3D and 2D meshes with (α,γ) plane

Figure 5.42: Gennaker surface reconstruction - Projection onto point best fit-
ting plane (a) and polar coordinates plane (b).

overlapping and then to a incorrect triangulation. As for the three-
dimensional case, there is no parameter needed for this triangulation,
the creation of the mesh is automatic. Moreover, the non-uniform
density of the point cloud does not influence the triangulation pro-
cess. This method thus could be used for a linear piece-wise surface
reconstruction.

5.6.2 Piece-wise smoothing surface reconstruction

All the methods described so far realize surfaces that pass exactly
through the sampled points. This could be an advantage in terms
of reliability of the reconstruction, but sometimes it would not lead
to the expected surface since they do not take into account the ac-
quisition noise: originally smooth surfaces might appear rough due
to the measurement uncertainty. An approximating surface fits the
point with a certain tolerance overcoming this issue and providing a
smooth surface.
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(a) 3D and 2D meshes with best fit plane

(b) 3D and 2D meshes with (α,γ) plane

Figure 5.43: Mainsail surface reconstruction - Projection onto point best fit-
ting plane (a) and polar coordinates plane (b).

Many surfaces can be represented analytically, but there are also
many surfaces, typically free-form, for which analytical descriptions
do not exist. These surfaces are represented in a piece-wise fashion,
i.e. similar to a patchwork quilt [55]. The complete surface is obtained
combining individual patches together along the edges and assuring
the required continuity at the joins: a smooth piece-wise surface re-
construction.
Nowadays a common way to perform this kind of surface approxima-
tion is based on B-spline (Basis-spline) curves or surfaces as well as
their abstraction to Non-Uniform Rational B-Splines (NURBS). They
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are used in a wide field of applications including entertainment in-
dustry, mechanical, electrical and medical engineering, architecture
and computer vision. In the NURBS fundamental book [56], the con-
cept of B-spline as well as NURBS curves and surfaces are described
in details. Here, the problem of fitting a cluster of points using just a
polynomial o rational segment is proved to be inadequate for certain
shape. A high degree is required to satisfy a large number of point
constrain and this is inefficiently to process and mathematically un-
stable.
The idea, thus, is to split the curve in various segments:

C(u) =

n∑
i=0

fi(u)Pi (5.19)

where fi(u) is a piece-wise polynomial function and Pi are control
points. Figure 5.44 explains the piece-wise curve approximation and
shows the effect of the control points in the curve construction. Differ-

(a) Piece-wise cubic polynomial curve with 3 segments

(b) Polynomial segments represented in Bezier form

Figure 5.44: Piece-wise curve representation. Segments that compose the
curve (a), and control points that guide the curve construction
(b).
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ent piece-wise basis function can be used. For B-Spline basis functions
the curve can be express as:

C(u) =

n∑
i=0

Ni,p(u)Pi (5.20)

Ni,0(u) =

1 if ui 6 u 6 ui+1

0 otherwise
(5.21)

for p=0, while for p=1,2,3,.. :

Ni,p(u) =
u− ui

ui+p − ui
Ni,p−1(u)+

ui+p+1 − u

ui+p−1 − ui+1
Ni+1,p−1(u) (5.22)

Fitting a B-spline curve to a set of data points p is the task of finding
values for the control points that minimize the distance between p
and C(u) as shown in Figure 5.45. The definition of a B-spline sur-

Figure 5.45: Fitting B-spline curves: the distance (green) between the points
and the closed B-spline curve (red) is minimized by manipulat-
ing the position of the control points

face follows the one of the B-spline curve. A B-spline surface with a
parametric domain (u, v) ∈ ΩS ⊂ R2 is constructed by linear com-
binations of the tensor product of B-splines basis functions. Given n,
m basis function fi,p and gj,q with i=1,2..,n and j=1,2,..m, the vector-
valued coefficients, called control grid, Pi,j ∈ R3, defines the surface
as:

S(u, v) =
n∑
i=1

m∑
j=1

fi,p(u)gj,q(v)Pi,j (5.23)

The same characteristics as for B-spline curves apply for B-spline
surfaces. The derivatives in given parametric direction may be deter-
mined from the respective one-dimensional basis function. The same
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Figure 5.46: Fitting B-spline surfaces: the distance (red) between the points
and the B-spline surface (green) is minimized by manipulating
the control point.

concept explained in Figure 5.45 in 2D is presented for the three di-
mensional case in Figure 5.46. Due to the tensor product leading to an
orthogonal parametric domain, the boundaries of the reconstructed
surface are four-sided. This is not desirable if the searched shape does
not have four sides, as for the case studied in this work. One possibil-
ity to get rid of the four-sided shape of a B-spline surface is to trim ar-
eas that lie outside a certain region. Such a trimming region Ωt ⊂ Ωs
can be defined on the parametric domain using B-spline curves, the
concept idea is displayed in Figure 5.47. B-spline surface fitting has

Figure 5.47: B-Spline surface trimming.

been tested, as for the previously mentioned cases, on artificial data-
set and on real point clouds. The process is done iteratively: first a
minimum number of control points is considered and the correspon-
dent B-spline is created. The curve/ surface is initialized on/as the
plane formed by the two biggest eigenvectors, calculated by principal-
component analysis (PCA) of the data-set. A distance metric is associ-
ated to the curve/surface, the simplest one is the point-to-line/point-
to plane distance, and a threshold is defined; if the evaluation of the
metric for a B-spline does not satisfy the limit, then the control points
are moved in order to minimize the cost function (as shown in Fig-
ure 5.45 and Figure 5.46). Additionally, every k interations, a limited
number of control points can be added. Adding control points helps
with complex or sharp shapes, but increases the computational costs
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of the procedure. Results for these reconstructions are presented in
Figure 5.49. The trimmed mainsail reconstruction is not showed be-

(a) Artificial sail (b) Scale model gennaker (c) Full scale main-
sail

Figure 5.48: B-spline surface reconstruction without edge trimming.

(a) Artificial sail (b) Scale model gennaker

Figure 5.49: B-spline surface reconstruction with edge trimming.

cause a proper trimming curve has not been retrieved. This is due to
the fact the the mainsail acquisition presents in the top part a poor
point density. Looking for a trimming curve that follows the point
closely would lead to irregular and concave sail edges, easing this
constrain would lead to not cut out the four sided surface.
Despite the great results showed by the B-spline surface reconstruc-
tion, the necessity to have a robust algorithm, which works with many
shapes and facing the non-uniform density problem, brought to use
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the strategy explained above and based on 2D Delaunay triangulation.
Expedients to take care about this piece-wise linear approximation
while analyzing the sail shape are discussed in the next section.

5.7 sail shape analysis

Once the cluster of points belonging to the sampled sail has been ex-
tracted, the acquisition noise reduced, and an approximating surface
has been created, the geometrical analysis of the shape can be done.
The algorithm is able to automatically detect the shape boundaries.
For a triangular mesh for example, the shape perimeter is composed
by all the edges that belong only to a single triangle, i.e. not common
edges between two triangles. If design parameters given by the sail-
maker are available, the length of the total shape perimeter is checked
(Figure 5.50c).
Then, vertexes are identified as the intersection between two adjacent
boundary segments that form the smallest 3 or 4 (depending whether
the sail has a triangular or trapezoidal shape) angles. Adjacent seg-
ments representing part of a sail edge for example, form angle close
to 180°, while the sail vertexes usually subtend smaller angles (Figure
5.50e and Figure 5.50d).
Once the vertexes are identified, the perimeter can be split in different
edges: luff, leech, foot and top are identified and, once again, a metri-
cal check on their length is performed. If displacement between com-
puted length and design length is greater than 10 %, the procedure
is stopped and the user can verify the results obtained so far. Luff
and leech are, then, split into a number of segments correspondent to
the number of sections the user desires. Unlike all the methods men-
tioned in Section 3.2, there is no limit on the number of sections to
analyze and, moreover, sectional planes are not drawn parallel to the
yacht deck under the hypothesis that sail sections remain horizontal.
In fact, sectional planes are retrieved as follow:

1. Estimation of point normals (representing the local surface nor-
mals);

2. Computation of the plane fitting the sail vertexes: Planev;

3. Computation of the plane Planet that passes through the ex-
tremities of correspondent luff and leech segment and perpen-
dicular to the Planev;

4. Computation of the sail section and extraction of the point corre-
sponding to the maximum camber Camb (refer to Figure 5.52);

5. Computation of the angle α between the camber direction and
the surface normal in Camb (see Figure 5.51c);



96 methods

a) if α ' 0, i.e. the two vectors are parallel, the plane Planet
can be considered the sectional plane Planes and all the
other parameters are computed (Figure 5.51b);

b) else the plane Planet is rotated iteratively around the sec-
tion chord by angular steps set by the user until α reaches
an acceptable level still set by the user.

Once the correct sectional plane has been retrieved, sail sections are
analyzed and synthetic parameters are computed as in Figure 5.52.
To verify the output of the sail analysis, the procedure was tested us-
ing a data-set coming from a CAD model of a gennaker sail given by
the sail-maker for wind tunnel tests. Figures that follow show all the
steps described above. Figure 5.53 presents the analysis of 8 curve
sections for the gennaker shape and Figure 5.54 provides a compari-
son between the parameters used to generate the CAD model (called
design parameters) and the computed ones.

As shown, the displacement between the design and the computed
parameters are on average around 1%, validating the procedure. In
Chapter 6 sail acquisitions have been processed and synthetic param-
eters have been computed as described so far.
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(a) (b)

(c) (d)

(e)

Figure 5.50: Sail shape analysis - Original point cloud (a), triangular mesh
approximation (b), shape boundary detection (c), edges detec-
tion (d), identification of vertexes as the point corresponding to
the smallest angles .



98 methods

(a) (b)

(c)

Figure 5.51: Sail shape analysis - Point cloud normals (a), sail sections (b),
sail section back view (c).

Figure 5.52: Sail shape geometrical parameters.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.53: Sail section analysis.
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(a)

(b)

(c)

Figure 5.54: Comparison between computed parameters and design para-
maters.



6
C A S E S T U D Y

The methodology described so far for flying sail shape acquisition and anal-
ysis is tested and results are reported in this Chapter. Test deals with free
form shape representing scale model sails acquired during a wind tunnel
campaign aiming at revising ORC aerodynamic coefficients and during tests
in support of the validation of an innovative sail pressure measurements sys-
tem. Asymmetric spinnakers, as well as flat sails such as jibs and mainsails
are acquired. Finally two tests conducted on the 10 m Sailing Yacht Labora-
tory of the Lecco Innovation Hub for a close hauled and a close reach sailing
are described, and promising results presented.

6.1 software description

As mentioned in Section 4.1, data are acquired by means of the TOF
scanner unit that can be controlled through a dedicated software de-
veloped in LabView environment and reported in Figure 4.5. The user
can control the motor motion and scan the angular sector desired
with the speed desired.
Once the cloud is acquired, another software, dedicated to the data
elaboration, is run. It has been developed in Qt environment through
C++ code to be able to exploit some open source libraries such as the
Point Cloud Library (PCL) [57], useful for dealing with point cloud
data. The graphical user interface for this software is shown in Figure
6.1.

It is composed by a main window mostly occupied by the point
cloud viewer in the middle, a tree structure displaying information
about the cloud loaded on the right and a toolbar for basic actions
such as opening, saving and deleting a file. A second window allows
for cloud elaborations. Principal operations are:

1. Region Of Interest (ROI): cut out part of the cloud;

2. Transformation: rotate or translate a cloud of settable quantities;

3. Merging: fuse two or more point cloud into a unique data-set;

4. Registration: move the cloud to orient it according to a world
reference system;

5. ICP refinement: iterative closest point registration refinement;

101
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Figure 6.1: Data elaboration software user interface.

6. Filtering: outlier removal (statistical filter) or radius filter;

7. Normal Estimation: compute the normals;

8. Segmentation: separation into different clusters;

9. Data Resampling: smoothing a cloud moving a point according
to the position of its neighbors;

10. Surface reconstruction: meshing or fitting the points.

Selecting the tab corresponding to each operation, it is possible to
set different parameters to properly tune the results according to the
shape one is considering. Figure 6.2 presents an example of the prin-
cipal parameters to be set for every elaboration step. The analysis of
the shape is done running a Matlab code that receives as input the
sail cluster, and the design sail dimensions if available, and retrieves
synthetic geometric parameters as described in Section 5.7.

6.2 wind tunnel test : off-wind sail and force measure-
ments

This section provides some results referred to a wind tunnel cam-
paign carried out at Politecnico di Milano during an Offshore Racing
Congress project aimed at revising off-wind sails aerodynamic coeffi-
cients and ORC VPP aerodynamic model.
The design focus for the required sails to be tested was on asymmet-
ric, masthead, center-line tacked gennakers. Two shapes were pro-
duced, an A1 with focus on tight angles for light wind reaching or
downwind, and an A2 with focus on broader angles for stronger
breeze downwind. For each shape two sizes were produced, a “max”
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(a) ROI Tab (b) Filters Tab

(c) Transform Tab (d) Normals Tab

(e) Segmentation Tab (f) Mesh Tab

Figure 6.2: Tab for setting parameters for different elaborations.

version with the maximum reasonable area possible on sail plan, and
a “small” version with shortened foot and leech, with area around
87% of the “max” version. During the tests, forces have been mea-
sured in a model-fixed coordinate system by a six-component bal-
ance and gennaker flying shapes measurements have been taken with
the proposed TOF Flying Shape Detection System while the mainsail
shapes have been obtained using the currently available Wind Tunnel
photogrammetric system described in [12].
Sail shapes acquired with the TOF unit have been reconstructed fol-
lowing the step illustrated in Chapter 5, apart from registration that
has been performed manually to merge the mainsail cloud coming
from the stereoscopic system and the gennaker point cloud. Segmen-
tation is performed using the parameters reported in Table 6.1 and
leading to the cluster shown in Figure 6.3. Outliers filter needed to be
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Figure 6.3: Gennaker sail cluster extracted by segmentation - some outliers
and mixel pixel points remained in the top part of the sail.

cth θth #neigh Nmin Nmax

Gennaker 0.9 7 50 5000 100000

Mainsail 0.8 7 50 5000 10000

Table 6.1: Case study segmentation parameters.

run, then a triangular mesh has been computed to first approximate
the sail surface. Sail synthetic parameters have been retrieved for 8

sections, and finally, a loft of the section curves has been performed
to render a smooth surface. Then, some consideration about the ac-
quired flying shapes and their correlation to the measured forces have
been done and explained in the next sections.

6.2.1 Design-flying shape comparison

In this section the results of sail scans at 95° AWA are shown and
compared with design shapes in correspondence of the sail trim gen-
erating maximum driving force for the given AWA Figure 6.4 shows
the comparison between rendered design shape (blue grid) and the
rendered flying shape surface (red) obtained by the sail scan mea-
surements. As previously mentioned, using the proposed TOF tool
sail surface design parameters can be extracted. For the present case,
although several section parameters have been derived for each curve,
in Figures 6.5 - 6.8 only camber (profile depth in percentage of chord)
and twist (related to boat center-line) are drawn for both sails (main-
sail and gennaker), being the most significant for aerodynamic forces.
In addition, two significant vertical curves are analyzed with syn-
thetic parameters: LUFA, that is the projection of luff curve on a plane
defined by sail corners, and LUSW, that is the projection of luff curve
on a plane defined by tack and head and perpendicular to the previ-
ous one. Both sails show significant differences from design shape,
which can be understood by a comparative analysis involving both
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(a) Side view (b) Top view

Figure 6.4: Comparison between rendered design shape (blue grid) and the
rendered flying shape surface (red).

Figure 6.5: A2 max sail. Camber distribution (design vs flying shape).

Figure 6.6: A2 max sail. Twist distribution (design vs flying shape).

horizontal and vertical cambers, and section twist. In fact, gennaker
A2max is flying flatter than designed, except at lower section, being
both trimmed with a higher tack and being more twisted. The reason
for this difference in tack height relies on the search for maximum
driving force – the flying shape is related to the best trim achieved in
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Figure 6.7: Mainsail. Camber distribution (design vs flying shape).

Figure 6.8: Mainsail. Camber distribution (design vs flying shape).

wind tunnel – for the given wind condition. The tack trim adds verti-
cal curvature, which necessarily ends in a reduction of the horizontal
one, being the total curvature approximately constant; twist has a
similar effect on horizontal curve reduction. Mainsail shows a similar
behavior, while opposite as concerns vertical and horizontal curva-
ture. More intuitively, the mast is much straighter than design luff
curve - being the latter targeting a mean upwind condition, while in
downwind test condition it is allowed to straighten - thus resulting in
fuller horizontal sections. The resulting flying shape can be better un-
derstood looking at three-dimensional rendering resulting from sail
scan (Figure 12-13). In the following, a much different tack trim for
gennaker as well as a deeper luff curve and an added twist, as long
as an added twist at main. It is appreciable how the mast effect (and
possibly low luff tension) results in a deeper main in spite of twist in-
crease. In addition, it is interesting to compare rendered shape with
pictures from wind tunnel, illustrating the capability to capture irreg-
ular shapes such as on the luff in this case (Figure 6.9). Such a com-
parison between design and flying shape might be thought of interest
in the context where three-dimensional design shape is intended as
an approximation of flying shape aimed at generating building (2D)
parameters (sail panel and edge curves- the ones influencing the fi-
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Figure 6.9: Gennaker flying shape and forces variation with trim.

nal flying shape, together with control lines trim). Therefore, aiming
the design shape at realistic (or even optimal) flying shape should be
possible, even leaving unchanged the building parameters, thus pro-
ducing the same design shape. This in turn leads to the possibility of
introducing parametric changes to 3D design shape, which may be
expected to represent more closely the expected variation in flying
shape.

6.2.2 Gennaker flying shape and forces variation with trim

In the following, focus is on the relationship of trim maneuvers on
gennaker control lines - primarily tack - with sail shape and sail plan
forces. Test was carried out at 80° AWA and the trim maneuver con-
sisted in easing the tack line starting from an all-down position and
trimming the sheet as needed. Images from 3D rendering, in Figure
6.10, show in detail tack easing, clew movement and overall shape
change, in three subsequent trims. Synthetic parameters describe this
process in detail, showing how at each step the sail loses depth in the
upper part while becoming deeper in the lower. Interestingly, the first
trim manoeuvre (form step 0 to step 1) does change a little the luff
curve, while the twist is increased due to sheet easing. The second
trim, from step 1 to step 2, instead, results in a big increase of luff
curve associated with lower twist, apparently due to little sheet trim.
Pictures taken in the wind tunnel (Figures 6.14 - 6.16) do confirm

in particular the similar luff curve between the two first steps, with
a bigger difference in the third. Sail forces evaluation (Figure 6.13)
is well correlated with gennaker shape variation. While the driving
force is increasing almost linearly with tack ease, confirming the "best
practice" in use in sailing regattas, the lateral force at step 1 decreases
with twist increase. Step 2, instead, associates more side force with
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Figure 6.10: Trim maneuvers on gennaker control lines (starting configura-
tion 0 (red), first trim configuration 1 (green) and final configu-
ration 2 (blue)).

Figure 6.11: A1 max sail. Camber values for different trimming steps

less twist. A deeper analysis can be carried on each curve, being
horizontal section or luff curve, for which synthetic parameters have
been derived. As an example, in the following diagram all parameters
for horizontal middle section are interpolated by a spline allowing an
intuitive shape evaluation. A vertical line representing camber and
its longitudinal position is drawn, to show how profile depth not
only diminishes but also moves forward. The analysis carried out in
this paragraph suggests for each design shape a set of possible flying
shapes and associated forces can be derived, under parametric con-
trol lines variation, identifying reasonable trims. This would make it
possible to identify an envelope of possible coefficients to feed a VPP
with a complex set of coefficients for each different sail candidate,
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Figure 6.12: A1 max sail. Twist values for different trimming steps.

Figure 6.13: Driving and side forces for different trim.

Figure 6.14: Picture from wind tunnel test- Step 0.

better showing behavior under trim variation and relative crossover.
The availability of a set of trims and flying shapes for a given design
could be also of great help in setting up CFD investigations with the
purpose of finding forces and analyzing flows, saving a lot of com-
putational time usually dedicated to this activity, and bypassing the
subjective human factor.
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Figure 6.15: Picture from wind tunnel test- Step 1.

Figure 6.16: Picture from wind tunnel test- Step 2.

Figure 6.17: A1 max sail. Shape variation for sail Section ]1/2.

6.2.3 Mainsail flying shape and force variation with trim

A similar analysis has been conducted on mainsail trim and its asso-
ciation with sail shape and forces. With reference to tests carried out
with the small A2 at 90° AWA, starting from an optimum drive trim,
mainsail has been progressively trimmed with less twist by a com-
bined use of sheet and traveler. Starting from step 0, sheet has been
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trimmed to step 1, than traveler to step 2 then again sheet to step
3. Figure 6.18a shows the rendered mainsail flying shape surfaces
obtained by the corresponding sail measurements, which can be com-
pared with the pictures taken in the wind tunnel (Figure 6.18b). The
effect on twist (Figure 6.19) is clear and well correlated with maneu-
vers: step 0 to 1 the high sheet angle contributes in reducing twist
more at foot than at head; step 1 to 2 traveler is brought to wind-
ward contributing to an even twist reduction; 2 to 3 sheet is tight-
ened ending close to vertical therefore tensioning leech and reducing
twist much more at head than at foot. Forces diagram (Figure 6.20)
do show a slight reduction in drive associated to an increase in lat-
eral force, probably due to an increased portion of mainsail being
stalled. In conclusion, results for these tests highlighted the differ-

(a) Rendering (b) Pictures

Figure 6.18: Different mainsail trim.

Figure 6.19: Mainsail. Twist values for different trim steps.

ences between flying and design shapes and the sail shape variation
as consequence of different trims along with the sail-plan aerody-
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Figure 6.20: Driving and side forces for different trim.

namic performances. Potential improvements on current sail design
process and techniques have been discussed, regarding both design
shape intended as 3D shape generating building curves, and the op-
portunity to associate each design shape to a set of possible flying
shapes and their related aerodynamic coefficients. Such an approach
is intended to both directly interacting with VPP by evaluation of a
selected list of design candidates, and possibly inversely letting the
VPP identify the best sail design among a database, by match with
one or more optimum criteria. Further work is currently in progress
in particular with reference to numerical tools bench-marking pur-
poses.

6.3 wind tunnel test : sail shape and pressure measure-
ments

Other tests on scale models have been done in the wind tunnel of Po-
litecnico di Milano. This time, tests came in support of a joint project
among Politecnico di Milano, CSEM and North Sails, aiming at de-
veloping a new sail pressure measurement system based on MEMS
sensors (an excellent compromise between size, performance, costs
and operational conditions) and pressure strips and pads technology.
These devices were designed and produced to give differential mea-
surement between the leeward and windward side of the sails. This
wind tunnel campaign was intended to provide a benchmark of the
whole measuring system for future full scale applications.
The pressure devices are shown in Figure 6.21. CSEM C16 scanner is
a miniaturized electronic pressure scanner with 16 differential pres-
sure sensors and a CAN bus interface for the communication. High
attention was given to dimensions and shape of the scanner box (only
6 mm in height), so to have minimal impact on the airflow. Each of
the 16 sensors has its own reference input which makes the scanner
especially suited for measuring the pressure difference between lee-
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ward and windward side on dedicated spots on the sails. Tiny micro-
channels in the pressure strip, made of thin polymer films, propagate
the pressure from the tap to the connected pressure scanner. Manufac-
turing processes have been developed using laser and micro-milling
to produce strips with comparatively deep channels. In total 40 taps
have been measured per sail. For further technical details refer to
CSEM website. A complete 1:10 scale model of a 48’ cruiser-racer, con-

(a) (b)

(c) (d)

Figure 6.21: Pressure devices - strips for mainsail and jib (a-b), and pads for
off-wind sails (c-d).

sisting of yacht hull body (above the waterline) with deck, mast, rig-
ging and sails was mounted on a six component balance, which has
been fitted on the turntable of the wind tunnel (Figure 6.21b). Both
sides of the main sail and the jib have been equipped with tailor-made
pressure strips. Flying shape detection systems, have been adopted to
perform shape measurements along with pressure and force data. A
scanner was dedicated to the jib and placed on the ground close to
the bow, the other was placed frontally to the mainsail a couple of
meters far away not to alter the wind flow. A master software has
been programmed to trigger synchronously the acquisition of all de-
vices. Different upwind angles have been tested, from 20° AWA to
35° AWA. Example of the results are provided in Figure 6.22. Cloud
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(a) (b)

Figure 6.22: Wind tunnel results - From point cloud to sail surface re-
construction - sail sections in correspondence of the pressure
stripes highlighted - (a), and pressure values coupled with the
sail shape for section 1/2 (b).

registration has been done following the procedure described in Sec-
tion 5.3.3, that consist in aligning the wind tunnel chamber walls. Sail
clusters extraction and resampling followed. Once a surface had been
obtained, sections were realized in correspondence of the pressure
stripes, i.e. at 1/4, 1/2 and 3/4 of the luff length for both sails. Sec-
tion curves have been coupled with the pressure measurements as
displayed in Figure 6.22b; where flow separation at the luff edges can
be appreciated (top picture), as well as the difference in twist for sail
trimmed in two wind sailing conditions (bottom picture). A detailed
analysis of the results of this campaign has been reported in a pa-
per submitted for the next Chesapeake Sailing Yacht Symposium of
Annapolis (march 2016).

6.4 full scale test : flying sail shape measurements

Full scale tests have been carried out onto the Sailing Yacht Lab (Fig-
ure 6.23), a 10 m length sailing boat developed within the Lecco Inno-
vation Hub project of Politecnico di Milano. This yacht was designed
to operate as a dynamometric balance and was strongly inspired and
encouraged by the previous experiences developed at MIT [58], at
Kanazawa Institute of Technology [17] and Berlin TU [59]. The heart
of the system is a 5083 aluminum alloy frame inside the hull that al-
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Figure 6.23: Sailing Yacht Laboratory concept (left) and photo (right).

lows the entire rig and sail plan to be connected to a set of load cells
to measure the overall forces and moments transmitted by sails and
rig to the hull. Figure 6.24 shows the general arrangement of the six
load cells which keep the frame in isostatic constrained configuration
with respect to the hull. With respect to the shown reference system,

(a) (b)

Figure 6.24: Load cell arrangement (a), and TOF acquisition unit positions
(b).

the 6 load cells are set as follows: one load cell along X direction (FX),
two along Y direction (FY1, FY2)and three along z direction (FZ1,
FZ2, FZ3). The idea behind the choice of their position is to be as
close as possible to the highest loads along the respective directions,
so that e.g. FX cell is placed near the mast-step connecting the hull
to the central part of the frame. In addition, an important criterion of
the positioning of the cells was their accessibility during maintenance
operations. Maximum loads of the adopted cells are respectively 20

kN for the FX, FY1, FY2, FZ3 and 50 kN for the FZ1 and FZ2.
Moreover, the yacht is equipped with a classical navigation equip-
ment providing wind speed and direction, boat speed, depth as well
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as the yacht course by means of a differential GPS receiver; an ul-
trasonic 3D anemometer mounted on the top of an additional mast;
pressure measurement devices composed by MEMS sensors and dedi-
cated pressure pads which have been designed and produced aiming
at providing the differential measurement between the sail leeward
and windward side; and finally, two TOF acquisition units to mea-
sure the sail shapes. For an exaustive desription of the project refer to
[60].
Figure 6.24b shows the position of the two scanners on the deck, one
at mast foot and the other at the stern next to the winch, while Figure
6.25 shows two photos of the set up. Elaboration of data for two tests

(a)

(b)

Figure 6.25: Full scale setup - acquisition unit dedicated to the mainsail (a),
and acquisition unit dedicated to the jib (b).

are reported below: sail plan reconstructed for a close-hauled sailing
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and a close reach sailing. For each test two different point clouds have
been synchronously acquired, and, then, registered. For cloud regis-
tration, once more, the procedure explained in Section 5.3.3 has been
used. As planar surfaces this time, three faces of a cube placed at the
yacht bow have been exploited. The cube could be scanned by both
TOF units and was positioned at the beginning and at the end of the
sailing tests to verify the scanners remained in their original position.
Computing the pose of the cube surfaces, it is possible to calculate
the rototranslation matrix to orient the clouds from the scanner ref-
erence systems (in red in Figure 6.26a) to the cube reference system
(in blue). Moreover, the position of the cube with respect to the yacht
reference system (in green) has been retrieved sampling points on the
deck and on the cube faces with a Total Station. This process allows
for registering the sail clouds onto the CAD model of the hull. Figure
6.26 explains the above and Figure 6.27 presents the results for the
registration.

(a) (b)

Figure 6.26: Cloud registration procedure - Planar surfaces retrieved by scan-
ning the cube faces.

Once the cloud had been registered, the data elaboration started.
Clouds have been segmented as shown in Figure 6.28, and using the
parameters reported in Table 6.2. Finally, surface have been recon-
structed and Figure 6.29 presents the final sail plan rendering. Figure

cth θth #neigh Nmin Nmax

Jib 1 10 20 5000 100000

Mainsail 1.5 4 30 6000 100000

Table 6.2: Segmentation parameters for full scale tests.

6.32 presents a detail of the jib that bends due to the handrail as vis-
ible in the photo on the right. Similar to the close reach sailing case,



118 case study

Figure 6.27: Cloud registration results for close reach sailing.

(a) (b)

Figure 6.28: Cloud segmentation for jib cloud (a), and mainsail cloud (b).

Figure 6.30 presents the sail plan reconstruction for the close hauled
sailing test. Note the sail hauled with respect to the close reach case
(Figure 6.31). Finally, synthetic parameters can be extracted. Figure
6.34 reports the curve sections for jib and main of the close hauled
case. Geometrical parameters are also summarized in Figure 6.33.
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Figure 6.29: Sail reconstruction for close reach sailing.

Figure 6.30: Sail reconstruction for close hauled sailing.

(a) (b)

Figure 6.31: Sail plan reconstructed for close hauled test (a), and close reach
test (b).
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Figure 6.32: Detail of the reconstructed jib bending onto the handrail.

(a) Jib - 8 section parameters

(b) Mainsail - 8 section parameters

Figure 6.33: Geometrical parameters computed for 8 sections on the jib (a)
and on the mainsail reconstructed surface ( also the squared top
considered as 9th section) (b).
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(a) (b)

(c) (d)

(e) (f)

Figure 6.34: Geometrical parameters computed for sections 1/4, 1/2 and
3/4 for the jib (right) and for the mainsail (left).
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C O N C L U S I O N S

research conclusion

The main aim of this research was to propose some novel methods
for the acquisition and the analysis of free-form shapes.
In particular, for this study, the flying sail shape has been consider as
free-form object to be properly measured and geometrically analyzed.
The aerodynamic pressure distribution, the forces resulting from rig
design and trim, the elasticity of the material and the varying wind
conditions leads to a virtually infinite number of shapes that a sail
might assume during navigation. These shapes can not be easily de-
scribed by means of regular geometries - and this is especially true
for off-wind sails -, and has to be properly handled. The shape assess-
ment pipeline can be divided in the following steps:

1. measurement;

2. point cloud data elaboration (which encompasses registration, seg-
mentation, filtering, resampling,and surface modeling) ;

3. shape analysis;

4. performance evaluation (correlation between object shape and its
functionality).

Most commercial applications are only able to handle primitive ge-
ometries and require the interaction with the user. Moreover, the so-
lutions provided by the research community are often not satisfactory
at all, since the pipeline steps are faced separately. This research, in-
stead, intended to face the whole process, starting from the data ac-
quisition, following with the elaboration and ending with the shape
analysis. The algorithms implemented in this work take as input a
point cloud, no matter the type or how it is acquired; thus, they can
be used in different contexts or with different acquisition devices. The
goal was to present the possibility of this method to the nautical field,
so that measuring, reconstructing and acquiring the flying sail shape
could be useful for a better understanding of the what is happen-
ing above the water line. In fact, nowadays, to assess the yacht aero-
dynamic performances Computational Fluid Dynamics (CFD) codes,
or even Fluid Structure Interaction codes can be exploited. However,
they start from a design sail shape, that can be by far different from
the real flying shape, and still need a massive validation work. This
study is intended to provide a contribution to this issue, as detailed
in the following.

123
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Measurement

In this work, a customized measurement system, based on Time Of
Flight technology, has been realized to acquire the free-form sail shape.
The objective was to try to overcome most of the weaknesses of sail
acquisition systems tested in the past. Most of them are based on
photogrammetry technique that allows for retrieving the position of
markers placed on the sail surface, and requires at least a pair of
camera for each sail. However, more devices are usually exploited to
avoid occlusions. Other techniques use only a camera placed on the
deck or at the top of the must and acquire the shape of few colored
stripes painted onto the sails. They run under the assumption that
the stripes remain in a plane parallel to the deck which can be ques-
tionable especially for downwind sails.
Thus, after a brief analysis of different non-contact techniques, re-
ported in Chapter 3, Time Of Flight methodology has been selected.
The acquisition device encloses a TOF sensor by Sick, a motor re-
duction unit, a web-cam and other auxiliary sensors. It provides 3D
measurements of the entire sail surface, no matter the sail type nei-
ther the flying shape assumed.
This kind of TOF sensors were originally design for safety application,
and a detailed metrological qualification was necessary. The system-
atic error rises increasing the distance between target and sensor, but
remains an acceptable value for our application. In fact, the maximum
percent error retrieved is 0.3% of the acquired distance. Moreover, the
statistical error remains almost constant, around the value of 4 mm,
within the analyzed range (1 to 15 meters). The presence of a critical
incident angle between the laser ray direction and the normal to the
target surface has been worked out: incident angles greater than 70°
lead to a significant drop in the measurement accuracy. Outdoor tests
have been performed highlighting the influence of the ambient light:
measurement standard deviation can increase by the 350% while the
sun hits directly the sensor - the sensor is dazzled -. In addition, dif-
ferent target materials have been tested, proving that the sail tissue
presents the widest uncertainty due to its transparent nature; and
other tests, on the influence of the target color, suggested light gray
colored object reflect the signal the best. Other details about the de-
vice and its metrological qualification work are reported in [61].

Point cloud data elaboration

Once data have been acquired, they are stored as point cloud struc-
ture and consequently elaborated as described in Chapter 5. A ded-
icated software has been realized using open PCL source libraries,
programming in C++ and Matlab language, in Qt environment. Each
step of the post processing procedure has been discussed and exam-
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ples of the elaboration on synthetic data are reported to verify the
algorithm developed. The first step is the cloud registration. In fact,
each sail is scanned by a different acquisition unit. This leads to the
need for registering different scans in a common coordinate system,
in order to compose an unique sail plan of the yacht. To perform this
operation a specific algorithm has been developed, based on standard
algorithm as SVD or ICP, but relying also on information taken from
the acquired overall scene. This provide a better results and turned
to be a more robust method with respect to acquisition noise. Then,
registered scenes have to be interpreted, that means recognizing dif-
ferent objects in the point cloud and organizing them in distinct clus-
ters. The final goal is the extraction of the point cluster that represents
the sail surface. Proximity to other points and normal trends are ex-
ploited as discriminant criteria. Unwanted points might remain after
the segmentation step due to objects close to the sail surface, such as
the boom, shrouds and spreaders or due to errors in the acquisition
process, such as the mixed pixels - explained in Chapter 4. The sail
cluster is then filtered to face this problem. Sometimes user interven-
tion is required.
To reduce the influence of the acquisition noise a cloud resampling is
applied before reconstructing the sail surface. Resampling is substan-
tially a local interpolation of the data that lead to a more smooth sur-
face. A heavy smoothing would alter the overall sail shape, which is
obviously unfair. Evaluating this resampling effect is not an easy task,
as the threshold for smoothing should be defined by displacements
from a reference surface, which is not known as it is the final object
searched in this thesis. For the current work, the smoothness opera-
tion is fixed as for avoiding loss of samples and point displacements
from their original position greater than the value of measurement
uncertainty at that distance estimated in the metrological qualifica-
tion of the device.
Lats step is the 3D surface reconstruction. A custom algorithm has
been developed. It is based on Delaunay triangulation but not used
in a 3D domain since it would create tetrahedrons instead of sur-
faces. 3D points are projected in a 2D domain, where a mesh is com-
puted. The two dimensional mesh is then re-projected in the three-
dimensional space, providing a point approximating surface.

Shape analysis and performance evaluation

As last step of the process, the reconstructed sail is analyzed and sev-
eral geometric parameters are computed to give at a glance an idea
of the way the sail is flying. The 3D sail surface is cut by means of sec-
tional planes computed in order to be directed as the surface normal
evaluated in correspondence of the maximum camber point. The pose
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of these planes is sought iteratively and the process might takes few
seconds. This way it is possible to avoid the assumption that the sail
sections have to belong to planes parallel to the yacht deck. Finally,
these parameters and these shapes can be correlated to measurements
of forces or pressures to complete the yacht performances analysis as
shown in the Chapter 6 reporting few case studies for acquisition
on scale models and on field on the Sailing Laboratory Boat. Good
results have been obtained. However, various improvements can be
considered.

future works

Concerning the hardware setup, a redesign of the TOF design could
be considered to achieve a better result in terms of measurement ac-
curacy, especially trying to avoid mixed pixels and loss of data for
direct sun light, especially in the higher part of the sails. In fact, these
lack in retrieving point coordinates impairs the algorithm results and
user intervention is required to check each pipeline step.
Improvements can be also addressed to a redesign of the acquisition
unit with particular attention to the overall dimension. It was not so
comfortable sailing with bulky devices on the deck.
Concerning the software, instead, a faster code might provide results
almost in real time - the code takes few minutes at the moment -. Deal-
ing with point clouds means dealing with thousands of points, i.e.
thousands of information to manage. The ideal improvement would
be programming using GPU to parallel different processes.
Moreover, pattern matching algorithm could be taken into considera-
tion. They stat from a CAD model of an object and search for points in
the cloud that would match it. It is widely used in the industrial field
for rigid objects, but too few has been done for deformable shapes.
The idea is to use the design sail shape and to look for it in the cloud
ease some constrain on the rigidity of the model. Few tests have been
done but not successfully results have been obtained so far.
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P O I N T C L O U D B A S I C C O N C E P T S

point cloud definition

A point cloud is a data structure used to represent a collection of
multi-dimensional points. Commonly, a point cloud is a three-dimensional
set that encloses the spatial coordinates of an object sampled surface;
but adding information about the color, the point cloud becomes four-
dimensional. In Figure A.1 an example of 3D point cloud representing
a spinnaker sail is presented.

Figure A.1: Example of 3D point cloud representing a spinnaker sail

neighborhood concept

The neighborhood of a point p is the set of its closest points, according
to the Euclidean distance, and with a limit criterion. Points belonging
to the neighborhood set are called neighbors. There are two types of
neighborhood:

1. r-neighborhood : the limit criterion is a distance threshold, i.e. all
the points inside a sphere centered in the considered point and
of radius r are considered neighbors ;

2. k-neighborhood: the limit criterion is the number of neighbors to
consider, i.e. only the k-th closest points to p are its neighbors;

The neighborhood is not an object which is an end to itself, but it is
used as initial step for retrieving further object information.

point cloud normals

A surface normal, or simply normal, associated to a point p, is a vec-
tor perpendicular to the tangent plane that approximates the surface

129
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around p. The problem of determining the normal to a point on the
surface is approximated by the problem of estimating the normal of
a plane locally tangent to the surface, which in turn becomes a least-
square plane fitting estimation problem. The solution for estimating
the surface normal is therefore reduced to an analysis of the eigen-
vectors and eigenvalues (through the Principal Component Analysis
-PCA-) of a co-variance matrix created from the neighborhood of the
query point. For each point pi, the co-variance matrix C is constructed
as:

C =
1

k

k∑
i=1

(pi − p)(pi − p)
T , C · −→vj = λj−→vj , jε[0, 1, 2] (A.1)

where: k is the number of point neighbors considered in the neigh-
borhood of pi, p represents the 3D barycenter of the nearest neigh-
bors, λj is the j-th eigenvalue of the co-variance matrix, and −→vj the
j-th eigenvector. The normal −→ni is the eigenvector corresponding to
the smallest eigenvalue. −→ni gives the direction of the normal, how-
ever there is no mathematical way to solve for the sign of the normal,
so the orientation results ambiguous. This means that, for a same
surface, some normals are oriented inwards and other outwards. A
simple solution, proposed in [41], is to align all the normals orien-
tations towards the origin of the axis. This is especially reasonable
under the assumption that the point cloud comes from an acquisition
device, which is placed in the origin of the axis. The choice of the
neighborhood have a great influence in the output normals. The min-
imum number of neighbors of a point p needed to retrieve its normal
is three, because a plane can be retrieved from a minimum of three
samples. Using small neighborhood lead to the creation of normals
which explain the local behavior of the surface, while a big neighbor-
hood creates normals that represent the general trend of the surface.
The size of the neighborhood has to be balanced in function of the
point cloud considered. The presence of noise on the samples lead to
imprecision in the normals value if the neighborhood is too small, as
visible from Figure A.2.

While a large neighborhood may help in reducing noise, on the
other hand, it may filter some important information about object lo-
cal features, such as sharp edges or corners. They might be smoothed
as shown in Figure A.3 where normal directions change more gradu-
ally around the corner. More in detail, a synthetic point cloud repre-
senting a 90° angle between two planar surfaces has been generated
and the normals were computed using two different neighborhood
sizes (small k=5 and large k=100). Comparing the results, one can no-
tice that in the second case normals do not follow the original surface,
but tend to anticipate the 90° change.

The same results displayed in the figures above can be obtained
using a r-neighborhood. However the radius has to be adapted to the
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(a) (b) (c)

Figure A.2: Normals estimation for a planar surface with or without noise
using k-neighborhood of two different sizes: k-neighborhood of
bigger size filters out the noise.

(a) (b)

Figure A.3: Normals estimation for a 90° corner with k-neighborhood of two
different sizes: k-neighborhood of bigger size reduce the sharp-
ness of the corner edges.

density of the point cloud, which has to be known in advance and
has to be constant in the whole data set. These conditions are not
always verified, so the use of the k-neighborhood is usually more ro-
bust. Normals are used in most of the processing methods as basic
information, along with the spatial coordinates of the points. When-
ever their use is requested, it should be reminded that they are not
unique values, but depend on the neighborhood chosen, which then
acts as an additional parameter to take into account.

surface curvature

Intuitively, curvature is the amount by which a geometric object devi-
ates from being flat. Rigorously, the curvature of a point p is a scalar
number, found as:

σ =
λ0

λ0 + λ1λ2
(A.2)
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where: λi are is the i-th eigenvalue of the co-variance matrix cre-
ated from the neighborhood of p, as explained in the previous section.
The eigenvalues are ordered in ascending order, so λ0 is always the
smallest eigenvector.

k-d tree

The K-d tree (k-dimensional tree) is a data structure used in computer
science for organizing points in a space with k dimensions. It is a bi-
nary search tree with additional constraints imposed. The algorithm
iteratively splits the space into two parts and builds a tree structure
(Figure A.4). Each point of the cloud is associated to a bounding box
of the last level that encloses it, but thanks to the tree structure it is
linked to all other larger boxes of the higher levels. K-d trees are, thus,
very useful for range and nearest neighbor searches.

Figure A.4: 2-d tree visualization and corresponding tree structure (left) and
3-d tree visualization - the first division is in red, the second in
green and then blue

An octree is a tree-based data structure for managing sparse 3-D
data, with the same purpose of the K-d tree. The difference is that
each node of the octree has exactly eight children, instead of two. Di-
viding the space in eight children means that the cubic bounding box
of the data is split in eight equal cubes iteratively for each level (Fig-
ure A.5).

singular value decomposition

The singular value decomposition (SDV) of a real or complex matrix
m×n M is a factorization in the form:

M = UΣVT (A.3)
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Figure A.5: Octree Visualization and corresponding tree structure.

where U is an m×m real or complex unitary matrix, Σ is an m×n
rectangular diagonal matrix with non-negative real numbers on the
diagonal, and VT is an n × n real or complex unitary matrix. The
diagonal entries σi of Σ are known as the singular values of M, from
which the name of the method.
When M is an m×m real square matrix with positive determinant,
U, VT, and Σ are real m×m matrices as well, Σ is a scaling matrix,
and U, VT are rotation matrices. Imposing a unitary scale factor, U
and VT define the registration matrix [28], which can be expressed as
a unique rotation and a translation, obtained as:

R = V ·

 1 0 0

0 1 0

0 0 det
(
V ·UT

)
 ·UT (A.4)

T = p2 − R · p1 (A.5)

where p2and p1are the center of mass, respectively, of the target
data-set and the source data-set.
For the above, it is easy to understand that one of the most popular
point cloud registration methods is based on the SVD of a matrix
containing information about 3D coordinates of corresponding points
in two different clouds [27].
The input matrix M, in fact, is composed of other two matrices A and
B as follows:

µ̄x =
1

N

N∑
i=1

xi µ̄y =
1

N

N∑
i=1

yi µ̄z =
1

N

N∑
i=1

zi (A.6)
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µ̄R = [µ̄x, µ̄y, µ̄z] is the baricenter of the reference point cloud, and
µ̄F the baricenter of the registering cloud.

A =

 xR1 − ¯µRx yR1 − ¯µRy zR1 − ¯µRz
.. .. ..

xRm − ¯µRx yRm − ¯µRy zRm − ¯µRz

 (A.7)

B =

 xF1 − ¯µFx yF1 − ¯µFy zF1 − ¯µFz
.. .. ..

xFm − ¯µFx yFm − ¯µFy zFm − ¯µFz

 (A.8)

M = B ∗AT (A.9)

The SVD procedure requires 3D coordinates of at least three or-
dered pairs of corresponding points, and it is not influenced by the
number of points in each cloud, neither by their initial relative posi-
tion.
The choice of the points to match between the two clouds is crucial:
if not corresponding points are selected, a wrong registration occurs.
Most of the times, the user manually selects the corresponding points
in the clouds. The presence of noise in the data-sets influences the
algorithm results, as well as the relative position of the point selected:
choosing points too close to each others might lead to the calcula-
tion of singular matrices, which is obviously unwanted. It is usually
a good practice to choose the samples as spaced out as possible.

Figure A.6: Cloud registration: reference cloud (left) and rotated cloud
(right); points selected for the registration are highlighted in red.

SVD tests on artificial point clouds

The SVD algorithm has been tested for the artificial scene described
in Figure A.6, where a rotation of 45° around one axis was imposed to
the original cloud. Four matching pairs of points have been manually
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selected from the input data-sets (highlighted in red in the figures),
and the rigid registration has been computed. The resulting transfor-
mation matrix is reported in A.10.


0.707 0 0.707 0

0 1 0 0

−0.707 0 0.707 0

0 0 0 1



0.707 0 0.707 −0.001

0 1 0 0.001

−0.707 0 0.707 −0.003

0 0 0 1

 (A.10)

Table A.1: Comparison between transformations matrices for noise free data-
sets: imposed transformation (left) vs SVD estimated transforma-
tion (right).

The transformation matrices correspond almost perfectly, aside from
minimal errors, due to numerical operations performed by the ma-
chine.

a.0.0.1 Noise effect

The noise effect is evaluated in the following test: the same scene pre-
sented in Figure A.6 is considered, but noise is added to each point.
The level of noise is adequate to what found in the metrological qual-
ification of the acquisition system (see Section 4.2). The noise values
follow a Gaussian distribution with mean equal to zero and standard
deviation σ = 0.05 (a.u.). So that, the maximum level of noise (3σ)
is equal to 0.5 % of the distance between the origin of the reference
system and the furthest point in the synthetic data set.


0.707 0 0.707 0

0 1 0 0

−0.707 0 0.707 0

0 0 0 1



0.700 0.006 0.714 0.036

−0.002 1 0.007 0.281

−0.714 −0.004 0.700 0

0 0 0 1


(A.11)

Table A.2: Comparison between transformations matrices noisy data-sets:
imposed transformation (left) vs SVD estimated transformation
(right).

As expected, the SVD based procedure performs worse than the
previous case since there is not perfect correspondence between the
sampled points in the two clouds (three plane corners and cone ver-
tex) due to the noise. The relative pose is correctly estimated, as the
rotation part of the matrix is right. However the error on the trans-
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lation is notable, 56 % of the spatial resolution of the reconstructed
cloud.

a.0.0.2 Number of point effect

Another test was done in order to verify that the procedure is not in-
fluenced by the total number of points in the clouds to be registered.
In this case the point cloud has been cut and rotated 45° counterclock-
wise, as visible in Figure A.7.

Figure A.7: Partial cloud registration: reference cloud (left) and partial ro-
tated cloud (right); points selected for the registration are high-
lighted in red.


0.707 0 0.707 0

0 1 0 0

−0.707 0 0.707 0

0 0 0 1



0.707 0 0.707 0.005

0 1 0 −0.001

−0.707 0 0.707 0.006

0 0 0 1

 (A.12)

Table A.3: Comparison between transformations matrices for poor overlap-
ping data-sets: imposed transformation (left) vs SVD estimated
transformation (right).

As expected, the presence of few points does not impair the regis-
tration, whenever correspondences are perfectly known.

iterative closest point

The ICP approach, instead, has been proposed by Besl [32] and Zhang
[33], and consists of an iterative descend method which tries to find
the optimal transformation (rotation matrix R and translation vector
T) between two data sets pi ∈ P1 and qj ∈ P2 by minimizing the
Euclidean distance error metric between their overlapping areas.

min

n∑
i=1

‖R · pi + T − qi‖2 (A.13)
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Modified algorithms, considering not only 3D spatial information,
have been implemented: Johnson et al. [34] takes into account the col-
ors acquisition as well, Eggert et al. [35] performs the simultaneous
registration of multiple range views, Declerck et al. [36] carries out
3D-2D projective transformations. Ristic et al. [37] instead proposes
to use a triangular mesh model approximation to accelerate the algo-
rithm and suggests to assume the standard uncertainty of the device
used to perform the measurement as tolerance to terminate the ICP
iterations.
Whichever the approach considered, the ICP performs the following
steps:

1. The set Q of closest points between the source data-set Sd and
the target data-set Td is identified

2. The transformation matrices (R and T), minimizing the chosen
cost function over Q, are determined.

3. The transformation is applied to the measured points set as
S

′
d = R ∗ Sd + T .

4. If change in the cost function is greater than a preset value the
procedure is repeated from the point 1.

5. Else the procedure ends.

It has been proved that ICP algorithm converges always to a local
minimum. This means that the algorithm is able to provide the opti-
mal solution only if the relative position of the cloud data set is close.
In order to better understand the reason beyond this, step 2 has to be
further investigated. For each iteration, the procedure estimates the
best rotation matrix R, performing a singular value decomposition of
the matrix M = B*A’ (see Appendix section A for details) containing
data belonging to a cloud A and the relative closest points in cloud
B. Moreover, the score function can be expressed as function of the
cloud centers of mass, µcorr and µreg and that the optimal transla-
tion vector applied to the registering cloud at every iteration can be
written as:

−→qt = µcorr − R · µreg (A.14)

The construction of the correspondence set B is the critical step:
for each point of the cloud to register the closest point (in terms of
euclidean distance) of the model cloud is assigned as correspondent.
If the clouds are poorly aligned, a model point could be matched to
several points of the registering data-set. This leads to the creation of
a correspondence set composed of several identical points, which, in
turn, leads to incorrect transformation matrices. For every iteration
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step the registering cloud is first rotated and then its center of mass
is superimposed on the correspondence set center of mass, as A.14. If
the correspondence set is not correctly built (i.e. bad initial position)
the translation moves the registering cloud not toward the model cen-
ter of mass. This behavior is not bad in itself, as it still moves the cloud
closer the model, but the subsequent ICP iteration might reach a lo-
cal minimum ending the procedure prematurely. In other words, this
means that the algorithm won’t move anymore the data, because any
movement would lead to an increasing of the cost function, although
globally another minimum (i.e. better relative position) exists.

This issue is well known and discussed in many works, as [62],
[63], and [64]. In the latest Pottmann et al. analyzed the problem and
proposed a procedure that takes into account also information about
the point normals and obtains the transformation matrices through
an instantaneous kinematics approach rather than SVD. The use of
instantaneous kinematics, however, only simplified the processing op-
eration of the procedure proposed by Chen et al. in [63]. They apply a
motion to the cloud such that the sum of the squared distances from
the reference cloud is minimal. For each point x, its velocity vector is
defined as:

v(x) = c̄ + c× x (A.15)

where c̄ is the velocity vector of the origin of the reference co-
ordinate system and c represents the vector of angular velocity (or
Darboux vector). Up to the first differentiation order, every three-
dimensional movement can be expressed locally as translation with
constant velocity (c̄ = 0), a uniform rotation around an axis (c · c̄ = 0)
or an uniform helical motion (c · c̄ 6= 0). A generic velocity vector field
is hypothesized, such that the corresponding velocity vectors vi(x) for
each point minimize the quadratic cost function F:

min

N∑
i=1

Fi(xi−v(xi)) (A.16)

From the velocity vector field a transformation that displaces the
points xiin the same way as the velocity vector would do is calculated,
through a linearization of the motion. The set of correspondences is
required as before, but also the normals niof the corresponding points
are calculated and stored. The motion is considered as general as
possible, so it would be a helical motion in the form A.15. The generic
distance from the point xi to its matching point yi can be expressed
as function of their initial distance di and the velocity vector as:

di + ni · (c̄ + c× xi) (A.17)
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the cost function (A.16) can be written as:

min

N∑
i=1

(di + ni · (c̄ + c× xi))2 (A.18)

The minimization can be solved using a system of linear equations,
rewriting A.17 as:

di+ni · c̄+(xi×ni) · c = di+(xi×ni, ni)

(
c

c̄

)
= di+AiC (A.19)

and A.18 as:

F(C) = min

N∑
i=1

(di+AiC)
2 =
∑
i

d2i + 2
∑
i

diAiC+
∑
i

CTATi AiC

(A.20)

= D+ 2B ·C+CTAC

The unique minimum of the quadratic cost function is a column
vector C, with six entries (since Aiis, by construction, a general posi-
tive six-by-six matrix) which solves the linear system :

AC+B = 0 (A.21)

where A = ATi Ai and B = 2
∑
diAi can be obtained from the reg-

istering points and their corresponding point normals. The rotation
and translation matrices can be recovered from the elements of C,
with the relations A.0.0.2 and A.0.0.2, since at the start of the proce-
dure, an helical motion was supposed. For more details on helical
motion refer to [65].

R =

 c2 ∗ c3 c3 ∗ s1 ∗ s2− c1 ∗ s3 c1 ∗ c3 ∗ s2+ s1 ∗ s3
c2 ∗ s3 c1 ∗ c3+ s1 ∗ s2 ∗ s3 c1 ∗ s2 ∗ s3− c3 ∗ s1
−s1 c1 ∗ s1 c1 ∗ c2

 (A.22)

where
c1 = cos(C(1)) c2 = cos(C(2)) c3 = cos(C(3))

s1 = sin(C(1)) s2 = sin(C(2)) s3 = sin(C(3))

T =

 C(4)C(5)

C(6)

 (A.23)
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Visually speaking, in the first ICP algorithm presented [32] the cost
function minimizes the distance from points in the cloud to register
and their correspondences, while the second one minimizes the dis-
tance between the point and the target surface (i.e. the distance from
the plane tangent to the target surface in the correspondence point).
This is why the first is usually referred as point-to-point ICP, while
the other as point-to-plane ICP. Both of them rely on the construction
of the correspondence set, which is a computational expensive step,
since it has to find a correspondence for each point of the cloud to
register, comparing it to every point of the reference cloud.
In [41], Rusu proposed an alternative construction of the correspon-
dences set, through the use of the Point Feature Histograms. Briefly,
PFH are histograms of the distribution of the normals in a point
neighborhood; they can identify peculiar points, like corner points,
edge points, points lying on a plane or on a curved surface. The as-
sumption is that corresponding points from different data-sets should
have at least similar PFH (feature persistence hypothesis) and that it
is not necessary to compare the whole data-sets, but only the points
whose PFH are less common.
For example, for registering two cones, it should be sufficient to
match the vertexes and the lowest circumference edge points. In this
way, the computational cost of matching points significantly drops,
since number of the points compared are usually at least cut in half
with respect to a classical ICP method. For this implementation, a
registering point pi is matched with another one qi from the target
cloud, selecting it randomly from the list of points Q whose PFH are
similar to pi PFH. Once the points has been matched, a point-to-plane
registration is performed, using the cost function:

min

N∑
i=1

∥∥(R · pi + T − qi) · nqi

∥∥ (A.24)

which is comparable to A.18. The random selection of the corre-
spondences might seem suboptimal, but it is a decision made to
speed up the computational time. This algorithm then proceeds to
complete the registration with the same steps explained for the point-
to-plane ICP. Both [32] and [33] found that the algorithm has fast
convergence (i.e. large transformation) in the first iterations but it is
strongly dependent from the initial position. Thus, it is often referred
to as a finely registration algorithm, which comes after a first rough
alignment. All the algorithms perform an iteration until an end con-
dition is verified; most of the time this condition is represented by a
maximum number of iterations allowed or a minimum cost function
value to reach that estimates the convergence in the procedure.
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ICP tests on artificial point clouds

Tests have been conducted on point cloud representing the same
scene with regular geometry objects as in the Section A, Figure A.6.
Then, a rotation of 30° around the Y axis has been imposed to the
original point cloud, as visible in Figure A.8b, and the registration
via different ICP algorithms has been performed, retrieving the final
transformation matrix. This matrix can be seen as the composition
of a translation (represented by the contribute of the fourth column,
row one to three), and a rotation, given by the 3×3 up left sub-matrix.

Comparison of different type of ICP algorithms

The tests reported below compare the performances of different ICP
algorithms, both in terms of alignment result and time consumption.
The values shown are retrieved from tests performed on the same
computer, which have Intel Core 2 CPU @ 2.40 GHz on a 32-bit Linux
operative system.

(a) Cloud 1 (b) Cloud 2

(c) ICP point-to-point
registration: perfect
alignment.

(d) ICP point-to-plane
registration: perfect
alignment.

(e) PFH ICP registration -
Clouds very close to
each other

Figure A.8: Artificial point clouds before (up) and after (down) registration

As shown in Figure A.8c, all the ICP procedures provide the cor-
rect alignment; the green lines and dots highlight the path and the
position covered by the center of the cloud to register during the reg-
istration procedure at each iteration.
Moreover, all the algorithm were tested setting as end iterative con-
dition a fixed number of iteration (25 in this case) or a relative mean
error between two consecutive iterations (set at 10

-3). The mean error
is the squared sum of the distance for each point from its correspon-
dence divided by the number of points considered. When the differ-
ence between the mean error in two consecutive iterations is smaller
than a threshold, it means that the algorithm is near a local minimum
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and convergence is reached. Further iterations would not improve the
resulting output transformation.

Point Plane PFH

Iterations 25 25 25

Time [s] 150 226 7

Relative Error 10
-16

10
-18

10
-9

Table A.4: ICP algorithms comparison for scenes described in Figure A.8 -
Iteration Number Ending Condition

Point Plane PFH

Iterations 15 7 13

Time [s] 90 66 4.2

Relative Error 10
-5

10
-5

10
-4

Table A.5: ICP algorithms comparison for scenes described in Figure A.8 -
Relative Error Ending Condition

The performances are compared with two different tests, in the first,
whose results are showed in Table A.5, all the algorithms are ended
after 25 iterations. In the second test, the ending condition is chosen
as the relative mean error between two consecutive iterations.

random sample consensus paradigm

The RANSAC algorithm starts from the assumption that in the data-
set considered there is a subset of points that can be explained through
a mathematical model. Data can then be divided in inliers, i.e. points
that well suit the considered model (accepting a certain tolerance),
and outliers, i.e. points that do not suit it. The algorithm could be
divided in three main parts: extraction of the minimal point set to
generate a model for the shape sought, shape estimation, and assign-
ment of a score for the shape identified. First of all, the algorithm
extracts a minimal subset composed of three points, with their corre-
sponding normals, <(p1,n1),(p2,n2),(p3,n3)> . The first point p1of the
minimal subset is picked randomly in the whole data set. Then, after
computing an octree spatial subdivision - extremely useful in the re-
search of neighbor points, (see Section A) - , a box C (or a level of the
tree) containing p1 is selected. p2and p3are chosen within the same
box C. The algorithm, in fact, works under the hypotheses that the
shape sought is a local phenomenon in a wider set of data and so a
shape created from close points has more probability to be the right
one instead of one built from distant points. Moreover, choosing C
from a proper level of the octree is an important aspect. The smaller
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the C dimension is, the greater the probability that the points in the
minimal subset correspond to the same shape. For sure, the density
of the cloud must be taken into account and the algorithm can au-
tomatically adapt to point cloud with non-uniform density, which is
especially convenient in this study.
Once the subset is extracted, the model is computed. Below the de-
scription of the procedure to create different geometric models start-
ing from the points of the subset [39]:

1. Planes: for a plane <p1,p2,p3> constitutes a minimal set when
not taking into account the normals in the points. To confirm the
plausibility of the generated plane, the deviation of the plane’s
normal from n1, n2, n3 is determined and the candidate plane
is accepted only if all deviations are less than the predefined
angle α.

2. Cylinders: To generate a cylinder two points with normals are
selected. First the direction of the axis is established with a =
n1 x n2. Then the two parametric lines p1 +tn1 and p2 +tn2 are
projected along the axis onto the ax = 0 plane and take their
intersection as the center c. The radius is set to the distance
between c and p1 in that plane. The cylinder is accepted as a
shape candidate only if the points are within a distance of ε of
the cylinder and their normals do not deviate by more than α
degrees.

3. Cones: Although the cone, too, is fully defined by two points
with corresponding normals, for simplicity three points and nor-
mals are considered in its generation. The position of the apex
c, is derived as the intersection of three planes defined by the
point and normal pairs. Then, the normal of the plane defined
by the three points gives the direction of the axis a. Now the
opening angle ω is given by

Once created the model, data points are tested and flagged as in-
liers or outliers with respect to the parameter ε representing the max-
imum discrepancy acceptable between a point and the model con-
strain, and to the parameter α representing the maximum angular dis-
crepancy acceptable between point and model normal directions. Re-
peating these steps leads to different identified shapes, each formed
starting by different minimal subsets. The final step is the evaluation
of the best shape extracted, i.e. the shape that provides the maximum
number of inliers, and thus, the highest score function.
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