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”Poets say science takes away from the beauty of the stars - mere

globs of gas atoms. I, too, can see the stars on a desert night, and

feel them. But do I see less or more? ” by Richard P. Feynman





Abstract

Quantum teleportation is a quantum communication protocol that can perform

the reliable transfer of quantum information using a classical communication

channel. An integrated optics circuit for quantum teleportation is advantageous

in terms of footprint and components stability. Consequently, an on-chip quan-

tum teleportation experiment will give a clear proof of the potentiality of such

protocol. This thesis deals with the development of integrated optics compo-

nents to manipulate polarisation entangled photons at the telecom wavelength,

in order to build the sender unit in a quantum teleportation protocol. Using the

femtosecond laser micromachining technique, a Polarising Beam Splitter (PBS)

with extinction ratio up to 29 dB, and proper behaviour in a ∆λ = 15 nm

wavelength range was developed. A polarisation insensitive beam splitter was

also developed. The polarisation insensitive beam splitters were based on a new

two-dimensional geometry, and they demonstrated an excellent insensitivity to

any arbitrary light polarisation. A combination of the above components, inte-

grated on the same glass chip, constituted the core of one of the two nodes in the

teleportation protocol. In addition, a path-encoded state preparation chip was

developed using a thermally reconfigurable Mach-Zehnder interferometer. Simu-

lations of the single-photons experiment were performed by considering the effect

of components non-idealities on the quantum teleportation fidelity.
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Sommario

La teoria dell’informazione quantistica (quantum information) è una moderna

area di ricerca interdisciplinare. Il suo obiettivo è quello di combinare i principi

della fisica quantistica con quelli della teoria dell’informazione al fine di ren-

dere affrontabili compiti che sarebbero insolvibili nei limiti dettati dalla teoria

classica dell’informazione. Una caratteristica interessante della teoria quantistica

dell’informazione è la sua duplice natura: da un lato è orientata alla profonda

comprensione dei concetti fisici fondamentali e teorici, dall’altro si volge nella di-

rezione delle applicazioni più propriamente tecnologiche che potrebbero portare

a nuove forme di comunicazione e calcolo. Gli sviluppi del campo nascente della

teoria quantistica dell’informazione autorizzano ad un ripensamento dei vari as-

petti della teoria dell’informazione classica e all’invenzione di nuovi paradigmi.

Un esempio di tali aspetti è l’effettivo trasferimento di informazione quantistica

attraverso un classico canale di comunicazione con il protocollo del cosiddetto

teletrasporto quantistico.

Il teletrasporto quantistico è un protocollo di comunicazione quantistica nato

nel 1993 in seguito al lavoro di Bennet et al. [1]. Tale protocollo si basa sul

fenomeno dell’entanglement quantistico per trasmettere l’unità fondamentale di

informazione quantistica, il qubit o quantum bit, tra due punti distanti senza uno

scambio diretto di sistemi quantistici tra mittente e destinatario. L’importanza

di ciò risiede nel fatto che il qubit è considerata una entità delicata, facilmente

alterabile o cancellabile durante la trasmissione. Alla formulazione teorica del

teletrasporto quantistico del 1993 seguirono una serie di dimostrazioni sperimen-

tali che portarono all’effettiva comunicazione tra due punti con distanze fino a

143 Km [2]. La gran parte degli esperimenti sul teletrasporto quantistico, seppur

interessanti dal punto di vista della dimostrazione di principio, sono stati effet-
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tuati con componenti ottici bulk, con evidenti svantaggi in termini di footprint

e stabilità. Lo scopo del lavoro di tesi è lo sviluppo di componenti ottici inte-

grati per il controllo della polarizzazione di fotoni entagled a lunghezze d’onda

tipiche delle telecomunicazioni. Questi componenti andranno a formare l’unità

del mittente nel protocollo di teletrasporto quantistico.

Per raggiungere questo obiettivo abbiamo utilizzato tecniche di microfabbri-

cazione con laser a femtosecondi. Questa tecnica si è dimostrata molto efficiente

per lo sviluppo e la fabbricazione di componenti ottici innovativi per applicazioni

quantistiche poichè permette di inscrivere delle guide d’onda ad alta qualità

in substrati vetrosi in una maniera diretta ed economica, senza l’impegno di

maschere fotolitografiche. Tali caratteristiche rendono questa tecnica ideale per il

prototipo di circuiti con un innovativo design tridimensionale.
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Introduction

Quantum information has emerged as a relatively modern area of interdisciplinary

study. It aims at combining the principles of quantum physics with those of in-

formation theory for the sake of rendering tractable some important tasks that

were thought intractable under the constraints of classical information theory. An

attractive feature of quantum information is that it is oriented towards two main

directions at the same time, namely, toward a deeper understanding of funda-

mental physical concepts and theories, and, at the same time, toward real-world

applications that may lead to new forms of communication and computation. The

advancement of the infant field of quantum information entitles a rethinking of

various aspects of information theory and the invention of new ones. An example

of such aspects is the reliable transfer of quantum information using a classi-

cal communication channel which can be addressed by the so-called Quantum

Teleportation protocol.

Quantum teleportation is a quantum communication protocol that was pro-

posed in 1993 by Bennet et al. [1]. It relies on the phenomenon of quantum en-

tanglement in order to transmit quantum information’s basic unit of information;

i.e. the qubit, between two points without any direct qubit exchange between the

sender and the receiver. This is important because a qubit is considered a fragile

entity that can be easily altered or destroyed during its transmission. Quantum

teleportation theoretical formulation in 1993 was followed by a series of experi-

mental demonstrations achieving quantum communication between distances up

to 143 Km [2]. Most of the quantum teleportation experiments, although inter-

esting from a proof-of-principle point of view, where done with bulk optics which

meant clear disadvantages in term of footprint and components stability. Our aim

in this thesis is to develop integrated optics components to manipulate polarisa-
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tion entangled photons at the telecom wavelength, in order to build the sender

unit in a quantum teleportation protocol.

To achieve our aim, we employ the femtosecond laser micromachining tech-

nique. Such technique has demonstrated to be extremely powerful for the design

and the development of innovative optical circuits for quantum applications. In

fact, it permits to inscribe high-quality optical waveguides in glass substrates in a

direct and cost effective fashion, with no need for photolithographic masks, ideal

for the prototyping of circuits with an innovative three-dimensional design.

This thesis is structured in the following way: Chapter 1 introduces some ba-

sic concepts in quantum optics together with the quantum teleportation scheme.

Chapter 2 is dedicated to basic concepts in integrated optics and the femtosecond

laser micromachining fabrication technique. Chapter 3 describes our experimental

setup. Theoretical matters regarding our on-chip quantum teleportation experi-

ment are discussed in Chapter 4, while the development and fabrication of the

components are described in Chapter 5 and 6.
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Chapter 1

Quantum optics

1.1 Quantum information

Quantum Information Science (QIS) shares the same aim of Classical Information

Science (CIS), i.e. the study of acquisition, storage, transmission and processing

of information, with the sole difference that QIS does so by relying on the laws

of quantum mechanics. In QIS new features do emerge which have no classical

counterpart. This fact is not surprising since the underlying theory of QIS repre-

sents a more accurate description of the world compared to classical mechanics.

By exploiting those new features, not only we can improve the performances of

already existing classical information chores, but also to conceive new ones which

are not possible in the classical view.

Quantum effects are inevitable in the modern nanoscale classical devices; In-

deed, device engineers do take them into account and even use them in designing

new ones (e.g. Flash Memories which uses the quantum tunnelling effect in their

operational principle). Nevertheless, information at the input and output of those

devices can be considered classical, i.e. at a certain time, each input and output

have a certain deterministic value plus a stochastic part due to noise, as required

by classical physics. QIS instead requires a new set of devices in which the clas-

sical approximation would fail, and quantum nature of the information must be

considered.

In the following, a brief explanation is given for some fundamental topics es-
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sential to QIS, namely quantum superposition, the qubit, quantum entanglement,

indistinguishability, Bell states and Bell-state measurement. A brief review of QIS

applications is also given.

1.1.1 Quantum superposition

The superposition principle lies at the heart of QIS. The prime example of quan-

tum superposition is the double slit experiment 1, consisting of a single-particle 2

source, a double-slit and an observation screen as in Figure 1.1. The astonishing

result is that if the experimenter has no way to know which slit did the par-

ticle go through, then an interference pattern is observed. This behaviour is in

contradiction with the intuitive view of how a particle should behave, and can

be explained only if a wave-like nature is attributed to the particle. Quantum

mechanics finds a solution to the problem by associating a wavefunction that

represents the probability amplitudes for the event of the particle going through

one slit or the other. The interference pattern on the screen can be explained by

the interference between the two probability amplitude wave functions:

Ψ(X) =
1√
2

(Ψ1(X) + Ψ2(X)), (1.1)

where the probability amplitude of finding the particle at some position X when

both slits are present is Ψ(X), and when only slit 1 or 2 is present is Ψ1(X) and

Ψ2(X) respectively. The interference pattern is obtained when the probability

density P12(X) of finding the particle at some position X is calculated:

P12(X) = |Ψ(X)|2 =
1

2
|Ψ1(X) + Ψ2(X)|2. (1.2)

Another astonishing result is that if the experimenter has a way to know

which slit did the particle choose, then the interference pattern is destroyed.

1Richard Feynman said that the interferometric behaviour in such experiment, ”In reality. . .
contains the only mystery” of quantum mechanics and ”We cannot make the mystery go away
by ’explaining’ how it works. We will just tell you how it works. In telling you how it works,
we will have told you about the basic peculiarities of all quantum mechanics” [3].

2Double-slit experiment has been implemented with many kinds of particles, including pho-
tons, electrons, neutrons and atoms.
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Figure 1.1: The double-slit experiment, represented by the passage of a particle
through slit 1 and/or slit 2, followed by detection at points X with single-particle
interference on a screen. The interference pattern represents the probability den-
sity P12(X) of finding the particle at some position X.

This happens because in this case the experimenter would be observing P1(X) =

|Ψ1(X)|2 and P2(X) = |Ψ2(X)|2, where P1(X) and P2(X) is the probability

density of finding the particle at some position X knowing that it went through

slit 1 or 2 respectively. Quantum mechanics explains this by stating that if any

apparatus is used, no matter how well-designed this apparatus is, it will inevitably

interact with the wavefunction Ψ(X) forcing it to ”collapse” in Ψ1(X) or Ψ2(X)

state.

1.1.2 The Bit and Qubit

The basic unit of information in CIS is the bit. The term bit is a portmanteau

word which comes from binary digit. Hence, a bit can assume only two logical

values which are represented by 0 and 1.

In QIS, the basic unit of information is the qubit. A qubit, like the bit, is a

two-state system where the two states are called |0〉 and |1〉. To implement the
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qubit, any quantum system which has at least two states can be used. The most

peculiar property of the qubit is that it can exist in a quantum superposition

state, indeed a general qubit state is represented by:

|Qubit〉 = α |0〉+ β |1〉 , (1.3)

where |α|2 + |β|2 = 1, and α and β are the probability amplitudes of finding the

qubit in the |0〉 and |1〉 state respectively. Note that Eq. 1.3 does not say that the

qubit can assume any value between |0〉 and |1〉. Indeed, if measured, the qubit

will collapse in the state |0〉 or |1〉 with the following probabilities:

P (” |0〉 ”) = |α|2, P (” |1〉 ”) = |β|2. (1.4)

In fact, upon measurement, the bit and the qubit behave in the same way, i.e.

the outcome of the measurement can only be one of the two possible values 1

or 0. However, while the bit had a certain value also before the measurement;

the question of which value did the qubit have before the measurement does not

make any sense as a result of quantum superposition.

This quantum superposition property can be harnessed to make tractable

some important computational tasks that are thought intractable under the con-

straints of computing realised in systems describable by classical physics. In fact,

the introduction of the qubit is justified by the existence of a few quantum algo-

rithms that uses the qubit to perform some specific tasks much more efficiently

than any known classical algorithm.

1.1.3 Quantum entanglement

Quantum entanglement is one of the most counter-intuitive aspects of quantum

mechanics. It came to light in 1935 by a paper published by Einstein, Podolsky

and Rosen commonly known as the EPR paper [4]. The entanglement of two

(or more) quantum mechanical objects (e.g. two or more particles, two or more

different degrees of freedom of the same particle, etc.) describes situations where

the states of these systems exhibit quantum correlations such that they must

necessarily be described with reference to each other, even though they can be in
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different locations. Formally, a multi-particle system is in an entangled state, if

the state of the entire system can not be written as the product of the individual

particle states. To explain better the idea, we take the following state as an

example:

|ψ〉 =
1√
2

(|1〉1 |1〉2 + |0〉1 |0〉2), (1.5)

where the subscripts 1 and 2 refer to two different qubits. This system is an

example of an entangled state since it can not be factorised into the product

of two states one with the subscript 1 and another with the subscript 2. If we

measure |1〉 for one qubit, this implies that we will measure |1〉 also for the

second qubit. This is not due to a normal classical correlation, indeed Eq. 1.5

does not say that a certain source has generated the two qubits in the same state,

where due to lack of knowledge about the inner mechanism of the source, we do

not know if they were generated in the |1〉1 |1〉2 or |0〉1 |0〉2 state. Instead, and as

experimentally confirmed in many experiments, the right way to interpret Eq. 1.5

is to say that the two qubits were generated in a particular state such that they

have not decided yet if they both want to be |1〉 or |0〉, the decision is taken only

upon measurement. If we measure only one qubit, it will collapse in a certain

state, consequently, also the other qubit will instantaneously collapse in the same

state, even if we have not measured it yet. This interpretation implies an even

stronger kind of correlation, the quantum non-local correlation, where the non-

locality 3 is due to the fact that the particles influence one the other even if they

are not found inside the same light cone.

1.1.4 Indistinguishability

As the name suggests, two particles are called indistinguishable if they can not

be distinguished one from the other on all degrees of freedom, such as energy,

momentum and arrival time, or in other words, if they have the same set of

quantum numbers. A system of two particles labelled 1 and 2, is described by

the wavefunction Ψ12. Exchanging (swapping) the two particles the wavefunction

becomes Ψ21. If the two particles are indistinguishable, then, apart from the sign,

3This interpretation has baffled Einstein who famously called the phenomena ”the spooky
action at a distance”.
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the wavefunction does not change under the exchange operation. However, two

cases must be considered; the first case is when Ψ12 = Ψ21. In this case, the two

indistinguishable particles are called to be in the symmetric state. All Bosons

(such as photons) in a product, i.e. not entangled, state are also in a symmetric

state. The second case is when Ψ12 = −Ψ21. In this case, the two indistinguish-

able particles are called to be in the antisymmetric state. All Fermions (such as

electrons) in a product state are also in an antisymmetric state.

A way to verify the indistinguishability of two photons is to use a beam split-

ter. Indeed, beam splitters behave remarkably different if they are treated classi-

cally or with quantum mechanics. For instance, if two indistinguishable photons

in a symmetric (antisymmetric) state are incident on the two inputs of a balanced

beam splitter (i.e. with 50/50 splitting ratio) then quantum mechanics predict

that these two photons will always emerge on the same (different) output (out-

puts) as illustrates in Figure 1.2. The reason for this behaviour is because the

possibility for each photon to emerge on a certain output of the beam splitter

is given by a probability amplitude. The probability amplitudes of the two pho-

tons can interfere constructively or destructively on the beam splitter, leading to

enhancement or cancelling of the possibility of emerging on a certain output [5].

1.1.5 The Bell states and Bell-state measurement

The Bell states The Bell states are an important concept in quantum infor-

mation theory. They are named after John S. Bell because they were used in his

famous Bell inequality [6]. The Bell states represent the most simple example of

entanglement states. They are four maximally entangled two-qubit system states

which are very useful for quantum information science since they form a complete
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Figure 1.2: Two indistinguishable photons in a symmetric (a) and antisymmetric
(b) state incident on a balanced beam splitter. The arrows represent the photon
paths. The probability of each event to happen is given for the case where the
beam splitter is treated classically Pclassical, or quantum mechanically Pquantum.

and convenient basis for any two-qubit system. The four Bell states are:

|Φ+〉 =
1√
2

(
|0〉1 |0〉2 + |1〉1 |1〉2

)
,

|Φ−〉 =
1√
2

(
|0〉1 |0〉2 − |1〉1 |1〉2

)
,

|Ψ+〉 =
1√
2

(
|0〉1 |1〉2 + |1〉1 |0〉2

)
,

|Ψ−〉 =
1√
2

(
|0〉1 |1〉2 − |1〉1 |0〉2

)
.

(1.6)

The Bell-state measurement Bell-State Measurement (BSM) is another im-

portant concept in quantum information science. A BSM is a joint measurement

on a two-qubit system to determine in which Bell state the qubits are in. If the

qubits were not in any of the four Bell states, then they get projected on one of

the Bell states. Since Bell states are entangled states, the BSM is an entangling

operation.
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1.1.6 Quantum information sub-branches

QIS uses the principles of quantum mechanics not only to permit the experimental

verification of fundamental principles of the quantum world, but also to produce

new and useful applications in several fields. Quantum information technologies

includes several sub-branches such as quantum computing, quantum cryptogra-

phy, quantum sensing, quantum simulation, quantum metrology and quantum

imaging.

Quantum simulation and computing In 1982 Richard Feynman [7] has de-

bated that certain problems are easier to run on a computer that runs according to

quantum mechanical principles rather than classical mechanical ones. This is es-

pecially true for complex quantum mechanical simulation problem. For instance,

if certain quantum mechanical system consisting from N interacting spins needs

to be simulated, it would require the simulation of vectors of 2N dimensions; any

additional spin added to the problem would imply an exponential increase in the

complexity of the problem. If on the other hand, the problem is simulated on a

quantum computer with N interacting qubits and an appropriate algorithm, then

the simulation would require only one run to complete, significantly outperform-

ing any classical computer. In this way, quantum computers can be described as

complex quantum interferometric devices that can rely on quantum superposition

principle to provide a unique sort of parallelism.

The superposition principle and the non-local correlations that arise from en-

tanglement have been exploited as key ingredients in the theoretical development

of algorithms that allow solving several computational problems more efficiently

than any classical algorithm [8]. The two most notable examples are the Shor’s

algorithm for the factorisation of integers in prime numbers [9], and Grover’s

algorithm for searching an item in an unstructured database [10].

Quantum communication The aim of quantum communication is the reli-

able transfer of arbitrary quantum states between a sender, usually named Alice,

and a receiver, Bob. This leads to various applications, such as the emerging tech-

nology of quantum key distribution (quantum cryptography) that permits secure

communications which are protected by fundamental physical laws, rather than
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relying on hard to solve computational problems like today’s classical key distri-

bution (classical cryptography) [11]. The idea on which quantum cryptography

is based is that an intrusion in a quantum communication link by an eavesdrop-

per would result in alteration of the qubit state. Measuring the error rate of the

data transmission, the sender and the receiver can always detect the presence or

absence of an eavesdropping [12].

Other applications of quantum communication are considered futuristic, such

as the connection of spatially separated quantum computers for distributed quan-

tum computing and a kind of quantum internet [13]. Quantum communication

is also important at the microscopic distances; for instances, it would permit the

connection of several quantum processors achieving a higher computing capability

[14].

The transmission of the qubit over a certain channel is much more a chal-

lenging task than that of the classical bits. The main reasons for this are two.

First, due to qubit decoherence; i.e. qubits state rapidly degrades by interacting

with the environment, resulting in lower data transmission fidelity. Second, quan-

tum mechanics prohibits the copying of a generic unknown qubit state; this is

formalised in the so-called quantum no-cloning theorem [15].

1.2 Quantum teleportation

Quantum teleportation is a protocol that relies on the quantum non-locality con-

cept (see Section 1.1.3) to transmit an unknown qubit state from Alice to Bob

without having them directly exchanging any quantum information.

The word teleportation comes from science fiction, and it means an instan-

taneous transportation across space. However, this is not what we are dealing

with here. Indeed, Einstein theory of relativity teaches us that superluminal sig-

nalling is prohibited; consequently, no instant transport of matter or information

can happen. The reason for the terminology that was invented by Bennet et al.

in 1993 [1] is that their protocol resembles the science fiction concept in that it

results in the disassembly of a qubit at one location and its later reconstruction

at another distant location by relying on quantum entanglement.

In the following, first, the telecommunication problem that quantum telepor-
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tation can address is presented in Section 1.2.1. The protocol is then described

conceptually (Section 1.2.2) and mathematically (Section 1.2.3). Some comple-

mentary materials are provided in Section 1.1.5 and 1.2.4. Finally, experimental

realisations of the of the teleportation protocol are presented in Section 1.2.5.

1.2.1 The problem

To better understand the problem let us imagine the following example: Alice

has a quantum computer which has performed some calculation and produced

the following qubit:

|ψ〉 = α |1〉+ β |0〉 . (1.7)

She now wants to transmit this qubit to Bob. This obviously can be achieved by

transmitting the qubit directly to Bob. However, this requires the establishment

of a quantum channel between Alice and Bob, whereby quantum channel we mean

any channel that does not destroy the qubit, or in other words, that can preserve

the quantum coherence of the qubit 4. While this is a valid solution, it has the

disadvantage of relying on the fragile quantum channel in which the qubit state

may be altered due to decoherence, or worst; the qubit carrier may be destroyed

due to unavoidable losses across any real channel. In this case, the quantum

computer needs to regenerate the qubit |ψ〉 by re-performing the calculation.

A more efficient way of qubit telecommunication need to be invented. An

example of such solution may be to try transmitting the information encoded

in the qubit by relying on a classical channel, such as a conventional internet

or phone connection. Such a classical channel solution is not a trivial one, this

because:

• Alice can not measure her qubit, obtaining all the encoded information that

can then be communicated to Bob over a classical channel. Indeed, a quan-

tum state can not be fully determined by measurement; when Alice tries to

measure her qubit, she will get either |1〉 or |0〉 with |α|2 and |β|2 probability

respectively, and the information stored in the complex coefficients α and

β is lost forever.

4In the special case in which the qubits are implemented with photons, the quantum channel
can be fibre optic or free space.
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• It is not possible to enhance the communication by making several copies of

the same qubit and successively transmitting all the copies, thus achieving

a bigger probability of transmitting at least one copy successfully. This

because the quantum no-cloning theorem which prohibits the possibility of

copying a generic unknown qubit [15].

As anticipated above, a solution to the problem is given by the quantum telepor-

tation protocol.

1.2.2 The concept

The idea was first proposed by Bennet et al. in 1993 [1]. Where a possible way

to physically disassemble the information associated with a general unknown

quantum state, and later reconstruct it at a different location from a classical

component and a quantum one was shown. The unknown generic qubit can be

encoded in any physical system. However, since this will be the case in this the-

sis, in the following, we will be referring to the special case where the qubit is

implemented with a photon.

Figure 1.3 illustrate the required scheme for teleporting the generic unknown

quantum state |ψ〉. Three photons are required, which are labelled from 1 to 3.

Photon 1 is used to encode the state |ψ〉. Photos 2 and 3 are an entangled pair

which can be in any of the four Bell states. The teleportation protocol proceeds

by sending photon 1 and 2 to Alice, and photon 3 to Bob. Having shared the

entangled pair (photon 2 and 3) a quantum non-local channel is established be-

tween Alice and Bob. The idea at this point is the following: Alice performs some

sort of joint measurement on photon 1 and 2 which does not reveal any informa-

tion about the photons individually. In particular, the measurement that Alice

has to perform is a Bell-State Measurement (BSM) which was briefly introduced

in Section 1.1.5. Once the BSM is done, Alice communicates the result of the

measurement to Bob, who will apply a certain unitary operation U on photon 3

accordingly depending on the BSM’s result. The strong correlation between pho-

ton 1 and 2 will make photon 3 emerge exactly in the state in which photon 1 was

at the beginning, i.e. the state |ψ〉, and the teleportation protocol is completed.
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Figure 1.3: Schematic illustration of the concept of quantum teleportation imple-
mented with photons. The qubit to be teleported |ψ〉 is encoded on photon 1.
Photons 2 and 3 form a correlated pair in quantum entanglement state. Having
received photon 1 and 2, Alice performs a Bell-State Measurement (BSM) on
them and communicates the results to Bob over a classical channel. Depending
on Alice’s result, Bob performs a unitary transformation on photon 3 after which
it emerges in the same quantum state |ψ〉 in which photon 1 was at the beginning
[15].
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The reason why the above protocol is possible and the state |ψ〉 is not lost

may be described conceptually in the following way. As explained in Section 1.1.5,

a BSM on photon 1 and 2 will also entangle them, but since photon 2 and 3 were

generated in an entangled state themselves, it is then reasonable to think that

photon 2 can function as an intermediary, through which photon 1 can influence

photon 3 over the non-local channel. After the BSM, photon 1 get entangled with

photon 2; thus it loses its identity, and the information about the quantum state

|ψ〉 is temporary lost, or in other words, is decomposed into a quantum component

which is transmitted to Bob over the non-local channel. Alice then informs Bob

about her BSM result over a classical channel, therefore giving him an additional

component, of a classical nature this time. In this way, the unknown quantum

state |ψ〉 was disassembled into a quantum component and a classical one. Alone

neither of these two components give any information about the quantum state

|ψ〉, therefore the state is not lost, but when put together they determine the

state |ψ〉 completely.

1.2.3 Mathematical description

Photon 1 carries the unknown qubit state |ψ〉 to be teleported, therefore we write:

|ψ〉1 = α |1〉1 + β |0〉1 , (1.8)

where the subscripts indicate the label of the corresponding photon, while |1〉 and

|0〉 refer to two states of a generic photon degree of freedom on which the qubit

is encoded (e.g. the polarisation or the path of the photon). Photon 2 and 3 are

in an entangled state; thus we write5:

|Ψ−〉23 =
1√
2

(
|0〉2 |1〉3 − |1〉2 |0〉3

)
. (1.9)

The full state of the three photons is given by:

|Ψ〉123 = |ψ〉1 |Ψ
−〉23 =

1√
2

(
α |1〉1 + β |0〉1

)(
|0〉2 |1〉3 − |1〉2 |0〉3

)
. (1.10)

5This is the entangled state that is typically used in an experiment with photons because it
can be easily generated by type-II parametric down-conversion.
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As discussed in Section 1.1.5, the four Bell states are a complete basis for any

two-qubit state, so it is eligible to try to describe the combined state of photon 1

and 2 as a linear combination of the following four Bell states:

|Φ+〉12 =
1√
2

(
|0〉1 |0〉2 + |1〉1 |1〉2

)
,

|Φ−〉12 =
1√
2

(
|0〉1 |0〉2 − |1〉1 |1〉2

)
,

|Ψ+〉12 =
1√
2

(
|0〉1 |1〉2 + |1〉1 |0〉2

)
,

|Ψ−〉12 =
1√
2

(
|0〉1 |1〉2 − |1〉1 |0〉2

)
.

(1.11)

By elaborating Eq. 1.10 we can re-write it in the four Bell states basis given in

Eq. 1.11:

|Ψ〉123 =
1

2

(
|Φ+〉12

(
α |1〉3 − β |0〉3

)
+ |Φ−〉12

(
α |1〉3 + β |0〉3

)
+ |Ψ+〉12

(
−α |0〉3 + β |1〉3

)
+ |Ψ−〉12

(
−α |0〉3 − β |1〉3

))
.

(1.12)

A BSM applied on a generic state |Ψ〉123 will project it on one of the Bell states.

From Eq. 1.11 one notes that a BSM forces |Ψ〉123 to collapse without destroying

the coefficients α and β which are instantaneously transferred to photon 3 due

to the strong quantum correlation between photon 2 and 3. Thus, for example,

if the BSM at Alice’s part produces the result |Ψ−〉12, this means that the total

state |Ψ〉123 collapses in:

|Ψ〉123

BSM−−−→ |Ψ〉3 =
(
−α |0〉3 − β |1〉3

)
, (1.13)

where the subscripts 1 and 2 have disappeared because photon 1 and 2 were de-

stroyed upon the measurement, and what is left is photon 3 in the state given

by Eq. 1.13. Although Bob does not know the state of his photon; namely pho-

ton 3, after receiving the classical information about the BSM result, he does
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know which unitary transformation he needs to apply on his photon in order

to get the required state; i.e. α |0〉3 + β |1〉3. In the above example, this unitary

transformation is the identity since the global phase does not count.

1.2.4 Important remarks

In the following we highlight some important remarks to clarify some eventual

doubts that may arise from the above-described protocol:

• Alice needs to transfer her BSM result to Bob for the protocol to work.

This is an important detail since it ensures that no information has been

transferred faster than the speed of light.

• Photon 1, which initially encoded the qubit state |ψ〉, has been destroyed

upon measurement; therefore, no two photons with the same unknown state

|ψ〉 were created, which would be in contradiction with the quantum no-

cloning theorem.

• Even though the creation of quantum channel between Alice and Bob was

avoided, other two quantum channels for photon 2 and 3 were introduced.

Thus, the actual utility of quantum teleportation as a telecommunication

protocol may be questioned. The full potential of the above protocol as

a telecommunication solution can be better appreciated if we think about

a future network of quantum computers. In this situation, Alice and Bob

are only two nodes of a big network of quantum computers, and the EPR

source is a central server which is connected to all the nodes. In this way,

all the nodes can be connected with each other using conventional classical

channels, while quantum channels are established only between the nodes

and the central server.

1.2.5 Experimental realisations

After the quantum teleportation proposal by Bennet et al. in 1993 [1], several ex-

perimental demonstrations were followed. In the following, we review the first two

experimental demonstrations that were performed with photons. One of which
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was based on Bennet’s original three-photons scheme which was completed in

1997 by Bouwmeester et al. [16]. The other was based on a two-particle scheme

which was proposed in 1995 by S. Popescu [17], and implemented in 1998 by

Boschi et al. [18]. However, before discussing these experimental demonstrations,

we first explain how to implement a BSM in the case of polarisation encoded

qubits.

1.2.5.1 Bell-state measurement with polarisation encoded qubits

The implementation of a BSM depends on how the qubit is realised. In the follow-

ing we refer to the special case where the qubit is encoded over the polarisation

degree of freedom of a photon; i.e. |0〉 and |1〉 are substituted by the vertical (V)

and horizontal (H) polarisations. A key element in the polarisation encoded qubit

case is the balanced Beam Splitter (BS). We start by observing that the four Bell

states |Φ±〉, |Ψ±〉 are a special case of non-product states; thus, we can not say

that two indistinguishable photons in one of the four Bell states are also in a sym-

metric state just because photons are Bosons (see Section 1.1.4). To determine

if such photons are in the symmetric or antisymmetric state, we need to apply

the exchange operator. As seen by their definition in Eq. 1.6, the |Φ±〉 and |Ψ+〉
are symmetric states because they do not acquire a minus sign if we exchange

the subscripts 1 and 2; while |Ψ−〉 is an antisymmetric state because it does ac-

quire a minus sign under the exchange operator. Knowing this, we can predict

the behaviour of the Bell states when impinged on a balanced BS. As seen in Fig-

ure 1.4, the two Bell states |Φ±〉 behaves exactly in the same manner; therefore,

there is no way to distinguish between them. The Bell state |Ψ+〉 behaves like

|Φ±〉 because they are all symmetric states; however, they differ in the fact that

in |Ψ+〉 the two photons are always of an opposite polarisation while they are of

the same polarisation in |Φ±〉. To distinguish |Ψ+〉 from |Φ±〉, it is enough to put

two polarising beam splitters (PBS) one each output of the normal beam splitter

and observe if the photons emerge on different PBS outputs (|Ψ+〉) or the same

PBS output (|Φ±〉). Finally, the Bell state |Ψ−〉 is easily distinguishable from all

the other since only in this case the two photons emerge on different outputs of

the balanced BS; indeed |Ψ−〉 is the only antisymmetric Bell state.
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Figure 1.4: Two photons in a certain Bell state incident on a balanced beam
splitter. The Bell states |Φ±〉 and |Ψ+〉12 are symmetric states, therefore the
photons emerge on the same output. The Bell state |Ψ−〉12 is antisymmetric, and
the photons emerge on different outputs.
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Figure 1.5: Schematic representation of Bouwmeester et al. experimental setup.
Two pairs of photons are generated in two polarisation entangled states by two
EPR sources. Photon 1 is the qubit encoder; its is prepared in the +45◦ or −45◦

state by a linear polariser (P). Photon 4 is used only to herald the arrival of photon
1. A beam splitter (BS) is used to perform a BSM: |Ψ−〉12 is detected when a
both D1 and D2 photodetectors fire simultaneously, in this case, Bob checks if the
teleportation was successful by analysing the polarisation state of photon 3 on a
polarising beam splitter (PBS). (b) Experimental results for the case P= +45◦.
The upper graph indicates the D1D2D3 coincidence (−45◦), while the lower graph
indicates the D1D2D3 coincidence (+45◦). Theoretical predictions are given by
the dotted lines [16].

1.2.5.2 Original three-particle scheme

A schematic representation of Bouwmeester’s experiment is given in Figure 1.5a,

where the polarisation degree of freedom is used both for encoding the state to

be teleported and to generate the entangled state.

As seen in Figure 1.5a, two EPR sources produce four photons by type-II

parametric down-conversion. The first source simultaneously produces photon

1 and 4. Photon 1 was prepared in either the −45◦ or +45◦ state by a linear

polariser P. While photon 4 was used only to herald the arrival of photon 1. The

second source produces photon 2 and 3 in a quantum entanglement state.

To experimentally demonstrate that any unknown state can be teleported,

first, one has to prove that the teleportation work for a complete set of states,
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which serves as a set of known states onto which any other state can be decom-

posed [16]. A complete basis for the polarisation degree of freedom can be any

two perpendicular linear polarisations. In this work, the −45◦ and +45◦ linear

polarisation basis is chosen. Second, one has to show that teleportation works for

superpositions of these base states [16]. Therefore the authors have also demon-

strated teleportation for circular polarisation. Nevertheless, for the sake of the

discussion in this section, we will refer only to the linear polarisations.

As seen in Section 1.1.5, only the Bell states |Ψ±〉12 can be identified, in

particular, the |Ψ−〉12 can be easily identified by using only one beam splitter while

|Ψ+〉12 identification requires additional two polarising beam splitters (PBSs). For

simplicity, the authors decided to post-select only the cases in which |Ψ−〉12 is

measured. This post-selection can be done by bringing both photon 1 and 2 on

the beam splitter and looking for a coincidence detection on both photodetectors

D1 and D2 placed at the output of the beam splitter.

As seen in Eq. 1.12, if Alice detects the |Ψ−〉12 Bell state, then Bob gets the

state (−α |0〉3 − β |1〉3
)

which is equal to the state to be teleported apart from

the global minus sign which does not count. Therefore, Bob part is rather easy;

if Alice detects the |Ψ−〉12 Bell state, then Bob needs to do nothing. However, to

experimentally demonstrate the successful teleportation, Bob needs to check the

polarisation of his photon by using a PBS aligned with ±45◦, and two photode-

tectors D3 and D4.

As mentioned in Section 1.1.5, the peculiar quantum interference on the beam

splitter, and therefore the possibility to implement a quantum teleportation proto-

col, can be observed only if the two incident photons are indistinguishable. Where

indistinguishability means that photon 1 and 2 need to arrive on the beam split-

ter at the same time or otherwise, they will behave classically, and no quantum

teleportation can occur. This fact was verified experimentally by changing the

relative path between photon 1 and 2 and observing the coincidence detection on

D1D2. If the relative path is zero, the D1D2 coincidence happens with 25% prob-

ability, which corresponds to one Bell state out of four (the state |Ψ−〉12). While

if the relative path is different from zero, no quantum interference can occur and

the D1D2 coincidence happens with 50% probability (see Figure 1.2).

The experiment was done by setting P to +45◦ or −45◦ and looking at the
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D1D2D4 and D1D2D3 coincidences. In the following, we refer to the particular

case of P= +45◦. If the relative path difference is zero, interference at the beam

splitter occurs, and D1D2 coincidence happens with 25% probability. In this case,

D4 and D3 click with 100% and 0% probability respectively making the overall

D1D2D4 and D1D2D3 coincidence probability 25% and 0% respectively. If the

relative path is different from zero, no interference can occur at the beam splitter,

and the D1D2 coincidence happens with 50% probability, in this case, D4 and

D3 click with 50% probability and the overall D1D2D4 and D1D2D3 coincidence

probability is 25%. Therefore, theoretically, the D1D2D4 coincidence is always

25%, while the D1D2D3 is 25% when no teleportation occurs, but goes to 0%

when the teleportation occurs. The experimental results are reported Figure 1.5b

where the upper and lower graph refers to the D1D2D3 and D1D2D4 coincidence

respectively, and the dotted line gives the theoretical prediction. Good agreement

between theory and experiment was obtained with a dip visibility in the D1D2D3

coincidences of 0.64± 0.02.

1.2.5.3 Two-particle scheme

The original teleportation scheme as proposed by Bennet et al. involves three

particles. A limitation of this scheme is that Alice can not perform a full Bell-

state discrimination, which reduces the efficiency of quantum state teleportation.

In this section, we describe a two-photon scheme which was proposed in 1995 by

S. Popescu [17] and experimentally demonstrated in 1998 by Boschi et al. [18].

This scheme allows full Bell-state discrimination (100% efficiency of quantum

state teleportation) but places a restriction on the quantum state that can be

teleported.

In the original Bennet scheme, the first particle is initially in the state |Ψ〉,
which Alice wants to transmit to Bob over a classical channel. One might think

that this particle was given to Alice by a third party, the Preparer. The other

two particles, one sent to Alice and one sent to Bob, are in an entangled state

and constitute the non-local communication channel. In the two-photon scheme,

on the other hand, only two photons are present (in an entangled state), but two

degrees of freedom are exploited. The Prepared has to help Alice by encoding |Ψ〉
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Figure 1.6: Experimental scheme for two-particle quantum teleportation proto-
col. The setup consists of a BBO crystal to generate two polarisation entangled
photons by type-II parametric down-conversion. Polarising beam splitters (PBS).
50/50 beam splitters (BS). Single-photon detectors (D). Half waveplates (90◦).
The Preparer (P) of the initial quantum state, and polarisation transformers (C)
[19].

directly into her member of the entangled pair instead of encoding it into a third

particle. Thus, this scheme places a restriction on the teleported state which can

not come to Alice directly from a third party, but must be encoded directly into

her part of the entangled photon pair.

The problem facing Alice does not change; Alice has no way to find out the

state |Ψ〉, so there is no way to transfer |Ψ〉 to Bob over a classical channel without

the help of the quantum non-local channel (the entangled state) as in the original

protocol.

Figure 1.6 describes the experimental scheme for two-particle quantum tele-

portation. The first step is to create a non-local channel between Alice and Bob

by generating a pair of path entangled photons, but with a well-defined polari-

sation. To this purpose, a pair of polarisation entangled photons is produced by
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type-II parametric down-conversion (EPR Source), therefore creating the state:

|Ψ+〉12 =
1√
2

(
|H〉1 |V 〉2 + |V 〉1 |H〉2

)
. (1.14)

The two photons pass through a polarising beam splitter (PBS) which transmits

the vertical polarisation (V) and deflects the horizontal polarisation (H), leading

to the transformation of the polarisation entanglement into path entanglement:

1√
2

(
|a1〉 |a2〉+ |b1〉 |b2〉

)
|H〉1 |V 〉2 , (1.15)

where everything with the subscript 1 is related to Alice, and with the subscript

2 is related to Bob. The letters a and b indicates the two possible paths that both

Alice and Bob can have. As seen by Eq. 1.15, Alice’s photon is always H while

Bob’s photon is always V.

On its way to Alice, photon 1 encounters the Preparer (P), who creates an ar-

bitrary quantum state by changing the photon polarisation from H to an arbitrary

quantum superposition:

|Ψ〉1 =
1√
2

(
α |H〉1 + β |V 〉1

)
. (1.16)

This can be achieved by using polarisers that work in the same way on path a

and b. The state |Ψ〉1 is the state that Alice wants to transmit to Bob.

Photon 1 is a part of an entangled pair; therefore the whole state of both

photons must be considered:

|Φ〉 =
1√
2

(
|a1〉 |a2〉+ |b1〉 |b2〉

)
|Ψ〉1 |V 〉2 , (1.17)

which is the analogue for |Ψ〉123 in the original scheme (Eq. 1.10). At this point,

Alice performs a BSM on |Ψ〉1 and her part of the path entangled pair. Here, we
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can define the following Bell states:

|Φ+〉 =
1√
2

(
|a1〉 |V 〉1 + |b1〉 |H〉1

)
,

|Φ−〉 =
1√
2

(
|a1〉 |V 〉1 − |b1〉 |H〉1

)
,

|Ψ+〉 =
1√
2

(
|a1〉 |H〉1 + |b1〉 |V 〉1

)
,

|Ψ−〉 =
1√
2

(
|a1〉 |H〉1 − |b1〉 |V 〉1

)
.

(1.18)

Hence, the state |Φ〉 can be rewritten using this Bell state basis:

|Φ〉 =
1

2

(
|Φ+〉

(
β |a2〉+ α |b2〉

)
|V 〉2

+ |Φ−〉
(
β |a2〉 − α |b2〉

)
|V 〉2

+ |Ψ+〉
(
α |a2〉+ β |b2〉

)
|V 〉2

+ |Ψ−〉
(
α |a2〉 − β |b2〉

)
|V 〉2

)
.

(1.19)

To perform a BSM, Alice needs to entangle the path degree of freedom of photon 1

with its polarisation degree of freedom. This can be done by first splitting the H

and V polarisation using a polarisation beam splitter in both path a (PBS1) and

b (PBS2). Then the H polarisation coming from path a1 (b1) is made to interfere

with the V polarisation coming from path b1 (a1) using the beam splitter BS1

(BS2), this is possible by turning the V into H using a 45◦ half waveplates. It can

be shown, by propagating Eq. 1.18 through the PBS, HWP and BS, that in this

way a photon detection by D1, D2, D3, or D4 corresponds directly to one of the

four Bell states. Hence all the four Bell states can be distinguished, and 100%

teleportation efficiency is made possible.

To complete the protocol, Alice needs to inform Bob about her BSM result

(which detector has clicked) who needs to apply a unitary transformation to

photon 2 to recover the state |Ψ〉. First, Bob transforms the path superposition

of photon 2 into a polarisation superposition by using 45◦ half waveplate in path
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b2 and combining the two paths on a PBS (PBS3). This will result in:

|Φ〉 =
1

2

(
|Φ+〉

(
β |V 〉2 + α |H〉2

)
+ |Φ−〉

(
β |V 〉2 − α |H〉2

)
+ |Ψ+〉

(
α |V 〉2 + β |H〉2

)
+ |Ψ−〉

(
α |V 〉2 − β |H〉2

))
.

(1.20)

Depending on Alice BSM result, Bob can finally reconstruct |Ψ〉 by using two

optical elements C1 and C2 to rotate V into H or vice versa, and to apply a π

shift.

1.3 Integrated quantum photonics

The sub-brach of quantum technologies that uses photons to realise the quantum

systems is called quantum photonics. Photons offer several degrees of freedom that

can be used for qubit encoding, e.g. the polarisation, path, phase and angular mo-

mentum. The intrinsic physical characteristics of light make it the natural solution

for today’s long distance classical communication, likewise, photons would be the

natural choice for tomorrow’s long-distance quantum communications. Photons

can be easily manipulated by standard bulk optics, and their detection can be

performed rather efficiently over a wide wavelength range.

A typical photonics quantum circuit consists of several optical paths, mixed

in a linear optical network composed of nested interferometers. A bulk optics

implementation of such quantum circuits implies free space photon propagation

and the use of mirrors and beam splitters to construct the optical circuits. Being

based on interferometry these circuits require a sub-wavelength stability of op-

tical path lengths. Additionally, high visibility quantum interference calls for an

excellent mode overlap at the beam splitters [20]. Such path stability and mode

overlap are hard to achieve in bulk optics, especially when numerous optical el-

ements are involved, therefore imposing severe limitations on the complexity of

the experiments that can be accomplished with this approach.

The above-mentioned drawbacks can be overcome with an integrated optics
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approach. Indeed, integrated optics can realise monolithically integrated devices

with advantageous in term of mechanical stability and the ability to control the

phase of the light to an extent that is not possible with bulk elements. Spatial

modes overlapping can be realised straightforwardly using directional couplers.

Additionally, optical confinement in few micrometer-sized optical waveguide im-

plies a significant field enhancement, therefore improving the non-linear inter-

actions. This can be advantageous, for example, for the realisation of efficient

integrated photon sources [21] or frequency converters [22].

First integrated quantum optics demonstration dates back to 2008 were high-

fidelity silica-on-silicon integrated optical realisations of key quantum photon-

ics circuits was demonstrated, including two-photon quantum interference, a

controlled-NOT gate, and a path-entangled state of two photons [23]. Since

then, much work has been done to bring integrated circuits closer to a point

where their utilisation in quantum technologies, and ultimately commercialisa-

tion, can become a reality through further miniaturisation and development of

high-performance components [24].

Although photonics experiments were the first to realise quantum teleporta-

tion, the demonstration of this protocol in integrated optics experiment is not

trivial. Indeed the realisation of both three-photon and two-photon schemes is

made difficult by the difficulty of realising three photonic qubits on a sufficiently

complex circuit [25], and polarisation management difficulties respectively. Up to

date, there is only one demonstration of integrated optics circuit for quantum

teleportation, and it is due to Metcalf et al. [26]. Metcalf’s experiment was based

on the three-photon scheme. All the essential component for the protocol; i.e.

state preparation, Bell-state measurement and a verification stage were mono-

lithically integrated on one chip. The optical circuit was directly written with

UV beam on a silica-on-silicon substrate. All the three qubits were path encoded.

A generic path-encoded state was realised by using a thermally reconfigurable

Mach-Zehnder interferometer. The non-idealities of the circuit were characterised

using a classical light, and were taken into account in the verification process to

maximise the teleportation fidelity. By teleporting three different states, the aver-

age teleportation fidelity obtained was 89%±3%, surpassing the average classical

limit of 2/3 by more than six standard deviations [27].
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Chapter 2

Integrated Optics

The term integrated optics was first coined by S.E Miller in 1969 [28], with a

clear inspiration from the well-developed field of micro-electronics. Miller has the

idea of creating integrated optical circuits by using the planar integrated electron-

ics lithographic process to fabricate basic optical components that are connected

via optical lines called waveguides. In synthesis, with the sole difference of sub-

stituting electrons with photons, integrated optics tries to repeat the successful

story of electronics, aiming at commercialisation by first achieving miniaturisa-

tion and cost reduction, which in turns will generate enough economic revenue to

auto-sustain its innovative research.

In Section 2.1 we describe the most basic concepts and components in inte-

grated optics. In Section 2.2 we introduce some conventional integrated optics

lithographic technologies. Femtosecond Laser Micromachining (FLM) fabrication

technique is presented in Section 2.3 since it is the technique used to fabricate all

the waveguides that are used in this thesis. Finally, Section 2.4 is dedicated to

polarisation handling in integrated optics since the polarisation degree of freedom

plays a central part in our teleportation experiment.
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2.1 Basic concepts and components

2.1.1 The dielectric optical waveguide

The term optical waveguide indicates any structure, typically made from dielec-

tric material, that can confine and guide the electromagnetic radiation in the

optical bandwidth. The most known example of dielectric optical waveguides is

the optical fibre, typically used for high capacity data transfer. A cross-sectional

view of several examples of integrated dielectric optical waveguides is provided

in Figure 2.1. The concept behind these different waveguides is the same: a core

with nw refractive index is surrounded by the cladding with ns refractive index,

where nw > ns must be satisfied to achieve a confining structure. For techno-

logical reasons, sometimes there is not one, but two cladding materials with two

different refractive indexes nc and nw. In this case, what is important is that these

refractive indexes are both smaller than the core refractive index.

Figure 2.1: Cross-sectional view of several dielectric optical waveguide. nw is the
refractive index of the core, while nc and ns are the refractive indexes of the
cladding. nw > nc, ns must be satisfied in order to achieve a confining structure.

2.1.1.1 Formal treatment of light propagation in optical waveguide

The proper and rigorous way to solve the guiding structure is to start from

Maxwell equations, from which the wave equation can be derived. To make the

problem more accessible, it is useful to introduce the following simplifications:

• linearity, i.e. the electric permittivity ε and magnetic permittivity µ does

not depend on the field intensity.
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• isotropy, i.e. the electric permittivity ε and magnetic permittivity µ does

not depend on the field direction.

• absence of sources, i.e. no current or free charge in the material.

• peacewise homogeneity, i.e the waveguide cross-section is divided in homoge-

neous sub-regions. The wave equation is solved in each sub-region, and then

the solutions are combined by applying the proper boundary conditions and

the fields continuity on the interfaces.

• z-invariant, i.e the structure is homogeneous in the propagation direction,

therefore the refractive index can be written as n(x, y).

under the above simplifying hypothesis, the electric field can be written as:

ε(x, y, z) = E(x, y)e−jβz, (2.1)

where ε(x, y, z) is the electric field vector, β is the propagation constant and

E(x, y) is the electric field profile in the plane perpendicular to the propaga-

tion direction. The equation that governs the field propagation is recovered by

substituting Eq. 2.1 in the wave equation, obtaining:

52
t E(x, y) + [k2

0n
2(x, y)− β2]E(x, y) = 0, (2.2)

where

52
t =(∂2/∂x2, ∂2/∂y2, 0) (2.3)

is the Laplacian operator and k0 = 2π/λ is the wavenumber. Eq. 2.2 is an eigen-

value equation; the values that β can assume are the eigenvalues, and the associ-

ated field profiles E(x, y) are the eigensolutions. We call these eigensolutions the

”modes” of the waveguide. Once the dielectric waveguide geometry is defined, i.e.

the n(x, y) profile, and the wavelength is fixed, Eq. 2.2 produces, in general, a

number of solutions. In other words, the waveguide supports a number of modes,

each with its field distribution E(x, y) and propagation constant β.

An analytical solution for Eq. 2.2 is, generally, not obtainable, but it is nec-

essary to adopt numerical methods. It is also worth mentioning that an equation
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similar to Eq. 2.2 can be written for the magnetic field H.

Depends on the waveguide properties, the modes can have field components

purely transversal (TEM modes), only the electric field can be transversal (TE

modes), only the magnetic field can be transversal (TM modes) or they can

be hybrid modes with longitudinal component mainly magnetic (HM modes)

or mainly electric (HE modes). In dielectric waveguides, the pure TE and TM

modes do not exist, but only the hybrid modes. Nevertheless, because one of the

longitudinal components is always much smaller than the other, the modes are

given the names of quasi-TE and quasi-TM.

2.1.1.2 Mode properties

All the solutions of Eq. 2.2 are called modes; however, they can be divided into

two categories: the guided modes and the radiative modes:

• The guided modes are those solutions that are confined in the waveguide,

in other words, the mode profile E(x, y) can be normalised, and it decays to

zero far away from the core. The guided modes propagate without changing

their shape nor their intensity (in an ideal lossless waveguide).

• The radiative modes are those solutions that are not spatially confined in

the waveguide, but they have a transversal propagation component that

progressively subtract power from the propagation component in the z di-

rection.

In the following, we give the most important properties of the modes of a dielectric

optical waveguide, keeping in mind that these properties are of a general nature

and are valid for any guiding structure:

• The modes are orthogonal in space and time; therefore, no transfer of power

can occur between any two modes. This orthogonality is also valid for the

radiative modes.

• The propagation constant β can also be written as β = 2π
λ
neff . Where neff

is called the effective refractive index and is the refractive index that is

”seen” by the propagating mode.
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• Each mode has its own speed of propagation given by vp = ω/β. where

ω = c/neff is the angular frequency, and c is the speed of light in vacuum.

• In a real waveguide, even in a non-absorbing material, the z-invariant con-

dition is broken by the roughness of the waveguide. This causes a power

scattering from the fundamental mode to the radiative modes or to other

guided modes. Such scattering results in losses in the waveguide, which we

call propagation losses PL. The PL can be modelled as e−αz, where α is

called the loss coefficient and z is the propagation direction.

2.1.2 Coupled mode theory

Power exchange occurs between waveguides that are brought sufficiently close to-

gether. Describing this situation is crucial since it frequently occurs in integrated

optics (see Section 2.1.3 and Section 2.1.4). Finding the analytical solution for

every particular design is a tedious task, even the numerical approach may be

heavy and time-consuming. However, generally, the size of the structure is on the

order of several hundred or several thousands of wavelengths, which means that

the fields evolve in a slow adiabatic way, and a perturbative approach may be

applied. It is then possible to consider that, in every small section of the opti-

cal device, the modes are those of the unperturbed structure and to consider a

perturbative part that couples the modes of the unperturbed structure, therefore

accounting for the reciprocal influence of each waveguide on the other.

A complete treatment of coupled mode theory, can be easily found in the

literature (e.g. [29]). In the following, we give directly the solution provided by

coupled-mode theory for the structure that is reported in Figure 2.2. With I1 and

I2 we indicate the complex amplitude of the input fields in the two waveguides

of Figure 2.2, while with O1 and O2 we indicate the fields in their outputs, then:[
O1

O2

]
= Tc

[
I1

I2

]
, (2.4)

32



where Tc is called the transmission matrix and is given by:

Tc = e−iβ̄z

[
cos δz − iR sin δz −iS sin δz

−iS sin δz cos δz + iR sin δz

]
, (2.5)

where R = ∆β
2δ

, S = k
δ
, ∆β = β1 − β2, β̄ = β1+β2

2
and δ =

√
∆β2

4
+ k2.

β1 and β2 are the propagation constants of the two waveguides when they are

considered separately. The R and S coefficients measure the degree of asymmetry

of the structure, in the special case of β1 = β2 they become R = 0 and S = 1. k

is called the coupling coefficient, it measures the degree of power coupling from

one waveguide to the other. In the case of two identical waveguides, k is given by

the following overlap integral:

k =
k2

0

2β

∫ ∫ −∞
∞ E(x, y)(n2(x, y))E(x, y)∗dxdy∫ ∫ −∞

∞ E(x, y)E(x, y)∗dxdy
, (2.6)

where E(x, y) is the single mode electric field profile of the unperturbed waveg-

uides.

The transmission matrix given in Eq. 2.4 is an extremely powerful instrument

for analysing and designing a wide variety of optical structures. Any general struc-

ture can be divided in small pieces of coupled waveguides like the ones depicted in

Figure 2.2, to calculate the transfer function of the device, it is enough to cascade

several transmission matrixes given by Eq. 2.5 and calculate the product.

Figure 2.2: Coupled modes theory. An example of two waveguides that are brought
close together in a way to reciprocally influence one the other.
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2.1.3 The directional coupler

a) b)

d

L1

2

1

2

R

Figure 2.3: (a) Schematic representation of the directional coupler structure. Two
waveguides 1 and 2 are brought close together by mean of an S-bend of radius R,
resulting in two coupled straight waveguides with a length L and coupling dis-
tance d. (b) Asymmetric directional coupler behaviour. The curves with maxima
(minima) in the middle represent the splitting ratio on the cross (bar) port.

A crucial component in integrated optics is the directional couplers, whose

most typical design is shown in Figure 2.3a. It is the integrated optics analogue

of the bulk beam splitter. A directional coupler has four ports, and it is made

from two inputs and two outputs regions in which the waveguides are completely

decoupled, while in the central part of length L the waveguides are brought close

together achieving light transfer by evanescent field coupling. Usually, power is

injected only in one of the two input ports, in this case, the output port of the

same waveguide in which power was injected is termed bar or reflection port,

while the other output is termed cross or transmission port.

The transmission matrix of the directional coupler can be obtained by dividing

the structure in Figure 2.3a into small pieces, each of which is described by a

transmission matrix like the one in Eq. 2.5, and making the product to obtain

the overall transfer function of the device. Another easier approach is to consider

the directional coupler only as two coupled straight waveguides like the ones

in Figure 2.2, with a length z = L + Leff , where L is the length of the two
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straight waveguides in the coupling region and Leff is an empirical value that

accounts for the bending effects. In this simple case, the transfer function of

the directional coupler is exactly the one of Eq. 2.5. In the special case of two

symmetric waveguides, i.e. ∆β = 0, the transmission matrix is given by:

Tc =

[
cos(kz) −i sin(kz)

−i sin(kz) cos(kz)

]
, (2.7)

where the common phase factor was neglected. By entering with all the power P0

on port 1, the periodical exchange of power between the two waveguides can be

obtained by squaring Eq. 2.4:

P1(z) = P0 cos2(kz),

P2(z) = P0 sin2(kz),
(2.8)

where P1 is the power on the bar, and P2 is the power on the cross. In the general

case of ∆β 6= 0:

P1(z) = P0(1− k2

δ2
sin2(δz)),

P2(z) = P0
k2

δ2
sin2(δz).

(2.9)

The splitting ratios of the directional coupler can be defined with the following

notations:

R = Reflection = P1/P0, (2.10)

T = Transmission = P2/P0. (2.11)

Another interesting observation is the directional coupler behaviour when

∆β 6= 0. From the general transfer function given by Eq. 2.5 it is easy to show that

in this case the power/splitting-ratio on the cross port can reach 0, but not 1 (the

curves with a maxima in the middle in Figure 2.3b), while the power/splitting-

ratio on the bar port can reach 1, but not 0 (the curves with a minima in the

middle in Figure 2.3b).

Finally, a frequently used component is the balanced coupler, i.e. a coupler

with 50/50 splitting ratio, also called 3 dB coupler. The transmission matrix of

35



a symmetric (∆β = 0) balanced coupler can be easily obtained from Eq. 2.7:

Tc =
1√
2

[
1 −i
−i 1

]
. (2.12)

2.1.4 The Mach-Zehnder interferometer

A typical integrated Mach-Zehnder Interferometer (MZI) is reported in Figure 2.4.

It is made out of two 3 dB directional couplers, where the two couplers are

connected with two decoupled waveguides with different length introducing a

phase term between them.

To calculate the transmission matrix, it is convenient to divide the MZI into its

primary elements, i.e. the couplers and the phase shifter, writing the transmission

matrix for each and recovering the overall transmission matrix by a simple matrix

product. Using symmetric balanced couplers, the transmission matrix of each

coupler, Tc1 and Tc2, is given by Eq. 2.12, while the transmission matrix of the

phase shifter is given by:

TL =

[
exp(−iϕL1) 0

0 exp(−iϕL2)

]
= exp(−iϕL1)

[
1 0

0 exp(−i∆ϕL)

]
, (2.13)

where ϕL1 and ϕL2 are the phases that the light acquire by propagating in L1

and L2 respectively, and ∆ϕL is their difference which can be written as:

∆ϕL = ϕL1 − ϕL2 ' β1L1 − β2L2 =
2π

λ
(neff1L1 − neff2L2) =

2π

λ
∆Leff (2.14)

where the effective imbalance ∆Leff can be obtained by a different geometrical

length between L1 and L2, i.e. ∆Leff = neff∆L, or from equally long waveguides

but with different effective refractive index, i.e. ∆Leff = ∆neffL. Varying ∆neff

can also be obtained dynamically, e.g. by placing a resistive heater over one of

the two arms and by exploiting the thermo-optic effect.

By following the same procedure and terminology as in Section 2.1.3, it is
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Figure 2.4: The Mach-Zehnder interferometer. Two 3 dB directional couplers (Tc1
and Tc1), are connected with two decoupled waveguides (1 and 2) with different
length (L1 and L2) introducing a phase term between the two waveguides. An
alternative approach for introducing the phase shift is to keep the same length
(L1 = L2), but with different refractive indexes (neff1 6= neff2).

then possible to derive the following:

Pbar = P0 sin2(
∆ϕL

2
),

Pcross = P0 cos2(
∆ϕL

2
).

(2.15)

From Eq. 2.8 and Eq. 2.15 it is possible to appreciate the similarity between the

MZI and the directional coupler behaviours. However, while the splitting ratio

of a directional coupler is proportional to kLc, the splitting ratio of a MZI is

proportional to ∆Leff . This makes the MZI a much more robust structure since,

in contrast to k, ∆Leff can be easily controlled with the very important additional

possibility of using the active control.

2.2 Lithographic technologies

The most conventional technologies to fabricate integrated optical devices are

based on lithographic process. Several substrates may be used, in the following,

we will introduce briefly the ones that are most commonly used.
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2.2.1 Silica-on-Silicon technology

As seen in Figure 2.5a and as the name suggests, the waveguides in glass on silicon

technology are made out of silica (SiO2) grown on a Si substrate. The cladding is

made out of pure SiO2, while the refractive index of the core is increased by doping

the SiO2 with ions such as Germanium, Phosphorus or Titanium. The process is

CMOS compatible: starting from a Si wafer, a SiO2 is grown by Chemical Vapour

Deposition (CVD) [30], a polymeric resist layer is deposited and then washed

selectively by first developing the resist using a custom made mask and a proper

light source. Finally, the exposed regions are doped, and the process is completed.

In this way the air acts as an upper cladding, however, if enhanced device stability

is needed, an upper cladding made from SiO2 can be deposited.

The waveguides in this technology are characterised by a low birefringence

and propagation losses (0.01 dB/cm), while the achieved index-contrast ∆n 1 is

about 0.3%.

a) b)

Figure 2.5: (a) Cross-sectional representation of Silica-on-Silicon waveguide. The
Silicon (Si) is used as a supporting substrate, the cladding is realised in Silicon
dioxide (SiO2), while the core is realised with Silicon dioxide doped with Ger-
manium (SiO2:Ge), alternatively, Phosphorus or Titanium may be used instead
of Germanium. (b) Silicon-On-Oxide (SOI) wafer for silicon photonics. Silicon
is used as substrate, the buried SiO2 and the air are used as lower and upper
cladding respectively, and the surface silicon is used as a guiding layer.

1The index-contrast ∆n = (ncore − ncladding)/ncore is the most important parameter that
defines the behaviour of the dielectric optical waveguide. ∆n directly influences the waveguide
dimensions, bending radius, losses and birefringence. In particular, the higher is the index-
contrast, the smaller is the feature size of the waveguide, allowing more functions per chip.
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2.2.2 Silicon photonics

Silicon photonics is a high index-contrast ( ∼ 60%) technology, allowing not only

the prospect of integrating photonics with electronics but also the realisation of

very compact devices and even conceive new ones, such as dense WDM systems

where aggressive bending are required. In this technology, propagation losses be-

tween 0.1 dB/cm and 0.5 dB/cm are typically achieved.

Silicon is transparent at 1550 nm which makes it a good candidate as an optical

medium for passive optical devices (such as waveguides and directional couplers)

that work in the telecommunication band. However, the possibility of combining

both passive optical devices with active optical devices (such as optical amplifiers

and photodiodes) is hindered by the fact that silicon is an indirect band-gap

material.

The most direct way to produce waveguides in Silicon is to use the already

well developed Silicon-On-Oxide wafers, originally conceived for high-performance

CMOS devices. The arrangement of SOI wafer is shown in Figure 2.5b. The

purpose of the surface silicon layer (n = 3.5) is to acts as a guiding layer, while the

purpose of the buried oxide layer (n = 1.5) is to serve as the lower cladding layer.

It prevents the field of the optical modes from penetrating the silicon substrate

below. Therefore, the oxide thickness will be satisfactory, as long as it is thicker

than the evanescent fields associated with the modes. The air (n = 1) is used

as an upper cladding. Sometimes a surface oxide layer is also introduced as a

passivation layer. There are several patented processes for SOI-wafer fabrication;

one example is the SIMOX process [31].

2.2.3 Indium phosphide

Indium phosphide (InP) platform permits the realisation of passive components

and active devices like lasers and optical amplifiers on the same substrate. The

broad spectrum of InP components includes passive components, phase modula-

tors, optical amplifiers, polarisation converters [32], optical modulators, optical

switches, tunable lasers, flip-flops, picosecond lasers and fast wavelength convert-

ers [33]

Passive components in InP are characterised by a rather high propagation
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losses, about one order of magnitude larger than the ones in Silicon photonics.

This fact makes InP very efficient for the realisation of small and very high-density

optical circuit, but not for the realisation of long connections.

A significant effort is made to develop a hybrid solution, where active compo-

nents that are made in InP are integrated with passive components that are made

in Silicon photonics. The major difficulties to overcome are that Si and InP have

a different lattice constant, and different thermal expansion coefficients, which

make it almost impossible to apply the traditional high-temperature bondings

technics.

2.3 Femtosecond laser writing

Besides the conventional lithographic techniques, direct waveguide writing tech-

niques also exist. In direct waveguide writing techniques the optical circuit is

”written” by translating the substrate under a laser beam or an accelerated par-

ticles beam [34]. In this thesis, Femtosecond Laser Micromachining (FLM) was

employed to fabricate the waveguide circuits.

FLM was first demonstrated in 1994 when a femtosecond laser was used for

surface ablation of fused silica glass [35] and silver [36]. This technique allows

direct waveguide writing by exploiting the non-linear phenomenon that can be

induced in the substrate using a focused femtosecond laser beam. A wide range

of substrates, such as different glasses and polymers, can be employed. By prop-

erly tailoring the irradiation parameters, a different kind of modification such as

ablation and refractive index change can be obtained. In particular, the refractive

index modification was exploited to fabricate high-quality waveguide with FLM

technique as demonstrated for the first by Davis et al. in 1996 [37].

FLM advantages over lithographic techniques can be summarised as following:

• speed-up in prototyping and cost reduction: maskless and single-step fabri-

cation requires a relatively simple setup that does not need expensive tools

and the use of clean room facilities.

• flexibility: the same laser source and fabrication setup can be used to fab-

ricate on a wide range of substrates. Indeed, the substrate modification
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is based on non-linear absorption in the focal volume of the laser, which

is, in first approximation, independent of the chemical composition of the

material.

• 3D writing capability: the substrate modification occurs only in the focal

volume where the intensity is high enough to induce the non-linear absorp-

tion. Thus, circuits with arbitrary 3D design can be inscribed in the bulk.

2.3.1 Laser-substrate interaction

When a femtosecond laser pulse is focused in a transparent material, it can induce

a non-linear absorption phenomena in the focal volume thanks to the high peak

intensity of the femtosecond pulses (∼10 TW/cm2). After few picoseconds, the

laser excited-electrons transfers their energy to the lattice leading to a permanent

material modification. The process can be divided into three main phases: the

initial generation of a free electron plasma followed by energy relaxation and

modification of the material.

2.3.1.1 Free electron plasma formation

Outside the focal volume, the intensity is not high enough to induce the non-

linear absorption, while linear absorption is avoided by properly choosing the

laser frequency within the transparent window of the material. Depending on the

laser frequency and intensity, the nonlinear absorption is given by multiphoton

ionisation and/or tunnelling photoionisation [38]. Non-linear absorption forms a

seed of electrons permitting the phenomena of avalanche photoionisation to start.

In the following, each of the above photoionisation mechanism is briefly discussed:

1. Multiphoton absorption: involves the simultaneous absorption of m pho-

tons of energy hν (see Figure 2.6a) by an electron in the valence band, where

ν is the laser frequency, h is the Planck constant and m is a minimum integer

that satisfies mhν > Eg (Eg is the material band-gap). This effect domi-

nates at low laser intensities and high laser frequencies (under the frequency

needed for single photon absorption).
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Figure 2.6: Photoionisation in femtosecond laser machining. (a) Multiphoton ion-
isation, (b) tunnelling ionisation, and (c) Avalanche ionisation [39].

2. Tunnelling ionisation: This phenomenon is prevalent at high laser inten-

sity and low frequency, where an electron transit directly from the valence

to the conduction band by quantum tunnelling (Figure 2.6b). This hap-

pens due to the strong field which reduces the potential barrier between

the valence and conduction band by distorting the band structure of the

material.

3. Avalanche ionisation: a free electron in the conduction band is accel-

erated by sequential linear absorption of photons (Figure 2.6c), when the

excess kinetic energy acquired by this free electron is high enough to cover

the band-gap energy jump, the hot electron can impact ionise a bound

electron in the valence band, with the net result of two electrons at the

bottom of the conduction band. These two electrons can repeat the pro-

cess by impact-ionising another two electrons, leading to 4 electrons in the

conduction band. The process can repeat itself as long as an enough strong

laser field is present, resulting in an avalanche of ionisations.

The processes of multiphoton and tunnelling ionisation both require very high

pulse peak intensities, which can be achieved only in the focal volume of the fo-

cused femtosecond laser pulse. For sub-picosecond laser pulses absorption occurs

on a faster timescale than energy transfer to the material, decoupling the absorp-

tion and the material heating process [40]. The fact that non-linear absorption

occurs only in the small focal volume, together with the absorption-heating tem-

poral decoupling characteristic, results in the creation of a highly localised and

controlled seed of free electrons. From this seed, the free electron density can
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quickly grow by avalanche ionisation until the plasma frequency approaches the

laser frequency, at which point the plasma becomes strongly absorbing.

Femtosecond laser pulses provide a reproducibility that is not otherwise ob-

tainable with longer pulses (several picoseconds or nanosecond duration). Indeed,

if the total pulse energy is maintained constant but longer pulses are used, the

peak intensity will not be sufficiently high to initiate the multiphoton and tun-

nelling ionisation. In this condition, the only possible mechanism of absorption

is the avalanche ionisation. The free electron seed of this avalanche ionisation

is originated from thermally excited impurities and defect states [35]. Since im-

purities and defects are not homogeneously distributed throughout the material;

consequently, the pulse absorption process will not be well reproducible.

2.3.1.2 Relaxation and modification

The free-electron plasma formation is followed by its relaxation, transferring the

excess energy to the material and leading to its modification. The physical mech-

anisms responsible for the material modification in the phase of plasma relaxation

are not entirely understood yet. Nevertheless, depending on the irradiation pa-

rameters (energy, pulse duration, repetition rate, wavelength, polarisation, focal

length, scan speed, and others). Two different modifications regimes can be iden-

tified; these regimes are also observable by merely changing the laser energy [41]:

1. void formation: if very high pulse energy is used, then material dam-

age will occur, leading to the formation of micro-explosions and void like

structures. These voids are not suitable for optical waveguides; neverthe-

less, useful applications have been studied, such as three-dimensional optical

storage [42] and photonic band-gap materials [43].

2. permanent refractive index change: for lower pulse energy the plasma

relaxation phase does not introduce any damage in the material, but the

material maintains its good optical qualities and acquires a permanent re-

fractive index change. Several mechanisms concur to produce the refractive

index modification, including material densification caused by rapid quench-

ing of the melted glass in the focal volume [44], colour centre formation [45],

ion migration effects [46], and pulse-induced shock waves [47]. The relative
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role of each mechanism has not been completely clarified; it depends anyway

on the material and the exposure conditions.

2.3.2 Fabrication parameters

2.3.2.1 Focusing conditions

To achieve a micro-metric sized focal volume that efficiently drives the non-linear

absorption, focusing optics focuses the incident femtosecond laser pulse in the

substrate: microscope objectives are a typical choice. For a Gaussian beam, the

diffraction-limited minimum waist radius w0 is given by:

w0 =
M2λ

NAπ
, (2.16)

where M2 is the Gaussian beam quality factor, NA is the numerical aperture of

the focusing objective and λ is the free space wavelength. While the Rayleigh

range z0 (1/2 the depth of focus) is given by:

z0 =
M2nλ

πNA2
, (2.17)

where n is the refractive index of the glass. Eq. 2.16 and Eq. 2.17 underline the

importance of a high NA for achieving a tight and less elongated focusing.

Additional spherical aberration may be introduced by the glass-air index mis-

match, resulting in a dependence of the written structures on the depth [48]. This

depth dependence is more pronounced for higher NA objectives [40]. Oil immer-

sion objectives can present a solution to this problem [40]; however, this kind of

objectives have a limited working distance, reducing the processing depth range.

2.3.2.2 Fabrication geometry

Figure 2.7 reports the two possible waveguide writing configurations, namely the

longitudinal and transversal configurations. In the longitudinal configuration, the

sample is translated parallel to the incident laser beam. Due to the transverse

symmetry the Gaussian profile of the laser beam, the waveguides exhibit a cylin-

drical symmetry. The main disadvantage of this configuration is that waveguide

44



Figure 2.7: Schematic of the possible writing configurations; transversal writing
(a), longitudinal writing (b). The red arrows indicate the sample translation di-
rection [52].

length is limited by the working distance of the objective, which is hardly longer

than several millimetres. An additional disadvantage of this geometry is that the

degree of spherical aberration induced on the laser beam by the substrate changes

significantly with the depth, resulting in changes in the shape of the incident laser

pulse, which in turn changes the shape of the induced modification. Adaptive op-

tics technics can be employed to compensate this effect [49]; however, this will

significantly complicate the experimental setup.

In the transverse writing configuration, the sample is translated orthogonally

about the incoming laser beam. The working distance of the objective does not

impose any limit on the waveguide length, and 3D structure may be written over a

depth range of several millimetres. The disadvantage of this configuration is that

waveguide cross section is not circular anymore, but it is elliptical, leading to

elliptical guided modes which may not perfectly couple to optical fibres. Besides

this asymmetry leads to intrinsic waveguide birefringence which, depending on

the application, may or may not be desired. Compensating those effects require

some special techniques, like beam shaping techniques to obtain a round focal

spot [50], or a multi-scan writing approaches [51].

2.3.2.3 Repetition rate and pulse energy

The repetition rate is a crucial parameter which has a strong influence on the

waveguide characteristics. Changing the repetition rate determines completely
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different regimes [53].

In low repetition rate regime (1 ÷ 200 kHz), the time interval between two

consecutive pulses is long enough to permit a complete thermal relaxation of the

material before the next pulse arrives. In this way the modification is mainly

determined by the individual pulses and waveguides written in the transverse

geometry exhibits a highly asymmetric cross section [54]. For this reason, beam

shaping techniques are required to obtain a circular waveguide cross section.

By increasing the repetition rate to several MHz, the time interval between

two consecutive pulses is short compared to the heat diffusion time (about 1 µs

in glass), and strong cumulative effects take place [44]. In this regime, typically

femtosecond laser oscillators without amplification stage are used, with low energy

pulses that require a tight focusing by high NA objectives to trigger the non-

linear absorption. Although tight focusing will result in a small focal volume,

thermal accumulation and heat diffusion effects generate a significant isotropic

modification volume around the focal region, generating a waveguide with circular

cross section without the use of beam shaping techniques [55].

An interesting regime is observed in the intermediate repetition rate regime

(hundreds of kHz to few MHz) [54][53], where a gradual appearance of thermal ac-

cumulation effects occur. This regime can combine the benefits of the low and high

repetition rate regime: a strong modification is given by more energetic pulses,

while the thermal accumulation effects still guarantee uniformity of waveguide

cross section. Yb-based femtosecond oscillators are typically used in this regime,

with pulse energies up to some µJ. Those pulses are energetic enough to induce

the non-linear absorption without special tight focusing requirements, permit-

ting the use of objectives with moderate NA, exploiting the full 3D capability of

femtosecond micromachining technique.

2.3.2.4 Other parameters

In addition to pulse energy, focal length and repetition rate, other irradiation

parameters may influence the waveguides written with femtosecond laser micro-

machining technique. The incident laser polarisation and the pulse duration have

a big influence on the properties of waveguides that are written in fused silica
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[56]. In contrast, no detectable differences were found in EAGLE2000 borosilicate

glass [53]. The substrate transition speed affects the amount of energy deposited

per unit of volume and can be used to finely tune the waveguide properties. The

wavelength of the writing laser determines the order of the nonlinear multipho-

ton absorption, in some material the employment of certain wavelength is desired.

The direction of writing was also found to influence the laser material interaction,

this can be explained due to pulse front tilt in the ultrafast laser beam [57].

2.3.3 Example of components

Since the discovery of femtosecond laser fabrication of waveguides by Davis et

al. in 1996 [37], various optical devices have been demonstrated. For the scope of

this thesis, we only review the directional coupler and the Mach-Zehnder inter-

ferometer.

2.3.3.1 Directional coupler

The behaviour of the directional coupler is very sensitive to even slight imper-

fections or variations in the circuit design or waveguide properties. Thus, the

successful realisation of a directional coupler in new technology is a clear bench-

mark for its integrated optics fabrication capability.

Streltsov and Borrelli demonstrated the first directional coupler with FLM

technique in 2001 [58]. Their directional coupler was done in borosilicate glass and

by employing the second harmonic of high repetition rate Ti:sapphire oscillator.

The first femtosecond laser written directional coupler that works at 1550 nm

is due to Osellame et al. [59]. The authors have exploited the 3D fabrication

capability to fabricate an X-coupler as shown in Figure 2.8a. The intersection

angle α sets the interaction length of the coupler and the depth displacement h

influences the coupling strength.

Figure 2.8b shows another example of 3D device which functions as 3 x 3

directional coupler [60]. The structure consists of 3 waveguides that are fabricated

on the edges of an equilateral triangle. The device IL was 6.6 dB and the difference

between the vertical and horizontal polarisation was 11%.
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a) b)

c)

Figure 2.8: (a) Schematic representation of 3D X-coupler that works in the tele-
com range [59]. (b) Schematic configuration of a 3 x 3 directional coupler [60]. (c)
Schematic of a 3 dB directional coupler and optical microscope image of waveg-
uides in the coupling region (top) together with mode profiles of 1550 nm laser
light [61]

2D directional couplers were also fabricated in borosilicate glass and charac-

terised at 1550 nm by Eaton et al. [61]. The coupler was designed as in Figure

2.8c, with symmetric double S-bend waveguides with a 40 mm radius of curva-

ture. Coupling distances d from 7.5 to 22.5 µm and interaction lengths L from

2 to 30 mm were investigated. 50/50 splitting was demonstrated for d = 10 µm

and L = 20.6 mm. The IL of the directional couplers at 1550 nm was 2.5 dB.

The authors have also found that the coupling performance is not hindered if

d = 7.5 µm was used, despite a slight overlap of the outer cladding of the two

waveguides.

2.3.3.2 Mach-Zehnder interferometer

The first demonstrated MZI written with FLM consisted of two X-couplers cross-

ing at 2◦ as represented in Figure 2.9a [62]. Wavelength filtering behaviour is

achieved by the geometrically unbalanced design. By injecting broadband infrared

light, interference fringes were observed in the transmission spectrum, whose pe-

riodicity fits for a 9.3 µm path imbalance. This showed good agreement with the
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design path length difference of 10 µm.

MZI electro-optic modulator in fused silica was demonstrated by Li et al.

[63]. The substrate region in which the two interferometer’s arms are fabricated

by laser pulses is thermally treated so to induce an electro-optic coefficient. Gold

electrodes, subsequently deposited on the surface of the sample, allow to impose

an external electric field and thus modulate the refractive index seen by the light

travelling in the two arms, generating a phase difference between them.

A thermally reconfigurable MZI was demonstrated in 2015 by Flamini et al.

[64] where an FLM written thermally-controlled MZI that works at 1550 nm

was realised. The MZI structure was written in borosilicate glass, followed by

gold deposition and patterning, achieving resistive heaters on the chip surface.

Figure 2.9c reports a schematic representation of the process. The two balanced

couplers of the MZI were inscribed at 70 µm depth with 14 µm coupling distance

and 200 µm interaction length. One of the arms was brought to 25 µm depth

and the other to 115 µm depth permitting a different heat-induced active neff

modulation for each arm. A 50 nm gold layer was sputtered, and the resistors

patterns were laser-ablated. The transmission in the cross-arm in function of the

power dissipated on the resistors is reported in the graph of Figure 2.9c, fitting a

curve with 0.964± 0.003 fringes visibility.

2.4 Managing polarisation in integrated optics

Light polarisation degree of freedom sometimes is adopted as information carrier

in photonics technologies; one example is the polarisation division multiplexing

for increasing the bandwidth capability of optical communications. As mentioned

in the previous chapter, the polarisation degree of freedom is also crucial in quan-

tum information where it is often used to encode the qubits. However controlling

and manipulating the polarisation of light in an optical waveguide is not trivial,

especially for waveguides produced with lithographic techniques because it re-

quires an accurate control of the waveguide cross-section. In contraries, tailoring

the irradiation parameter of FLM, low birefringence waveguides are possible to

obtain, paving the way for optical devices that can work with the polarisation

degree of freedom.
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Figure 2.9: (a) Schematic representation of MZI with phase-contrast microscope
images [62]. (b) Schematic of the MZI electro-optic modulator realised in fused sil-
ica substrate [63]. (c) Thermally-Reconfigurable MZI. A schematic representation
of the process of 3D MZI writing (top picture) and gold coating and patterning
(bottom picture). The graph reports the experimental characterisation of the de-
vice with 1550 nm light. The transmission of the interferometer in the cross-arm
is plotted as a function of the thermal power dissipated by the resistor [64].
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2.4.1 Origin of polarisation dependent behaviour

In Section 2.1.1 we have shown that the mode shape E(x, y) is given by re-

solving the eigenvalue Eq. 2.2. Any asymmetry in the waveguide cross-section

(i.e. in n(x, y)) would result in an asymmetry in the field distribution. Besides,

asymmetrical cross-section induces a form birefringence (effective refractive index

anisotropy due to shape). In single mode waveguides, form birefringence breaks

the degeneracy of the orthogonally polarised fundamental modes, leading to dif-

ferent field distribution and propagation constant for each polarisation. In partic-

ular, when an evanescent-field coupling is involved, birefringence and mode shape

differences lead to a different coupling coefficient for the two polarisations as seen

in Eq. 2.6. Since most devices in integrated optics rely on the evanescent-field

coupling, the break of degeneracy causes optical devices to behave significantly

different for the two orthogonal polarisations. Finally, fibre-waveguide coupling

losses and propagation losses are dependent on the spatial properties of the guided

modes; consequently, they are also polarisation dependent.

2.4.2 Managing polarisation in femtosecond laser written

circuits

Dissimilarity in the two orthogonal field distributions and form birefringence are

present in waveguides written with femtosecond micromachining. This fact is

partly attributed to the elliptical cross-section of the waveguides, especially if

transversal writing configuration is used. Besides, birefringence can also arise from

intrinsic material anisotropy and mechanical stress accumulated in the substrate

[65]. In the following, we will introduce different FLM fabricated devices that are

used to manipulate the light polarisation.

FLM written directional couplers can manifest a slight difference in the cou-

pling coefficients between the vertical and horizontal polarisations. By exploiting

this phenomenon, Crespi et al. [66] have demonstrated a Partially Polarising in-

tegrated Beam Splitter (PPBS) that were fabricated in borosilicate substrate and

worked at 806 nm. The coupling distance d was at 7 µm, while a coupling length

L was varied first from 0 to 2 mm, allowing to evaluate the beating length dif-

ference between the two polarisations, and second from 5.6 to 8.6 mm were the
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required PPBC region was estimated. Figure 2.10a reports the splitting ratios on

the transmission port. At L = 7 mm a splitting ratios of TH = 0 and TV = 2
3

were achieved, while at L = 7.4 mm a splitting ratios of TH = 1
3

and TV = 1 were

achieved.

In fused silica, strong birefringence effects can be observed when fabricating

waveguides with FLM due to laser-induced nanogratings [67]. Fernandes et al.

exploited this birefringence to fabricate integrated polarising beam splitter [68].

In particular, they have fabricated a directional coupler with ∼20 mm long in-

teraction region and 8 µm waveguide separation that can split the vertical and

horizontal polarisation by having one component on the bar and the other on

the cross. At 1484 nm, moderately high extinction ratios of 19 dB and 24 dB

were observed (see Figure 2.10b), where the extinction ratios were defined as the

residual component on the wrong arm calculated in dB.

The 3D fabrication capability of the present technique was exploited by San-

soni et al. [69] to tailor the polarisation behaviour of the directional coupler. The

device is shown in Figure 2.11 where the two waveguides in the coupling region

were fabricated on a tilted plane with an angle θ with respect to the horizon-

tal. The ratio between the vertical and horizontal coupling coefficient CV /CH in

function of the angle θ is shown in the graph of Figure 2.11. In particular, there

exists an angle for which the ratio CV /CH equal to 1, i.e. the coupler becomes

polarisation insensitive.

An FLM written waveguide is prone to the stress field created in the substrate

by a nearby written second waveguide. Heilmann et al. [70] have demonstrated

that such stress field can also cause a reorientation of the waveguide optical axis

depending on the relative position of the two waveguide. In their study, Heilmann

et al. exploited this phenomenon to realise an arbitrary FLM written waveplates

by tailoring the length and orientation of a line defects fabricated close to the

waveguide itself. The line defects were written slightly above the destruction

threshold to avoid light coupling between the waveguide and the defect. Fabri-

cating an arbitrary waveplate means fabricating an arbitrary optical axis and an

arbitrary waveguide length. By changing the position of the defect line with re-

spect to the waveguide, optical axes rotation from 0◦ up to 90◦ were demonstrated

(see Figure 2.12a). The defect length was varied to prove any arbitrary waveplate
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with an optical axis at 22.5◦ and 45◦ (see Figure 2.12b).

Another technique to obtain integrated waveplated was developed by Corrielli

et al. [71]. In this work, the authors use high-NA oil-immersion objective and a

writing laser beam with a diameter smaller than the objective aperture (Figure

2.12d). If the laser beam impinges on the objective aperture in an off-centre posi-

tion, the focus position is not altered, but the beam propagates in the substrate

at an angle θ that depends on the offset distance on the objective (Figure 2.12e).

The fabricated waveguide will then have a tilted cross-section, resulting in a ro-

tated birefringence axis. Microscope images of the waveguides and the near-field

profile of the modes are reported in Figure 2.12f and Figure 2.12g respectively.

The maximum obtained optical axis rotation about the vertical axis was 27◦. By

exploiting the waveguide birefringence, the possibility to fabricate a tilted optical

axis and to fabricate any desired waveguide length, integrated waveplates with

arbitrary optical axis can be obtained.
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a) b)

Figure 2.10: Polarising and partially polarising integrated beam splitters. (a) H
(squares) and V (triangles) polarisation transmissions of directional couplers with
different interaction lengths, based on slightly birefringent waveguides. First, the
0 - 2 mm interaction length range was investigated to evaluate the beating length
difference between the two polarisations; the interval of interest to obtain the
required PPBS region was estimated to be in the 5.6 - 8.2 mm range, which was
consequently explored. Error bars indicate fabrication reproducibility [66]. (b)
Integrated polarising beam splitter. Output power and mode profile as a function
of the angle of polarisation at 1484 nm, for the bar (P1, green circle) and cross
(P2, blue square) [68].

Figure 2.11: A network of polarisation insensitive directional couplers (left panel).
In the central graph ratio between the vertical and horizontal coupling coefficients
in function of the tilt angle is shown. In the right panel H and V spatial field
profiles is shown [69].
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Figure 2.12: FLM written tilted waveplates. Right panel: (a) optical axis rotation
in function of the defect position. (b) Tuning the defect length to achieve an ar-
bitrary waveplate. Black refers to 45◦ optical axis. Red refers to 22.5◦ optical axis
[70]. Left panel: (c) The traditional writing scheme adopting a focusing objec-
tive with moderate NA; the symmetry of the writing layout creates birefringent
waveguides with the optical axis (OA) aligned as the writing beam direction. (d)
Equivalent waveguides can be created by using a high-NA oil-immersion objec-
tive. (e) Offsetting the writing beam before the objective results in waveguide
writing with an inclined laser beam; the resulting waveguide has an optical axis
tilted by an angle θ that depends on the amount of offset d of the writing beam on
the objective axis. (f) End-view microscope images of waveguides (labelled 1 to
4) showing a progressive rotation of the cross-section as the offset d of the writing
beam is increased. Scale bar, 5 µm. (g) Near-field profiles of the waveguide modes
at different rotation angles [71].
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Chapter 3

Experimental Setup

3.1 Waveguide fabrication setup

All the waveguides presented in this thesis were fabricated using the same ex-

perimental setup, reported in Figure 3.1. Femtosecond laser pulses at 1030 nm

wavelength with an adjustable repetition rate between few KHz up to 1.1 MHz are

generated by a Yb-based cavity-dumped mode-locked oscillator [72]. The pulses

are then delivered by a set of dielectric mirrors to the microscope objective,

which focuses the beam in the substrate. The substrate is mounted on a three-

dimensional linear motion system, controlled by appropriate software. The correct

focusing of the beam on the substrate can be monitored by a CCD camera (not

shown in the figure) which collect the substrate back-reflected light. The aver-

age laser beam power can be controlled by a Glan-Thompson polariser (PBS)

preceded by a half waveplate. Optionally, two movable mirrors can deviate the

beam toward a Second Harmonic Generation (SHG) setup, allowing the user to

choose between two writing wavelengths: the fundamental at 1030 nm wavelength

and its second harmonic at 515 nm. On-demand fast laser blocking and opening

(ON-OFF time ∼10 ms) is achieved by mean of a mechanical shutter (SH05,

Thorlabs).
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Figure 3.1: Schematic of the fabrication setup. A femtosecond laser beam at
1030 nm (Yb-based cavity-dumped mode-locked oscillator) is delivered to a three-
dimensional high-precision translation stage, where the substrate under process-
ing (SUB) is glued. The laser beam is focused on the substrate by mean of the
microscope objective (OBJ). A Glan-Thompson polariser (PBS) and a half wave-
plate (HWP) allow changing the laser power while a mechanical shutter (SH),
synchronised with the motion system, permits a fast laser switching. Two flip
mirrors (FM) permit to deviate the laser beam to a second harmonic generation
stage (SHG) allowing to perform the fabrication process at 515 nm wavelength.
Here, the beam is focused by a 15 cm focal lens (L1) into a temperature con-
trolled Lithium Triborate (LBO) crystal, and the generated light is collimated by
a 30 cm focal lens (L2) [73].
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3.1.1 The laser source

The femtosecond laser source that is used for writing all the waveguides that are

presented in this thesis is a cavity-dumped mode-locked oscillator [72]. The laser

source provides pulses with 350 fs time duration and maximum energy of 1 µJ.

The active material of the laser is KY(WO4)2 (potassium yttrium tungstate)

crystal, doped with Ytterbium at 5% concentration. The wavelength of the laser

emission is 1030 nm. An InGaAs laser diode bar is used for the pumping at 980 nm

wavelength and with optical pump power on the order of 15 W.

The passive mode-locking regime is achieved with a SESAM (SEmiconductor

Saturable Absorber Mirror) which is adopted as an end mirror of the laser cav-

ity. The stretched total cavity length of 8.9 m was folded using several mirrors,

allowing a laser footprint of about 90 cm x 50 cm.

Pulse extraction (cavity dumping) is performed using a Pockels cell combined

with a Thin Film Polariser (TFP). An external driver is synchronised with the

mode-locking pulses that travel in the cavity and control the Pockels cell with a

high voltage signal. Due to the polarisation rotation induced by the Pockels cell

(proportional to the applied voltage), part of the pulse energy is reflected by the

TFP toward the laser output.

The amplitude and the frequency of the external driver signal are tuneable

parameters, allowing the user to control the amplitude and repetition rate of the

femtosecond pulse. The voltage signal amplitude and frequency can be adjusted

between 0 and 2.2 kV and from few KHz up to 1.1 MHz respectively.

3.1.2 The motion system

The fabrication of the waveguides is achieved by moving the substrate while main-

taining fixed the laser focal spot. The substrate translation is achieved with three-

dimensional computer-controlled motion system (Aerotech FIBERGlide 3D) on

which the substrate is glued. The motion system consists of three independent lin-

ear translation stages, each lies on an air bearing and is driven by brushless linear

electric motors. The stages are computer-controlled with G-code language, and

their position is constantly monitored by optical encoders with 1 nm resolution,

enabling an active control of the movements with an error below 100 nm.
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3.2 Device characterisation setup

Once the devices fabrication is completed, the devices must be tested and char-

acterised. The experimental setup for waveguide characterisation is described in

this section.

3.2.1 Observation with optical microscope

The first step to perform after the fabrication is waveguide inspection using an

optical microscope (Nikon ME600). This microscope is also equipped with Differ-

ential Interference Contrast (DIC) technology, which permits an enhanced vision

of small refractive index contrast by exploiting the interference phenomena.

By observing the sample from the top surface, it is possible to verify the

devices geometry, dimensions, and whether there are interruptions or defects in

the waveguide writing process. The cross section of the waveguides can also be

examined by observing the sample from the side.

3.2.2 Devices coupling with classical light

The guiding and confinement properties of the waveguides and the proper func-

tioning of the various devices can be tested by launching light at the desired

wavelength, using a fibre or an objective, followed by collecting and measuring

the output modes.

The laser source that is used for this aim is a tunable laser with a wavelength

range from 1450 nm to 1600 nm with a fibre output port (Santec MLS-2000).

However, 1550 nm is the wavelength that is used for most measurements presented

in this thesis.

Light launching into the waveguides can be done either by objective (Fig-

ure 3.2a) or fibre (Figure 3.2b). In the first case, the objective focuses the laser

beam to have the beam waist coincident with the waveguide input; the numerical

aperture of the objective employed should be of the same order of that of the

waveguide (∼ 0.10). In the second case, a standard single-mode fibre is brought

close to the waveguide facet (butt coupling). In both cases, the aim is to obtain

the optimum overlap between the optical mode of the input light and the optical
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Figure 3.2: Waveguide light coupling configurations. a) Objective coupling con-
figuration: the incoming laser beam is focused by a microscope objective (OBJ)
onto the waveguide (WG) input facet. The output is collected by another micro-
scope objective and imaged either on a power meter head (PM) or an imaging
camera (IC). b) Fibre-butt coupling configuration: in this case, light is coupled
to the device using single mode optical fibre (SMF) [73].

mode of the waveguide.

The fibre or the objective that are used for coupling the light into the waveg-

uide are mounted on three-axis micropositioners (Melles-Griot NanoMAX) with

50nm resolution on each axis. The sample with the optical devices is fixed on

four-axis micropositioners (Thorlabs MBT 402), two of the four axes allow the

linear translation in the two directions perpendicular to the incoming laser beam,

while the other two axes allow the independent adjustment of two sample tilts.

Another objective is used to project the image of the end facet on a Power

Meter (PM) (Nova II, Ophir) or Imaging Camera (IM) (Spiricon SP620U). The

numerical aperture of this projection objective should be higher than the numer-

ical aperture of the waveguides, guaranteeing the collection of all the light from

the waveguide output.
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3.2.3 Mode profile

Another important property for waveguide characterisation is their mode profile

E(x, y). Assuming that we have a monomodal waveguide, which is the case for

all relevant waveguides in this thesis, then we can construct the electric field

profile | ~E(x, y)| starting from the spatial intensity profile I(x, y) using the simple

formula: ∣∣∣ ~E(x, y)
∣∣∣ = C

√
I(x, y), (3.1)

where C is a constant. In our case, the constant C is not relevant since we are

interested in the normalised profile, and the absolute value is not a problem since

theory guarantees the absence of any sign inversion in the electric field profile of

the fundamental mode.

To characterise the mode size, a calibration procedure is needed: First, light

is injected in the waveguide from a single mode fibre and the output mode im-

age is acquire (Figure 3.3a). Second, the sample is removed without moving the

projection objective, the camera, thus maintaining the same magnification ratio.

Third, the fibre is brought close to the projection objective until it is properly

focused on the camera and the image of the fibre mode is acquired (Figure 3.3c).

Fourth, since the fibre mode size is known, it is possible to obtain the correspon-

dence between the pixel size in the waveguide mode image and the real size of

the mode.

3.2.4 Device losses characterisation

The attenuation of the propagating light is one of the most important figures

of merit of an integrated optical device. The so-called Insertion Losses (IL) are

defined as the total losses induced by the device with respect to the case of absence

of the device itself, they are given by:

ILdB = 10 · log10

(
Pin
Pout

)
, (3.2)
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Figure 3.3: Mode shape/size characterisation. (a) the near field profile of the
waveguide (WG) mode is acquired with the imaging camera (IC). Information
about the mode shape, but not its absolute size, is obtained. (b) the chip is
removed and the near field of the single mode fibre (SMF) mode, that has known
dimensions, is acquired for calibration [73].

where Pout is the output power from the device to be characterised and Pin is the

injected power.

The characterisation setup is the same as the mode profile acquisition setup

(fibre coupling is used), with the only difference that the output is not projected

on a camera but on a power meter head. The device IL can be divided into four

different contributions: Propagation Loss (PL), Bending Loss (BL), Fresnel Loss

(FL) and Coupling Loss (CL).

The coupling losses are caused by the mismatch between the device guided

mode Ewg(x, y) and the fibre mode that is injected in its input Ef (x, y). They are

mainly given by the overlap integral between the two field distributions, expressed

in dB:

CLdB = −10 · log10 Tc, (3.3)

where Tc is the overlap integral given by:

Tc =
|
∫∫

EwgEfdxdy|2∫∫
|Ewg|2dxdy ·

∫∫
|Ef |2dxdy

. (3.4)
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TC can be numerically evaluated once the field profiles of the fibre and the waveg-

uide have been acquired with the method previously described.

At the device input and output facets, Fresnel reflections take place due to

the refractive index mismatch between glass and air. The Fresnel Losses (FL)

account for those reflection and it can be estimated by the following formula:

FLdB = −10 · log10

[
1−

(n2 − n1

n2 + n1

)2]
, (3.5)

where n1 and n2 are the refractive indices of glass and air respectively. For fused

silica where n1 = 1.45, Fresnel losses of ∼ 0.18 dB occur at both facets.

As mentioned in Section 2.1.1.2, the light undergoes an exponential attenua-

tion when propagating in a real waveguide. Therefore:

P (l) = P (0)e−αl, (3.6)

where P (0) is the power coupled at the beginning of the waveguide, α is the

attenuation coefficient and l is the length of the device. The Propagation Losses

(PL) accounts for this exponential attenuation and it is commonly expressed in

dB/cm, thus PLdB/cm is given by:

PLdB/cm =
10

l
· log10

(P (0)

P (l)

)
, (3.7)

and by using Eq. 3.6 and Eq. 3.7, it is possible to connect the propagation losses

PL to the attenuation coefficient α :

PdB/cm = 10 · log10 e · αcm−1 ≈ 4.3 · αcm−1 (3.8)

The propagation losses are caused mainly the waveguide walls roughness; any

small inhomogeneity in the core refractive index profile is seen as a discontinuity

which, as discussed in Section 2.1.1.2, can couple some power from the guided

modes to the radiative modes. Scattering defects and absorption centres in the

waveguide are seen as other contributors for the PL. A deep and quantitive de-

scription of the propagation losses in optical dielectric waveguide is given by

Melati et al. [74].
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Any waveguide bend presents further losses related to the bend itself, and

those are the Bending Losses (BL). It was found, both theoretically [75] and

experimentally that the bending losses increase exponentially with decreasing

radius of curvature R:

BLdB/cm = C1 · e−C2·R, (3.9)

where C1 and C2 are constants that depend only on the waveguide size and the

guided mode profiles.

To summarise, the IL can be decomposed into four kinds of losses:

ILdB = l · PLdB/cm + lc ·BLdB/cm + 2FLdB + CLdB, (3.10)

where lc is the total length of the curved light path and the factor 2 in front of

FL takes into account that Fresnel reflections occur both at the input and the

output facets.

PL are difficult to measure directly. To obtain the PL: first straight waveguides

are fabricated. Second IL and CL are measured as mentioned above, and the

approximate value of 0.18 dB for facet is used for the FL. Third, keeping in

mind that lc = 0 for straight waveguides, PL can be simply calculated since it

is the only unknown in Eq. 3.10. To evaluate BL as a function of the radius of

curvature, with the same fabrication parameters and almost the same total length

of the waveguide, we can fabricate straight waveguides and bent waveguides with

different radiuses of curvature. The BL are then simply obtained as the difference

between the IL of the bent waveguides and the IL of the straight waveguides.

3.2.5 Polarisation behaviour analysis

The setup to characterise the polarisation behaviour is reported in Figure 3.4. The

polarisation of the input laser light is set by mean of a polarising beam splitter

(PBS) placed before the input objective. This is followed by a half- (HWP) and

a quarter-waveplate (QWP) giving rise to the preparation block where any in-

put polarisation state can be prepared. Occasionally, it is necessary to introduce

a polarisation analysis block which can perform a projective polarisation mea-

surement on the circuit output light. For this aim, a mirror replica of the input
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Figure 3.4: Polarisation behaviour analysis. A polarising beam splitter (PBS)
together with a half- (HWP) and quarter-waveplates (QWP) are used to generate
an arbitrary polarisation input state (preparation block). The same elements are
used for the projection of the output light on an arbitrary polarisation bases
(analysis block) [73].

preparation block elements is also introduced at the output as seen in Figure 3.4.

Waveguide birefringence measurement The polarisation sate of light is

described by the Stokes vector:

~S =


S0

S1

S2

S4

 =


1

(IH − IV )/I

(ID − IA)/I

(IR − IL)/I

 . (3.11)

The components Si of the Stokes vector are called Stokes parameters of the beam,

I stands for the total light intensity and the quantities IH/V , ID/A and IR/L are the

intensities obtained by projecting the beam on the Vertical/Horizontal, Diagonal/

Antidiagonal and Right/Left handed circular polarisation bases respectively.

Any optical element can be described by a 4 x 4 matrix, called the Müller

matrix M, with which the output and input state of light can be related:

~Sout = M ~Sin. (3.12)

A waveguide segment can be seen as a uni-axial birefringent medium with a fixed

axis and with a Müller matrix Mwg given by:
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M =


1 0 0 0

0 cos2 2δ + sin2 2δ cosφ sin 2δ cos 2φ(1− cosφ) sin 2δ sinφ

0 sin 2δ cos 2φ(1− cosφ) sin2 2δ + cos2 2δ cosφ cos 2δ sinφ

0 sin 2δ sinφ − cos 2δ sinφ cosφ

 , (3.13)

where δ is the inclination of the optical axis with respect to the horizontal di-

rection and φ is the phase difference accumulated in the medium between the

components of light along the ordinary and the extraordinary directions, that in

turn is proportional to the medium birefringence and length.

Using the preparation block from Figure 3.4, different polarisation states of

light with known Stokes vectors can be injected in the waveguide, and the cor-

responding Stokes vectors of the light in the output can be determined by using

the analysis block. Mwg is then determined by a numerical fitting, and the exper-

imental values δexp and φexp are retrieved; i.e, the polarisation behaviour of the

optical element is obtained.
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Chapter 4

On-chip quantum teleportation

module: the idea

The objective of this thesis work is to develop an integrated optics solution for

quantum teleportation at telecom wavelength. This work is part of a collaboration

project between Dr Osellame’s femtosecond Laser micromachining group at IFN-

CNR in Milan, and Dr Sciarrino’s quantum optics group at Sapienza University

in Rome. The work in this thesis mainly focuses on the design and fabrication of

the integrated optics components realised by Femtosecond Laser Micromachining

(FLM), as well as on their characterisation with classical light.

In Section 4.1, we start by giving a motivation for the project. In Section 4.2

the teleportation scheme is described in detail. Finally, keeping in mind the final

experimental setup with an entanglement source, in Section 4.3 we try to give a

benchmark to validate the goodness of the fabricated devices.

4.1 Motivation for the work

Quantum teleportation plays a fundamental role in the progress of quantum in-

formation science. It represents one of the building blocks for a future quantum

communication network, allowing for the transfer of a quantum state between

two distant nodes by exploiting an entangled state resource. The development of

integrated circuits for quantum teleportation is justified not only by the need of
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inherently stable photonics chips but also for the need of miniaturisation for any

future use in quantum computers and quantum networks.

Metcalf et al. [26] on-chip quantum teleportation experiment (see Section 1.3)

is an important proof-of-principle that quantum teleportation can also be imple-

mented with waveguide architecture. Nevertheless, being based on a three-photon

scheme, the experiment has the disadvantage of achieving only 50% teleportation

efficiency. Additionally, all the components required for the teleportation scheme

were monolithically fabricated in one chip, allowing only for quantum teleporta-

tion within the same chip.

Our project aims to take quantum teleportation a further step forward, taking

advantage of the following features:

• Integrated optics approach.

• Scheme with 100% teleportation efficiency.

• Working at 1550 nm wavelength, where the high-efficiency window for fibre

communication can be exploited.

• Possibility to achieve quantum teleportation between two distant nodes.

For this aim, we first start by designing and fabricating an integrated circuit

for quantum teleportation based on the 100% efficient two-photon scheme. More

specifically, our integrated chip would implement only the Preparer and Alice’s

part of the protocol while Bob’s part will be carried out with bulk components at

a distant location. Once the integrated circuit is ready, the long distance telepor-

tation capability can be tested by generating an entangled photon pair, coupling

one photon to our circuit, and sending the other to Bob over a fibre link (see

Figure 4.1).

4.2 The teleportation scheme

The scheme that we use in our experiment is a variant of the original two-photon

(two-particle) scheme that was presented in Section 1.2.5.3. As in the original

scheme, two photons are generated in an entangled state; one photon is sent
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Figure 4.1: Schematic representation of the experiment at Sapienza campus in
Rome. Two photons A and B will be generated in a quantum entangled state.
Photon A will be sent to the integrated circuits which perform the state prepara-
tion and Bell-state projection, while the other photon is transferred to Bob over
an optical fibre link. Bob part will be realised with bulk components.
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directly to Bob, while the other is sent to Alice through a state preparation

stage. The state preparation stage prepares an arbitrary state into an available

degree of freedom of Alice’s photon. In the original two-photon scheme the path

degree of freedom is used for creating the non-local channel, while the arbitrary

teleported state is encoded on the polarisation degree of freedom. In contrast, in

our scheme, the non-local channel is implemented over the polarisation degree of

freedom, while the path degree of freedom is used to encode the arbitrary state.

The motivations for such a variant are: first, encoding an arbitrary qubit on the

photon path degree of freedom can be easily achieved, in principle, with a tuneable

Mach-Zehnder Interferometer (MZI) as will be explained in Section 4.2.1. Second,

compared to the original scheme, in our variant scheme fewer optical components

are required to implement the BSM as will be explained in Section 4.2.2.

A central idea of the quantum teleportation protocol is that Alice should not

know anything about the state that she is teleporting. To highlight this fact, we

would like to fabricate two distinct chips: the first chip is called ”State Prepa-

ration chip” and it contains exclusively the Preparer components. The second

chip is called ”Path-Polarisation Bell-state measurement” or briefly ”BSM” and

it contains all the components that Alice needs to perform a BSM. Although this

kind of separation is not necessary, in this way not only we draw a clear bound-

ary between the Preparer and Alice, but also we make the problem easier from a

technological point of view.

It is worth mentioning that, as the classical two- or three- photon telepor-

tation scheme, our teleportation scheme requires that Bob performs appropriate

unitary transformations on his photon after receiving the BSM result from Al-

ice. This would require a fast feedforward techniques which would implement

the appropriate unitary transformation at Bob’s side, in function of the BSM

result, before the arrival of Bob’s photon. Alternatively, quantum memories can

be used, which would store Bob’s photon, giving him the time to implement the

appropriate unitary transformation. However, both solutions will be absence in

our experimental setup, and the verification of the successful teleportation will

be performed statistically as will be described in Section 4.3.
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4.2.1 State preparation chip

The idea The state preparation chip is used to encode any a general qubit

state in the photon path degree of freedom. If we indicate by |1〉 and |2〉 the two

paths in which the photon can propagate, an arbitrarily path-encoded qubit |ϕ〉
is given by:

|ϕ〉 = α |1〉+ β |2〉 , (4.1)

where α and β are the complex probability amplitudes, each with a module and

phase term, and can be re-written in the so-called ”canonical” parametrisation

as:

|ϕ〉 = sin
θ

2
|1〉+ cos

θ

2
eiφ |2〉 , (4.2)

where 0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π.

To implement Eq. 4.2 we simply need a device that splits the classical light

by the ratio (measured in power) sin2 θ
2

: cos2 θ
2
. Indeed, if a single photon is

injected in such beam splitter, it will have sin2 θ
2

probability to exit on one output

and cos2 θ
2

probability to exit on the other. The phase term φ can be easily

implemented by making path 2 longer than path 1, forcing the electric field of

the classical light, or the single photon, to accumulate an additional phase term

φ in path 2 with respect to path 1.

An MZI is an obvious solution for such reconfigurable device. As discussed

in Section 2.1.4, compared to the directional coupler, the MZI has not only the

advantage of being a more robust structure, but it also can be tuned actively

by thermally inducing a phase difference between its two arms. Figure 4.2 shows

a schematic representation of such MZI based structure. Placing another heater

above path 2 in the MZI output will induce the phase term φ.

Mathematical description The entangled photon pair is generated with type-

II parametric down-conversion. Thus, the initial state of the entangled photon pair

is generated in the form:

|ψ〉in =
1√
2

(|H〉B |V 〉A − |V 〉B |H〉A), (4.3)
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BS1

Figure 4.2: Schematic representation of the first chip also called State Preparation
chip. This chip represents the Preparer, and it creates an arbitrary qubit in the
path degree of freedom of the photon. θ and φ are tunable phase shifters. BS1
and BS2 are balanced beam splitters (50/50). The employed input and outputs
are indicated with red arrows. Photons will be injected in input 1.

where |H〉 and |V 〉 indicates the two orthogonal polarisations and the subscripts

A and B indicates the two photons: one sent to Alice (A) and the other to Bob

(B). The following bracket and matrix notations are used for the path degree of

freedom:

path 1 = |1〉S =

[
1

0

]
, path 2 = |2〉S =

[
0

1

]
. (4.4)

Ideally, the Preparer encodes the arbitrary state |ϕ〉 on the path degree of freedom,

and the photon polarisation should not influence the state |ϕ〉. That is the state

preparation chip should be completely polarisation insensitive. By considering

BS1 and BS2 as ideal 50/50 polarisation insensitive beam splitters, then they can

be represented by the following transmission matrixes on the spatial degree of

freedom:

TBS1 = TBS2 =
1√
2

[
1 i

i 1

]
, (4.5)
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while the phase shifters θ and φ are given by:

Tθ =

[
1 0

0 eiθ

]
and Tφ =

[
1 0

0 eiφ

]
. (4.6)

The transfer function of the first chip, which we indicate with TMZI , can then be

easily recovered by simple matrix multiplication:

TMZI = Tφ · TBS2 · Tθ · TBS1 = iei
θ
2

[
− sin θ

2
cos θ

2

eiφ cos θ
2

eiφ sin θ
2

]
. (4.7)

The global phase term iei
θ
2 can be dropped, leading to:

TMZI =

[
− sin θ

2
cos θ

2

eiφ cos θ
2

eiφ sin θ
2

]
. (4.8)

To have a correct picture of the state evolution, Alice’s photon has to be

described as part of the two-photon entangled state. Since photon A is injected

in path 1 of the MZI, such state can be written as |ψ〉in |1〉S. At the output of

the MZI it becomes:

|ψ〉chip1 = TMZI · |ψ〉in |1〉S = TMZI

[
1

0

]
|ψ〉in =

[
− sin θ

2

eiφ cos θ
2

]
|ψ〉in , (4.9)

which by using Eq. 4.3 can also be rewritten as:

|ψ〉chip1 =
1√
2

[
|H〉B |V 〉A

(
− sin

θ

2
|1〉S + eiφ cos

θ

2
|2〉S

)
−

|V 〉B |H〉A
(
− sin

θ

2
|1〉S + eiφ cos

θ

2
|2〉S

)]
.

(4.10)

We see from Eq. 4.9 that the Preparer is actually encoding, in the path degree of

freedom, the state:

|ϕ〉 = − sin
θ

2
|1〉S + eiφ cos

θ

2
|2〉S , (4.11)
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which is a generic qubit state for 0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π.

At this point, we can define four states that are analogous to the four Bell

states introduced in Section 1.1.5; therefore, we call them the Bell-like states:

|Ψ−〉AS ≡
1√
2

(
|V 〉A |1〉S − i |H〉A |2〉S

)
,

|Ψ+〉AS ≡
1√
2

(
|V 〉A |1〉S + i |H〉A |2〉S

)
,

|Φ−〉AS ≡
1√
2

(
|H〉A |1〉S − i |V 〉A |2〉S

)
,

|Φ+〉AS ≡
1√
2

(
|H〉A |1〉S + i |V 〉A |2〉S

)
.

(4.12)

By inverting these definitions we obtain the following relations:

|V 〉A |1〉S =
1√
2

(
|Ψ+〉AS + |Ψ−〉AS

)
,

|H〉A |2〉S =− i√
2

(
|Ψ+〉AS − |Ψ

−〉AS
)
,

|H〉A |1〉S =
1√
2

(
|Φ+〉AS + |Φ−〉AS

)
,

|V 〉A |2〉S =− i√
2

(
|Φ+〉AS − |Φ

−〉AS
)
.

(4.13)

By substituting these relations in Eq. 4.10 we can rewrite the state |Ψ〉chip1 in the

Bell-like state basis as:

|Ψ〉chip1 =
1

2

[
|Ψ−〉AS

(
− sin

θ

2
|H〉B − ie

iφ cos
θ

2
|V 〉B

)
+ |Ψ+〉AS

(
− sin

θ

2
|H〉B + ieiφ cos

θ

2
|V 〉B

)
+ |Φ−〉AS

(
ieiφ cos

θ

2
|H〉B + sin

θ

2
|V 〉B

)
+ |Φ+〉AS

(
− ieiφ cos

θ

2
|H〉B + sin

θ

2
|V 〉B

)]
.

(4.14)

We see that if the global state is projected on one of the states in Eq. 4.12, the

qubit teleported to Bob can be transformed into the correct one (− sin θ
2
|H〉B +

eiφ cos θ
2
|V 〉B) up to a proper unitary transformation. Note that, while the original
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state |ϕ〉 is encoded in the path degree of freedom, the state at Bob end is encoded

in the polarisation degree of freedom. The BSM measurement will force Alice’s

photon to collapse in one of the four Bell-like states. Depending on the result of

the BSM, i.e. depending in which Bell-like state the wavefunction has collapsed,

a proper unitary transformation will be applied to recover the original state.

4.2.2 Path-polarisation Bell state measurement chip

The idea The idea is the same as in the original two-photon scheme (see Sec-

tion 1.2.5.3); i.e. Alice needs to perform a BSM by entangling the path and

polarisation degrees of freedom of her photon. This can be done by first placing

a half waveplate (HWP) in one of the two paths. In our experiment, we chose to

place the half waveplate in path 2 (see Figure 4.3). Such half waveplate will flip

the polarisation of the photon only in path 2, forcing the two orthogonal polar-

isation in each one of the four Bell-like states (see Eq. 4.12) to become equally

polarised. Having the same polarisation, the two probability amplitudes of the

photon coming from path 1 and 2 can interfere on the beam splitter (BS3), re-

sulting in an entanglement between the path and polarisation degrees of freedom.

Two polarising beam splitter (PBS) will then separate the four Bell-like states

on four different single-photo detectors (PD1 to PD4), thus resulting in 100%

teleportation efficiency.

Mathematical description The two outputs of the state preparation chip

must be coupled to the two inputs of the BSM chip (red coloured in Figure 4.3),

which we still indicate with |1〉S and |2〉S. To see why the reported structure of

this chip performs a BSM, we start from the previously defined four Bell-like
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BS3

PBS1

1

2

Figure 4.3: Schematic representation of the second chip also BSM chip. This chip
allows Alice to perform a BSM on her part of the entangled photon pair. HWP
is half waveplate. BS3 is a balanced beam splitter. PBS are polarising beam
splitters. PD are single-photon detectors. The inputs and outputs of the chip are
indicated with red arrows.

states and propagate them element by element in the BSM chip:

|Ψ−〉AS ≡
1√
2

(
|V 〉A |1〉S − i |H〉A |2〉S

)
HWP−−−→ 1√

2
|V 〉A

(
|1〉S − i |2〉S

)
BS3−−→ |V 〉A |1〉S ,

|Ψ+〉AS ≡
1√
2

(
|V 〉A |1〉S + i |H〉A |2〉S

)
HWP−−−→ 1√

2
|V 〉A

(
|1〉S + i |2〉S

)
BS3−−→ i |V 〉A |2〉S ,

|Φ−〉AS ≡
1√
2

(
|H〉A |1〉S − i |V 〉A |2〉S

)
HWP−−−→ 1√

2
|H〉A

(
|1〉S − i |2〉S

)
BS3−−→ |H〉A |1〉S ,

|Φ+〉AS ≡
1√
2

(
|H〉A |1〉S + i |V 〉A |2〉S

)
HWP−−−→ 1√

2
|H〉A

(
|1〉S + i |2〉S

)
BS3−−→ i |H〉A |2〉S .

(4.15)

Where the following transmission matrixes have been considering in the above

states evolution:

THWP =

[
0 1

1 0

]
, which acts on |H〉A =

[
1

0

]
, and |V 〉A =

[
0

1

]
. (4.16)
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TBS3 =

[
1 i

i 1

]
, which acts on |1〉S =

[
1

0

]
, and |2〉S =

[
0

1

]
. (4.17)

The final step is to apply PBS1 between paths a1 and a3, and to apply PBS2

between paths a2 and a4 (see Figure 4.3), followed by a photodetection with the

four single-photons detectors (PD1 to PD4) on the modes a1 to a4:

|Ψ−〉AS
PBS1−−−→ |V 〉A |a1〉S −→ detection with PD1,

|Ψ+〉AS
PBS2−−−→ |V 〉A |a2〉S −→ detection with PD2,

|Φ−〉AS
PBS1−−−→ |H〉A |a3〉S −→ detection with PD3,

|Φ+〉AS
PBS2−−−→ |H〉A |a4〉S −→ detection with PD4.

(4.18)

From these relations, it is possible to see that a click on each single-photon de-

tectors will indicate the detection of one of the four Bell-like states.

Having propagated photon A in the BSM, the final state of the system |Ψ〉chip2
can be obtained by substituting Eq. 4.18 in Eq. 4.14:

|Ψ〉chip2 =
1

2

[
|V 〉A |a1〉S

(
− sin

θ

2
|H〉B − ie

iφ cos
θ

2
|V 〉B

)
+ i |V 〉A |a2〉S

(
− sin

θ

2
|H〉B + ieiφ cos

θ

2
|V 〉B

)
+ |H〉A |a3〉S

(
ieiφ cos

θ

2
|H〉B + sin

θ

2
|V 〉B

)
+ i |H〉A |a4〉S

(
− ieiφ cos

θ

2
|H〉B + sin

θ

2
|V 〉B

)]
.

(4.19)

By observing which PD has clicked, we know in which of the four superim-

posed states, given in Eq. 4.19, Bob’s photon has collapsed. Alice will classi-

cally communicate the result of her measurement (which PD has clicked) to

Bob, who can implement the correct unitary transformation to recover the state

− sin θ
2
|H〉B + eiφ cos θ

2
|V 〉B. This state has the same coefficients as the origi-

nal state |ϕ〉, hence this qubit represents the same information as the original

|ϕ〉 qubit. However, while the original qubit at Alice’s part was path encoded,

Bob gets a polarisation encoded qubit. This charateristic was not present in the

original two-photon (or three-photon) scheme, and it is a feature of our variant

scheme.
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Output result Bob collapsed Unitary transformation
in the BSM chip state to apply to Bob’s state

PD1 − sin θ
2
|H〉B − ieiφ cos θ

2
|V 〉B λ/2 at 0◦

PD2 − sin θ
2
|H〉B + ieiφ cos θ

2
|V 〉B σ̂z · λ/2 at 0◦

PD3 ieiφ cos θ
2
|H〉B + sin θ

2
|V 〉B σ̂y · λ/2 at 0◦

PD4 −ieiφ cos θ
2
|H〉B + sin θ

2
|V 〉B σ̂x · λ/2 at 0◦

Table 4.1: For each outcome of the BSM at Alice’s part, the corresponding col-
lapsed state at Bob’s part is represented. The unitary transformations that Bob
needs to apply to recover the original qubit information (|ϕ〉) are also reported.

Table 4.1 reports for each possible outcome of BSM at Alice’s stage the corre-

spondent state that is collapsed at Bob’s side, and the unitary transformation that

Bob has to implement to recover the teleported state. The above transformations

are given by:

Tλ/2 at 0◦ =

[
1 0

0 i

]
, σ̂x =

[
0 1

1 0

]
, σ̂y =

[
0 −i
i 0

]
, σ̂z =

[
1 0

0 −1

]
,

and are applied on:

|H〉B =

[
1

0

]
, |V 〉B =

[
0

1

]
.

4.3 A benchmark for the devices

Up to this point, we have described the ideal components that we would like

to have in our quantum teleportation experiment; however, no experiment is

perfect, and our fabricated components would inevitably deviate from their ideal
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behaviour. This fact requires the search for a certain benchmark to which the

quality of the devices can be referred to. This benchmark would be a certain

figure that separates the classically explainable results from those results that

can not be explained without quantum mechanics. To come out with such a

figure, we need to look at the way the final experiment will be conducted.

To demonstrate the quantum teleportation of any arbitrary state, first, we

need to demonstrate the teleportation of a certain complete basis on which any

arbitrary state can be decomposed [16]. Any two orthogonal states of the form

given in Eq. 4.2 with φ = 0, which we call |Λ+〉 and |Λ−〉, would do the job. Second,

we need to demonstrate the teleportation of a general superposition state of |Λ±〉
with φ 6= 0 [16]. In the following we refer to the teleportation of any general state

|Λ〉, which can be |Λ〉+, |Λ−〉 or a superposition of |Λ〉+ and |Λ−〉 with φ 6= 0.

In Table 4.1 we have described the unitary transformations that Bob needs to

apply on his photon in order to recover the original qubit state; however, those

transformations would require a fast feedforward techniques or quantum memories

that are not present in our final setup. Instead, at Bob’s side, we would have a

verification stage consistent of polarisation rotators (waveplates) and a PBS. The

Preparer tells the Verifier that he wants to prepare the state |Λ〉, and the Verifier

sets his components in order to have the state |Λ〉 on one PBS output, detected

with photodetector PD//, and its orthogonal state |Λ⊥〉 on the other PBS output,

detected with photodetector PD⊥. To do this, the Verifier has to assume a BSM

result. Thus, to verify the teleportation of the state |Λ〉, the Verifier should have

four different component arrangements, which we indicate with An, corresponding

to the four different BSM results an where n = 1, 2, 3 and 4. At this point, we must

consider only those cases where Alice’s BSM result an coincides with the Verifier

arrangement An, and study the threefold coincidence rates P (an ∩ An ∩ PD//)

for n = 1, 2, 3 and 4. These threefold coincidence rates represent the probability

that Alice and Bob have the same qubit when the protocol is completed. Ideally,

it should be one; however, in the real experiment, it will be less than one. Indeed,

in the real experiment, Bob will obtain the same qubit as Alice with a certain

fidelity given by the threefold coincidence rates. The bigger are the experiment

non-idealities, the lower are the fidelities of the teleported qubits; however, these

fidelities can not be too low because there is a certain value of the fidelity below
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which the results of the experiment can be explained by a classical model. D.

Boschi et al. [18] and Massar et al. [27] have shown that in such setup, the best

fidelity that the Verifier can obtain without the non-local channel (thus can be

explained with a classical model) is 0.75. Therefore, our benchmark is given by:

P (an ∩ An ∩ PD//) = 0.75 (4.20)

The bigger is the teleportation fidelity P (an ∩ An ∩ PD//) from the benchmark

value of 0.75, the more robust is our demonstration of quantum teleportation.
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Chapter 5

State preparation chip

This chapter deals with the design and fabrication of the state preparation chip

(Figure 4.2). The requirements on this chip are as follow: first, it needs to im-

plement any arbitrary path-encoded state given by Eq. 4.2. Second, it needs to

be polarisation insensitive; i.e. it needs to encode the same qubit state on the

photon path regardless of the photon polarisation. Finally, the chip needs to have

reasonable length and losses, and to couple well with fibre optics and the BSM

chip.

In Section 5.1 we deal with the design and fabrication of the MZI structure. In

Section 5.2 we deal with the development and fabrication of the resistive heaters

layer. Finally, in Section 5.3 we try to predict the effects of the MZI non-idealities

on the teleportation experiment.

5.1 Development of the Mach-Zehnder interfer-

ometer

The development of any integrated optics structure with FLM technique requires

a series of preliminary fabrications to determine the optimum fabrication param-

eters and the adequate device geometry for the specific application. For instance,

in Section 5.1.1.1 the fabrication parameters were investigated by fabricating sev-

eral straight waveguides with different irradiation parameters. The process was

repeated at various inscription depth, allowing us to find a good tradeoff between
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losses and thermo-optical modulation. Designing the MZI geometry in Section

5.1.1.2 required: first, the fabrication of bent waveguides to find an adequate

radius of curvature R for the coupler bend. Second, the fabrication of coupled

straight waveguides to determine the interaction distance d. Third, the fabrica-

tion of planar couplers to find the interaction length L, and finally, trying to

render the design polarisation insensitive by adopting a 3D geometry.

Sometimes problems related to the specific design may emerge; for instance,

the glass non-perfectly planar surface presented additional losses problem on

our shallow structures, and a depth compensation approach was used in Section

5.1.2.2. The final device was finally fabricated as described in Section 5.1.2.3.

5.1.1 Preliminary fabrications

5.1.1.1 Fabrication parameters and inscription depth

To fabricate our waveguides, we used the setup that was presented in Figure

3.1. The substrate that we used was Aluminium-Borosilicate glass (Eagle 2000,

Corning Inc.), while laser focusing in the substrate was performed by 50x 0.6 NA

objective. The transversal writing geometry was always used, due to its advan-

tages that were discussed in Section 2.3.2.2. Following previous optimisations in

our group, the cavity-dumped laser (see Section 3.1.1) was set at 1 MHz pulse

repetition rate for the irradiation process.

The MZI structure can be fabricated at any chosen depth inside the 1 mm thick

substrate of borosilicate glass. To choose an appropriate depth of fabrication,

two determining factors were taken into account; namely, losses and thermo-

optic effect. On one hand, the structure must be deep enough to avoid additional

propagation losses due to the surface roughness and material stress near the

surface. On the other hand, the structure must be shallow enough to permit a

thermo-optically induced phase modulation without the need for an excessive

device lengths, or an excessive, potentially damaging, power dissipation in the

resistive heaters. To study the tradeoff between losses and thermo-optic effect,

we studied four different inscription depths; namely, the 25, 35, 70 and 170 µm

inscription depths.

A fare waveguide losses comparison between the different inscription depths
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Figure 5.1: Straight waveguides at different inscription depths. (a) The best found
PL in function of inscription depth. (b) The expected geometrical coefficient α
in function of inscription depth. To obtain the expected α, we considered the
thermal model given in [64] and in Eq. 5.1 with Lwire = Larm, heater placed
exactly above one MZI arm, and ρ1 − ρ2 = 127 µm.

requires a preliminary study to determine the optimum fabrication parameters for

each depth. This was done by exploring various inscription speeds and powers for

each depth. In particular, we investigated the 20 and 40 mm/s inscription speeds,

and energies per pulse from 250 up to 400 nJ by steps of 10 nJ. The optimum

propagation losses for single-mode waveguides at each depth were compared and

reported in Figure 5.1a.

The thermo-optically induced phase θ between the two arms of the MZI is

given by θ = αP, where P is the power dissipated in the resistive heater and α is

a geometry dependent parameter (measured in rad/W). To retrieve α for various

inscription depths, we used a thermal model that was originally developed by

Flamini et al. [64]. This model considers a wire-like heater with a length Lwire,

two MZI arm of equal length Larm and distances ρ1 and ρ2 from the heater. The

geometrical coefficient α is approximately given by:

α =
2nT
λ

1

k

Larm
Lwire

ln
ρ1

ρ2

, (5.1)

where nT = 1 · 10−5 K−1 is the thermo-optical coefficient, λ = 1550 nm is the

wavelength, and k = 0.9 Wm−1K−1 is the thermal conductivity of the borosilicate
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Fabrication parameters
Laser system Yb:KYW cav. dump.

2 µm

Wavelength 1030 nm
Repetition rate 1 MHz
Pulse energy 320 nJ

Translation speed 40 mm/s
Objective 0.6 NA

Table 5.1: Waveguide writing parameters used for building the MZI. Microscope
image of the waveguide cross-section is also shown.

substrate. In our case, we take Lwire = Larm; i.e., we consider the resistive heater

placed exactly above one MZI arm, and we fix the horizontal distance between

the two waveguides to 127 µm. Figure 5.1b shows the resulting α values given by

Eq. 5.1 for each inscription depth under consideration.

As expected, the lowest PL were obtained for the deepest waveguides, while

the highest thermo-optical modulation was obtained for the shallowest waveg-

uides. The best CL for each inscription depth was always around 0.2 dB.

Finally, the 35 µm inscription depth was chosen, justified by the fact that the

25 µm inscription presented significant PL increase, while the 70 µm inscription

depth presented a significant decrease in the α coefficient, but not so significant

decrease in PL. The optimum fabrication parameters for our chosen 35 µm in-

scription depth are reported in Table 5.1. The waveguides fabricated with these

optimum parameters yield PL∼ 0.7 dB/cm and CL∼ 0.25 dB. The mode size was

about 12 x 14 µm2, to be compared with the fibre mode size of 10.4 x 10.4 µm2.

5.1.1.2 Coupler Geometry

To achieve polarisation insensitivity, we adopted the solution proposed by Sansoni

et al. [69] that was shown in Figure 2.11. In their study, Sansoni et al. have

demonstrated a polarisation insensitive femtosecond laser written 3D couplers,

where the plane of the two coupled waveguides was tilted by an angle θ. Such

polarisation insensitivity can be achieved because the mode sizes of the vertical

and horizontal polarisations are different. Thus there may exist a certain angle

θ where the overlap integral of the two polarisations is equal, leading to equal

coupling coefficients. The idea here is to achieve a polarisation insensitive MZI,
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by building it from such polarisation insensitive 3D couplers.

To develop the 3D coupler, we need to determine five dependent parameters:

the waveguide separation at the input and output, the radius of curvature R of

the S-bends, the coupling distance d, the coupling region length L and the angle

θ. To facilitate the 3D coupler development procedure we consider the following:

in a first order approximation, we can consider that the coupling between the

two waveguides does not change much with the angle θ; this because the distance

between the two waveguides does not alter much as a function of θ. Under such

approximation, we can start by optimising a 2D coupler by determining its pa-

rameters. Once this is done, we can optimise the 3D coupler starting from the

previously found 2D coupler parameters.

2D coupler Designing a planar coupler means that we need to determine the

waveguide separation at the input and output, the radius of curvature R of the

S-bends, the coupling distance d, and the coupling region length L.

The waveguide separation at the input and output is determined by the final

quantum teleportation experimental setup, where single photons are injected and

collected with fibres separated by 127 µm.

The radius of curvature is set by a tradeoff between the bending losses BL and

the total device length. To study the BL, several bends with different radiuses

of curvature were fabricated; namely, the 105, 90, 75, 60 and 45 mm radiuses

of curvature. For R > 60 mm, BL were below 0.25 dB/cm, but they increased

significantly above 1 dB/cm for R smaller than 45 mm. We chose R equal to

60 mm justified by the fact that it gave a good tradeoff between losses and bend

length.

To determine the coupling distance d, the following tradeoff must be consid-

ered: small d would mean bigger coupling coefficient; therefore, short couplers.

However, too small d would mean that the writing of one waveguide would also

influence the other, resulting probably in asymmetrical waveguides with β1 6= β2,

and the coupler fringes visibility would be compromised (see Figure 2.3b). We in-

vestigated several coupled waveguides with different coupling distances from 8 up

to 14 µm. from a top-view observation with the optical microscope it is possible to

distinguish the core, cladding, and the overlap of the waveguides (see Figure 5.2).
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d = 8 µm

2 µm 2 µm

d = 12 µm

4 µm
4 µm

Figure 5.2: Top-view of two coupled waveguides. In the figure on the left, the
coupling distance is 8 µm, and a big overlap between the claddings is obvious. In
the figure on the right, the coupling distance is 12 µm, and the two claddings are
barely touching.

We chose the d = 12 µm justified by the fact that it was the coupling distance

where the two cladding of the waveguides were barely starting to overlap.

To find the shortest coupling length that gives a balanced coupler L50/50,

we did a ”length-scan approach” by fabricating several couplers, progressively

increasing the coupling length L. The devices are characterised, and the splitting

ratios as a function of L are plotted and fitted with the coupler equations as

reported in Figure 5.3a. L50/50 = 1.5 mm was then extrapolated from the fitting.

3D Coupler Having designed a balanced planar coupler, the next step is to

render it polarisation insensitive by introducing a 3D geometry. For this aim,

we use the same R, d and L50/50 from the planar design, and introduce various

angles θ (see Figure 2.11). For each angle θ, we characterise the splitting ratios

of both the vertical and horizontal polarisations. Figure 5.3b reports the ratio

between the vertical and horizontal coupling coefficients as a function of the tilt

angle θ. The polarisation insensitivity is predicted to be around θ = 68◦ where

the ratio is almost unitary. At L50/50, the difference between the vertical and

horizontal transmissions (TV − TH) was 10% in the case of a planar coupler, and

it decreased to 4% for a 3D coupler with a tilt angle θ of 68◦. Having changed the
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Figure 5.3: (a) Planar couplers with different coupling lengths L. The vertical
(red) and horizontal (blue) polarisations are reported. The squares and triangles
represent actual couplers, while the dashed lines represent the fitting with the
coupler equation. From the fitting, it is possible to predict the length of the
balanced coupler L50/50 at about 1.5 mm. (b) Scanning the angle of a 3D coupler
to find the best polarisation insensitivity. We observe minima in the polarisation
sensitivity around 68◦.

coupler geometry from 2D to 3D, keeping the same parameters, the L50/50 changes

slightly. By performing another length scan approach with the 3D couplers, the

new L50/50 was found to be as 1.6mm.

5.1.2 MZI fabrication

5.1.2.1 MZI geometry

A schematic representation of the MZI chip that we want to fabricate was reported

in Figure 4.2. What determines the MZI geometry is its two couplers, which we

already developed in the previous section, and its arms. We have two pairs of

arms: the ones between the two couplers and the ones at the output, which we

also call the θ and the φ arms respectively. The arms separation is taken as our

standard 127 µm separation. The φ arms and the θ arms are fabricated at the

same depth, and their lengths are taken as 5 mm and 10 mm respectively. The

reason for this choice is determined by the resistive heaters and will be explained

in Section 5.2.1. Considering the two couplers and the two pairs of arms, the

overall MZI length is 35 mm.
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Figure 5.4: (a) An example of a surface curvature of 50 x 50 mm2 Eagle 2000
substrate glass. (b) A depth correction applied on a planar MZI structure forcing
it to follow the surface curvature of the glass.

5.1.2.2 Compensating for surface curvature

To fabricate the 35 mm-long MZI structure, we used the available 50 x 50 mm2

Eagle 2000 substrate. Waveguides written on such a large substrate appeared to

have increased losses with respect to ones written on smaller substrates. These

additional losses were attributed to possible disturbances on the MZI shallow

structure induced by the surface curvatures. By reducing the power of the laser

beam used for the fabrication, we can observe the glass surface by collecting

the back-reflected light without inducing material modification. By finding the

optimum focus on the glass surface in various mesh points along x and y, the

surface curvature was extrapolated. We observed depth variation in the surface

curvature up to 15 µm. To correct for such surface curvature, we fitted the surface

curvature with a polynomial expression of second degree (see Figure 5.4a) and

used this model to correct the depth coordinate (z) of the fabricated devices.

In this way, the fabricated devices were forced to follow the surface curvature.

Figure 5.4b reports an example of such surface correction applied on a planar

MZI structure.
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chosen MZI devices
Device Interaction Device Splitting Splitting Insertion
number length L structure ratio V ratio H losses IL

1 1.580 mm
dummy coupler 52/48 0.54/0.46 5 dB

MZI 0.05/0.95 0.05/0.95 6.5 dB

2 1.608 mm
dummy coupler 51/49 0.49/0.51 5.2 dB

MZI 0.04/0.96 0.04/0.96 6.7 dB

Table 5.2: The characterisation of two MZI devices that showed best performance,
out from the 11 devices that were fabricated in a length scan approach.

5.1.2.3 MZI devices

Once we have all the parameters from the design phase, the final MZI structure

can be fabricated. To compensate for process variability, we performed a further

length-scan approach; i.e. we fabricated several MZI devices that differ one from

the other by small interaction length L variation around the previously found

L50/50. In this way, any process variations will be translated in L50/50 variation.

There is no way to know if the single coupler in the MZI structure is actually

50/50 or not. To overcome this limitation, the strategy adopted is to fabricate

a dummy coupler near each MZI with the same L as the actual couplers inside

the MZI. By neglecting the fabrication process statistical variations that occur

between the MZI and the neighbouring dummy coupler, we can assume that the

dummy coupler behaves exactly like the couplers inside the MZI. Once a good

50/50 dummy coupler is found, the corresponding MZI is characterised. If this

MZI is actually made from two 50/50 couplers, and the passive phase difference

θ0 between the first two arms is almost zero, then all the power in the MZI output

would be on the cross port (see Eq. 2.15).

11 MZI were fabricated, scanning the L from 1.58 up to 1.86 mm. The char-

acteristics of the best two devices (L= 1.580 and 1.608 mm) are reported in

Table 5.2.
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Resistances parameters
Rθ Rφ

Width 200µm 200µm
Thickness 50nm 50nm

Length 5mm 7mm
Experimental resistance 44Ω 72Ω

Table 5.3: The resistors parameters of the Mach-Zehnder interferometer resistive
heaters.

5.2 Active control with heaters

Having fabricated and characterised the passive MZI devices, the structure is

made reconfigurable by depositing and patterning metallic resistors on the sample

surface. The resistors will thermo-optically modulate the refractive index of the

waveguides underneath, leading to relative phase accumulation between the MZI

arms.

5.2.1 Resistors pattern design

The heaters are realised with a gold layer, while the bondings are performed with

a polymeric conductive paste. A big resistance value is desirable since it means

that most of the power would be dissipated in the resistors and only small fraction

in the fragile polymeric bondings and the wires. For this aim, a long and narrow

rectangular resistor above the MZI arm is desired. A long resistor would also mean

less power per unit of area to achieve the same α (Eq. 5.1), thus avoiding possible

resistors damage due to excessive heating. Nevertheless, we do not want too long

heaters, because this would mean long MZI arm, and consequently a significant

increase in IL due to the increase in waveguide length. Additionally, the resistor

width should not be too narrow to avoid possible undesired interruption in the

resistive layer. We chose a width of 200 µm, and 5 mm and 7 mm lengths for

the θ and φ resistances respectively. The φ heater was made a slightly longer

because it needs to induce more phase shift compared to the θ heater. The resistors

parameters are reported in Table 5.3.

A 50 nm gold layer was deposited on the substrate surface using a sputter

coater (Cressington 108auto). The resistors pattern was defined by laser ablation,
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which was done by focusing on the sample surface the same femtosecond laser

beam used for waveguide inscription. The translation speed used for ablation

was 1 mm/s, while the energy per laser pulse was 80 nJ. To define the resistors

pattern and guarantee electrical isolation between the contacts, each isolating line

was fabricated by five successive ablation lines, each offset by 500 nm.

Figure 5.5 shows a top-view schematic of the heaters design. The black lines

are the two MZI realised at 35 µm underneath the surface. The yellow colour

represents the surface deposited gold. The white lines are the ablation lines that

are needed to define the resistors Rθ and Rφ and the electrical pads A, B and C.

Instead of controlling each MZI separately, which would require six inde-

pendent electrical pads/contacts, we decided to connect the resistors in parallel

(Rθ1//Rθ2 and Rφ1//Rφ2). In this way, we can control both structures with only

three electrical contacts A, B and C. The contacts are realised by bonding a cop-

per wire with an electrically conductive polymeric paste. This bonding paste is

fragile; therefore, we decided to replicate each contact, creating a backup contact

in case of contact failure. The red circles represent the position where the wire

bonding is done.

By using Eq. 5.1, it is possible to simulate the resistors position that will give

the maximum α. It turns out that the optimum position to place the resistors is

not directly above the MZI arms, but in a slightly shifted position away from the

two arms as seen in Figure 5.5.

5.2.2 Characterisation of the active phase shifters

Figure 5.6 shows a simulation of the MZI splitting ratios, where the MZI was made

from two non-ideal couplers with splitting ratios equal for those of the dummy

coupler in device 1 from Table 5.2. The MZI is not affected much by the fact that

its two couplers are not perfectly balanced; indeed, as also discussed in Section

2.1.4, the MZI shows a robustness to variation in its couplers splitting ratios. The

MZI behaviour depends mainly on the relative phase θ that is accumulated in

the arms. Given this, to recover the relative θ phase, we can use the ideal MZI
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Figure 5.5: Top-view schematic of the glass with the fabricated MZI structures.
The glass footprint is 2.5 x 3.7 cm2. The black lines represent the two chosen
MZI, which were fabricated at 35 µm bellow the glass surface. The yellow colour
represents the 50 nm sputtered gold layer. The white lines represent the ablation
pattern, which drives four resistors R that work as heaters, and three electrical
pads A, B and C. The red circles present the place where the electrical bonding
are done. On each electrical pad, two bondings (the subscripts 1 and 2) were
done, achieving a backup wire in case the fragile polymeric bonding is damaged.
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Figure 5.6: Non-ideal MZI simulation. A simulation of the splitting ratio on the
transmission port of a MZI built from two non-ideal couplers with splitting ratios
of 52/48 and 0.54/0.46 for the vertical and horizontal polarisations respectively.
Red and blue represent the vertical and horizontal polarisations respectively.

equations given by:

R = sin2
(
θ/2
)
,

T = cos2
(
θ/2
)
.

(5.2)

The relative phase θ as a function of the dissipated power on Rθ is reported in

Figure 5.7a. We can see that by dissipating from 0 up to 0.55 W about 2.5 rad

phase accumulation is achieved. The induced phase per unit of power is almost

the same value of 4.4 rad/W for the two polarisations. A similar behaviour as

the one in Figure 5.7a was obtained for both MZI realisations from Table 5.2.

By simulating non-ideal MZIs, the behaviour in Figure 5.7a can be replicated

only if we introduce different initial relative phases θ0 for the two polarisations.

More precisely, it is necessary to introduce a θV 0 − θH0 of about 0.2 rad. An

equal initial relative phase θ0 for the two polarisations can be obtained if the

MZI arms have the same birefringence, but different geometrical length due to

fabrications tolerances. While different initial relative phases θ0 for the two po-

larisations means that there is a difference in the birefringence of the two arms.

Considering θV 0 − θH0 = 0.2 rad, the arms geometrical length and our working
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Figure 5.7: The phase in function of the power dissipated on the θ resistor (a),
and the induced phase by the φ resistor (b). Vertical and horizontal polarisations
are represented with red and blue circles respectively.

wavelength of 1550 nm, such difference in the birefringence is estimated to be

about 1 · 10−5. This value needs to be compared with our waveguides birefrin-

gence values which are on the order of 10−5. The origin of such difference in the

MZI arms birefringence can be attributed to the fact that some part of the MZI

arms is made from the couplers bends, which were fabricated at different depth

in a 3D fashion. Such depth dependent birefringence value is not strange; indeed,

optimising the fabrication depth in Section 5.1.1.1, we have observed that the

waveguides characteristics were depth dependent.

To characterise the induced φ phase, a Young interference (double-slit) exper-

iment was performed, where the two slits are replaced by the two MZI outputs.

To characterise the relative induced phase φ for each dissipated power on Rφ, it is

enough to acquire the far-field interference profile by a CCD camera and perform

an FFT algorithm on it to retrieve the relative phases between the images. An

example of such interference profile is reported in Figure 5.8. The induced phases

for the two polarisations is almost equal, except at relatively high power where

∆φ = φV −φH is about 0.4 rad. Such difference between the two polarisations at

relatively high power may be due to different thermo-optical coefficients at high

temperature.
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Figure 5.8: An example of an interference pattern acquired on the CCD camera
in a Young interference experiment that was used to retrieve the induced phase
φ at the MZI output.

Fitting linearly the experimental data in Figure 5.7, the experimental α co-

efficient can be obtained as the slope of the fittings. The obtained α coefficients

for the θ and φ resistances were 4.4 rad/W and 7.85 rad/W respectively. These

values differ from the predicted value of 18 rad/W that was obtained by using

Eq. 5.1. We attributed this difference due to the fact that Eq. 5.1 is merely an

approximative model, and to possible misalignments between the resistors and

the MZI arms.

5.3 Quantum teleportation experiment with non-

ideal MZI

Ideally, the state preparation chip should prepare the same path-encoded state

regardless of the incoming photon polarisation. We tried to minimise the polarisa-

tion dependency of the MZI structure; nevertheless, some polarisation dependency

is still present. In the following, we try to understand the effect of such non-ideal

MZI on the quantum teleportation experiment.

The break of degeneracy between the two orthogonal polarisations, results in

two MZI matrixes, one for each polarisation:

T VMZI =

[
− sin θV

2
cos θV

2

eiφV cos θV
2

eiφV sin θV
2

]
, THMZI =

[
− sin θH

2
cos θH

2

eiφH cos θH
2

eiφH sin θH
2

]
. (5.3)
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Following what was done to retrieve Eq. 4.10, the state at the output of the first

chip can be written as:

|ψ〉non−idealchip1 =
1√
2

[
|H〉B |V 〉A

(
− sin

θV
2
|1〉S + eiφV cos

θV
2
|2〉S

)
−

|V 〉B |H〉A
(
− sin

θH
2
|1〉S + eiφH cos

θH
2
|2〉S

)]
.

(5.4)

In analogue to Eq. 4.10 we can say that the Preparer ideally would like to prepare

the state:

|ϕ〉idealA = − sin
θ

2
|1〉S + eiφ cos

θ

2
|2〉S , (5.5)

instead, he will be preparing one of the following two states:|ϕ〉
non−ideal
A1 = − sin θV

2
|1〉S + eiφV cos θV

2
|2〉S , if Alice’s photon is V.

|ϕ〉non−idealA2 = − sin θH
2
|1〉S + eiφH cos θH

2
|2〉S , if Alice’s photon is H.

(5.6)

Note that the Preparer can not know which one of the above two state he has

prepared because the polarisation of photon A is in an entanglement state and

its polarisation is not defined.

In analogy to Eq. 4.14, Eq. 5.4 can be re-written as:

|Ψ〉chip1 =
1

2

[
|Ψ−〉AS

(
− sin

θV
2
|H〉B − ie

iφH cos
θH
2
|V 〉B

)
+ |Ψ+〉AS

(
− sin

θV
2
|H〉B + ieiφH cos

θH
2
|V 〉B

)
+ |Φ−〉AS

(
ieiφV cos

θV
2
|H〉B + sin

θH
2
|V 〉B

)
+ |Φ+〉AS

(
− ieiφV cos

θV
2
|H〉B + sin

θH
2
|V 〉B

)]
.

(5.7)

From Eq. 5.7 we see that, up to proper unitary transformation, the qubit tele-

ported to Bob taking into account the non-ideal MZI is:
|ϕ〉non−idealB1 =

(
− sin θV

2
|H〉B + eiφH cos θH

2
|V 〉B

)
1√

sin2 θV
2

+cos2
θH
2

, if |Ψ±〉AS is detected.

|ϕ〉non−idealB2 =
(
− sin θH

2
|H〉B + eiφV cos θV

2
|V 〉B

)
1√

sin2 θH
2

+cos2
θV
2

, if |Φ±〉AS is detected.

(5.8)
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Figure 5.9: Simulation of the teleportation fidelity for non-ideal MZI with the
worst values of ∆θ = θV − θH = 0.2 rad and ∆φ = φV − φH = 0.4 rad. The
obtained teleportation fidelity is always above 0.99.

The Preparer and the Verifier will think only in term of θ and φ, thus preparing

and projecting on ideal states |ϕidealA 〉 and |ϕidealB 〉. We consider the case where for

each combination of dissipated powers on the MZI resistors, the Preparer will

be creating the ideal state |ϕidealA 〉 with θ = θV +θH
2

and φ = φV +φH
2

. The Verifier

would be projecting on |ϕidealB 〉 = |ϕidealA 〉, and the real quantum teleportation

fidelity is given by:

P = | 〈ϕidealB | |ϕnon−idealB 〉 |2. (5.9)

we can simulate Eq. 5.9 with θV/H = θ± ∆θ
2

and φV/H = φ± ∆φ
2

where 0 6 θ 6 π,

0 6 φ 6 2π and ∆θ and ∆φ are taken as the worst case from Figure 5.7; namely,

∆θ = 0.2 rad and ∆φ = 0.4 rad. Such simulation is reported in Figure 5.9,

according to which the teleportation fidelity remains above 0.99.
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Chapter 6

Path-polarisation Bell state

measurement chip

This chapter deals with the realisation of the 50/50 beam splitter (BS3) and

the polarising beam splitters (PBS1 and PBS2) in the Bell-State Measurement

(BSM) chip (see Figure 4.3). The polarisation sensitivity should be maximised in

the half waveplate (HWP) and the polarising beam splitters (PBS1 and PBS2);

while minimised in the balanced beam splitter (BS3). Such opposite requirements

are both made possible with femtosecond laser writting technique, by correctly

tailoring the devices geometry and fabrication parameters.

The fabrication of the HWP is based on the technique that was developed

by Corrielli et al. [71] and explained in Section 2.4.2. Such technique requires

the use of an objective with very high NA, which can be achieved only with oil-

immersion objectives. Inscribing the BSM chip entirely with such objective would

significantly complicate the fabrication process. We choose to divide the BSM

chip into two separate chips; one for the HWP fabricated with an oil-immersion

objective, and a second for BS3 and the PBSs, which are fabricated with a dry

50x 0.6NA objective. A schematic representation of the resulting BSM chip is

given in Figure 6.1.

Section 6.1 is dedicated to the development and realisation of the PBS. In

Section 6.2 we develop a novel approach for obtaining a polarisation insensitive

beam splitter which is also used to make BS3. Section 6.3 deals with integrating
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BS3

PBS1

PBS2

a3

a1

a4

a2

Figure 6.1: The BSM chip from Figure 4.3 is split into two chips permitting an
easier fabrication approach. BSM-a chip contains a straight waveguide in path
1 (black line), and an integrated half waveplate (HWP) in path 2 (red line).
BSM-b chip contains the polarisation insensitive beam splitter (BS3), and the
two polarising beam splitters (PBS1 and PBS2). IN1 and IN4 are not used in the
final quantum teleportation experiment; nevertheless, they permit an independent
access to the PBS, useful in the device characterisation phase.

BS3 and the PBSs on one chip, and finally, Section 6.4 deals with the effects of

our non-ideal components on the quantum teleportation experiment.

6.1 The polarising beam splitter (PBS)

6.1.1 How to build a PBS

By fitting the splitting ratios as a function of the coupling length L with the

directional coupler equations (Eq. 2.8), the relevant parameters of the directional

coupler are retrieved. These parameters are the contribution of the bent segments,

represented by Leff , and the coupling coefficient k. They are generally different

for the two orthogonal polarisations V and H due to waveguide birefringent (see

Section 2.4.1). In particular, different coupling coefficients kV and kH mean that

the period of the power bouncing between the two waveguides is different. Thus,

there should be a certain interaction lengths L where the beating of the two

polarisations is in anti-phase with a good approximation. We call such length
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by LPBS because at L = LPBS it is possible to separate the two polarisations

completely; one on the cross, and the other on the bar, therefore achieving a PBS

effect.

The condition to obtain a PBS can be obtained from Eq. 2.8 and Eq. 2.11. If

we consider the transmission port, then this condition is given by:

TV = sin2 (kV · LPBS) = 1

TH = sin2 (kH · LPBS) = 0
or

TV = sin2(kV · LPBS) = 0

TH = sin2(kH · LPBS) = 1
(6.1)

Elaborating Eq. 6.1, LPBS can be obtained as:

LPBS =
π

2|kV − kH |
. (6.2)

6.1.2 A figure of merit for the PBS

An ideal PBS would satisfy Eq. 6.1, thus, separating the two polarisations com-

pletely. However, as the case for any real device, an exact experimental fulfilment

of such mathematical condition is virtually impossible. To measure the degree of

deviation of a real PBS from the ideal PBS, we introduce the following parameter:

ERT =
∣∣∣10 · log10

(TV
TH

)∣∣∣ =
∣∣∣TV dB − TH dB

∣∣∣,
ERR =

∣∣∣10 · log10

(RV

RH

)∣∣∣ =
∣∣∣RV dB −RH dB

∣∣∣, (6.3)

where ERT and ERR represents the extinction ratios expressed in dB on the

transmission (cross) and reflection (bar) ports respectively.

6.1.3 Development of the PBS

To develop the PBS, we start by a series of theoretical considerations that will

give us a guideline on what to look for in order to achieve a good PBS. This

is followed by a first phase of preliminary fabrications of straight waveguides to

determine the optimal fabrication parameters. Those parameters are then used in
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a second phase of preliminary fabrications aiming to optimise the PBS geometry,

leading finally to the fabrication of the PBS itself.

6.1.3.1 Preliminary considerations

The coupling length The coupling length L influences the device robustness.

This affirmation can be shown in the follow: considering two coupled waveguides,

any fluctuations in the fabrication parameters or the geometry is translated in k

fluctuations. The influence of k variation on the splitting ratio can be studied by

deriving the splitting ratios with respect to k. For instance, If we consider the

splitting ratio on the transmission port T , then:

∂T

∂k
= L sin(2kL). (6.4)

The PBS conditions given in Eq. 6.1 implies that sin(2kL) = 0, thus ∂T
∂k

is zero.

However, fabricating a coupler that satisfies such condition exactly is virtually

impossible. Therefore, in a real case, ∂T
∂k
6= 0 and the coupler sensitivity to k

variation increases with the coupling length L. Accordingly, a short coupling

distance is desired not only because it implies fewer insertion losses, but also

because it results in a superior robustness to fabrication tolerances. From Eq.

6.2 we see that to obtain a shorter coupler, we need to maximise the difference

between the two coupling coefficients.

The coupling distance To determine the coupling distance d, a first consid-

eration is its effect on the design robustness. The coupling distance determines

the coupling coefficient. It was found, also experimentally [76] that the coupling

coefficient depends exponentially on the coupling distance; i.e. we can write:

k = C1 · e−d·C2 (6.5)

To understand how k fluctuations depend on d, we need to investigate the relative

variation of k with respect to d:

1

k

∂k

∂d
= −C2. (6.6)
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This equation does not depend on d; thus the effect of fabrication errors is always

the same for any d.

A second consideration to be taken into account when choosing d is its effect

on the extinction ratios given in Eq. 6.3. If d is too small, then the writing of one

waveguide may influence the other, creating two asymmetrical waveguides with

different propagation constants β1 and β2. In such conditions, the power beating

is that of an asymmetrical coupler given in Eq. 2.9. From those expressions, it is

possible to appreciate that for the asymmetrical coupler the transmission splitting

ratios can reach 0 but not 1, while the reflection splitting ratios can reach 1 but

not 0. Such behaviour was also depicted in Figure 2.3b. Being defined as a ratio,

what matters to the ER is the achievement of the 0; therefore, such asymmetrical

behaviour will lead to a significant reduction in ER especially on the reflection

port. For these reasons, a good PBS would require us to avoid such asymmetry

by avoiding waveguide overlapping in the coupling region.

The last consideration that needs to be taken into account is the dependence

of the PBS length LPBS on the waveguide separation. As shown in the last para-

graph, a shorter coupling length is desirable because it will give a more robust

structure. Therefore, according to Eq. 6.2 we need to find the coupling distance

d that gives the biggest |kV − kH |. This means we need to recover the C1 and C2

coefficients in Eq. 6.5 for the V and H polarisation. While solving such a prob-

lem in lithographic optical circuits can also be achieved with simulations, in the

case of FLM waveguides the refractive index profile is too complex to be reliably

simulated. Thus, the most effective way to study the |kV − kH | dependence on d

is to investigate it experimentally as done in Section 6.1.3.3.

6.1.3.2 Optimising the fabrication parameters

The substrate, focusing optics, laser pulses wavelength and repetition rate are

kept the same as for the MZI described in Section 5.1.1.1, as also reported in Ta-

ble 6.1. In the present case, the most relevant parameters to take into account for

the optimisation are losses. Therefore we chose the 170 µm inscription depth since

it gave low propagation and coupling losses from the previous characterisation in

the MZI section (see Figure 5.1a). At this depth, an exploration of the remaining

102



fabrication parameters, namely, inscription power and speed, was done by investi-

gating three inscription speeds: 10, 20 and 40 mm/s, and inscription powers from

250 up to 400 mW by steps of 10 mW. Figure 6.2a reports the measured PL as a

function of the explored fabrication parameters for single-mode waveguides. The

combination 370 mW and 40 mm/s gave the lowest PL.

The modes in our FLM written waveguides are elliptical, we indicate by x

and y the mode sizes in the direction parallel and perpendicular to the inscribing

laser beam respectively. It is interesting to check for differences in the mode sizes

between the vertical (V) and horizontal (H) polarisations that are obtained with

each one of our investigated inscription parameters. This is because a significant

difference between the V and H mode sizes will mean a significant difference in

the overlap integral, which in turn mean bigger |kV − kH | value and thus shorter

and more robust couplers. In particular, Figure 6.2b shows the ratios xV /xH and

yV /yH as a function of the inscription parameters, where the subscripts V and

H stand for the vertical and horizontal polarisations respectively. High ratios can

be appreciated with the combination 320 mW and 40 mm/s, which indicate that

such combination may have big |kV − kH |.
Thus, we have one combination which is favourable in term of losses, and an-

other in term of design robustness. Both combinations were studied. The param-

eters of fabrication are summarised in Table 6.1. The combination with 370 mW

inscription power gave straight waveguides with PL of ∼0.3 dB/cm, mode size for

the vertical and horizontal polarisations of 15.5 x 15.7 µm2 and 15.1 x 15.6 µm2

respectively, and average CL of ∼0.37 dB. The combination with 320 mW in-

scription power gave straight waveguides with PL of ∼0.45 dB/cm, mode size for

the vertical and horizontal polarisations of 16.3 x 16.7 µm2 and 14.7 x 14.6 µm2

respectively, and average CL of ∼0.5 dB.

6.1.3.3 Optimising the geometry

The distance between the waveguides at the device input and output is taken as

127 µm to couple with the previous chip and to match the standard pitch of fibre

arrays. The optimisation of the rest of the geometrical parameters is described in

this section.
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Figure 6.2: Determining the inscription power and speed. (a) Propagation losses.
(b) The ratio xV /xH (circles) and yV /yH (rectangles).

Fabrication parameters
Laser system Yb:KYW cav. dump.
Wavelength 1030 nm

Repetition rate 1 MHz
Pulse energy 370 nJ and 320 nJ

Translation speed 40 mm/s
Objective 0.6 NA

Table 6.1: Waveguide writing parameters used for building the PBS. We used to
combinations that differ one from the other only by the pulse energy.
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The S-bend radius of curvature To determine the directional coupler S-

bend radius of curvature, using the above-determined fabrication parameters; we

characterised bending losses for 120, 90, 60 and 45 mm radiuses of curvature.

R = 90 mm was chosen since it gave a reasonable tradeoff between bend length

and bend losses. The obtained BL were ∼ 0.4 dB/cm.

The coupling distance Using the above-determined fabrication parameters

different coupling distances were investigated; namely, the 9.5, 11, 12.5 and 14 µm

coupling distances. For each d, we scanned several coupling lengths in the 0-

Lend range, where Lend was chosen in a way to give at least one beating in the

splitting ratios curves, permitting a good fitting with the coupler equation. From

the fitting, the coupling coefficients for the V and H polarisation were extracted

and plotted in Figure 6.3a. The experimental data in Figure 6.3a were fitted

with the exponential expression given in Eq. 6.5. Such fitting has highlighted the

existence of an inversion in the coupling coefficient: at d = 10 µm the quantity

kH − kV was equal to zero, but it became positive and negative at bigger and

smaller d respectively. Figure 6.5b reports the expected value of |kV − kH | at any

given d. One may think that it is convenient to choose a very small d in order to

achieve a superior coupler in terms of robustness by minimising LPBS (see Eq.

6.2). Nevertheless, a top-view observation with the optical microscope has shown

the existence of a significant overlap in the two coupled waveguides claddings for

d bellow 11 µm. Such overlap would cause waveguides asymmetry, putting at risk

our high ER requirement. In the light of this results, good compromise between

robustness and ER is expected to be at the local maxima around 14 µm.

The coupling length Eq. 6.2 was a useful tool that permitted us to under-

stand what is needed to be done to achieve a short, thus robust PBS; however,

this equation does not account for the bends effect; thus it can give us only an

approximative value of LPBS. To find LPBS precisely, we need to fabricate sev-

eral short couplers, increasing their coupling length L progressively, and fitting

and plotting their obtained splitting ratios as a function of L. Such fitting can

then be used to predict L at which the two polarisations are in anti-phase; i.e.

where a PBS effect is obtained. Such procedure is also represented graphically in
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Figure 6.3: Optimising the coupling distance d for the PBS. (a) The vertical
(red) and horizontal (blue) coupling coefficients in function of d. (b) The absolute
value of the difference between the coupling coefficients of the two polarisations
obtained from the fitting in (a). The diverging value for small d indicates a small
LPBS; however, due to waveguides overlap, the coupler would be asymmetrical
leading to ER reduction. A good tradeoff between LPBS and ER is guaranteed
for bigger d around the local maxima.

Figure 6.4: Polarisation beam splitters fabrication. H (blue) and V (red) polar-
isation transmission of the directional coupler with d = 12.5 µm and different
coupling lengths. First, the 0-3 mm coupling length range was investigated to
evaluate the beating length difference between the two polarisations; the interval
of interest to obtain the required PBS was estimated to be somewhere around
33 mm. An exploration of the coupling length range around 33 mm by fabricating
couplers in the range 31-35 mm.

106



Figure 6.4, where several short couplers were fabricated in the 0-3 mm coupling

length range. By fitting the experimental data with Eq. 2.11, the interval of in-

terest to obtain the PBS is predicted to be around 33 mm. The procedure in in

Figure 6.4 was repeated for d = 12.5 µm and 14 µm, and for both inscription

powers from Table 6.1. d = 12.5 µm gave a slightly shorter LPBS than d = 14 µm.

This is not in contradiction with the previous paragraph, indeed considering the

experimental data and not the fitting, |kH − kV | was bigger for d = 12.5 µm.

While by changing the inscription power, we found that 320 mW gave slightly

shorter couplers (28 mm) than the 370 mW inscription power (33 mm); neverthe-

less, it also gave more losses. This is in agreement with our discussion in Section

6.1.3.2. The slightly smaller LPBS with 320 mW did not justify the extra losses,

thus, in the end, we chose the combination of d = 12.5 µm and inscription power

of 370 mW. The graph in Figure 6.4 refers to these parameters.

6.1.3.4 PBS fabrication

To fabricate the PBSs, we fix all the parameters to the values that were found

during the optimisation phase, apart from the coupling region length L which is

varied in the range of 31-35 mm around the predicted LPBS = 33 mm. Indeed,

fixing all the other parameters apart from L, the fabrication tolerances will result

in a slight LPBS variation. The splitting ratios where plotted over the predicted

curve from the short couplers fabrication (Figure 6.4). The experimental data

followed the theoretical line, and several PBSs were obtained. The fluctuation of

the long coupler around the theoretical line was much bigger than in the case of

short couplers, in agreement with our previous argument about the decrease in

robustness at longer L.

6.1.4 Devices characterisation

6.1.4.1 PBS characterisation method

At first, we characterised our PBSs with the V and H polarisations, where V and

H were taken in the optical table frame of reference (optical table basis). The

biggest obtained ER with such method was 14 dB. In literature, there is only one
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demonstration of FLM written PBS, and it is due to Fernandes et al. [68] (see

Section 2.4.2). The best-obtained ER in Fernandes’s work was 24 dB.

To understand the causes of our reduced ER, we start by assuming that our

PBS is an uniaxial birefringent device. In this way, the supermodes of the coupled

region should be polarised along the V and H directions, which we call the basis

of the PBS. Given the behaviour of this basis on the output, or in other words

the splitting ratios, we can recover the splitting ratios of any general polarisation

by decomposing it on the PBS basis. The reduced ER can be explained if we also

assume that the device basis is rotated with respect to the optical table basis (see

Figure 6.5a). This can happen for example if, due to sample holder limitation, we

can not perfectly align the vertical and horizontal axes of the elliptical waveguide

cross-section, with the axes of the optical table. To understand how such basis

rotation may cause ER reduction, we refer to Figure 6.5b which shows what

will happen if the V polarisation in the optical table basis is injected in a long

coupler. In such long coupler, the polarisation sensitivity is maximised, and the

two components of the coupler basis will exit on different ports. The behaviour of

the injected polarisation (in black) is easily recovered by decomposing it on the

PBS basis (in red), resulting in the presence of a significant component on both

outputs of the PBS. To satisfy as much as we can the PBS condition given in Eq.

6.1, the injected light polarisation need to be aligned with one component in the

PBS basis, thus achieving the highest ER.

It is worth noting that this argument about the differences between the device

and the optical table basis was not an issue in the short couplers. Indeed, as

Figure 6.5c shows, in a short coupler the polarisation sensitivity is small, and

the two orthogonal components in the device basis (in red) will have almost the

same splitting ratios on the device output (Figure 6.5c reports the special case

of 100/0 splitting ratio). Thus we will get almost the same splitting ratios as the

one obtained by H and V for any arbitrary polarised light that is injected in the

device input.

To prove that our assumptions are correct, and as a result, a better ER can

be achieved, we need to characterise the PBSs with V and H that are taken in

the PBS basis. Finding such PBS basis is easy; using the HWP, it is enough to

rotate the polarisation direction of the injected light until we find a minimum in
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the measured power on the output port that should suppress that polarisation.

Having done this, we need to verify that a further 90◦ rotation, i.e. the second

component in the PBS basis, will also give a minimum on the other output port.

This was the case for all our couplers.

Figure 6.6 reports the transmission and reflection for an arbitrary linearly

polarised light near the H (0◦) and V (90◦) components in the PBS basis. Such

graph clearly shows an ER degrading when the injected polarisation is not well

aligned with the PBS basis. Additionally, this graph also shows a lower ER on the

reflection arm; this can be explained due to the presence of residual asymmetry

which hinders the splitting ratio on the reflection arm from reaching zero (see

Figure 2.3).
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Figure 6.5: (a) The optical table basis (black) and the coupler basis (red). A
cross-sectional view of the two coupled waveguides is given. If the sample is well
aligned, the optical table basis and the coupler basis coincide. If the sample is
misaligned then the two basis are different. (b)/(c) A top-view of a long/short
coupler. Such couplers have a big/small polarisation sensitivity; therefore, if, for
example, we take a coupler in the point shown in the graph, the two components
V and H in the proper coupler basis exit on two different arms/on the same arm.
To recover the behaviour of any arbitrary polarised light injected in the coupler
input, the injected light must be decomposed onto the coupler basis. In the long
coupler, a high ER can be achieved only if the injected light is aligned with one
of the two components in the coupler basis.
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Figure 6.6: Characterising the PBS with arbitrary linearly polarised light. Trans-
mission (green squares) and reflection (black triangle) are reported. The 0◦ and
90◦ defines the H and V in the coupler basis respectively.

6.1.4.2 ER measurement

Figure 6.7 shows the obtained reflections and transmissions in dB. The best-

obtained ER is 17 dB on the reflection port and 26 dB on the transmission port.

The transmission port gave a higher ER, which we attributed to the presence of

a residual coupler asymmetry, regardless the fact that the chosen d = 12.5 µm

gave fully separated waveguides. It is worth mentioning that our results are in

agreement with the results of Ref. [68] where ER of 19 dB and 24 dB were obtained

on the reflection and transmission port respectively.

A spectral characterisation was also performed on the best performing device

and reported in Figure 6.8. While the ER at 1550 nm is 26 dB, it becomes 29 dB at

1553 nm. The ER stays above 20 dB for wavelengths in the range 1545-1560 nm,

demonstrating a wide-band behaviour of our PBS devices.

6.1.5 Modelling the PBS variability

We have attributed the worse reproducibility in the long couplers with respect to

the short ones due to higher sensitivity to k which increases linearly with L (see

Eq. 6.4). The coupling coefficient fluctuations are induced mainly by the noise
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Figure 6.7: Characterisation of the long couplers. The transmission (a) and re-
flection (b) for V (red) and H (blue) polarisations are shown. The best ER in
reflection was 17 dB, while 26 dB in transmission. This can be explained due to
the presence of a residual coupler asymmetry intrinsic to the FLM writing process
itself.

Figure 6.8: A spectral characterisation of the V (red) and H (blue) polarisations
in a linear scale (a) and dB (b). The coupler ER was 26 dB at 1550 nm, which
became 29 dB at 1553 nm. The ER stayed above 20 dB for wavelengths in the
1545-1560 nm range, demonstrating a wide bandwidth behaviour of our PBS
devices.
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in the laser power, which induces fluctuations in the propagation constant β.

Our objective in this section is to simulate the laser power fluctuations effect on

the coupler behaviour, by developing a simulation model based on coupled mode

theory. Such model should be interpreted only as a way to get some insight of

the noise influence on the splitting ratios, and on possible solutions to mitigate

such noise effects.

Laser power fluctuations during waveguide writing may results in different

refractive index modification along the waveguide, thus resulting in β fluctuations.

A laser power fluctuation on a time scale given by t (the autocorrelation time)

will be translated in a waveguide β fluctuation over a segment of length ∆L.

We assume a constant β for each segment ∆L, given by a fixed part β̄, plus a

stochastic part ∆β. i.e. we divide the waveguide in N segments, each of a length

∆L and a propagation constant β given by:

β = β̄ + ∆βn, for n = 1, 2,...N (6.7)

FLM written directional couplers consist of two waveguides that are written in a

serial manner, thus, assuming a short enough noise correlation time t, the noise

distributions in the two waveguides are uncorrelated. We divide the coupler into

small double-waveguide segments of length ∆L, and propagation constants β1

and β2 given by:

β1 = β̄ + ∆βn1, for n1 = 1, 2,...N

β2 = β̄ + ∆βn2, for n2 = 1, 2,...N
(6.8)

The transmission matrix of two coupled waveguides with β1 and β2 is given in Eq.

2.5; each segment ∆L can be described by a transmission matrix T∆L. The overall

coupler transmission matrix is given by cascading the transmission matrixes of

all the segments. In such a model, the free parameters are the segment length

∆L; i.e. the time over which the laser power is assumed constant, and the noise

model that determines ∆βn. For simplicity, we consider only a noise model in

which ∆βn is taken from a Gaussian distributed with a standard deviation σβ.

To relate ∆L and σβ to the noise spectrum, we use the Wiener-Khinchin theorem

(see [77] for example) which tell us that ∆L determines the noise bandwidth,
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while σ2
β determines the total noise power.

In Figure 6.9 we report several noise simulations, where the noise bandwidth

was kept constant (∆L = 0.1 mm), but the total noise power was increased pro-

gressively by increasing σβ which was taken as 0.02, 0.2 and 2 mm−1 in panel (a),

(b) and (c) of Figure 6.9 respectively. In each graph, we report three simulation

runs. The simulation in Figure 6.9b is similar to our experimental results, thus

giving a hint that the laser power fluctuations may be the cause for our PBSs

poor reproducibility.

With the help of this model, we can propose possible strategies for improving

the PBS performance. For example, if using the same fabrication setup we write

the two coupled waveguide in a parallel manner by splitting the laser beam in

two, then the fluctuations ∆βn1 and ∆βn2 would be completely correlated. In

a first order approximation, we can take ∆βn1 equal to ∆βn2. If we repeat the

worst case simulation from Figure 6.9, i.e. the simulation in Figure 6.9c, but now

using ∆βn1 = ∆βn2, we get the same ideal splitting ratios behaviour for all runs

(similar to the one in Figure 6.9a). This shows that parallel waveguide writing

may be a valid strategy for noise effect mitigation. The possibility to fabricate

optical devices with such parallel writing with femtosecond laser technique was

first reported by Pospiech et al. [78].

6.2 The polarisation insensitive beam splitter

In this section we deal with the realisation of the second component in BSM-

b chip; i.e., the polarisation insensitive Beam Splitter (BS) which is indicated

as BS3 in Figure 6.1. The requirements for this component are; to be balanced

(50/50) for both the V and H polarisations, to have a mode profile that permits a

good coupling with the previous chip (BSM-a chip), while maintaining reasonable

losses.

The insensitive BS was also developed for the Mach-Zehnder interferometer in

Section 5.1. That beam splitter was based on a 3D geometry originally developed

by Sansoni et al. [69]. However, here we will present a new geometry that as we

will see in Section 6.2.3 results more advantageous than the 3D geometry.
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Figure 6.9: PBS noise simulation. Three runs of noise simulations with d =
12.5 µm, ∆L = 0.1 mm. σβ is varied from 0.02 mm−1 in (a) to 0.2 mm−1 in
(b), and finally 2 mm−1 in (c).
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6.2.1 The 2D polarisation insensitive beam splitter: the

idea

While optimising the PBS coupling distance in Section 6.1.3.3, we have found

a sign inversion in the difference between the coupling coefficients of the two

orthogonal polarisations kH − kV (see Figure 6.3). The idea behind our new

polarisation insensitive BS is thus the following: Figure 6.3 shows that kH < kV

for small d, while kH > kV for big d; thus, there should be a d, which we call

dins, for which kH = kV . In such point, both polarisations behave equally, and

polarisation insensitivity is achieved.

In a real coupler, if we work with d = dins, in the coupling region the splitting

ratios of the two polarisations will beat with the same period; however they will

be shifted one from the other due to the residual coupling that happens in the

bends where kH 6= kV . Nevertheless, a real coupler can still be made polarisation

insensitive if we work with d < dins, and choose the right coupling length L that

will exactly compensate the bends effect where d > dins. Various combinations of

d and L will give such polarisation insensitive effect; however they will differ in the

splitting ratios that they achieve at the coupler output. Thus, in our specific case,

we need to find the right d and L combination that gives us a 50/50 polarisation

insensitive beam splitter. Note that our new idea involves only the proper tailoring

of the geometrical parameters in a standard 2D coupler. We call this new coupler

the 2D polarisation insensitive BS to distinguish it from the previously realised

3D polarisation insensitive BS.

6.2.2 Fabrication details

The polarisation insensitive BS will be integrated into one chip with the two PBSs;

thus all three components will be written with the same fabrication parameters

given in Table 6.1 (with the 370 mW inscription power). We also use the same

S-bend radius of curvature and input/output waveguides separation of 90 mm

and 127 µm respectively. Thus the only parameters that we need to optimise,

and that determines a polarisation insensitive BS behaviour rather than PBS

behaviour are d and L.

The first thing to do is to verify with higher experimental accuracy the
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Examples of experimentally realised polarisation
insensitive 50/50 beam splitters

Device TV TH |TV − TH |
1 0.5005 0.5007 0.0002
2 0.5103 0.5102 0.0001

Table 6.2: Example of two 50/50 polarisation insensitive beam splitters realised
with our new 2D approach.

kV − kH sign inversion on which our idea is based. For this aim, we investigated

coupling distances in the range of 7-9 µm by steps of 0.5 µm. The procedure to

obtain the coupling coefficients was explained in Section 6.1.3.3. The resulting k

are shown in Figure 6.10. Having obtained kV bigger than kH for small d, we con-

firm our previous conclusion about the existence of a sign inversion in kV − kH .

The data in Figure 6.10 does not fit well the exponential fitting obtained from

the data in Figure 6.3a. This is not surprising since the exponential fitting is valid

only under the approximation of two weakly coupled modes which probably is

broken for too close waveguides.

To find the right combination of d and L that will give us a balanced po-

larisation insensitive BS, we need to plot and fit the obtained splitting ratios

as a function of L (Figure 6.11). From the fittings, the difference between the

transmission of the two polarisations at 50/50 is extracted and reported in the

graphs. In particular, we predicted the existence of an excellent balaced polarisa-

tion insensitive BS if the combination d = 8 µm and L = 0.86 mm is used. This

prediction was confirmed by a second fabrication with d = 8 µm and varying L in

a small range around 0.86 mm. Table 6.2 reports an example of two polarisation

insensitive BS realised with such method, the polarisation sensitivity was almost

zero.

6.2.3 Discussion

We have developed a new way to fabricate polarisation insensitive couplers with

FLM technique. Our new plane couplers are based on the existence of a sign

inversion in the quantity kV − kH when the coupling distance is changed. Such

inversion means that in a real coupler, there should be a d and L combinations for
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Figure 6.10: The coupling coefficients for the V (red) and H (blue) polarisations
in function of the coupling distance d. Around d = 10 µm the two polarisations
have the same k. For bigger d, the H polarisations couple more, while for smaller
d the V polarisation couple more. The exponential fitting was done on the ex-
perimental data at big d and is valid only under the approximation of weakly
coupled Gaussian modes. Such approximation is broken at small d.

Figure 6.11: Finding the geometrical parameters d and L for the polarisation
insensitive balanced beam splitter. The transmission for V (red) and H (blue)
is reported. The data is fitted, and the difference between the transmission of
the two polarisations at 50/50 is calculated. The combination d = 8 µm and
L = 0.86 mm promised the existence of an excellent polarisation insensitive BS.

117



which the effective k of the entire structure (bends + coupling region) is the same

for the two polarisations; thus a polarisation insensitivity is achieved. This was

confirmed experimentally and tailored to our need of 50/50 beam splitter obtain-

ing a remarkable polarisation insensitivity, with difference between the splitting

ratios of the V and H polarisations that go down to 10−4.

Advantage of the 2D structure An interesting advantage of our 2D polar-

isation insensitive BS over the previously fabricated 3D polarisation insensitive

BS is shown in Figure 6.12. This figure shows the polarisation sensitivity of the

2D (black triangles) and 3D (green rectangles) coupler when the injected V and

H polarisations are rotated with an angle α. We indicate the new rotated linear

polarisation with V ′ and H ′. The polarisation sensitivity is expressed as the ratio

between the splitting ratios of the V ′ and H ′ polarisations at the coupler outputs

(TV ′/TH′). The 2D couplers demonstrate a good polarisation insensitive behaviour

for any two orthogonal linear polarisations; while the polarisation insensitive of

the 3D couplers degrades when the rotated V ′ and H ′ states are considered. This

is saying that our 2D coupler can be seen as a uniaxial birefringent device, with

a V and H components that form the coupler basis, in a similar fashion to what

was seen in Figure 6.5a. Generally, the 2D coupler has different splitting ratios

for the two orthogonal components in the coupler basis; however, a right d and

L combination can force the two components to behave equally at the device

output; thus achieving polarisation insensitivity. Since the two components of the

basis have the same splitting ratios, any arbitrary polarised light will also give

the same splitting ratio; thus polarisation insensitivity is valid for any V ′ and

H ′. The same can not be said for the 3D polarisation insensitive BS were the

behaviour on the output depends on the input state of polarisation.

To explain the origin of the above results, we first discuss Heilmann et al. [70]

work which was also presented in Section 2.4.2. In this work, the authors were

able to rotate the optical axis of an uniaxial FLM written straight waveguides

by fabricating a second adjacent waveguide. In particular, if the two adjacent

waveguides are fabricated in the same depth and only the waveguides separation

is changes, the optical axis will always stay the same. The optical axis rotation

can be achieved when the two waveguides are fabricated in different depths. Such
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behaviour was also presented in Figure 2.12a, where instead of fabricating the

second waveguide, the authors decided to fabricate a defect line to avoid a light

coupling between two adjacent waveguides which was not required in their work.

Our 2D polarisation insensitive coupler is constructed from two waveguides that

are fabricated at the same depth. Thus it should have only one optical axis, or

in other words, the coupler should be an uniaxial birefringence device. In the

3D coupler, on the other hand, the relative depth between the two waveguides

changes continuously. Thus, also the optical axis changes continuously along the

structure, and the device can not be seen as uniaxial birefringence device.

Origin of the kV − kH sign inversion Generally, the coupling coefficients kV

and kH can be obtained by calculating the overlap integral in function of the dis-

tance d using two different mode shapes for the V and H polarisations. However,

one could show that this approach can not explain the existence of a sign inversion

in the quantity kV − kH , which can be explained only if the mode shapes change

as a function of d. Such d dependant mode shapes is probably originated from

the fact that the writing of one waveguide will also influence the other, resulting

in a d dependant material modification. This is in agreement with Fernandes et

al. [79] study, where the writing of one waveguide altered the birefringence of

an adjacent waveguide, in particular, the birefringence modification changed as a

function of the waveguides separation.

6.3 BSM-b chip fabrication

6.3.1 Fabrication strategy

Having developed the PBS and the polarisation insensitive BS, we can proceed

with BSM-b chip fabrication. The schematic of BSM-b chip is reported in Figure

6.1. One PBS input is connected to the polarisation insensitive BS output, while

the second input is not connected to anything; thus permitting an independent

access to the PBS device itself which may be useful for the characterisation phase.

In the light of Eq. 6.4, and as our experimental experience demonstrate, the

polarisation insensitive BS is much more a repeatable structure than the PBS
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Figure 6.12: Characterisation of the polarisation insensitive couplers with an ar-
bitrary polarised light. Black triangles represent our 2D coupler. Green rectangles
represents a coupler that was fabricated in a 3D geometry following Sansoni et
al. [69] approach. The 2D coupler presented a superior polarisation insensitivity
behaviour when an arbitrary polarised light is concerned.

because it is much shorter (0.86 mm compared with 35 mm). For this reason, we

decided to adopt the following fabrication strategy: we use all the fabrication and

geometrical parameters that were found in the optimisation process described be-

fore, apart from the PBS coupling length L, which is varied around the previously

found LPBS. i.e. we adopted the latter as a single fabrication parameter to com-

pensate for the tolerances of the fabrication process. The polarisation insensitive

BS, on the other hand, is not affected much by the fabrication tolerances; thus it

does not require a similar treatment.

Using this approach, 30 devices were fabricated scanning the L range of

32− 34 mm (centred around the previously found LPBS = 33 mm). Their char-

acterisation and the obtained results are given in the next section.

6.3.2 Devices characterisation and results

Referring to Figure 6.1, we can see that each PBS can be characterised separately

by injecting light into its independent input; i.e. IN1 and IN4 for PBS1 and

PBS2 respectively. The PBSs are characterised in their proper bases system as
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Examples of experimental realisations of BSM-b chip

realisation
PBS1 PBS2 BS3

IN2 IN3
ERT ERR TV /RH ERT ERR TV /RH TV /TH |TV − TH | TV /TH |TV − TH |

1 13 15 0.97/0.95 27 9 0.86/1.00 0.49/0.50 0.0115 0.51/0.50 0.0034
2 13 16 0.97/0.95 19 12 0.94/0.99 0.50/0.50 0.0003 0.50/0.49 0.0049
3 17 12 0.93/0.98 13 15 0.97/0.95 0.48/0.48 0.0014 0.49/0.51 0.0235

Table 6.3: Characterisation of three BSM-b chip realisations that were considered
acceptable.

mentioned in Section 6.1.4.1. It is important to verify that the two PBSs have the

same polarisation basis, so the maximum potential of both PBSs can be exploited

simultaneously. This was the case for all the fabricated devices. To characterise

the polarisation insensitive BS, it is enough to inject the V and H polarisations

in IN2 and IN3 and observe all the four outputs.

Out of 30 fabricated replicas, the characterisations of the three best performing

chips are reported in Table 6.3. It is worth mentioning that while almost all the

polarisation insensitive BS were performing fine, the probability of having two

good PBSs in the same chip was small due to fabrication tolerances and its effect

on the PBS. The devices in Table 6.3 were chosen because they yield an averagely

good behaviour for the two PBSs conjunctively.

6.4 Quantum teleportation experiment with non-

ideal BSM-b chip

In a similar fashion to what was done with the state preparation chip (Section

5.3), in this section, we consider the PBS and the polarisation insensitive BS

non-idealities and try to predict their effect on the quantum teleportation fidelity.

In particular, we try to predict the fidelities of the three best performing chips

that were reported in Table 6.3. The polarisation insensitive BS separates the

four Bell-like states by sending two Bell-like states to PBS1, and another two

to PBS2. Thus, two Bell-like states pass in each PBS, whose job is to further

separate them by sending one Bell-like state on each PBS output. From this

discussion, it is rather clear that the non-idealities of the polarisation insensitive

BS and the PBSs can be considered separately by calculating the corresponding
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fidelities. The overall fidelity can then be obtained by a simple multiplication.

We start by considering an ideal polarisation insensitive BS but non-ideal

PBS. As described in Section 4.2.2, two ideal PBSs (ER = ∞) would separate

completely the four Bell-like states; i.e. there is a univocal correspondence be-

tween the single-photons detector clicks and the projection onto Bell-like states.

Following this description, the effect of the non-ideal PBS is rather obvious, each

click on the single-photon detectors PD1 to PD4 will give a certain probability

of Bell-state detection given by the PBS splitting ratio. Thus, the teleportation

fidelity due to non-ideal PBS can be directly obtained from the PBS splitting ra-

tios. For instance, PBS1 in realisation 1 from Table 6.3 had TV /RH = 0.97/0.95,

and since this PBS separates the |Ψ−〉AS and |Φ−〉AS (Eq. 4.18), then considering

only the PBS non-ideality, the teleportation fidelities for |Ψ−〉AS and |Φ−〉AS are

reduced to 0.97 and 0.95 respectively.

To understand the effect of the polarisation insensitive BS non-idealities on the

experiment, we can consider an ideal PBS, but non-ideal polarisation insensitive

BS. An ideal polarisation insensitive BS would send the |Ψ−〉AS and |Φ−〉AS to

PBS1, while |Ψ+〉AS and |Φ+〉AS to PBS2. If instead a non-ideal polarisation

insensitive BS is used, it will send each Bell-like state to both PBSs. To calculate

the effect on the teleportation fidelities, we need to repeat the calculation in

Eq. 4.15 with two (one for each polarisation) non-ideal transmission matrixes for

the polarisation insensitive BS (BS3). By propagating the Bell-like states using

these matrixes in an analogue manner to what was done in Eq. 4.15, at each

output, we will obtain a certain probability amplitude of having a certain Bell-

like state, the square of which represent the teleportation fidelity.

The overall fidelities due to non-ideal BSM-b chip can be obtained by multi-

plying the fidelities that we calculated for the non-ideal PBS and the non-ideal

polarisation insensitive BS separately. Table 6.4 reports the fidelities for all three

realisations that were given in Table 6.3.
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Quantum teleportation fidelities
due to non-ideal BSM-b chip

BSM result
BSM-b chip realisation
1 2 3

|Ψ−〉AS 0.970 0.951 0.988
|Φ−〉AS 0.969 0.960 0.961
|Ψ+〉AS 0.980 0.999 0.941
|Φ−〉AS 0.877 0.952 0.940

Table 6.4: Teleportation fidelities due to non-ideal components for the three BSM-
b chip realisations given in Table 6.3.
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Conclusions

The aim of this work was to develop the integrated optical components for on-

chip quantum teleportation module that works at the telecom wavelength. The

module was divided into two main parts: the first part is the state preparation

chip where an arbitrary path-encoded qubit is prepared. This qubit is then passed

to a second part of the module which represents the sender, Alice, who needs to

perform a Bell-State Measurement (BSM). The division of our module in two

parts has highlighted the fact that, as quantum teleportation protocol dictates,

the sender does not have to know the state of the qubit that he is sending.

The state preparation chip was realised with a thermally controlled Mach-

Zehnder Interferometer (MZI). We built the MZI from two polarisation insensitive

3D couplers, thus allowing to prepare the same path-encoded qubit regardless of

the photon polarisation. Nevertheless, a small polarisation dependency was still

present; however, by considering such polarisation dependency, In the worst, the

teleportation fidelity was reduced from the ideal value of 1, down to the still very

high value of 0.99.

We developed a femtosecond laser written polarising beam splitter that works

in the telecom wavelength. Our PBSs achieved extinction ratios up to 30 dB,

and wide bandwidth behaviour with ER above 20 dB for ∆λ = 15 nm. We

tried to increase the PBS robustness to the fabrication tolerances by minimising

its coupling length L. This was achieved by finding the right coupling distance

d that gives the biggest difference in the coupling coefficients between the two

polarisations, but without causing ER reduction due to waveguide overlap that

will cause coupler asymmetry. A simulation of the fabrication noise effect on the

PBS was performed and gave an insight into possible ways to improve the PBS

variability.
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In addition, we developed a new way to obtain a polarisation insensitive beam

splitters by exploiting the sign inversion in the difference between the vertical

and horizontal coupling coefficients in a 2D geometry. Using this method, we

fabricated balance polarisation insensitive beam splitters, with equal splitting

ratios between the two polarisations down to 10−4. Such 2D couplers have also

demonstrated polarisation insensitivity for any arbitrary polarisation injected in

the device.

We finally combined the polarisation insensitive beam splitter with two PBS,

to form part of the chip that would perform the BSM needed for the teleportation

protocol. Here, fabrication tolerances make it hard to obtain top performances for

the three components in the same chip. Therefore, we modelled the effect of the

non-ideality of this chip for the sake of teleportation fidelity, and we discovered

that the PBS is a critical component for the quantum experiment.

Future development would be to complete the Bell-State measurement chip

by developing and fabricating an integrated half waveplate in the telecom wave-

length. Such waveplates can be fabricated by following Corrielli et al. [71] ap-

proach, where the optical axis of the straight waveguides was tilted by tilting

the inscribing laser beam. Once the Bell-State measurement chip is completed,

the quantum teleportation experiment can then be implemented aiming for a

demonstration of the quantum teleportation potentiality as a future quantum

communication protocol.
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