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Abstract

The conversion manoeuvre is that flight phase in which a tiltrotor changes from a

helicopter to an airplane configuration and vice-versa. This work aims to optimize

the conversion manoeuvre of a generic tiltrotor on different objectives. Considering

conversion manoeuvre data from the XV-15 and from the contemporary V-22 Osprey

and AW-609 tiltrotors a typical conversion manoeuvre is defined. This manoeuvre is

then optimized trying to improve safety, reduce rotor blades flapping, pilot control

effort and the conversion required time.

The conversion modelling is based on a database of XV-15 Linear-Time-Invariant

(LTI) models scheduled on airspeed and nacelles angle parameters. Following the

Modified Optimal Control pilot Model (MOCM) guidelines a virtual pilot in the

form of an LQI controller is designed for each XV-15 LTI model. To obtain pilot

commands that are replicable by a real helicopter pilot the control lever displace-

ment derivatives are considered as control inputs. This allow to restrain the speed

with which pilot acts on commands by an adequate choice of LQI input weights. To

verify that commands movements respect pilot limitations the command derivative

histories and commands spectrum are checked after simulations.

Availing of the Linear Parameter-Varying (LPV) technique the XV-15 LTI models

database is linearly interpolated in the scheduling parameters and a nonlinear like

model is obtained. The LQI gain matrixes are also linearly interpolated in the same

scheduling parameters. Finally, the closed-loop system XV-15 LPV model − virtual

pilot allows the simulation and study of the conversion manoeuvre on the whole

conversion corridor domain.
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Chapter 1

Introduction

1.1 The tiltrotor aircraft

The tiltrotor aircraft combines the advantages of vertical take-off and landing cap-

abilities, inherent to the helicopter, with the forward speed, range and service ceiling

of a fixed wing turboprop airplane. The tiltrotor allows runway-independent opera-

tions, potentially relieving airport congestion, and also has high-speed, long-range,

all-weather flight capabilities. These remarkable advantages have been the propelling

ingredients in the difficult developing process of this revolutionary aircraft.

A modern tiltrotor has a layout similar to a turboprop aircraft but instead of classical

airplane props it mounts large helicopter like rotors coupled with turboshat engines

on the wing tips. Rotors can tilt from a helicopter to an airplane like configuration

through a nacelles tilting system that permit to rotate the whole engine-rotor as-

sembly.

(a) XV-15 during conversion (b) XV-15 conversion system

Figure 1.1: Bell XV-15 tiltrotor
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The tiltrotor can fly in three different modalities: it can take-off and hover like

a helicopter with nacelles in vertical position, it can fly as an airplane when nacelles

are completely rotate forward or it can fly in a hybrid configuration with nacelles

partially rotated called conversion mode. The conversion manoeuvre regards that

delicate phase in which rotors thrust changes it’s orientation from vertical to ho-

rizontal bringing the aircraft to a forward flight in airplane configuration but also

regards the opposite process in which the aircraft returns to a helicopter configura-

tion. During the conversion from helicopter to airplane lift is increasingly generated

by the wing, while rotors thrust becomes gradually horizontal. To land rotors are ro-

tated up to guarantee the necessary ground-rotors clearance and a normal helicopter

landing can be performed.

Figure 1.2: Tiltrotor conversion and missions examples

1.2 Tiltrotor history

The design work of Mario A. Guerrieri and Bob Lichten on what has been the first

flying tiltrotor able to achieve a partial conversion started in 1945. They found the

Transcendental Aircraft Company at New Castle, Delaware, in 1947. The Model 1-

G was a small cantilever monoplane powered by a single 160 hp Lycoming O-290-A

engine positioned in the fuselage that drove two three-blade rotors at wing tips. A

series of contracts from the United States Air Force (USAF) financed the aircraft

development until a Model 1-G suitable for flight testing was built. The tiltrotor

made its first flight on July 6, 1954 while the first in-flight rotor-tilting took place
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in December that year, and by April 1955, it was flying with 35◦ nacelles angle

reaching speeds of 100 kn. On July 20, 1955, the aircraft suffered a control system

failure causing it to crash into the Delaware River. A more powerful and aerody-

namic refined tiltrotor was then built by Transcendental, the Model 2, that flew in

1956. However, US Government funds were then directed to the Bell XV-3 causing

the Model 2 to be abandoned.

The Bell XV-3 was first flown on 11 August 1955. Until then a full conversion was

never accomplished but the XV-3 successfully demonstrated the tiltrotor concept,

accomplishing 110 transitions from helicopter to airplane mode between December

1958 and July 1962. The XV-3 program ended when the last prototype was severely

damaged in a wind tunnel accident on 20 May 1966. The data and experience from

the XV-3 program were key elements used to successfully develop the Bell XV-15.

(a) Transcendental Model 1-G (b) Bell XV-3

Figure 1.3: Historical tiltrotors

The Bell XV-15 experimental aircraft introduced a major design concept ad-

vance: instead of engines in the fuselage, the XV-15 moved the engines out to the

rotating nacelles, directly coupled to the three blades rotors. There was still a drive-

shaft along the wings for emergency use to transfer power to the opposite rotor in

case of engine failure, but that shaft did not normally carry any power loads, mak-

ing it lighter. This new way to deliver power to rotors is still implemented in today

tiltrotors. The XV-15 was used as bench test to support the V-22 Osprey military

tiltrotor program and Bell/Agusta (later AgustaWestland) AW609 civilian medium

tiltrotor transport aircraft.

The Bell Boeing V-22 Osprey first flew in 1989. The complexity and difficulties

of being the first tiltrotor intended for military service in the world led to many

years of development. The V-22 supplemented and then successfully replaced the

17



Boeing Vertol CH-46 Sea Knights. Since it’s entering into service in June 2007 with

the U.S. Marine Corps and Air Force, the Osprey has been deployed for troopship

in several US military operations.

The AgustaWestland AW-609 is intended to be the first civilian tiltrotor. The

AW609 drew on experience gained from Bell’s earlier tiltrotors but there are much

differences from predecessors. Among the many, it’s the first tiltrotor with a pres-

surized cabin. It can accommodate nine passenger in the standard layout and for

increased passenger comfort the cabin is also equipped with soundproofing. Along

with the AW-609 certification process that should end in 2018 a new specific tiltro-

tor regulation is being made by certification agencies. This new norms will rule the

future tiltrotors.

(a) Bell Boeing V-22 Osprey (b) AgustaWestland AW-609

Figure 1.4: Modern tiltrotors

1.2.1 Conversion corridor

The particular manoeuvre that distinguishes a tiltrotor is the conversion. A tiltrotor

can safely execute this manoeuvre staying within a particular region of the aircraft

airspeed - nacelles angle domain called “conversion corridor” because of it’s partic-

ular shape. Every tiltrotor designed has its particular conversion corridor but they

basically share the same form. Figure 1.5(a) qualitatively show the V-22 conversion

corridor while figure 1.5(b) it’s a detailed representation of the XV-15 conversion

corridor.

The lower-left corridor boundary is the representation of the aircraft attitude and

wing stall limits while the upper-right boundary represents rotors load limits. The

more the tiltrotor stays away from these two boundaries during the conversion the

safer is the manoeuvre. This imply that the safest manoeuvre is that one that keeps

the aircraft at the center of the conversion corridor.

18



(a) V-22 conversion corridor (b) XV-15 conversion corridor

Figure 1.5: Conversion corridor examples

Today there are no specific norms regarding the conversion corridor design but future

tiltrotor regulations will have to rule and guide also this particular design aspect.

1.2.2 Tiltrotor commands

Piloting a modern tiltrotor is described as quite easy task mainly due to the fly-by-

wire control system that acts on control surfaces in such a way that the cyclic lever

and pedals movements imply in all conversion phases the same aircraft movements.

The XV-15 did not have a fly-by-wire system but a complex mechanism which

performs the same function. For example if the pilot pushes the cyclic stick to the

right the aircraft rolls right, no matter the flight condition. This may be due to the

flaperons moving asymmetrically, it may also be due to asymmetric thrust on the

rotors, or it may be a blend of both. The collective lever instead has been differently

designed in the different tiltrotors. In the V-22 Osprey a thrust control lever (TCL)

moves fore and aft just like an airplane throttle. This lever always controls the

rotors thrust acting as a collective in helicopter mode and as a normal thrust lever in

airplane mode. The XV-15 and the AW-609 present instead a classical helicopter like

collective lever that always controls rotors thrust through rising-lowering movements

of the lever.

In all three tiltrotors the nacelles position is controlled through a thumbwheel switch

positioned on the thrust command in such a way that the pilot can move it with his

left thumb. In the V-22 the pilot can select a certain nacelles angle simply realising

the switch in a precise moment. To facilitate the nacelles position control the pilot

can visualize on a monitor the actual aircraft position in the conversion corridor.

In the XV-15 and AW-609 instead the nacelles are tilted at steps when they are

19



(a) V-22 thrust control lever (b) AW-609 collective lever

Figure 1.6: Different thrust lever solutions

in the 75◦ to 0◦ angle range. A first switch input brings the nacelles from 75◦ to

50◦ and a second one brings them to horizontal. This nacelles tilting at steps is

called “semi-automatic conversion control”. Furthermore in both the V-22 and the

AW-609 there are automatic systems that can change the nacelles rotation speed to

avoid an accidental aircraft exit from the conversion corridor.

1.3 Thesis purpose and structure

This work aims at developing a numerical methodology to decide which one is the

best path within the conversion corridor that should be followed during a conver-

sion from helicopter mode to airplane mode and vice-versa. In order to design such

methodology it has been decided to apply it to a classical titlrotor model, the Bell

XV-15, for which a large database of information is public available.

To model in an appropriate way the tiltrotor dynamics in any flight condition in-

cluded within the conversion corridor a complex nonlinear dynamic model should

be considered. However, such a model would be difficult to develop and validate,

but also very complex to be employed for the synthesis of the controller that should

guide the conversion. For these reasons a different approach based on the Linear

Parameter-Varying technique has been chosen.

Using a LPV approach a generic nonlinear system:

ẋ = F (x, u)

y = G(x, u)
(1.1)
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can be approximate locally about a specific trajectory (x̃(t),ũ(t),ỹ(t)) by the follow-

ing linear time-varying system:

δẋ = ∇xF (x̃, ũ)δx+∇uF (x̃, ũ)δu

δy = ∇xG(x̃, ũ)δx+∇uG(x̃, ũ)δu
(1.2)

with δu = u− ũ, δy = y − ỹ, δx = x− x̃.

For investigation of the LPV capability to be representative of a nonlinear system

see [13].

To simulate a conversion manoeuvre it’s necessary to define a virtual pilot able to

apply the appropriate controls. In the first thesis part this virtual pilot is designed

and coupled with aircraft linear models to form a grid of closed-loop pilot-aircraft

LTI systems that covers all the conversion corridor envelope. These closed-loop

models are then linearly interpolated using the LPV technique to form a nonlinear

like model that approximates the aircraft dynamics over the whole conversion cor-

ridor. The second part of the thesis uses these closed-loop models collection to find

the optimal conversion manoeuvre depending on the objective.

The work start data is a linearized models database of the XV-15 tiltrotor de-

veloped using the CAMRAD/JA software. The models database is a collection of

state-space models that covers the whole conversion corridor envelope. Each model

comes with its trim data allowing to know the trim conditions used in the lineariz-

ation.

The LQI controllers designed in this work represent the pilot stabilization task

assisted by SAS and the pilot tracking task during conversion. The LQI technique

adopted allows through weights tuning to contain the control power. It must be

stressed that the objective of this control strategy is not the creation of a detailed

pilot model, but rather of a controller able to stabilize the aircraft and track a re-

quired input signal in a way considered feasible by a typical helicopter pilot.

Consulting different data sources like the XV-15 familiarization document [6],

some XV-15, V-22 and AW-609 flight test reports [7],[8],[9],[10] it has been possible

to reconstruct a typical conversion manoeuvre. During this manoeuvre nacelles are

tilted in subsequent steps commanded by the pilot who has also the task to regulate

the aircraft airspeed in order to stay within the conversion corridor boundaries.

As figure of merits to drive the conversion manoeuvre optimizations have been chosen

quantities like rotor blades flapping angles, safety, pilot workload and conversion

time. A schematic of the optimization procedure is reported in figure 1.7.
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Figure 1.7: Conversion manoeuvre optimization flow chart
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Chapter 2

Aircraft linear models database

2.1 Aircraft linear models

A set of state-space models of the aircraft that covers all the conversion corridor

was available from previous work. These models have been obtained from Acree

and Ferguson reports [2],[3],[4] using CAMRAD/JA, a software dedicated to aero-

dynamic and dynamic study of rotorcrafts.

In [2] Acree studies the causes of CAMRAD mispredictions on rotor aeroelastic

stability and loads relative to the introduction of new composite rotor blades to

enhance the XV-15 performance. The report documents the revisions applied to

the blade and mechanical control analytical models and discusses their effects on

CAMRAD aeroelastic stability predictions for airplane mode flight. In the last part

of the report a XV-15 CAMRAD model limited to the airplane configuration is doc-

umented. The missing aerodynamic data relative to helicopter and conversion mode

are recovered from [3]. In this work Ferguson documents a mathematical model of

a generic tiltrotor aircraft designed for real time flight simulations. The data avail-

able in this document were used to complete the XV-15 CAMRAD model extending

it also to the helicopter and conversion flight modes. In [4] Ferguson validates the

mathematical model of a generic tiltrotor through a comparison with flight test data.

Through this data and a similar validation work it has been possible to verify the

fidelity of the XV-15 CAMRAD model reconstructed from [2] and [3].

An XV-15 state-space model that locally represents the aircraft dynamics about

a trim point is described by the following equations:

ẋ = A(x̃, ũ), t)x+B(x̃, ũ), t)u

y = C(x̃, ũ), t)x
(2.1)
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where:

A(x̃, ũ, t) = A(x̃, ũ, t+ τ)

B(x̃, ũ, t) = B(x̃, ũ, t+ τ)

C(x̃, ũ, t) = C(x̃, ũ, t+ τ)

Therefore equations 2.1 represent a linear time periodic system, that is such because

of the periodicity of rotor blade aerodynamics on a rotor revolution. Being the low

aircraft frequency behaviour the objective of this work it’s possible to approximate

the rotor blades aerodynamic averaging it on the rotor revolution time Tr:

A(x̃, ũ) =
1

Tr

∫ Tr

0
A(x̃, ũ, t) dt

B(x̃, ũ) =
1

Tr

∫ Tr

0
B(x̃, ũ, t) dt

C(x̃, ũ) =
1

Tr

∫ Tr

0
C(x̃, ũ, t) dt

(2.2)

The XV-15 is provided of two gimbal stiff-in-plane rotors. This rotors charac-

teristic imply sufficiently high in plane frequencies that in this first study can be

neglected. Also the first elastic flapping mode is at a relative high frequency and it

can be neglected too. However these degree of freedom may be added at later stage

for more accurate analysis. The XV-15 gimbal rotor has the layout reported in figure

2.1(a). In this figure is possible to see the particular blades pitch control solution

adopted in this rotor: the collective pitch motion is realized through a spider head

actioned by a collective tube while the longitudinal pitch is realized separately by

a cyclic tube. A specific schematic of the rubber hub spring is reported in figure

2.1(b).

Every linearized XV-15 model has been calculated at the following trim condi-

tions:

• maximum gross weight of 13000 lb

• SLS (Sea Level Standard, ISA)

• null flight path angle γ

• flaperons and flaps inclined according to the flight condition, as shown in figure

2.2

Examples of trim vectors are reported in appendix C.
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(a) Symplified arrangement of the XV-15 ro-

tor control system (a complete set of control

tubes is shown for only one blade)

(b) XV-15 hub spring schematic

Figure 2.1: XV-15 rotor

Figure 2.2: Flaperons deflection versus flap position
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The modes used to model the aircraft low frequency dynamics are those reported

in table 2.1.

State

symbol

State

number
State description

Measure

unit

XR X(1:1:5) Rotor states (multiblade coordinates)

X(1) Collective pitch rad

X(2) Cosine cyclic pitch rad

X(3) Sine cyclic pitch rad

X(4) Cosine cyclic gimbal rad

X(5) Sine cyclic gimbal rad

θ X(6) Airframe pitch attitude rad

ẊR X(7:1:11) dX(1:5)/dt rotor states derivatives rad/s

θ̇ X(12) Airframe pitch attitude derivative rad/s

Vx X(13) Airframe fore/aft speed ft/s

Vz X(14) Airframe vertical speed ft/s

Pv X(15) Aircraft altitude ft

Table 2.1: Linearized models state list

Figure 2.3: ψ azimuth coordinate

Only half of the aircraft has been considered in the dynamic modelling assuming

that the aircraft is substantially symmetric. The rotor modes reported are those

at lower frequency and are all rigid modes. The flight mechanics modes has been

reduced to three because this work considers only symmetric manoeuvres discarding

then the antisymmetric aircraft motions.

The first five states regard the right rotor and they are referred to multiblade co-
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ordinates allowing for a time invariant description of rotor blades pitch and flapping.

X(1) represents the collective blades pitch, where collective indicates that all blades

pitch increase when X(1) increase. A positive X(2) represents a positive blade pitch

when the blade is at ψ = 0◦ and a negative pitch when the blade is at ψ = 180◦

corresponding then to a forward tilting of the swashplate (see figure 2.3 for azimuth

coordinate ψ). A positive X(3) represents a positive blade pitch when the blade is at

ψ = 90◦ and a negative pitch when the blade is at ψ = 270◦ corresponding then to a

left tilting of the swashplate. A positive X(4) represents a forward Tip-Path-Plane

(TPP) inclination, therefore an upward flapping of the rear blade and a downward

flapping of the fore blade. A positive X(5) represents a left TPP inclination, there-

fore an upward flapping of the right blade and a downward flapping of the left blade.

The same applies to the left rotor, taking into account that it rotates in the opposite

direction of the right rotor. States from seven to eleven are the time derivatives of

the modes just exposed. The rigid rotor modes considered are the minimum rotor

states set necessary to control the aircraft and to study rotors blades flapping. States

six and twelve represent respectively the aircraft attitude and its time derivative.

States thirteen and fourteen are the time derivatives of the airframe forward and

vertical displacements expressed in body axes. Body axes reference has its center in

the aircraft center of gravity, the X axis points toward aircraft nose, Y axis points

toward right wing tip and Z axis points downward.

State fifteen is instead expressed in earth coordinates and it measures the aircraft

distance from the ground (aircraft altitude). This last state is used as a sensor

allowing to know the aircraft altitude during simulations and it’s also used in one

LQI feedback loop, as will be shown later. The aircraft altitude state is obtained

through the pseudo-integration of the aircraft vertical speed Vv (Vv vector is always

perpendicular to the ground and has an upward positive versus):

Ṗv = −τPv + Vv (2.3)

The τ constant has been used to place the integration pole not exactly in the

origin of the complex plane but slightly at it’s left, realizing a pseudo-integrator use-

ful to avoid numeric integration problems. Vv in eq. 2.3 is the linear approximation

of the vertical speed at trim points, which is calculated as in eq. 2.4:

Vv ' V0θ + sin(θ0)Vx − cos(θ0)Vz (2.4)

where V0 is the aircraft airspeed and θ0 is the aircraft pitch at trim points.

The original state-space models have three inputs which are reported in table 2.2.

The first two inputs acts on the rotors blades pitch while the third input regulates

the elevator deflection. A brief commands explanation follows:
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Input number Input description Measure unit

u(1) Collective angle rad

u(2) Longitudinal cyclic angle rad

u(3) Elevator angle rad

Table 2.2: Initial state-space inputs

• u(1) modifies the rotor blades pitch collectively, so that corresponds to a ver-

tical translation of the swashplate. A positive u(1) corresponds to a rising

(positive - see figure 2.4(a) for pilot commands conventions) collective lever

displacement.

• u(2) acts on the pitch blades at ψ = 90◦ and ψ = 270◦, corresponding to a

lateral swashplate inclination. This command imply a backward TPP inclin-

ation and therefore corresponds to a displacement toward the pilot (negative

- see figure 2.4(b)) of the cyclic stick.

• u(3) represents the elevator deflection. A positive u(3) indicates a downward

rotation of the elevator corresponding therefore to a diving (positive) cyclic

stick command.

As this work focuses on the conversion manoeuvre that happens in the plane of

symmetry of the aircraft the lateral cyclic inputs that generate aircraft movements

outside the plane of symmetry are not considered. Differential flaperon inputs to-

gether with the differential collective and cyclic commands have not been taken into

consideration for the same reason.

2.1.1 Control chain flexibility

The swashplate commands are realized imposing a certain swashplate inclination

through hydraulics actuators. Only the rigid collective and cyclic pitch blade modes

are considered in this work, neglecting the blades pitch torsion. Therefore the control

chain flexibility it’s here intended as the flexibility in the pitch links. The aircraft

models used in this work take into account this characteristic providing for each

trim condition the collective pitch gap from the swashplate command u(1) and the

blades collective pitch angle X(1). This last is calculated as:

X(1) = u(1) + ∆f [rad] (2.5)

In appendix B are reported the ∆f values (expressed in degrees) on trim points.

It’s important to remind that ∆f is representative of the gap between u(1) and X(1)

only in the static trim conditions in which is calculated.
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2.2 Pilot commands gains and biases

Swashplate commands are now translated to pilot stick inputs. This allows later on

the study of the pilot stick displacement histories during the conversion manoeuvre.

In chapters that follow commands u refer to the collective lever displacement and

to the longitudinal displacement of the cyclic stick, respectively uCOLL and uCY CL.

The sticks positive displacement conventions are reported in figure 2.4.

(a) Collective sign con-

vention

(b) Cyclic sign convention

Figure 2.4: Pilot stick conventions

In table 2.3 command stops of interest are reported.

Command MIN [in] MAX [in]

uCOLL 0 10

uCY CL -4.8 4.8

Table 2.3: Minimum and maximum commands excursion

During conversion the aerodynamic of the tiltrotor undergo great modifications

having the aircraft to radically switch from a helicopter to an airplane configuration.

To deal with this aerodynamic modifications major changes in the aircraft configur-

ation take place. To cite a few: flaperons deflection goes from 47◦ max deflection to

0◦, rotors blades pitch goes from a approximately 10◦ (at maximum GW, SLS) in

hover to about 35◦ in airplane mode at cruise speed and once in airplane mode ro-

tors rotation frequency goes from 565 (100%) to 458 (80%) RPM and . Additionally,

while the collective stick always control rotors thrust in both helicopter and airplane

mode, the longitudinal motion of the cyclic stick controls the cyclic pitch and the

elevator in all conversion phases except in airplane mode where only the elevator

surface is controlled by this pilot command. Therefore there is the need for different
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ψ [deg] 0 30 60 75 90

K0CFE [deg/in] 5.264 4.971 2.805 2.389 1.837

KSCFE [deg/in] 0 1.040 1.810 2.035 2.100

KECFE [deg/in] 4.735 4.735 4.735 4.735 4.735

Table 2.4: Input gains

gains from the control sticks to swashplates and elevator during the conversion.

There’s also the need to introduces biases. For example if one looks at the rotor

blades pitch variation during the whole conversion manoeuvre it increase of about

25◦. This would imply the collective lever to constantly rise during conversion, end-

ing in airplane mode with a great displacement of the lever. For ergonomic reasons

is not desirable to keep the control lever in the upper position during airplane cruise,

so to re-set its position a bias/offset has to be introduced.

Figure 2.5 compares the collective pitch mode X(1) with collective lever position

during a typical conversion manoeuvre showing how bias introduction allow for a

lowered collective stick end position.

Figure 2.5: Collective pitch mode X(1) and collective lever position uCOLL trends

The introduced biases allow also for a centered cyclic stick position at the end

of the conversion. Figure 2.6 compares the longitudinal pitch mode X(3) with the

longitudinal cyclic stick position during a typical conversion manoeuvre. A summary

of gains and biases used for calculate pilot inputs is reported respectively in table

2.4 and 2.5.
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Figure 2.6: Longitudinal pitch mode X(3) and longitudinal cyclic stick position uCY CL trends

ψ [deg] 0 30 60 75 90

θ0 [deg] 21.300 -3.185 0.000 0.000 2.900

θ1s [deg] -1.5 -0.75 -0.2 -0.05 0

δ [deg] 0 0 0 0 0

Table 2.5: Input biases

Availing of the gains table it’s possible to express swashplate inputs into pilot

stick displacements. The conversion from blades pitch / elevator rotation inputs

to stick displacement inputs depends on nacelles angle ψn through the conversion

matrix 2.6.

T (ψn) =

K0CFE(ψn) 0

0 −KSCFE(ψn)

0 KECFE(ψn)

 π

180
(2.6)

The new B matrix that receives pilot displacement commands in inches is:

B = B · T (2.7)

where B stays for the original B matrix.
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2.3 Aircraft models distribution on conversion corridor

The conversion manoeuvre can be executed following different corridor pathways.

Potentially the conversion path can span throughout the whole corridor. Therefore

the tiltrotor dynamics has to be described by a sufficiently dense grid of LTI models

that lays within the corridor boundaries. Several tries has been necessary to tune

the models grid density in such a way that the models collection could effectively

represent the aircraft non-linear behaviour. The models resolution in the airspeed V

variable has been chosen checking the trim error between one model and the model

at the successive airspeed grid value considering the same nacelles angle. To the

model at lower speed has been imposed a V reference corresponding to the airspeed

gap from the successive model. Once the model reached a static trim condition at

the airspeed required a check between the model states and the successive model

trim made possible to understand the amount of error due to linearization. The

chosen models resolution is of 10 Kn, with the addition of a model at 5 Kn in

helicopter mode to better simulate the transition from hover to forward flight. A

similar method has been used to choose the models grid resolution in the nacelles

angle ψn variable: in this case the airspeed has been kept constant and the nacelles

angle has been varied. An adequate ψn resolution has been judge to be:

ψn Models = { 0◦ 30◦ 60◦ 75◦ 90◦ }

Figure 2.7 represents the conversion corridor and the models available.

Figure 2.7: State-space models on the conversion corridor

Two models at upper right and one model at lower left corner of the conversion

corridor are missing (see fig. 2.7) because it wasn’t possible to trim the CAM-

RAD/JA XV-15 model under these conditions of speed and nacelles angle.

The conversion corridor is delimited by four curves (in thick black in figure 2.7).

The upper boundary is the horizontal line at 95◦ nacelles angle, corresponding to
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the backward nacelles stops. The lower boundary is the 0◦ nacelles angle, that rep-

resents the aircraft in airplane configuration with nacelles locked in down-stops.

The left and right boundaries are limits on the aircraft speed. The left corridor

border defines the aircraft stall speed although the upper part of this curve (from

90◦ to 60◦ nacelles angle, dotted in figure 2.7) doesn’t exactly represent the stall

limit. In fact, at the immediate right of this upper curve part, the wing is still not

producing sufficient lift.

The right line define the cruise speed VC here considered as practical conversion high

speed limit. In fact the VD curve has a right offset of only 20 Kn with respect to

VC and it’s not reachable from 90◦ to 45◦ nacelles angle because of the transmission

torque limit.

The boundaries just described and reported in figure 2.7 are the approximation of

the curves at 13000 lb GW reported in figure 1.5(b), from [6].
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Chapter 3

Virtual pilot design

3.1 Virtual pilot modelling

The modelling of pilot control behaviour starts in the 1940’s [14] with studies on

the human operator. From then until the 1960’s, research was focused on model the

human as a controller of single-input/single-output systems using frequency domain

models [15]. Since the 1960’s, part of the research has concentrated on the analysis

of multivariate systems using time domain methods and optimization theory. The

Optimal Control Model (OCM) proposed by Kleinman, Baron and Levison in 1970

[16], [17] has been the first attempt to describe the behaviour of the human pilot

in a time domain optimal control framework. The OCM basic assumption is that

the well-trained and careful human controller behaves optimally in some sense, ad-

justing the pilot’s compensation for a given vehicle and task. The OCM has been

widely used and has been validated in several tasks.

The pilot model implemented in this thesis work is derived from the Modified Op-

timal Control pilot Model (MOCM) [1] which is an improved version of the OCM.

The MOCM retains the key aspects of the OCM such as a linear quadratic solution

for the pilot gains with inclusion of control rate in the cost function, a Kalman es-

timator, and the ability to account for attention allocation and perception threshold

effects. However, unlike the OCM, the structure of this model allows for direct cal-

culation of pilot and system transfer functions.

In this thesis work a simplified MOCM scheme has been implemented. The Kalman

filter design has been discarded and a full-state feedback control law has been adop-

ted. This imply the renunciation to model a realistic and precise virtual pilot which

among the others loose the capability to take into account for attention allocation

and perception threshold effects but it greatly simplifies the controller design. This

work aims in fact not to model a realistic pilot behaviour but to realize a virtual

pilot that can stabilize the aircraft and perform tracking tasks imparting commands



replicable by a real helicopter pilot. A classical optimal control design would consist

of a Linear-Quadratic-Regulator (LQR) to stabilize the aircraft and of Proportional-

Integral-Derivative (PID) controllers to track the reference signals. However, in this

work these control functions are both carried out by an LQI controller, which is

designed following the guidelines of the MOCM.

3.2 The Linear-Quadratic-Integral control

The Linear-Quadratic-Integral (LQI) control is a control technique that allows the

stabilization and tracking of a Multi-Input-Multi-Output (MIMO) dynamic system.

LQI computes an optimal state-feedback control law for the tracking loop shown in

figure 3.1. An infinite-horizon, continuous-time LQI regulator has been designed for

Figure 3.1: LQI control scheme

each LTI model available. In general, for a plant with the state-space equations:

ẋ = Ax+Bu

y = Cx+Du
(3.1)

and with a cost functional defined as:

J =

∫ ∞
0

(xTQx+ uTRu+ 2xTNu) dt (3.2)

the feedback control law that minimizes the value of the cost is:

u = −K [x;xi] (3.3)

where xi is the integrator output. This control law ensures that the output y tracks

the reference command r. For MIMO systems, the number of integrators equals the

dimension of the output y.

The gain matrix K is given by:

K = R−1(BTP +NT ) (3.4)
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and P is found by solving the continuous time algebraic Riccati equation:

ATP + PA− (PB +N)R−1(BTP +NT ) +Q = 0 (3.5)

3.3 Controllers desing

To track signals with commands that can be executed by a real pilot it’s necessary to

control the system in commands derivatives. In this way it’s possible to restrain the

maximum command derivatives via a correct setting of input weights in the R matrix,

as shown later. In figure 3.2 it’s reported the control scheme implemented. The

Figure 3.2: LQI scheme implemented

pilot’s effective time delay is modelled by a second-order Padé approximation because

it provides a good approximation to a pure delay over the pilot’s frequency range of

interest (that range approximately from 0.1 to 10 rad/s). The pilot’s effective time

delay is placed at each pilot’s output and is treated as part of the plant dynamics

for determination of the pilot’s regulation gains.

Considering one input channel, a second order Padé approximation has the form:

ud
up

=
1− 1

2
(τs) +

1

8
(τs)2

1 +
1

2
(τs) +

1

8
(τs)2

(3.6)

where τ is the delay interval (in seconds), up is one pilot’s input, and ud is the

delayed pilot’s output.

In state-space form, this can be expressed by:

ẋd = Âdxd + B̂dup

δ = ud = Ĉdxd + up
(3.7)

where xd is a two-element vector of Padé delay states.
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Pilot’s inputs are the collective and cyclic levers, so a delay block for each input

channel is needed. The parallel of these two delay blocks has the following state-

space representation:

ẋd =

[
Âd 0

0 Âd

]
xd +

[
B̂d 0

0 B̂d

]
up

y =

[
Ĉd 0

0 Ĉd

]
xd +

[
1 0

0 1

]
up

or:
ẋd = Adxd +Bdup

δ = ud = Cdxd + up

}
Sysd (3.8)

where xd is now a four element vector of Padé delay states.

The tiltrotor system augmented with pilot’s effective time delay is represented

by Syss:

d

dt

{
x

xd

}
=

[
A BCd
0 Ad

]{
x

xd

}
+

[
B

Bd

]
up

y =
[
C DCd

]{ x

xd

}
+Dup

or:
ẋs = Asxs +Bsup

y = Csxs +Dsup

}
Syss (3.9)

The system 3.9 can be expressed in a control-rate formulation by defining a new

state vector:

xr = [xs; up]

Then the control-rate formulation of 3.9 is:

d

dt


x

xd
up

 =

A BCd B

0 Ad Bd
0 0 0



x

xd
up

+

0

0

I

 u̇p
y = Cr


x

xd
up
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or:
ẋr = A0xr +B0u̇p

y = C0xr

}
Sys0 (3.10)

where Cr selects as output the vertical position state Pv and the linear approximation

of the aircraft airspeed V . Therefore Cr is:

Cr =

(x(1 : 22) Vx Vz Pv xd up

0 0 0 1 0 0

0 cos(θ0(i)) sin(θ0(i)) 0 0 0

)
(3.11)

In fact, the linearization of V at trim points can be calculated as in eq. 3.12:

V ' cos(θ0)Vx + sin(θ0)Vz (3.12)

where θ0 is the aircraft pitch at trim points.

The LQI solution technique is now applied to the augmented system 3.10 leading

to the control scheme initially reported in figure 3.2. As can be seen from this figure,

the tracking states xi are:

xi =
1

s
e =

1

s
(r − y) =

1

s
(r − Crxr) (3.13)

or:

ẋi = r − Crxr (3.14)

It can now be defined a new state vector:

χ =


x

xd
up
xi

 =


xs
up
xi


It’s assumed that the pilot control task can be defined by the minimization of the

quadratic performance index Jp given by:

Jp = E∞{χTQχ+ u̇TpRu̇p} (3.15)
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with cost functional weightings Q ≥ 0, R > 0. It has to be noted that in the func-

tional Jp just defined there is no N matrix that it’s assumed to be null.

Accordingly to the LQI technique the minimizing control law is obtained by the

full-state feedback relation:

u̇p = −Kχ (3.16)

The system closed-loop eq.s are:

d

dt


xs
up
xi

 =

 As Bs 0

0 0 0

−Cr 0



xs
up
xi

+

0

I

0

 u̇p +

0

0

I

 r (3.17)

Substituiting 3.16 eq.s 3.17 become:

d

dt


xs
up
xi

 =

 As Bs 0

−K
−Cr 0



xs
up
xi

+

0

0

I

 r
ud = Cδ


xs
up
xi


(3.18)

where Cδ is:

Cδ =
(x xd up xi

0 Cd 1 0
)

(3.19)

3.4 Pilot controller subpart

The virtual pilot behaviour part of the controllers can be spotted rearranging the

gain matrix K just calculated. Matrix K can be ideally column splitted into three

sub-matrixes:

K =
( xs up xi

Ks Kp Ki

)
(3.20)

Kp it’s taken apart to constitute the neuro-motor lag block (see figure 3.3) while the

remaining gains matrixes Ks and Ki form the following new gain matrix:

Ksi = [Ks Ki] (3.21)

40



With these manipulations the control scheme 3.2 becomes as in figure 3.3. In fact,

expanding the optimal control law 3.16 using this K subdivision just introduced one

obtains:

Figure 3.3: Re-organised LQI control scheme.

The virtual pilot constituted by green blocks

u̇p = −(Ksxs +Kpup +Kixi) (3.22)

Defining the pilot commanded control uc:

uc = −K−1p (Ksxs +Kixi)

Eq. 3.22 can be written as:

u̇p = −Kpup +Kpuc (3.23)

Then the following neuro-motor lag state-space system can be defined:

u̇p = −Kpup +Kpuc

y = Iup

}
SysNML (3.24)

Eq.s 3.24 represent the neuro-muscolar pilot dynamics and corresponds to the

neuro-motor lag block in figure 3.3. This is a MIMO system with a size two input

vector uc and a size two output vector up. Being the Kp diagonal elements larger

than extradiagonal elements (in absolute terms) it’s possible to approximate the

MIMO system 3.24 with two SISO first order systems:

u̇p1 = −Kp11up1 +Kp11uc1

u̇p2 = −Kp22up2 +Kp22uc2
(3.25)

Figure 3.4 shows that step response differences are very small legitimating the ap-

proximation just introduced.
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Figure 3.4: Step responses for XV-15 model

at 110 Kn, 60◦ nacelles angle

Then the neuro-motor lag block can be seen as a parallel of two of the following

transfer function:
up1
uc1

=
up2
uc2

=
1

sTN + 1
(3.26)

where the neuro-muscolar time constant is:

TN =
1

Kp
(3.27)

It has been shown that the neuro-motor lag block has a first order approximable

dynamic. Tuning TN is then possible to restrain the maximum commands derivatives

for a given input uc obtaining a smooth conversion control history, as in the real case.

Considering one of the two command channels, the final pilot transfer function

is:

P (s) = KH
1

sTN + 1
e−τs (3.28)
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where:

KH = 1

TN = 0.11s

τ = 0.15s

These pilot parameters are chosen in accordance to the MOCM [1, p. 11] and to

standard pilot models like that reported in [5] as Precision Pilot Model. Figure 3.5

shows the Bode diagram of the pilot transfer function 3.28.

Figure 3.5: Pilot transfer function bode diagram

It’s then possible to determine the pilot bandwidth:

ωp−3dB
= 9.1

rad

s
= 1.5Hz (3.29)

The value obtained well represent a real pilot bandwidth.

3.4.1 The whole controller

The whole controller goes from the input vector [xs;xi] to the output vector ud in

figure 3.3 and therefore corresponds to the blue blocks collection in figure 3.6.
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Figure 3.6: Complete controller scheme

The state-space equations of the controller reported in figure 3.6 are:

d

dt

{
xd
up

}
=

[
Ad Bd
0 −Kp

]{
xd
up

}
+

[
0 0

−Ks −Ki

]{
xs
xi

}

ud =
[
Cd I

]{xd
up

} (3.30)

Figure 3.7 shows the commands FFT of the typical conversion manoeuvre, that will

be defined in 6.2.

Figure 3.7: Typical conversion manoeuvre commands spectrum

As can be seen the vast majority of commands actuation stays within the pilot

bandwidth and it’s then executable by a real pilot.

3.5 Cost function parameters

Q and R are diagonal matrixes whose elements need to be tuned to obtain a sat-

isfying control. A weight coefficient in Q represents the importance in maintaining

the corresponding state close to zero while a weight coefficient in R represents the
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control power limitation on the corresponding input channel.

Normally the parameters in Q and R are determined iteratively until the response

of the system under control is satisfying. Q weights have been tuned this way while R

weights have been tuned automatically by the fgoalattain multi-objective gradient

based optimizer. fgoalattain goals have been set to obtain:

Kp11 = Kp22 =
1

TN
(3.31)

Therefore fgoalattain is required to obtain for every LQI controller the following

Kp diagonal values:

Kp11 = 9.09

Kp22 = 9.09
(3.32)

R is a 2 x 2 diagonal matrix:

R =

[
R11 0

0 R22

]

For each model fgoalattain finds R11 and R22 that gives the desired Kp diagonal

values. R11 and R22 values are reported in tables 3.1 and 3.2.

Q weights are the same for all designed controllers:

diag(Q) =
(XR θ ẊR θ̇ Vx Vz Pv Xd up1 up2 xi1 xi2

0 0 0 1 1 0 0 0 1 1.5 2 1
)

(3.33)

States not observable by the pilot like rotor states XR and Padé states Xd have

their corresponding Q weights set to zero. The other weights have been tuned to

obtain a good pilot tracking performance but also a smooth response, with not

to much aggressive pilot commands. These gentle controlling allow to never reach

command stops (max displacement) also in the most challenging tracking task.
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V [Kn] ψ = 90◦ ψ = 75◦ ψ = 60◦ ψ = 30◦ ψ = 0◦

0 0.0426

5 0.0424

10 0.0421

20 0.0412

30 0.0408 0.0576

40 0.0406 0.0556

50 0.0404 0.0542

60 0.0400 0.0535 0.1024

70 0.0395 0.0526 0.0937

80 0.0391 0.0519 0.0918

90 0.0388 0.0510 0.0906 0.6508

100 0.0388 0.0499 0.0886 0.6339

110 0.0389 0.0492 0.0860 0.6155 1.3020

120 0.0489 0.0834 0.5974 1.3184

130 0.0489 0.0813 0.5824 1.3025

140 0.0651 0.0794 0.5685 1.2929

150 0.0492 0.0781 0.5589 1.2802

160 0.0764 0.5527 1.2754

170 0.5491 1.2719

180 0.5450 1.2725

190 1.2793

200 1.2892

210 1.3009

220 1.3168

230 1.3360

Table 3.1: First diagonal element R11
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V [Kn] ψ = 90◦ ψ = 75◦ ψ = 60◦ ψ = 30◦ ψ = 0◦

0 0.0588

5 0.0585

10 0.0583

20 0.0572

30 0.0540 0.0544

40 0.0511 0.0545

50 0.0513 0.0556

60 0.0538 0.0559 0.0469

70 0.0590 0.0576 0.0584

80 0.0680 0.0615 0.0645

90 0.0818 0.0690 0.0699 0.0652

100 0.1014 0.0818 0.0797 0.0740

110 0.1346 0.1040 0.0943 0.0854 0.0643

120 0.1405 0.1158 0.1004 0.0863

130 0.1952 0.1503 0.1211 0.1001

140 0.3805 0.2025 0.1495 0.1161

150 0.3816 0.2785 0.1893 0.1340

160 0.3820 0.2444 0.1575

170 0.3195 0.1855

180 0.4187 0.2143

190 0.2541

200 0.3011

210 0.3573

220 0.4244

230 0.5032

Table 3.2: Second diagonal element R22
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Chapter 4

LPV design

4.1 Linear Parameter-Varying (LPV) system

A linear parameter-varying (LPV) system is a linear state-space model whose dy-

namics vary as a function of certain time-varying parameters called scheduling para-

meters.

The LPV model is represented in Matlab in a state-space form using coefficients

that are parameter dependent. The equations that represent an LPV are:

dx(t) = A(p)x(t) +B(p)u(t)

y(t) = C(p)x(t) +D(p)u(t)

x(0) = x0

(4.1)

where:

• u(t) are the inputs

• y(t) are the outputs

• x(t) are the model states with initial value x0

• dx(t) is the state derivative vector

• A(p), B(p), C(p) and D(p) are the state-space matrixes parametrized by the

scheduling parameter vector p.

In general the parameters p = p(t) are scalar-valued quantities that can be

functions of time, inputs, states and constants. In this thesis work two parameters

have being used:

• the aircraft airspeed V

• the nacelle angle ψn
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therefore parameters form a vector of dimension two. The operating space over

which the LPV model is defined is constructed by this two continuous variables.

The LPV block in Simulink implements a grid-based representation, meaning

that a grid of parameter values has to be consider. In other terms, at each point of

the grid the parameter vector assume certain values, for example p = [V ∗ ψ∗n].

Here V depends on states X(13) and X(14) (Vx and Vz) as can be seen in the lin-

earization 3.12 and it’s also function of time. The nacelles angle ψn is a reference

signal and therefore it’s a given function of time. The software then interpolates the

values of the scheduling variables through the operating space. Also at each grid

point is associated the corresponding linear system as a state-space model object.

To sum up, to define an LPV system one has to define an array of state-space

models with operating points information. The information on the scheduling vari-

ables is extracted from the SamplingGrid property of the LTI array, where the

SamplingGrid property it’s in fact a property that tracks the scheduling variable

values associated with each model in the array. The scheduling variables define the

LPV models grid. Finally the LPV block uses this LTI array with data interpolation

and extrapolation techniques for simulation. Figure 4.1 from [5] depict a grid in the

two scheduling variables α and V .

Figure 4.1: Example of a two parameters grid

Each donut in figure 4.1 represents a local LTI model, and the connecting curves

represent the interpolation rules. The abscissa and ordinate of the surface are the

scheduling parameters (α, V ) in this particular example.
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Further operating point information can be feeded at each grid point. This ad-

ditional data are known as offsets in the dx, x, u and y variables. This form that

include offset information is known as affine form of the LPV model.

The offset extended LPV representation is mathematically described by the fol-

lowing equations:

ẋ(t) = A(p)x(t) +B(p)u(t) + (ẋ(p)−A(p)x(p) +B(p)u(p))

y(t) = C(p)x(t) +D(p)u(t) + (y(p)− C(p)x(p) +D(p)u(p))

x(0) = x0

(4.2)

where ẋ(p), x(p), u(p), y(p) are the offsets in the values of ẋ(t), x(t), u(t), y(t) at a

given parameter value p = p(t).

In this work ẋ(p) is always null due to the XV-15 models static trim conditions. Ex-

amples of x(p) vectors are reported in appendix C. All LPV input offsets u(p) are

null 2-by-1 vectors because input vector components are the pilot command deriv-

atives u̇COLL and u̇CY CL. y(p) are not relevant offsets because V and Pv quantities

has been non-linearly recomputed with Simulink blocks starting from states values,

as explained in section 5.1.

4.2 LPV interpolation and extrapolation

When the scheduling parameters are located away from their grid locations an in-

terpolation of the state-space models and offsets is made by the LPV block. There

are three different interpolation methods available:

• flat : choose the state-space and offset data at the grid point closest, but not

larger than, the current point. The current point is the value of the scheduling

parameters at current time p(t*);

• nearest : choose the state-space and offset data at the closest grid point in the

scheduling space;

• linear : obtain state-space and offset data by linear interpolation of the nearest

2d neighbors in the scheduling space, where d is the number of scheduling para-

meters. In this work d = 2.

Figure 4.2 shows these three different interpolation types comparing the actual

pitch θ of the tiltrotor to the interpolated θ offset. The tracking task requested is

increasing the aircraft speed from 30 to 55 Kn in helicopter configuration.
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Figure 4.2: LPV interpolation methods

For regular grids of scheduling parameter values the default interpolation scheme

is linear but for irregular grids only the nearest interpolation scheme is available.

The linear method provides the highest accuracy but takes longer to compute.

The flat and nearest methods are good for models that have mode-switching dy-

namics but they are less accurate then the linear method. Their step interpolations

of state-space models and offset easily trigger spurious leaps during simulations. In

this thesis work this problem is even more present because control inputs are com-

mand derivatives.

It’s then preferable to use a linear interpolation method but the LTI models grid

available is of irregular type. This can easily be understood looking at figure 4.3.

The XV-15 models array covers just the corridor envelope, therefore all the grid

points external to the corridor have no state-space model and offsets associated. So

the grid it’s irregular.

To avail of the linear interpolation method and its better accuracy the irregular

grid has been transformed to a regular grid through an artifice. Figure 4.4 represents
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(a) Regular grid (b) Irregular grid

Figure 4.3: LPV grid types

this procedure: the grid points with no models associated (+) have been padded (©)

with the lowest or highest speed model for a given nacelles angle.

Figure 4.4: Padding to obtain a regular grid.

Each colored circle propragates the first or last model (∗) in the row.

Obviously this padding procedure to obtain a regular grid doesn’t lead to a

correct state-space interpolated model if simulation occurs outside the conversion

corridor or close to its borders. Nevertheless the error simulating near to corridor

borders is small and most simulations don’t go close to the corridor boundaries. Said

so, it’s judge useful to avail of a linear interpolation.

Filling the grid with models in this manner can also be seen as choosing the clip

extrapolation method within the LPV block. If selected, this extrapolation method

disables extrapolation (makes a flat extrapolation) and returns the data correspond-

ing to the last available scheduling grid point that is closest to the current point.
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Chapter 5

Simulink implementation

5.1 Model description

The simulink model adopt the scheme reported in figure 3.2 with the main differ-

ence that the gain matrix K and the Sys0 augmented plant block are here linearly

interpolated in the parameter value p(t): Starting from the left part of the scheme,

Figure 5.1: Simulink model

there are the vertical position Pv, the airspeed V and the nacelles angle ψn refer-

ence signals. The Pv reference is always set to zero because in this thesis work only

conversion manoeuvres at a steady sea level altitude are studied. However the Pv
reference can be used to simulate also climbs and descents of the tiltrotor.

After reference signals are fed they are subtracted by the actual Pv and V of the air-

craft. This difference gives the two element error vector, which integrated becomes

the xi state vector.

xi is the last part of the full-state vector χ. The first part of χ is composed by x−x0,
where x0 contains all simulation initial state values excluding those of xi which are

null at simulation start.
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The interpolated K matrix is switched in sign and multiplied by χ giving the com-

mands derivative vector u̇p. This last is the input vector of the LPV block, which

then outputs:

• y: the Pv and V linearized quantities

• x: all state vector excluded xi

• SS: a state-space system which is the linear 2d interpolation of the state-space

neighbours

• Offset: linear 2d interpolation of the offset vector neighbours.

The Plots block is organised to visualize all the quantities of interest. In particular

the speed of the aircraft that is described in body axes through the states Vx and

Vz is transformed in earth axes using simulink trigonometric non linear blocks. The

results are defined as Vh and Vv and through integration of the last a non-linear

reconstruction of Pv is made. Furthermore, a non-linear reconstruction of the aircraft

airspeed is calculated as follows:

V =
√
V 2
x + V 2

z (5.1)

For a more accurate simulation these Pv and V non-linearly reconstructed quantities

are then used as feedbacks and parameters instead of use the corresponding linearized

quantities although the differences between non-linear and linear Pv and V remain

contained in simulations. Figure 5.2 shows that the main differences are present in

Pv reconstruction but they are contained within about seven feet.

Figure 5.2: Nonlinear/linear airspeed and altitude reconstruction
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As can be seen from figure 5.3 V has the double role of feedback and parameter

variable.

Figure 5.3: V feedback and parameter path

Pv is instead used only as feedback, as shown in figure 5.4.

Figure 5.4: Pv feedback path

The second parameter passed at K and LPV blocks is ψn Ref as can be seen in

figure 5.5. The ψn reference goes through a Nacelles Dynamic block before reach K

and LPV blocks. This block is basically constituted by the following second order

transfer function:

GN (s) =
1

(T1s+ 1)(T2s+ 1)
(5.2)

where:

T1 = 0.3s

T2 = 0.5s
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Figure 5.5: ψref parameter path

The introduction of this dynamic allow to smooth the ψn reference, passing from

a C0 segmented curve to a C1 curve as can be seen in figure 5.6. This imitate

the true nacelles actuation dynamic which has a transitory due to nacelles inertia

and limited actuation power. Anyway this modelling doesn’t reproduce the exact

nacelles dynamic for which sufficient data were not available.

Figure 5.6: ψref before and after the nacelles dynamic block
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5.1.1 Gain matrixes interpolation

The gain matrix block differs from the LPV block principally because it doesn’t

comprehend offsets. As in the LPV block the interpolation is done trough the para-

meters p(t), interpolating the 2d gain matrix K neighbours. Both interpolation and

extrapolation are set to linear. Figure 5.7 presents the content of the K interpolation

block.

Figure 5.7: Gain matrix interpolation block subsystem

While in the LPV block the linear interpolation is automatically handled by the

software, here it has been done using the Prelookup tables and the Interpolate Matrix

blocks showed in figure 5.7. The Interpolate Matrix block is of the kind Interpolation

Using Prelookup block and works always together with prelookup tables having these

two blocks a distributed algorithm.

The prelookup table receives one parameter and outputs an index k and a fraction

f. The index k represents the interval in which the parameter p(t) is situated in

the p(t) linear grid while the fraction f represents the normalized position of p(t)

inside the interval, ranging in values 0 ≤ f < 1. Feeding the resulting indexes and

fractions values into the Interpolate Matrix block the 2d linear interpolation of the

gain matrix K is obtained. The last operation done in the gain matrix subsystem is

the multiplication between -K and the state vector χ (χ is represented by input 1).

The subsystem then outputs u̇p through output 1.
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5.2 Full conversion results

A typical full conversion manoeuvre it’s described in 6.2. The analysis that follows

illustrates how the most significant states varies during this manoeuvre and when

possible these quantities are compared with their offsets, that represent how the

quantities should vary if the manoeuvre would take an infinite time.

The ψn values varies as described by the blue curve in figure 5.6 while the airspeed

V has the trend reported in figure 5.8. The airspeed reference is chased quite well

Figure 5.8: Airspeed V in the typical conversion manoeuvre

considering that the aircraft speed stays close to the reference during the whole

conversion. The third dashed green curve is practically overlying the aircraft speed

indicating that at each moment the V linear interpolation of the 2d neighbour offsets

corresponds with the tiltrotor airspeed V.

Another important variable to track is Pv. Figure 5.9 reports it’s trend.
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Figure 5.9: Vertical position Pv in the typical conversion manoeuvre

The dashed green curve represents the constantly null reference (and offset) while

the blue curve represents the actual Pv course in the simulation. The maximum ver-

tical position variation is of about 8 ft that can be regarded as a good altitude

tracking.

The pitch state represent another important quantity describing the flight mech-

anics of the tiltrotor during conversion. Figure 5.10 reports θ course and its associ-

ated offset. It’s interesting noting how the pitch value differs from offset especially

in the first part of the simulation. This pronounced nose down situation at the

beginning of the simulation it’s needed to cope with the rapidly increasing V ref-

erence. With this negative pitch angle an additional horizontal thrust by rotors

is obtained and the aircraft can gain speed even more quickly then with the only

nacelles rotation.
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Figure 5.10: Pitch θ in the typical conversion manoeuvre
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Chapter 6

Conversion optimization

6.1 Optimization goals

The conversion manoeuvre can be optimized on several aspects. The most interest-

ing goals that can be considered are:

• Minimization of blades flapping

• Maximization of manoeuvre safety

• Simplification of pilot commands necessary to execute the manoeuvre

• Minimization of manoeuvre required time

The minimization of blades flapping is an interesting goal because it imply more

than one advantage. If the medium blades flapping on a rotor revolution is contained

the blades root stress will be contained too, without taking into account inertial loads

due to elastic flapping modes. Furthermore, a contained blades flapping guarantee

a safe tip blade - wing clearance and can also prolong the fatigue life of the rubber

hub spring that realize the gimbal joint. Minimizing the cosine and sine gimbal

states (X(4) and X(5)) is possible to minimize the medium blades flapping on a

rotor revolution. With the scope of unify X(4) and X(5), the flapping minimization

can be obtained through the single goal optimization with figure of merit:

Xg =
√
X(4)2 +X(5)2 (6.1)

Before optimize the conversion manoeuvre it’s important to understand how this

is executed today and how model states vary adopting this typical conversion path.
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6.2 Typical conversion manoeuvre definition

Today AW-609 typical conversion manoeuvre starts with a hover at about 20 ft. In

a helicopter the initial speed for a normal take-off is gained pushing forward the

ciclyc stick while in the tiltrotor the pilot holds the nacelle switch forward for a few

seconds resulting in a nacelles rotation from 90◦ to about 82◦. So while in a heli-

copter the rotor thrust is tilted forward by the TPP forward tilting and by imposing

a nose down attitude, in the tiltrotor the rotors thrust is tilted forward mainly by

the nacelles tilting, maintaining a quite neutral attitude. It has to be noted that

in this flight phase the pilot is asked to hold the conversion switch in order to tilt

the nacelles so the pilot can select any angle between 90◦ and 75◦ simply realising

the switch at the right moment. This nacelles control method it’s valid from 90◦ to

75◦ and the nacelles tilt of one degree for each second the pilot holds the switch (1

deg/s nacelles tilting rate).

With this 82◦ slightly forward nacelles setting the tiltrotor accelerates reaching an

airspeed of about 40 Kn. Keeping forward the nacelles switch again, nacelles rotates

until the 75◦ where they automatically stops. This automatic stop prevents to get

into the dangerous situation where nacelles are tilted to less than 75◦ but the aircraft

is slow, close to the lower corridor boundary where stall can occur.

With nacelles still at 75◦ the aircraft reaches an airspeed of about 80 Kn and then

the pilot gives a single input (without holding the switch) rotating the nacelles to

50◦ at a 3 deg/s nacelles rate. Maintaining this nacelles angle the aircraft reaches

about 130 Kn. It’s then time to complete the conversion giving another single input

to the switch and bringing the nacelles in the 0◦ locked position, again at a 3 deg/s

nacelles rate. At this point the aircraft has a speed of about 150 Kn and can acceler-

ate and exit from conversion corridor at the speed of 170 Kn. When the tiltrotor is

close to this speed the pilot gives a last input to the nacelles switch, lowering rotors

RPM.

After each nacelles rotation there is a pause time in which the aircraft continue to

increase its speed to reach the new desired velocity. These happens because typically

the aircraft required time to accelerate from one desired speed to the next is bigger

than the time required to tilt the nacelles. The typical conversion manoeuvre is

therefore accomplished at steps as can be seen in figure 6.1. The red dash-dot line

represents the simulation reference while the red thick continuous line represents

the corridor path that the pilot has been able to achieve. The dashed black line

represents the conversion corridor center.

The tracking signals necessary to create the reference reported in figure 6.1 are

reported along with the time vector in table 6.1. This vector is determined by the

nacelles rotational speed and by the aircraft acceleration capacity at different speeds,
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Figure 6.1: Typical conversion manoeuvre path

which have been reconstructed to be those reported in table 6.2. Only in the last two

column passage (table 6.1) the time vector does not depend on this two variables: in

fact at the end of each simulation four seconds has been added to allow the aircraft

to reach the desired end speed of 170 kn.

VRef 0 24 40 61 80 104.9 130 150 170 170

ψn 90 82 82 75 75 50 50 0 0 0

t 0 8 13.3 20.3 26.6 34.9 41.2 57.9 61.9 65.9

Table 6.1: Tracking signals

ψn range [deg] 90-90 90-75 75-50 50-0 0-0

Nacelles rate [deg/s] / 1 3 3 /

Aircraft typical acceleration [Kn/s] 3 3 3 4 5

Table 6.2: Nacelles rate and aircraft acceleration in function of ψn

Therefore at simulation start going from ψn = 90◦ to ψn = 82◦ requires 8 seconds

due to nacelles rotational speed. Immediately after, maintaining the nacelles at

ψn = 82◦ and considering a typical aircraft acceleration of 3 Kn/s, a time of 5.3

seconds is required to increase the airspeed from 24 to 40 Kn. This time summed to

the initial 8 seconds gives the 13.3 seconds result in the third column of table 6.1.

Iterating this calculations is possible to recover all values in table 6.1.

65



6.3 Rotor flapping

During the typical conversion manoeuvre just defined the flapping quantity Xg

defined in eq. 6.1 assumes the values reported in figure 6.2. In the graph legend are

reported the maximum Xg value, the conversion time tc that measure the time in

which the aircraft reaches the airplane configuration and the final simulation time

tf in which the aircraft attains the final required speed of 170 Kn. The value Xg(tc)

is marked with a circle.

The other most important states vary as in figure 6.3.

Figure 6.2: Xg during a typical conversion manoeuvre

As can be seen in figure 6.2 Xg has a peak in the first part of the conversion man-

oeuvre. This is due to the high value of |X(5)| (| | indicates the absolute value)

offset at nacelles angles near to vertical and at low speed. Offset values has to be

regarded as the value that would occur if the manoeuvre is executed in an infinite

time. So Xg simulation values do not correspond to Xg offset values because of

the manoeuvre dynamics. From the 3D offset graph of |X(5)| reported in figure

6.5(b) the peak just cited is of immediate visualization. The offset trend of |X(4)|
is reported in figure 6.4.

Xg offset values can be calculated as:

XgOff
=
√
X(4)2Off +X(5)2Off (6.2)

The trend of Xg offset is reported in figure 6.6.
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Figure 6.3: Most significant state trends during a typical conversion manoeuvre

(a) |X(4)| offset 2D graph (b) |X(4)| offset 3D graph

Figure 6.4: |X(4)| offsets on corridor domain

A possible way to minimize Xg could be following the minimum Xg offset values

path. This path can easily be spotted on Xg 3D figure 6.6(b) and is reported in

figure 6.7. However the results are disappointing as can be seen in figure 6.8. In fact,

following this minimum Xg offset path the first part of the simulation reveals that
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(a) |X(5)| offset 2D graph (b) |X(5)| offset 3D graph

Figure 6.5: |X(5)| offsets on corridor domain

(a) Xg offset 2D graph (b) Xg offset 3D graph

Figure 6.6: Xg offset on corridor domain

Xg has an higher value than in the typical conversion manoeuvre exposed before.

This is due to the dynamics involved that rise the Xg values with respect to their

offset values. Also the time required to perform the conversion becomes a lot longer.

The conversion can also be done with higher nacelles rotational speed. In the angle

range from 75◦ to 0◦ the rotational speed can be selected to be 3 deg/s or 8 deg/s to

speed up the conversion. A conversion manoeuvre similar to the typical conversion

manoeuvre as corridor path but that adopts the 8 deg/s nacelles rate is shown in

figure 6.9. The Xg graph in this fast conversion presents evident oscillations and

high Xg values as can be seen in figure 6.11. In fact, the higher nacelles rate imply

a quick modification of the tiltrotor configuration forcing the pilot to act faster and

more abruptly on commands to keep the aircraft at a level attitude and at a steady

altitude while the aircraft accelerates. Figure 6.10 shows this wide and fast action
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(a) 2D path (b) 3D path

Figure 6.7: Minimum Xg path on conversion corridor

Figure 6.8: Xg trend following the min Xg offset path

on controls. This more powerful commanding amplifies Xg oscillations leading to

the results shown in figure 6.11. So a strict correlation exists between nacelles rate

and Xg oscillations: the more the rate the higher the Xg peak values.

Therefore a good strategy for minimizingXg can be choose a low nacelles rotation

rate, as 2 deg/s. Also slowing down the nacelles rotational speed permits to execute

the conversion without having to pause after a nacelles rotation waiting for the

aircraft to reach an higher speed, adequate for a further nacelle tilting. The resulting

conversion corridor path is no more at steps but a quite straight curve as that

reported in figure 6.12. Xg trend with this 2 deg/s nacelles tilting rate is reported

in figure 6.13. As can be seen oscillations are reduced but initial high Xg values
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Figure 6.9: 8 deg/s nacelles rate conversion path

Figure 6.10: 8 deg/s nacelles rate conversion command histories

remain.

It would exist a particular path that can reduce this Xg initial peak, so an

optimization is implemented to explore several path possibilities and find the best
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Figure 6.11: 8 deg/s nacelles rate Xg trend

Figure 6.12: 2 deg/s nacelles rate conversion path

one. At this scope the GA Matlab Genetic Algorithm is used, imposing a 1 deg/s

nacelles rate from 90◦ to 75◦ and a 3 deg/s rate from 75◦ to 0◦. The optimizer figure

of merit is:

F = min

(
1

Tf

∫ Tf

0
Xg(t) dt

)
(6.3)

Instead of minimizing the maximum Xg value it has been preferred to minimize the

area underneath the Xg curve because the Xg maximum value at the end of the op-

timization was going to be one of the high values at the beginning of the simulation

preventing then to find a path that also minimize Xg after this first conversion part.

Also, the division by the final simulation time Tf allow to have a figure of merit that

is less dependent on the conversion required time.
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Figure 6.13: 2 deg/s nacelles rate Xg trend

The optimization boundaries are composed by lower and upper speed limits at dif-

ferent ψn. The boundary values are reported in table 6.3 and they are represented

with thick red lines in figure 6.14. The set of linear inequalities 6.4 completes the

optimization constrains set forcing the optimizer to find a conversion path in which

the airspeed monotonically increases while the nacelles angle decreases.

ψn Lower boundaries Upper boundaries

90 0 110

82 0 120

75 62 130

50 87 153

Table 6.3: Lower and upper speed boundaries

1 −1 0 0

0 1 −1 0

0 0 1 −1



Vψn=90◦

Vψn=82◦

Vψn=75◦

Vψn=50◦

 ≤

−24

−21

−25

 (6.4)

Considering the first inequality:

Vψn=82◦ − Vψn=90◦ ≥ 24

The known term derive from the fact that a nacelles rate of 1 deg/s and an

aircraft acceleration of 3 Kn/s have been considered in the first conversion part.
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Tilting the nacelles from ψn = 90◦ to ψn = 82◦ with such rotational speed requires 8

seconds, that multiplied by the aircraft acceleration gives 24 Kn gained speed. With

similar consideration is possible to calculate the other known terms in 6.4.

The optimizer tries span almost all the conversion corridor as can be seen in figure

6.14 and the optimal conversion path returned is that reported in figure 6.15. The

Xg trend for this optimal path is represented in figure 6.16. As can be seen from

Figure 6.14: Optimizer path tries

Figure 6.15: Optimizer path choice

figure 6.15 the optimizer finds a conversion path similar to the typical conversion

manoeuvre and with similar Xg results. In fact Xg oscillations are present in the

same amount as in the typical conversion manoeuvre, indicating a similar pilot

control effort for both conversion paths. Most important, the maximum Xg value

is the same, indicating there’s no optimal path that can avoid this initial high Xg
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Figure 6.16: Xg trend for the optimized path

value.

This optimization limitation can be understood looking at the Xg offset trend. In

the initial phase of the conversion the manoeuvre is sufficiently slow to have a Xg

trend very close to the Xg offset trend, as shown in picture 6.17. Therefore Xg

values can eventually be lower of Xg offset values but only for a small amount.

Figure 6.17: Xg offset and Xg trends
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6.4 Manoeuvre safety

The conversion manoeuvre safety is maximized when the aircraft conversion path

coincides with the middle of the conversion corridor. In fact this guarantee the max-

imum safety margin from stall and from high speed boundaries.

Figure 6.18 shows a conversion path very close to the middle of the corridor. In

this conversion the nacelles are tilted at steps with a rate of 3 deg/s and the pilot has

to pay attention to regulate the aircraft speed to stay in the corridor center. This

is not an easy task because of the different aircraft accelerations required in the

different conversion phases. Figure 6.19 reports the required aircraft acceleration to

stay in the middle of the corridor.

Figure 6.18: Center corridor conversion path with 3 deg/s nacelles rate

The pilot control effort to execute the manoeuvre is comparable with that ne-

cessary to execute the typical conversion manoeuvre as can be seen from command

and command derivative histories in figure 6.20.

The manoeuvre just exposed effectively maximizes the conversion safety main-

taining the aircraft in the middle of the corridor. A moderate pilot control effort is

necessary for stabilizing and tracking the aircraft speed as in the typical conversion

case. A more penalizing factor is the time required to accomplish the conversion,

that reaches 60.2 seconds. The medium flapping Xg has the same maximum value

as for the typical conversion and also oscillations are similar to that in the typical

conversion case. Xg trend is reported in figure 6.21.
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Figure 6.19: Required aircraft acceleration profile

Figure 6.20: Corridor center command histories
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Figure 6.21: Corridor center Xg trend

Another possible choice to execute the conversion manoeuvre staying as close

as possible to the corridor center is to select a certain aircraft acceleration story as

that reported in table 6.2 and adjust the nacelles angle as the aircraft gains speed.

This would be possible with an automatic control of nacelles angle with the aircraft

speed. This automatic nacelles control would act from 82◦ to 0◦ on pilot request.

The new conversion pilot procedure would occur as:

• hold the conversion switch to bring the nacelles from 90◦ to 82◦

• reach a speed of about 60 Kn that corresponds to the corridor center at this

nacelles angle

• engaging the automatic nacelles control tilting further the nacelles holding the

switch for a couple of seconds

• keep a level attitude while the nacelles tilt conformally to airspeed, mantaining

automatically the aircraft in the corridor center

• once reached the airplane configuration, another input to the switch lowers the

rotor RPM.

This conversion method have three basic advantages:

1. Less pilot work required. The nacelles are automatically tilted in function of

the aircraft speed eliminating the pilot task to keep the aircraft within the

conversion corridor. Also the pilot has no more to use the switch at 75◦ and

at 50◦ nacelles angles.

77



2. It is a safer conversion manoeuvre because there is no possible pilot error in

maintaining the aircraft within the corridor. Furthermore the aircraft stays

on the corridor center during the manoeuvre.

3. A faster conversion is possible. The aircraft acceleration profile is more omo-

geneus. The aircarft continually accelerates reaching the airplane configuration

in less time compared to the case with a fixed nacelles rate of 3 deg/s.

This nacelles control strategy imply a rotating nacelles speed that varies at steps

along the conversion. Figure 6.22 report the aircraft corridor path using this pro-

posed conversion scheme. The nacelles rate steps are reported in figure 6.23. As can

Figure 6.22: Center corridor conversion path with typical acceleration profile

be seen in figure 6.23, in the last conversion part nacelles rotational speed assumes

a high value as 12.3 deg/s. This high nacelles rate is required to keep the aircraft

in the middle of the conversion corridor. In fact, from 50◦ to 0◦ nacelles angle is

assumed that the aircraft accelerates at 4 Kn/s and the aircraft speed at ψn = 50◦

is close to the speed at ψn = 0◦. So, in just about 4 seconds the nacelles have to

tilt of 50 degrees implying a nacelles rate of about 12.3 deg/s. This also imply a

very quick change in the aircraft configuration and then a fast commanding action

by the pilot to keep the aircraft trimmed. Looking at picture 6.24 is possible to see

an increased pilot action in this last conversion phase. At this high nacelles rate in

the last part of the conversion corresponds also high Xg oscillations, as shown in

figure 6.25. To overcome this fast nacelles rate problem one can reduce the aircraft

acceleration in the last part of the conversion but this would cause to increase the

total time required by the manoeuvre and the effort by the pilot to retain the aircraft

acceleration.
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Figure 6.23: Nacelles rotational speed

Figure 6.24: Center corridor with typical acceleration command histories
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Figure 6.25: Center corridor with typical acceleration Xg trend

However it is going to be shown in 6.5 that slightly modifying the conversion

path remaining anyway close to the middle of the corridor is possible to maintain a

typical acceleration profile and at the same time obtain a more homogeneous nacelles

rate.

6.4.1 Near stall manoeuvre

It appears to exist a certain pilots tendency to execute the manoeuvre staying close

to the conversion corridor left boundary which represents the stall limit. This con-

version path is reproduced in figure 6.26.

Figure 6.26: Near stall conversion path
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The commands imparted by the pilot to execute the manoeuvre are reported in

6.27 while the Xg trend is reported in figure 6.28.

Figure 6.27: Near stall conversion command histories

Figure 6.28: Near stall conversion Xg trend
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Looking at figures 6.26 and 6.27 it seems there is no reason why pilots are

induced to follow this conversion path. In fact, during almost all the manoeuvre

the safety margin is very limited and a particularly dangerous situation happens

when the aircraft reaches the 50◦ nacelles angle, where the wing is producing a large

part of the lift but the aircraft is very close to the stall limit. Also looking at the

command histories is possible to see how the lower aircraft longitudinal stability due

to low airspeed implies a more powerful commanding with respect to the standard

manoeuvre, especially for the cyclic control.

One reason to choose this near stall conversion could be the less time required to

complete the conversion. Figure 6.28 shows that the time required to accomplish this

manoeuvre is of only 48.8 seconds while the typical conversion manoeuvre requires

59.7 seconds. Along with this reduced time to complete the conversion, pilots could

be induced to the near stall manoeuvre because of the less power required.

Anyway, these reasons do not justify the poor safety of the manoeuvre, which should

be avoided.

6.5 Improved conversion manoeuvre

Slightly modifying the conversion path of the second manoeuvre exposed in 6.4 is

possible to achieve a conversion manoeuvre that have several advantages albeit mak-

ing some compromises.

To slow down the nacelles rotational speed maintaining the desired aircraft ac-

celeration of 4 Kn/s in the last part of the conversion it’s required to distance the

reference speed at 50◦ and at 0◦ nacelles angles. The more this two reference speeds

differs the more time is available to tilt the nacelles of the last 50 degrees, allowing

for a lower nacelles rate.

A logical conclusion is to define a new airspeed - nacelles angle relation in which the

reference speed at ψn = 50◦ is less than the center corridor speed at this nacelles

angle while the reference speed at ψn = 0◦ is more than that indicated by the center

corridor at 0◦ nacelles angle. In other words, the aircraft conversion corridor path

is less vertical and intersect the corridor center line going from the upper left to

the lower right in this last conversion phase. This new reference path is reported in

figure 6.29.

It is clear from figure 6.29 that this new reference imply a compromise for the

manoeuvre safety. In fact the aircraft is no more exactly in the middle of the

corridor but it stays within a speed band about the center. Considering that the

nacelles angle is automatically controlled this approach decreases manoeuvre safety
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Figure 6.29: Improved conversion reference path

very little. The aircraft is in fact closer to the corridor boundaries but the nacelles

automatic control will ensure that the aircraft stays within the corridor.

The reference curve in figure 6.29 has been determined again by the GA Matlab

optimizer. The optimizer has been set to minimize control derivatives in order to

minimize the pilot control effort during the manoeuvre. Therefore the optimizer

figure of merit is:

F = min

(
1

Tf

∫ Tf

0
|u̇COLL(t)|+ |u̇CY CL(t)| dt

)
(6.5)

The optimization boundaries are defined as in table 6.4. The boundaries are

designed to force the optimizer to find a path that effectively minimize control de-

rivatives but at the same time stays close enough to the corridor center.

ψn Lower boundaries Corridor center Upper boundaries

82 57.4-15 57.4 57.4+10

75 83.2-10 83.2 83.2+15

50 118.7-15 118.7 118.7+5

0 135-5 135 135+15

Table 6.4: Optimization boundaries about corridor center

The optimization boundaries define then a band that is around the corridor

center. This band is more tight where the corridor is narrower so the width of the

band is not uniform. Also the band has been designed to guarantee an increasing

speed path while the nacelles angle decreases. Figure 6.30 shows the band borders

in thick red lines and the optimizer tries to find the optimal reference.
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Figure 6.30: Optimizer tries

The improved conversion path returned by the optimizer is reported in figure

6.31.

Figure 6.31: Improved conversion path

The commands history presents oscillations similar to that present in the typical

conversion manoeuvre as can be seen in figure 6.32. The command derivatives

reach a maximum value of about 1.5 in/s which is considered acceptable. As in

all manoeuvre exposed, also in this improved manoeuvre the commands frequency

content stays within the pilot bandwidth as shown in figure 6.33. The commands

spectrum shown in this picture is very similar to that of the typical conversion

manoeuvre, reported in figure 3.7. This brief commands analysis shows that the

command histories of both conversions are easily replicable by a helicopter pilot.
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Figure 6.32: Improved conversion manoeuvre command histories

Figure 6.33: Improved conversion manoeuvre commands spectrum
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The restrained nacelles rotational speed implies a moderate oscillating Xg, as

shown in figure 6.34. As can be seen the conversion time is reduced by about eleven

seconds, going from 59.7 to 48.6 seconds. Moreover, this equals the time required

to accomplish the near stall conversion manoeuvre introduced in 6.4.1.

Figure 6.34: Improved conversion manoeuvre Xg trend

Then this new conversion strategy just introduced has the following advantages:

• the aircraft stays sufficiently close to the corridor center and therefore the

manoeuvre safety is respected

• pilot control effort is reduced because of the lower nacelles tilting rate and the

automatic nacelles control

• the aircraft acceleration profile continually increases as that reported in table

6.2, implying a reduced conversion time.
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Chapter 7

Conclusions and future

developments

This work has shown the effectiveness of the LPV technique in reconstructing the

aircraft nonlinear dynamics starting from a database of LTI models of the tiltrotor.

The virtual pilot model derived from the Modified Optimal Control pilot Model

(MOCM) can effectively stabilize the aircraft and track the conversion reference

imparting commands reproducible by a real helicopter pilot. Therefore the closed

loop system XV-15 LPV model − virtual pilot fairly represents the true aircraft

dynamics during a conversion manoeuvre. Optimization results in section 6.3 show

that in the first conversion part it’s only possible to limit the maximum Xg values

to be close to Xg offset (or trim) values, assuming a low nacelles rate as 1 deg/s.

It has also been shown a direct correlation between the nacelles angle rate and the

high Xg values due to Xg oscillation. Therefore to contain the blades flapping it’s

essential to keep the nacelles rotational speed as low as possible during the whole

conversion. The manoeuvre safety maximization has been discussed in section 6.4.

Results show that it’s possible to maximize the manoeuvre safety staying at the

center of the conversion corridor but this imply a restrained aircraft acceleration,

leading to more pilot effort and more time required to complete the conversion. If

instead a typical acceleration profile is adopted then the last part of the conversion

needs a high nacelles rotational speed leading to abrupt pilot commands and high

Xg values due to oscillations. Then a compromise solution has been proposed in

section 6.5. Deviating slightly the aircraft path from the corridor center is possible

to achieve a conversion manoeuvre that guarantee safety, have an Xg trend similar

to that of a typical conversion, reduce pilot workload in tracking the corridor ref-

erence path and also reduce the time required to complete the conversion of about

eleven seconds. These manoeuvre improvements have been achieved thanks to the

significant modifications introduced with respect to the standard manoeuvre.
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Future developments of this work could be the in depth study of the nacelles

automatic control system and its pilot interface required to perform the optimal

manoeuvre proposed. Exploiting the complete XV-15 state-space models inclusive

of both rotor and of antisymmetric modes it would be possible to study antisym-

metric manoeuvres following the same implementation scheme used in this work to

simulate the conversion manoeuvre. It is also possible to study the blades root stress

including in the state-space models higher frequency rotor modes. Also, simulation

results should be validated through a non-linear model of the aircraft, operation

that cannot be performed using the CAMRAD/JA software with which state-space

models have been created.
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Appendix A

State-Space models

Some state-space models of the XV-15 models database are reported below. Models

inputs are uCOLL and uCY CL. The states list is reported in table 2.1.
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90 Appendix A. State-Space models

State-space model at V = 0 Kn, ψ = 90◦:
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State-space model at V = 50 Kn, ψ = 90◦:



92 Appendix A. State-Space models

State-space model at V = 90 Kn, ψ = 75◦:
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State-space model at V = 120 Kn, ψ = 60◦:



94 Appendix A. State-Space models

State-space model at V = 150 Kn, ψ = 30◦:
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State-space model at V = 180 Kn, ψ = 0◦:



96 Appendix A. State-Space models



Appendix B

Control chain flexibility

The following table reports the ∆f values in degrees on trim points.
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98 Appendix B. Control chain flexibility

V [Kn] ψ = 90◦ ψ = 75◦ ψ = 60◦ ψ = 30◦ ψ = 0◦

0 -3.3817

5 -3.3785

10 -3.3829

20 -3.3829

30 -3.3811 -3.3512

40 -3.3775 -3.3212

50 -3.3760 -3.3105

60 -3.3991 -3.3011 -3.2261

70 -3.4166 -3.3103 -3.2414

80 -3.4977 -3.3513 -3.2762

90 -3.5765 -3.4001 -3.3524 -3.4476

100 -3.6888 -3.4744 -3.4260 -3.5305

110 -3.8334 -3.5727 -3.5049 -3.6001 -3.6318

120 -3.6795 -3.5969 -3.6624 -3.6818

130 -3.7831 -3.6883 -3.7157 -3.7168

140 -3.9043 -3.7652 -3.7586 -3.7420

150 -4.0368 -3.8493 -3.7948 -3.7617

160 -3.9358 -3.8308 -3.7751

170 -3.8605 -3.7854

180 -3.8877 -3.7910

190 -3.7952

200 -3.8013

210 -3.8111

220 -3.8248

230 -3.8377



Appendix C

Model Trims/Offsets

In the following table from row 1 to row 15 are reported the trim values of state-

space models in appendix A. The complete table contains instead the state offset

values used in the LPV implementation.
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100 Appendix C. Model Trims/Offsets

V [Kn]

ψn[deg]

0

90

50

90

90

75

120

60

150

30

180

0

xr(1) 0.1481 0.1296 0.1461 0.2264 0.3823 0.4805

xr(2) 0 0 0 0 0 0

xr(3) -0.0070 -0.0368 -0.0740 -0.0780 -0.0496 -0.0262

xr(4) 0.0070 0.0039 0.0214 0.0044 -0.0165 0.0204

xr(5) 0.0008 -0.0612 -0.0208 -0.0030 0.0034 0.0066

xr(6) 0.0080 -0.0795 -0.0388 -0.0380 -0.0380 0.0470

xr(7) 0 0 0 0 0 0

xr(8) 0 0 0 0 0 0

xr(9) 0 0 0 0 0 0

xr(10) 0 0 0 0 0 0

xr(11) 0 0 0 0 0 0

xr(12) 0 0 0 0 0 0

xr(13) 0 84.0687 151.6890 202.2586 252.8232 303.2713

xr(14) 0 -6.6990 -5.8883 -7.6816 -9.6020 14.2648

xr(15) 0 0 0 0 0 0

xr(16) 0 0 0 0 0 0

xr(17) 0 0 0 0 0 0

xr(18) 0 0 0 0 0 0

xr(19) 0 0 0 0 0 0

xr(20) 4.8830 4.3005 4.9267 5.9073 5.8107 1.9035

xr(21) 0.1901 1.0032 2.0612 2.3611 2.0084 0.3823



Appendix D

Gain Matrixes

Some of the LQI gain matrixes are reported below.

Gain matrix at V = 0 Kn, ψ = 90◦:

Gain matrix at V = 50 Kn, ψ = 90◦:

Gain matrix at V = 90 Kn, ψ = 75◦:
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102 Appendix D. Gain Matrixes

Gain matrix at V = 120 Kn, ψ = 60◦:

Gain matrix at V = 150 Kn, ψ = 30◦:

Gain matrix at V = 180 Kn, ψ = 0◦:
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