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ThermoSense



“Some people are thermometers, some are thermostats. You’re a thermostat.

You don’t register the temp in the room, you change it.”

André Agassi



Abstract

In the last decades, smart environments received a lot of attention both from

academic and industrial research due to the increasing demand of systems

able to automatically manage environments such as homes and buildings.

In the design of smart environments different goals are taken into account, such

as energy savings and usability. While the former is a topic widely explored both

in literature and industry, usability still has to be improved. In fact, the standard

control-based approach for environmental systems (like thermostats) does not al-

low occupants to express their real desires: in most cases they do not know their

ideal environmental settings, and the multiplicity of occupants (an issue present

inmany open spaces such as libraries, laboratories and gyms) results into an arise

of conflicts. All these issues cause an over-heating or over-cooling of the ambi-

ent, which from an economic point of view it means a monetary waste. On the

other hand, often the occupants do not have even any control on the environ-

ment, thus they remain forced to the will of building administrators and their en-

ergy savings policies, which provides no thermal comfort at all to the occupants,

ensuring them to work into an unpleasant environment. Studies prove that this

condition can drastically decrease the occupants’ productivity.

In contrast, the proposed solution is based on thermal comfort feedback: using
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a participatory sensing approach based on mobile technologies, occupants pro-

vide their actual thermal complaints, which are collected along with sensed envi-

ronmental measurements like temperature. Using machine learning techniques,

the system provides a thermal comfort model tailored for both individuals and

groups of occupants, which is then updated every time an user submits a new

complaint. Starting from this model, the system provides the best actuation in

terms of temperature that maximizes the energy savings while satisfying the ther-

mal comfort needs of the users.

Evaluation conducted through simulation gives an improvement in power con-

sumption efficiency within the range of 15-20% compared with the state-of-the-

art, while maintaining similar performance on control action and user comfort.



Sommario

Negli ultimi decenni, l’ambito degli Ambienti Smart ha ricevuto una

grande attenzione sia dalla ricerca accademico che industriale, a

causa della crescente domanda per sistemi in grado di gestire au-

tonomamente ambienti come case ed edifici. Durante la progettazione di Am-

bienti Smart entrano in gioco diversi obbiettivi, tra cui il risparmio energetico

e l’usabilità da parte degli utenti. Mentre il primo obbiettivo è un argomento

largamente esplorato sia in letteratura che in ambito industriale, la ricerca legata

all’usabilità deve ancora essere perfezionata.

Infatti, l’approccio per il controllo usato dai sistemi ambientali standard (come

i termostati) non permettono alle persone al proprio interno di esprimere i loro

reali desideri: nella maggior parte dei casi ignorano quale sia il loro setting ambi-

entale ideale, and il fatto di avere molte persone all’interno dello stesso ambiente

(problematica riscontrabile non sono negli uffici, ma anche in molti open space

come biblioteche, laboratori e palestre) può essere fonte di conflitti. Tutte queste

considerazioni causano generalmente un utilizzo sbagliato del sistema di con-

trollo, generalmente traducibile in un sovra-riscaldamento o sovra-raffreddamento

dell’ambiente, il quale da un punto di vista economico rappresenta uno spreco di

soldi. Dall’altra parte, spesso le persone non hanno la possibilità di controllare
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l’ambiente circostante, spesso rimanendo costretti alla volontà degli amminis-

tratori e delle loro politiche di risparmio che non considerano affatto il comfort

termico degli utenti, obbligandoli a lavorare in ambienti non gradevoli. E’ stato

dimostrato che questa condizione di discomfort può ridurre drasticamente la pro-

duttività dei lavoratori.

In contrasto con questa tendenza, la soluzione proposta è basata sul feedback

relativo al comfort termico degli utenti: usando un approccio participatory sens-

ing, basato su tecnologie mobile, le persone presenti in uno spazio al chiuso pos-

sono inviare lamentele sul loro stato termico. Queste lamentele vengono regis-

trate assieme a misurazioni ambientali come la temperatura. Utilizzando poi tec-

niche di machine learning, il sistema fornisce un modello di comfort termico su

misura sia individualmente a ogni singola persona sia per gruppi di persone, che

viene aggiornato ogniqualvolta un utente invia una nuova lamentela. Da questo

modello, il sistema fornisce il miglior valore di attuazione possibile in termini di

temperatura che massimizza il risparmio energetico soddisfacendo le necessità

di comfort termico degli utenti.

Valutazioni sperimentali condotte tramite simulazione indicanounmiglioramento

nell’efficienza del consumpo di potenza compreso tra il 15 e il 20% rispetto allo

stato dell’arte, il tutto conservando performance simili relativamente al controllo

ambientale e comfort degli utenti.
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CHAPTER 1
Context Definition

In this chapter, we are going to provide an introduction to the Smart Buildings and

Building Automation context, focusing on themain goals of a BuildingManagement

Systems. We are going to explain the reasons why it is important to maintain an

environment as comfortable as possible while minimizing the energy. We are going

to show also the issues and the conflicts that arise in assessing these goals.

1.1 Introduction

Nowadays, all buildings present electrical and mechanical devices for the control

of environment such as Heating, Ventilation and Air-Conditioning (HVAC)[28].

These types of systems can vary from a simple switch for powering on or off the

heating and cooling, to a classic thermostat, which is able to power itself on when

the temperature decreases over a certain threshold, to themost recent automation

systems which can learn the occupant’s preferences and control autonomously

the environment [47]. These types of computer-based control systems are gen-
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1.1. Introduction 2

erally referred as Home and Building Automation Systems (HBAS) [45]. These

controllers often offer a wide selection of functionalities apart from the environ-

mental control, such as lighting and electrical power control, fire alarm, security

automation and occupants detection.

1.1.1 Smart Building: definition, features and goals

In the context of Building Automation, the term Smart Buildings refers to those

building where there is a significant number of heterogeneous objects, such as

sensor, actuators, control devices, protocols, all of them cooperating in order to

monitor the indoor environment and to autonomously take decision actions over

it [63], with the main goal of increasing and maintaining the comfort of its occu-

pants as high and constant as possible [11]. These systems are usually controlled

by a Building Management System (BMS) able to automatically manage and self-

organize under some user-specified rules, e.g., energy saving policies [46].

Narrowing the concept of user comfort, usually, in the field of Smart Buildings,

the aspect that influent mostly the user wellness is the thermal comfort, which is

the user satisfaction with the surrounding environment with respect to the ther-

mal factors affecting it, such as temperature, humidity, ventilation, air quality.

Thus, the main goal that a Smart Building must assess is to maintain the environ-

ment in a thermal comfortable status for the occupants, or at least in a Thermal

Neutrality Zone, which is the temperature range where the users are feeling nei-

ther uncomfortable nor comfortable (see Section 1.2.1 for a formal definition of

Thermal Comfort).
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Building management systems

From an architectural point of view, a smart building can be seen as organized

into an Hardware level, a Management level and a Human Interface level [45], as

shown in Figure 1.1.

The Hardware level is composed by a network of sensors, used for collecting en-

vironmental data such as temperature, humidity, luminosity, user location, etc...,

and a network of actuators, able to modify the environment, such as HVAC sys-

tems, lights, blinds, windows. These devices can vary with respect to the amount

of “intelligence” they carry: for instance, in the market it is possible to find from

simply devices attachable to the Internet to intelligent thermostat able to learn

user occupancy patterns for automating actuation, such as Nest Learning Ther-

mostat [47], Ecobee Wifi Thermostat [19] and Honeywell Lyric Thermostat [30]

The Management level represents an abstraction layer over the Hardware level.

It is composed by a BMS which works as a gateway, gathering all the data from

the sensor network, as a decision making engine, computing the action to be ex-

ecuted, and as a deliver to these action to the actuator network. Some examples

are represented by Building Depot [2], BOSS [14] and Building Rules [44].

Finally, the most recent smart buildings provide also a human interface that can

simplify the interaction with the system. They are often developed as web-based

or smartphone app-based services, and provide the occupants with features such

as monitoring, system programming and feedback provider, such as Zonepac [4]

and Energy@Home [20].
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Figure 1.1: Standard architecture of a smart building

Environmental control

An HVAC is a system whose technology aims in providing environmental com-

fort (specifically, thermal comfort) and indoor air quality inside a building. Re-

ferring to the architecture scheme shown in Figure 1.1, they can be seen as the

main actuator for the thermal environment. In normal building, an HVAC can

usually be programmed and interacted to with a thermostat. The complexity of

these systems vary with respect to the complexity and the nature of the building:

residential buildings such as homes, apartment and hotels have simpler HVAC

systems, with a central unit, simpler and fewer policies easily editable, and an

unique thermostat. On the other hand, in complex and commercial buildings,

these implants are often distributed, with multiple central units, very strict poli-

cies editable only by the administration and with several thermostat - or not at

all.

A commonpoint between residential and commercialHVAC systems are the type

of control loop on which they work and perform the actuation over the environ-

ment: in fact, it is a traditional control loop based on set-point provided by the
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users, as shown in Figure 1.2. Modern thermostats have an underlining con-

trol loop of this type. The main problems are related to the way they interfaces

with the users. First of all, not always the users know the exact set-point for hav-

ing a sufficient satisfactory comfort and not an excessive energy consumption.

This translates often in an over-heating or over-cooling of the environment, or a

continuing interaction with the system, bringing to a waste of energy and/or not

bringing any immediate comfortable environment. Secondly, these systems do

not consider all the different preferences of the occupants: the inserted set-point

is supposed to be good for all the people inside that room or building. Thirdly,

this kind of control loop does not provide any information over the actuation, for

example the amount of energy spent.

SET-POINT CONTROLLER ACTUATORS ENVIRONMENT

Figure 1.2: Traditional set-point-based control loop.

1.2 Problem Definition

In the context of thermal environment control, as already shown in the previ-

ous section, two main goal can be identified: providing thermal comfort to all the

building occupants andminimizing the energy consumption. In the following sec-

tion we are going to briefly present a theoretical introduction to the concepts of
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thermal comfort and energy consumption, for then presenting how these are the

two main goals when considering the smart environmental control.

1.2.1 The need for thermal comfort

By definition, Thermal Comfort is a subjective response, or state of mind, where

a person expresses satisfaction with the thermal environment [56]. Its assessment

must be taken as a primary goal when designing a building, a Building Manage-

ment Systems or simply a Heating, Ventilation and Air Conditioning Systems.

Thermal Comfort is a subject that has been studied since the 1970s, and it has a

strong theoretical model based onHeat transfer and Building engineering theory.

Different models have been proposed throughout the decades. In what follows,

two of themwill be shown: The predictedmean vote (PMV)model and theAdap-

tive Comfort model.

ASHRAE Standard

TheAmerican Society ofHeating, Refrigerating, andAir-Conditioning Engineers

(ASHRAE) is the publisher of several standards and guidelines in the HVAC and

Refrigeration systems. In the Standard 55 [56], they proposed a 7-point scale for

comfort evaluation, with linguistic labels associated with each numerical value.

The scale is shown in Table 1.1. A value equals to 0 corresponds to a neutral

comfort status, or in otherwords a sensation of thermal comfort, whereas extreme

values (+3 and -3) correspond to a total discomfort. Hence, people will vote with

positive values when in hot environments and with negative values when in cold

environments.
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According to ASHRAE Standard 55, building designers must take into account

the comfort of the occupants, providing a thermal environment able to maintain

the comfort value as close as possible to 0. More specifically, a comfortable range

is accepted between -0.5 and 0.5.

Table 1.1: ASHRAE 7-point comfort scale.

predicted mean vote Linguistic Labels

+3 Hot

+2 Warm

+1 Slightly warm

0 Neutral

-1 Slightly cool

-2 Cool

-3 Cold

Static Model: PMV/PPD model

The PMV model was proposed by Fanger in 1970 [22], and later standardized

by ASHRAE in the ISO 7730 Standard [32]. It was the first predicting model

that formally related environmental and personal information to the individual

thermal sensation.

The human comfort level is predicted by a set of four environmental and two

personal variables, presented in Table 1.2.
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Table 1.2: Input parameters for the PMVmodel.

Parameters Sign Unit measure Type

Air Temperature Ta
◦C Environmental

Mean Radiant Temperature Tmrt
◦C Environmental

Relative Humidity RH % Environmental

Air Velocity Va m/s Environmental

Activity Level M met Personal

Clothing Insulation Icl clo Personal

Air Temperature It is the average temperature surrounding the occupant, de-

pending on the time and its location inside the building. It is often called dry-bulb

temperature, since it is measured with a dry-bulb thermometer, a thermometer

exposed to air but protected fromheat-source radiation andmoisture (in contrast

with the wet-bulb temperature). It is measured in degree Celsius (◦C)

Mean Radiant Temperature It is related to the amount of radiant heat trans-

ferred from a surface to the human body. It depends on the material emissivity,

that is the ability to absorb or emit heat, and temperature difference between the

object and the human body. It can be calculated from the measured tempera-

tures of the surrounding surfaces and their position with respect to the person. It

is measured in degree Celsius (◦C). Sometimes Air Temperature and Mean Ra-

diant Temperature are combined into one unique metric called Operative Tem-

perature.
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Relative Humidity It is the ratio of the amount of water vapor in the air to

the amount of water vapor in the air at a specific temperature and pressure. It is

expressed as a percentage.

Air Velocity It it is the average speed of the air to which the body is exposed,

with respect to location and time. It is usually considered uniform on the body

exposure. Being a velocity, it is measured in m/s.

Activity Level According to the ASHRAE Standard 55 [56], metabolic rate is

the level of transformation of chemical energy into heat and mechanical work

by metabolic activities within an organism, usually expressed in terms of unit

area of the total body surface. It depends on various factors, such as age, body

shape, health, food and beverage intake. It is measured in met, where 1 met =

58.2W/m2, a standard value corresponding to the energy produced per unit sur-

face area by a person at rest. ASHRAEStandard 55 (and Fanger before it) provides

tables with estimations of metabolic rates for several types of activities.

Clothing Insulation It refers to the thermal insulation provided by clothing.

Thermal insulation is the reduction of heat transfer, usually under form of heat

loss. As Activity Level, ASHRAE Standard 55 (and Fanger befor it) provides vari-

ous tables with thermal insulation values for each kind of clothing and garments.

It is measured in clo, where 1 clo = 0.155m2 · K/W , a standard value corre-

sponding to the thermal insulation provided by trousers, a long-sleveed shirt and

a jacket.

PMV model consists of a set of equations, developed on heat balance theory.
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Given the above variables, PMV model predicts the mean comfort value of a

group of occupants in the ASHRAE 7-point scale presented above 1.1.

Fanger equations are shown in the following:

PMV = (0.028 + 0.3033e−0.036M · {(M −W )− 3.05[5.733

− 0.000699(M −W )− Pa]− 0.42[(M0−W )− 58.15]

− 0.0173M(5.867− Pa)− 0.0014M(34− Ta)

− 3.96 · 10−8fcl[(Tcl + 273)4 − (Tmrt + 273)4]

− fcl · hc(Tcl − Ta}

(1.1)

where

Tcl = 35.7− 0.028(M −W )− 0.155Icl[3.9610−3fcl[(Tcl + 273)4

− (Tmrt + 273)4]− fcl · hc(Tcl − Ta)]

(1.2)

hc =


2.38(Tcl − Ta)

0.25 for 2.38(Tcl + Ta)
0.25 ≥ 12.1

√
Vair

12.1
√
Vair for 2.38(Tcl − Ta)

0.25 ≤ 12.1
√
Vair

(1.3)

Each parameter is defined as:

PMV: predicted mean vote;

M: metabolism (met);

W: rate of mechanical work ac-

complished (W/m2);

Icl: thermal insulation of clothing

(clo);

fcl: ration of the surface area of

the body when fully clothed to

the surface are of the body when

nude (clothing area), dimension-

less;
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Ta: air temperature (◦C);

Tmrt: mean radiant temperature

(◦C);

Vair: relative air velocity (m/s);

Pa: partial water vapour pressure

(Pa);

hc: convective heat transfer coef-

ficient (W/(m2 ·◦ C));

Tcl: surface temperature of cloth-

ing (◦C);

Beside the PMV, Fanger developed also a complementary index, the Predicted

Percentage of Dissatisfied (PPD), predicting the percentage of occupants that will

be dissatisfied with the thermal comfort. It is a function of the PMV, defined as

PPD = 100− 95e[−(0.3353PMV 4+0.2179PMV 2)] (1.4)

Figure 1.3 shows how the PPD value changes with respect to PMV. We can

notice one important key issue: it is impossible to satisfy all the occupants, as

proved also by analyzing Equation (1.4). Mathematically, it is not possible to get

a PPD value equals to 0%. This key point will get importance when considering

the necessity of a trade-off between energy consumption and user satisfaction.

However, ASHRAE standard recommends to maintain the PPD value less than

10%.

Fanger originally provided also various psychrometric charts that permits to com-

pute the operative temperatures and humidity ranges within which the thermal

comfort is achieved. Figure 1.4 shows an example of psychrometric chart, where

combinations between Air Temperature and Relative Humidity are shown in or-

der to highlight the comfortable region. The blue zone represents the comfort

zone with a PPD<10% and PMV between -0.5 and 0.5.
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Figure 1.3: Predicted Percentage of Dissatisfied (people).

Figure 1.4: The Psychrometric chart representing the acceptable thermal re-

gion within which a comfortable status is provided (image taken from: http:

//comfort.cbe.berkeley.edu/).

http://comfort.cbe.berkeley.edu/
http://comfort.cbe.berkeley.edu/
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The PMV/PPD model strength lies on the fact that it gives a direct tool for pre-

dicting human thermal comfort inside a building, without bothering in asking

every time the occupants their thermal comfort feedback. Several HVAC sys-

tems relying on the PMV/PPD model has been proposed in literature, as Chapter

2 will show.

However, PMV/PPD model carries various weaknesses. First of all, PMV equa-

tions are complex to solve, due to their non-linearities. This has always been an

issue for those HVAC systems based on this model. In addition, while the en-

vironmental factors can be easily measured through sensors, the personal ones

must be calculated analytically or with complex and expensive equipment [31].

To remedy to this issue, Fanger proposed a set of tables for computing easily PMV

values starting from several standard input values. Besides, several approaches

have been proposed to speed up the PMV computation [[27], [55], [23]].

Secondly, PMV/PPD model has been designed on invariant environmental con-

ditions, without considering outdoor conditions or seasonality, and considering

all the occupants with the same characteristics. The original approach takes as

fundamental that humans cannot adapt naturally to the surrounding environ-

ment, thus considering constant environment and constant occupants [58].

Adaptive Comfort model

The Adaptive Comfort model, proposed by de Dear and Brager [15], is based in-

stead on the idea that humans can adapt themselves to the surrounding environ-

ment, thus playing an active role in creating their own comfortable environment.
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This adaption can be distinguished in three main categories:

Behavioral Adjustment all the changes a person canperformonhimself (e.g.,

adding or removing a clothing layer, drinking a beverage, resting) or over

the environment (e.g., turning on/off the cooling system).

Physiological the natural adaption resulting from an exposure to a specific

thermal environment, which from a starting situation of discomfort can be-

come comfortable. It can be genetic (changes from one generation to the

others) or within an individual lifetime span (acclimatization).

Psychological it refers to an altered perception (often born as a reaction to)

of sensory information due to past experience (previous interactionwith the

control system) and expectations.

Adaptive comfort model assess the problem from an opposite point of view than

the PMV/PPD, which proposes a static approach where the environmental con-

ditions do not change over time and, moreover, where the outdoor climate is not

taken into consideration. In fact, PMV/PPD model predicts comfort temper-

ature with a reasonable accuracy in most air-conditioning buildings whereas it

fails when applying it to naturally-ventilated buildings.

Starting fromASHRAE-55 2010 Standard [57], an update of the 2004 correspond-

ing, adopted the Adaptive model by introducing the mean outdoor temperature

as input variable. Compared to the PMV/PPD model, in order to apply the adap-

tive model it is necessary that no mechanical cooling systems are working in the

controlled environment, which must be totally natural conditioned and control-

lable by the occupants. De Dear and Brager showed that in this kind of environ-
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ments, occupants are more tolerant to a wider range of temperatures.

Building occupants, whether the building is an home or an office, want to feel

comfortable with the surrounding environment. They do not want to feel an ex-

cessively hot nor cold, excessively humid nor dry environment, too much venti-

lated nor toomuch still air. They prefer a status where their body does not feel any

particular discomfort. This is obviously true for residential building, but it is also

true for commercial ones. In fact, studies show that not taking care of thermal

comfort occupants, especially in buildings, may lead to Sick Building Syndrome

symptoms, such as eye and throat irritation, headaches, fatigue, lack of concen-

tration, dryness, cough and weeze [33]. It has been shown also that not providing

a comfortable working place such as offices may reduce productivity [37]. There-

fore, it is in the managers interest to provide a comfortable environment to their

employees.

1.2.2 Energy savings in houses and offices

When designing a building, it is important to take into consideration its energy

efficiency, which is defined as:

Energy consumed
Built area

(1.5)

In reality, more factors are influent over the energy efficiency: for instance,

the material that can be reuse when the building is dismantled and, moreover,

the activity level of the building - that is, whether it is used or rarely occupied

[34]. Thus, the Equation (1.5) becomes:
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Embodied energy+Energy consumed−Energy recovered
Built area∗Utilization rate∗Quality factor

(1.6)

From Equation (1.6) it is evident how, for increasing energy efficiency, it is

possible to operate on different factors. In this thesis it has been focused on the

energy consumed factor.

For reducing the consumption of energy, several approaches are possible. First of

all, the most straight-forward is to design the building in a green way, adopting

strategies that take advantage of the surrounding environment, like orientated-

facing windows against the sun for increasing the passive solar heating and nat-

ural lighting, or using trees and landscaping for providing shade and protecting

from wind. Also, choosing insulating materials can be another effective strategy:

it has been shown that designing energy efficient materials-made windows, doors

and walls can help in reducing the heat loss.

Other approaches are identified by the adoption pf occupancy detection strate-

gies, where using technologies like Bluetooth can help in identifying whether a

building is occupied or not, and setting different energy policies as a consequence

[10].

Since themost energy consumptionderives fromHVACsystems, the design choices

when installing systems such those are fundamental. Adopting newer and more

green heat pump (like ground source) can further decrease energy consumption.

In addiction, the adoption of sustainable energy sources such as solar panels are

always effective.

Another source of energy consumption is represented by the way occupants in-

teract with the HVAC (and in second phase also to the electronic devices): often

they tend to overheat or over-cool the environment, resulting in a waste of en-
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ergy. It has been prove that making them aware about their energy consumption

is an effective first weapon in energy savings [13]. This thesis aims to provide

users an easy tool for avoiding over-heating and over-cooling. Other solutions

are analyzed in Chapter 2.

Considering the energy consumed along the energy grid, it has been shown that

the 70% is consumed by commercial buildings [1], of which an important contri-

bution is given by HVAC and lighting systems [29]. Nowadays, energy efficiency

is a concert that has been addressed also by institutions: European Commission

targeted a reduction of 20% in energy efficiency in building within 2020 and 30%

within 2030 [9].

The goal of reducing energy consumption not only has an sustainable reason, but

also an economic one: the interests of managers and company holders (as well as

families) are of course to reducing outcomes and expenses as much as possible.

1.2.3 Issues related to the thermal comfort control problem

Analyzing the traditional control loop, based on the exact set-point, we can iden-

tify three main issues:

• In residential building, themain problem is that the occupants do not know

which optimal set-point to provide to the thermostat, turning into an in-

adequate interaction with the control system. As an example, consider a

single occupant not satisfied with the environment cause he is feeling hot.

He will then set a set-point with a smaller temperature. Two cases can oc-

curs: the temperature is not small enough, meaning that the user will still
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feel uncomfortable and will have to set a new set-point; or the temperature

is too small, meaning that this time the user may start feeling cold instead

of hot, but on the other side there will be an excessive and useless energy

consumption.

• In commercial and complex building, usually occupants do not have any

kind of control over the environment, which is subjected to strict energy

savings policies from the administration. Hence, if people can not control

the environment, they can not control their own thermal comfort. This

translates into a situation that if a person is feeling uncomfortable, he re-

mains uncomfortable (unless to perform some adaptive actions) [7].

• People have different preferences about their thermal comfortable environ-

ment. When the number of people inside a room is high (for instance an

office, a library, a gym, an airport), the probability that those preferences

are conflicting drastically increase, possibly arising technical issues on the

actuation system.[5].

Generalizing from the examples presented above, we can then state that the main

problem is that the two main objectives for a thermal environment controllers,

the occupants thermal comfort and the energy consumption minimization, are

conflicting. Thus, we can see that the two goals are in a inversely proportional

relationship, that is, the energy consumption minimization decreases when the

occupant thermal comfort maximization increases. A practical example of this

relationship is the borderline case: for maximizing the thermal comfort we can

simply turn off the HVAC, but we will not provide any kind of thermal comfort to
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the occupants. This problem in the literature has been addressed extensively, and

several solutions has been proposed. Chapter 2 presents the most influent works.

1.3 Motivating example

We present now a case study to experimentally validate the problem presented in

the previous section. We conducted a survey in a study room at Politecnico di

Milano, called “Acquario”. The room has 200 seats and 12 computer desks. On

the long sides the room is provided with stained glass and two double door en-

trances. The light is provided both by natural light coming from the outside and

artificial light from the lamps attached to the walls and to the desks.

The room has a centralized HVAC systems, which can be controlled only by the

administrators from a different room. Thus, the occupants have no kind of con-

trol over the environment. In addition, the heating and cooling are subjected to

strict policies, common for all the environments in Politecnico (usually depend-

ing on specific season). This means that often the HVAC does not respond to the

actual needing of the occupants, more over in the period of the year where the

room is most occupied (e.g., during exam sessions).

We conducted the survey on May 18th, 2016, in an anonymous way. We inter-

viewed 94 people, of which 64male and 30 female. Regarding the age, only 2 were

over 30 while all the others were between an age range of 21-30 (a pretty obvious

result, since the environment is in a public university). The demographic results

are synthesized in Table 1.3

Figure 1.5 and Figure 1.6 shows the frequency with which the occupants use
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Table 1.3: General information of the survey.

Gender Age Total

Under 30 31-50

Male 62 2 64

Female 30 - 30

Total 62 2 94

the study room and the numbers of hours which they stay in there. It is interest-

ing to see that the students that stay more for a prolonged period of time are also

the students that use most frequently the study room, whereas students not used

to this study room do not stay for a long time.

0 5 10 15 20 25 30 35 40

Daily

Frequently 
(more than 5 times per month)

Rarely
(once per month)

Sometimes 
(less than 5 times per month)

Figure 1.5: Day frequency with which the occupants use the study room.

Through the survey we asked question regarding the overall environmental

satisfaction, the source of dissatisfaction and how having control over the envi-
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Less than 5 hours

0 5 10 15 20 25 30 35 40 45

1 hour or less

Less than 3 hours

More than 5 hours
(all day)

Figure 1.6: Avreage numbers of hours with which the occupants use the study

room.

ronment through HVAC accessibility could help in achieving comfort according

to the study room occupants. Regarding the overall satisfaction, the results are

shown in Figure 1.7, where appears that students in that moment were satisfied

with the environment. The cause can be identified by the fact that the room was

not too crowded, and the outside spring weather was good.

Figure 1.8 shows the percentage of whether the occupants think their com-

fort would increase if they would have access to the control system, or not. It

is interesting to see that the majority of the occupants are positively convinced

about that. Figure 1.9 shows instead if they would know how to satisfy all the oc-

cupants by choosing a standard value. Also in this case, they are convinced that

a standard value (e.g., 22◦C) could achieve a common comfortable environment,

without considering the personal difference between each individuals. Finally,

Figure 1.10 shows which factors the occupants consider most important. Unsur-

prisingly, the majority of the people thinks more of their personal comfort than

energy sustainability, which is more an administration issue.
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Figure 1.7: Overall satisfaction of the study room occupants.

No, it would be worse

34%

66%

Yes, if I am able to decide I would be comfortable

Figure 1.8: Results of the question: Do you think that having control over the

environment could help you in achieving thermal comfort?
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No. it would be a mess asking everyone

Yes. I would take a standard mean value (e.g. 22°C)

69%

31%

Figure 1.9: Results of the question: If you were able to control at least the ther-

mostat, you would know which temperature to set in order to achieve a thermal

comfort good for all?

Energy savings and sustainability

My personal thermal comfort

54%

46%

Figure 1.10: Results of the question: According to your value sets, which factors

do you consider most important?
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This results confirm our supposition regarding providing control to the oc-

cupants: they are convinced about the usefulness of having control over the en-

vironment, suggesting that providing an user-friendly and easy accessible HVAC

could satisfy them all; they tend to rely on standard value, suggesting that an

HVAC should provide a personalized comfort model; they tend to think first on

themselves, suggesting that the HVAC should provide an underlining energy sav-

ings approach.

1.4 Contribution and outline

The aim of this thesis is to provide a control engine that is able to assess the con-

flicting problem of providing thermal comfort to occupants while minimize en-

ergy consumption. As the next Chapter will present, the current approach of

let the people express their preferences through exact set-point (as most of the

thermostats allow) may arise the issues presented above. In particular, the over-

heating and over-cooling of the ambient is caused by the ignorance of the occu-

pants about they ideal temperature set-point, and the conflicts between different

preferences in shared indoor environments.

In this thesis we present ThermoSense, a complaint-based approach that changes

the paradigm of thermal comfort control, far stepping from the set-point based

approach. ThermoSense is intended to be a full middle-layer system between the

occupants and actuation system, interactingwith both, anddeciding autonomously

which is the best actuation action in terms of thermal comfort and energy effi-

ciency, relying only on the feedbacks of the occupants.

The thesis is structured as follows: Chapter 2 presents the current state of the
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art about environmental and thermal comfort control, with a focus on how they

try to assess the problem presented in the previous sections. Chapter 3 shows

the methodology behind the ThermoSense approach, while Chapter 4 focuses on

its implementation. Chapter 5 gives an insight of the tests and the simulations

conducted for the evaluation and shows the results obtained compared to the

state-of-the-art. Finally, Chapter 6 will present the conclusions of this thesis.



CHAPTER 2
State of the Art

In this chapter we are going to give an analysis of the current state-of-the-art re-

garding environmental control in smart buildings, from an historical perspective.

We start from the traditional set-point controllers towards comfort-based control,

whose solutions are the comparison with our approach.

2.1 Introduction

The environmental control problem for assessing thermal comfort in indoor en-

vironment is an old problem, since the first HVAC appeared. The initial, and

main goal, for an HVAC is to provide and maintain a comfortable environment to

the occupants. Throughout the decades, this goal has been joined to the energy

efficiency problem, that is, trying to save as most energy as possible. As shown

in Chapter 1, these two objectives are conflicting, and a trade-off is often nec-

essary. In the context of smart building, an HVAC should be able to assess this

two goals in an autonomous way. ThermoSense assesses this multi-goal problem

26
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by providing the occupants a control system which adopts a participatory sens-

ing approach, that it means that the users are involved through the collection of

their feedback, and relying only on their thermal complaintswhen deciding which

control action to take, instead of the exact numeric set-point. In addition, Ther-

moSense is developed using mobile technologies and in a distributed architecture,

thus permitting the occupants to express their feedbacks even if they are usually

not allowed to change the environmental setting, and without using a centralized

controller device such as a thermostat.

In the following section, we are going to analyze the state-of-the-art with respect

to these characteristics.

2.2 Set-point based control systems

As already shown in Chapter 1, the most widespread type of environmental con-

trol is the set-point based. This type of control system relies on the exact actuation

value (e.g., Temperature) to be set on the control device. When the value to be

controlled changes over a specific threshold, the control device actuates again,

closing the loop. Figure 2.1 shows graphically the loop.

SET-POINT CONTROLLER ACTUATORS ENVIRONMENT

Figure 2.1: Traditional set-point-based control loop.



2.2. Set-point based control systems 28

According to Mirinejad et al. [42], it is possible to classify an indoor envi-

ronment control system based on the mode of its controller. Three types of con-

trollers can be identified: Traditional Controllers, Advanced (or Adaptive) Con-

trollers and Intelligent Controllers.

2.2.1 Traditional Control

Traditional control is represented by those systems which the only aim to min-

imize the power consumption through the control of temperature, leaving the

assessment of thermal comfort to the users. Standard On/Off switch systems,

thermostats and the Proportional, Integral and Differential (PID) control are the

most used controllers, all of them allowing a simple structure and a low initial

cost, even though they do not provide enough accuracy and quality. On/Off con-

trol is the simplest one, providing only two kind of inputs and outputs: maximum

or zero. The control is completely left to the user, who switches the HVAC system

when he/she wants. They do not autonomously provide neither thermal comfort

nor energy saving.

Thermostats are able to behave autonomously on a prior user programming, and

to control the environment just on the temperature changes. The PID controller,

despite its long time, still stands thanks to the simplicity of its implementation.

Several types of PID have been developed for a HVAC systems [24, 38]. However,

these kind of controllers do not take in consideration the users thermal comfort,

which still have to provide the controller the exact personal ideal value.
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2.2.2 Advanced Control

Advanced control is able to lead to better thermal comfort and less energy con-

sumption than the traditional one. Several research has been carried out since

1980s, leading to the development of predictive, adaptive and optimal controllers.

Predictive control is able to create amodel for future disturbance [18], while adap-

tive control includes Auto-tuning PID, where the parameters of the controller are

tuned automatically based on a transfer-function model or on a set of heuristic

rules (Wang et al. [62], Dexter et al. [16]), and Non-linear control, which in turn

includes different solutions and methods (Arguello-Serrano and Vélez-Reyes [3],

Semsar-Kazerooni et al. [52]). However, the above solutions turned out to be in-

feasible in industrial application, due to the requirement of a model of the build-

ing, and some other limitations, such as the cost of control elements, the lack in

addressing the user thermal comfort and in the usability [53]. In addition, even if

the control is more accurate and precise, most of the controllers proposed in this

category do not still have any kind of autonomy in the control action.

2.2.3 Intelligent Control

Intelligent control is the most recent, started being researched in the 1990s. It in-

cludes several techniques in various fields ofArtificial Intelligence, such asModel-

based Predictive control techniques and Learning-based methods, that tries to

model the thermal comfort of the users in an optimized way.
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Model-based Predictive Control

Model-based Predictive Control (MPC) is a powerful simulation-based frame-

work for designing a common and ad-hoc energy plant controller, and it has been

successfully applied in building system controls for different plant controllers,

such as cooling [41], ventilation[64] and floor heating [35], which simulations

showed an effective energy savings. On the other hand, it often does not consider

the thermal comfort in the controller design, relying on the thermal insulation ef-

ficiency of the building instead of the feeling of the users. In addition, the required

steps (modeling, data collection, deployment) involve excessive cost if applied to

medium size buildings.

Learning-based Control

Instead of being a paradigm for designing control systems, learning-based con-

trol represents more a feature in a several industrial thermostats. It consists in

the application of machine learning techniques for allowing the control system to

learn occupants preferences and activity patterns in order to automatize the con-

trol process. Learning approaches can be applied to both Traditional, Advanced

and MPC control. Some examples of machine learning techniques are Neural

Networks [39], [43] and Support Vector Machine [48], while an iconic example

of industrial application of learning thermostat is Nest [47]. This approach can

give benefits in the overall user experience, but only in terms of autonomy of the

control action, which is still based on set-point.
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2.3 Feedback-based control systems

The feedback-based control is a paradigm which aims to bring the human in the

control loop, as Figure 2.2 shows. It falls within the concept of participatory sens-

ing, where the people contribute in creating knowledge with their own sensory

information. In this case, the people contribution is represented by their actual

thermal comfort feedbacks, often represented with the Fanger notation, which is

used for building a thermalmodel and for computing the actuation set-point. The

reasons about how this approach can be an advantage for environmental control

area have already been shown in Chapter 1. In this section we describe the most

relevant works assessing the environmental control problem with this approach.

DECISION MAKER CONTROLLER ACTUATORS ENVIRONMENTINTERPRETER

Figure 2.2: Feedback-based control loop.

The first participatory sensing solutions firstly appeared in the 90s. The two

most relevant works are represented by [17] and [27], who both proposed to use

actual thermal feedback from people for a comparison with computed PMV in-

dex. The actuation is then performed through a series of fuzzy rules, which helps

in computing the PMV index.

Most recently, different feedback-based approach have been proposed. [21] pro-

posed Thermovote, a system that adjusts estimated PMV index by comparing
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with the actual mean vote collected through smartphone application, by finding

a temperature offset that equalizes the PMVwith the occupants feedback. Despite

Thermovote does not implement any energy savings strategy, authors show how

improving thermal comfort can also potentially increase energy savings. Some

limitations to this solution is the PMV computation, which is by definition com-

putationally expensive, and the 7-scale PMV index, which can increase the pos-

sibility of bias in the overall vote.

[36] proposed an temperature-comfort correlation model, which establishes a

correlation between the comfort feedback of the occupants, collected through

a smartphone application, and the indoor and outdoor temperature. Along with

the model, it also proposed a set-point optimization algorithm which compute

the optimal temperature set-point for a group of occupants by iteratively com-

puting a temperature set-point candidate satisfying as many occupants as possi-

ble. The main problem with this solution is that this algorithm at each iteration

eliminates those occupants with the farthest temperature from the candidate one,

reducing at each step the number of satisfied people. [49] proposed a model-free

based only on the occupants feedbacks, which are simplified to be only hot/cold

complaints. All the feedbacks from the occupants are collected and merged into

a single vote, and the temperature is changed with a given step value according to

the value of the overall vote. One big limitation to this solution is the estimation

of the optimal step value in real-time, which depends both on the system charac-

teristics (the rate of cooling and heating) and on the information provided by the

users.

[25] proposed a knowledge-based approach that learns thermal comfort pref-

erences (when the user wants the environment warmer or cooler) and builds a
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zone level personalized profiles. The set-point is then calculated by solving an

optimization problem that takes into consideration also the energy consump-

tion. However, this solution only calculates a daily set-point, without considering

preferences fluctuations over the same day. A similar solution is also proposed in

[26], where occupants feedbacks, preferences and environmental information are

processed by a learning algorithm that computes the optimal set-point. Also this

solution does not implement any energy efficiency strategies inside the optimiza-

tion set-point algorithm but only adopts an energy efficiency approach when the

environment is unoccupied.

In [61] and previous works ([66], [65] and [67]), the authors proposed a so-

lution where the hot/cold complaints from the people are aggregated with the

temperature and humidity values received from the sensors in the room. The

complaints are then used to train a Multi-linear One-Class classifier, which com-

putes the borders of an hot and cold complaint region, as shown in Figure 2.3.

From these two regions, it is computed a comfort region where lies all the <

Temperature,RelativeHumidity > set-point samples that are potentially com-

fortable for all the occupants. Then, from this model, the actuation algorithm

extracts an optimal comfort set-point through minimal change principle. The

main problemwith this solution is represented by the choice of designing a classi-

fier that computes linear inequalities for representing borders that are non-linear.

This approximation brings an excessive over-fitting of the regions boundaries:

the borders appear too much tight and depending on lonely value placed in bor-

derline part of the region. This issue can be solved through other classification

techniques such as Support Vector Machines, which permits to get a non-linear

representation of these boundaries, and thus a representation of the regions that
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are more precise and closer to reality.

Figure 2.3: The thermal model proposed in [66], [65] and [67], composed by the

computed complaint and comfort regions.

2.4 Other approaches

Throughout the years, there have been proposed more approaches that do not

fall into the categories already presented. An interesting approach is represented

by personalized comfort, which intends to provide to the individuals a micro-

environment with personal parameters and preferences. This approach finds its

application in offices and rooms with personal working desks, where it is possible

to create a dedicated space for each occupant with ad-hoc devices. Representa-

tive works are [50], who proposed a system that monitors the users occupancy

and the environment surrounding it and provides heating with a dedicated de-

vice close to it, while [40] proposed a wearable device that heats specific parts of
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the body that influent massively the overall thermal comfort.

2.5 Conclusion

As shown in this Chapter, many control systems have been proposed to assess the

conflicting problem of providing thermal comfort to building occupants while

minimizing energy consumption. However, all of them lacks of different features,

from the absence of any energy consumption strategy to inefficient management

of the occupants feedbacks. Table 2.1 summarizes all the main paradigms and

approaches comparing them between each other with respect to the following

key points, already presented at the beginning of the chapter:

• Explicit and autonomous thermal comfort assessment

• Explicit and autonomous energy savings policies

• Participatory sensing approach

• Complaint-based thermal model and control action

• Mobile technology and distributed architecture

Our contribution with this thesis is to develop a similar approach to the one

presented by [61], but trying to overcome the limitations of this solution, specif-

ically the excessive over-fitting of the classification. Our solution overcomes this

issue by proposing a One-Class Support Vector Machine for classifying com-

plaints from all the users, which permits to model in a more precise way the

boundaries of the complaint regions, compared to the linear model. In addi-

tion, instead of interacting directly with the environment (thus interfacing itself
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with the actuation subsystem), the control system is intended to interact with an

already existing trigger-action based BMS [44].



CHAPTER 3
Methdology of the proposed

approach

In this chapter, we are going to explain the methodology used for the ThermoSense

approach, providing a brief insight of the theoretical foundations onwhich themethod-

ology is built upon, and describing all the steps of the workflow for obtaining the

solution of the problem described in the previous chapters.

3.1 Proposed Approach

In Chapter 1, we showed how the traditional set-point control is a source of tech-

nical issues related to thermal comfort and energy savings. First of all, occupants

do not know their ideal set-point, and this brings often to an useless over-cooling

or over-heating of the environment. Secondly, having several occupants with dif-

ferent preferences may arise conflicts between desired set-points. Lastly, it is not

so rare that these environments do not permit to change their set-points, leav-

38
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ing people unsatisfied with their thermal comfort. For all of these reasons, a new

paradigm of control is necessary. Instead of relying on precise set-point provided

by occupants and set on thermostat, key point of the ThermoSense approach is

to rely only on the user complaints regarding their actual thermal feedback, that

is, if they are feeling hot or cold. As an output, we provide a set-point that makes

the user feeling comfortable while trying to spend as less energy as possible. The

overall algorithm can be structured into the following steps:

Collects the complaints for each user.

Periodically:

Build thermal model with the collected complaints.

Extract the energy optimal set-point.

Provide the set-point to the actuation

Then the algorithm starts again from step 1. The above workflow is intended

to be a loop, starting when an occupant sends a complaint after an actuation is

performed, as Figure 3.1 shows.

The approach is very similar to the one presented by Wang et al. in [61] and

their previous works. As already said in Chapter 2, they proposed a similar al-

gorithmic approach, but using Multi-Linear One-Class classifier for building the

thermal model, which suffers of over-fitting problems caused by the excessive

of approximation of the linearization. In our approach, we use instead Support

Vector Machines, which seems to be better fitted for the modeling of the thermal

regions, as we are going to shown in the rest of this chapter.
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Figure 3.1: The ThermoSense approach workflow.

3.2 Data collection and aggregation

The first step is to collect user thermal feedbacks. We ask occupants to provide

their thermal feedback through thermal complaints when feeling a discomfort,

such as feeling hot or cold. We provide a smartphone application for doing so

(more details are provided in Chapter 4). Every complaint is aggregated to en-

vironmental measurements obtained through sensors placed in the surrounding

environment, in order to relate the user discomfort to the actual environmental

setting. Using a mathematical notation, we can model a single complaint as a

sample (x, y) where x is a vector (x1,x2, ..., xn) of environmental measurement
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and y = c, where c ∈ [−1, 1] (or, using amore natural notation, c ∈ [Cold,Hot]).

In our case, the environmental measurements are the Air Indoor Temperature

and the Relative Humidity. This choice has been made since these variables are

easy to measure with simple and not expensive sensors, and they are generally

used also as output variable for control action. Hence, a complaint sample in

ThermoSense is composed as (< T ,RH >, y) where y is given by the complain-

ing occupant. Modeling the complaints through the aggregation with the Tem-

perature and Relative Humidity permits to visualize them in a Cartesian <T,RH>

space, as Figure 3.2 shows.
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Figure 3.2: Complaint feedbacks visualized in the Temperature-Humidity space.

It is easy to notice how the complaints tend to concentrate in two distinct re-
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gions. In the left-bottom area, where are concentrated the blue-dotted points, it is

more probable to find samples corresponding to cold complaints, whereas in the

right-top it is more probable to find samples corresponding to hot complaints,

red-dotted. This is an important key point: if we express in a mathematical no-

tation these two regions, then we will be able to find a complementary region

containing all the potential comfort samples. This task is covered by the process

of building the thermal model.

3.3 Building thermal model

In this step the focus is to obtain a division of the input space such that it is possible

to separate the complaint samples from the comfort samples. In order to do so,

the goal is to find a boundary that divides the two regions, for then using this

boundary for obtaining the region of all the possible comfort samples fromwhich

extracting the one with optimal energy consumption.

One simple solution is to model the boundary as a linear equation, as proposed

in [61], but since the boundaries of the regions are not linear, this would be an

approximation (which is already shown that brings over-fitting in the model).

Since we have the data from which to build the regions (the complaint samples),

we can apply some classification techniques fromMachine Learning. In this case,

the classes represent the regions. After built the model by training the classifier

with an initial dataset of complaint samples, we can use it for both processing new

samples, and decide if a model update is required, and for identifying the comfort

region.
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3.3.1 One-Class Support Vector Machines: preliminary

knowledge

For solving this classification problem, we decided to use Support Vector Ma-

chines (SVM). SVM has been proposed firstly by Vapnik [59], and the idea be-

hind it is to solve an optimization problem for finding a hyperplane that separates

into two different classes the set of training samples, with the maximum margin.

This hyperplane is then used for classifying new input samples. This machine

learning technique helps in reducing the risk of over-fitting when training the

model, unlike other similar works using different classification techniques such

as Least-Square Estimation [66].

Since the ThermoSense approach relies only on a kind of feedback from the users

(their comfort complaints), the stated problem can be seen as One-Class Classifi-

cation (OCC) problem. OCC are problems when the goal is to construct models

from samples of one class. Several machine learning techniques have been pro-

posed for solving OCC problems, including One-Class Support Vector Machines

(OCSVM), proposed by Schölkopf [51]. Following the general idea of the SVM,

the goal is to classify the samples into an unique class, dividing them from the

rest of the samples in the input space (which are seen as a unique negative class).

More rigorously, assume a set of n training samples with all positive labels in an

input space X : x1, x2, ..., xn ∈ X . If Φ is the function mapping input samples

to the feature space F , then we can define the hyperplane separating the positive

samples from the origin as f(x) = (w · Φ(x)) − ρ = 0 where w and ρ are the
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normal vector and the offset of the hyperplane. In a mathematical form:

min
w∈F ,ξ∈R2,ρ∈R

1

2
∥w∥2 + 1

νn

∑
i

ξi − ρ

s.t. (w · Φ(xi)) > ρ− ξi

ξi > 0, i = 1, ...,n

(3.1)

where ξi are the slack variables and ν is a parameter such that ν ∈ (0, 1].

Note that the decision function only relies on the dot-product function of the

vector in the feature space F . If the feature space is high-dimensional, perform-

ing the dot-product becomes computationally heavy. In order to overcome this

problem, a mathematical trick has been designed, by applying a transformation

on the input data, called kernel function, that is used instead of the dot-product.

A kernel function is defined asK(xi, xj) = Φxi ·Φxj , and allows to represent the

input samples in the feature space F [54]. Different kind of kernel function has

been designed, such that linear, polynomial, sigmoidal and moreover the Gaus-

sian Radial Basis Function:

K(xi, xj) = exp

(
−∥xi − xj∥2

γ

)
(3.2)

where γ is the Gaussian width parameter.

For this project, we are going to use an OCSVM with a Gaussian kernel.

3.3.2 Complaint and comfort regions

In our case, finding the boundary separating the complaint and the comfort sam-

ples corresponds to finding the hyperplane separating the samples of the posi-

tive class (the complaint samples) from all the other samples (the potential com-

fort samples). The two kind of samples are thus contained in two different re-
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gions: a Complaint Region and a Comfort Region, or using a mathematical nota-

tion: Ccomplaint and Ccomfort, such that Ccomplaint,Ccomfort ⊆< T ,RH >, and

Ccomplaint ∩ Ccomfort = ∅.

Figure 3.3 shows a graphical representation of how the OCSVM divide the in-

put T-RH space in the two regions. Ccomplaint is the yellow-colored space, while

Ccomfort is the blue one. The dots are the complaint samples (where, for clearness,

we colored the ”hot” complaints as red dots and the ”cold” complaints are blue

dots). The hyperplane is represented by the border of the two regions. The shape

and the size of these regions depend on the SVM parameters, in particular ν and

γ.

3.3.3 Training the model

The model is trained at the beginning of the computation. It uses a set of pre-

collected complaint samples in order to build the initial model. Another solution

would be to train the model online step by step whenever a complaint arrives.

This approach involves inevitably a training period where the thermostat would

not work correctly, providing uncomfortable environment. For avoiding this sit-

uation, the first approach of relying on historical data is more appropriate.

Algorithm 1 shows the training procedure. The functionalities of Support Vector

Machines are provided by a specific framework (more info in Chapter 4). The

model works with normalized data, so in order to function, it is necessary to per-

form a normalization of the training data and all the complaints that arrive after-

wards. The mean and the standard deviation of the training data are stored in or-

der to use them in the normalization of the new complaints. The training process
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Figure 3.3: The complaint regions computed by the OCSVM, in the normalized

T-RH space.

is automatically performed by the function fit(), while the model is instanti-

ated with the function createOneClassSVM, which takes as input the parameters

of the SVM, that are ν and γ and the kernel type.

Algorithm 1 Training of the model
Input: ν, γ, training data

normalized_data← normalize(training data)

kernel← gaussian

model← create OCSVM with ν, γ, kernel

fit OCSVM with normalize_data
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Since in OCSVM it is not possible to perform cross-validation in order to

estimate the best parameters, he choice of the ν and γ parameters has been done

empirically performing some preliminary tests of the model training and seeing

which set of parameters give the best regions in terms of shape, dimensions and

coverage of the sample. Figure 3.5 and Figure 3.4 show how ν and γ respectively

affect the shape and dimension of the SVM. We can say that ν influences the

dimensions of the region, narrowing them while its value increase, whereas γ

influences the fitting of the values, generalizing the classification while its value

remains low. For our purpose, we took ν = 0.12 and γ = 1, which represents

values that give broad and well-fitted regions.

3.3.4 Updating the model

As already mentioned, the model is trained at the beginning with a set of pre-

collected samples. When a new complaint arrived, the model is used for classify-

ing the new complaint. Note that we are not interested in analyzing the precision

of our model in predicting the target of each complaint (as a standard classifica-

tion problem), but instead we classify the sample in order to check if it is signifi-

cant, that it means if it changes the shape of the complaint region. This situation

can occur in two cases: whether the sample is a support vector, that is, a point ly-

ing near the boundary (with a distance from the margin between 0 and 1), which

contributes in its mathematical definition, or the sample is misclassified by the

model (if the distance from the margin is less than 0). In both the situations, the

model will be re-trained including the new sample in the training dataset. If this

situation does not happen, then the model is used for the actuation phase. The



3.3. Building thermal model 48

1.5 1.0 0.5 0.0 0.5 1.0
2

1

0

1

2

Nu=0.250000, Gamma=0.900000

(a) ν = 0.25

1.5 1.0 0.5 0.0 0.5 1.0
2

1

0

1

2

Nu=0.500000, Gamma=0.900000

(b) ν = 0.5

1.5 1.0 0.5 0.0 0.5 1.0
2

1

0

1

2

Nu=0.750000, Gamma=0.900000

(c) ν = 0.75

1.5 1.0 0.5 0.0 0.5 1.0
2

1

0

1

2

Nu=0.950000, Gamma=0.900000

(d) ν = 0.95

Figure 3.4: Effect of the ν parameter on the SVM shape.

pseudo-code of the updating algorithm is shown in Algorithm 2.

Theoretically, the model should be updated every time a sample arrives and

is classified as significant. But since in real environments there would be several

people sending more complaints at the same time, it is reasonable to think in a

’batch’ way, launching the update algorithm every 15 minutes. Since the typical

working day is of 8 hours (from 9AM to 5PM), there will be around 30 actuation
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Figure 3.5: Effect of the γ parameter on the SVM shape.

each day. 15 minutes is a reasonable amount of time between each actuation and

the next, since it considers the time for the occupants to adapt to the new environ-

ment and provides small variations between the old set-point and the new one.

Every time the update algorithm is launched, it collects all the complaints arrived

in the last 15 minutes since the previous actuation and checks each of them in

order to classify them as significant or not.
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Algorithm 2 Update the model with the new complaints
Input: arrived complaints

for all complaint in arrived complaints do

if complaint is classified as complaint then

if complaint is significant then

retrain_flag← true

add comp to the model

end if

end if

end for

if retrain_flag = true then

retrain the model

end if

3.4 Extracting the optimal actuation set-point

Once we obtained the thermal model and we used it for classifying a new com-

plaint sample (and eventually updating the model), the actuation algorithm is

performed. The underlying idea is the following: referring to Figure 3.3, if the

yellow region holds all the< T ,RH > values that are certainly complaints, then

the blue region contain all the possible< T ,RH > values that potentially may be

comfortable for the users. The mechanism for obtaining all the comfort samples

from the model is the following: we create a grid of all the possible < T ,RH >

values that the HVAC can span with its control action (usually a range of [10,

30]◦C for the temperature and a [0,100]% for the relative humidity), and we pro-

vide it to the model. Each sample of the grid is classified by the SVM, which
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returns the classification output: 1 if the< T ,RH > input is classified as a com-

plaint sample, -1 if a comfort sample. In this way, the complaint and comfort

regions are provided as a simple set of < T ,RH > values with different clas-

sification labels. Figure 3.6 shows the output of the SVM when provided of the

grid, where the red-dotted points are the samples of the complaint region while

the green-dotted are the samples of the comfort region. The comfortable values

are then extracted, stored in a data structure and provided to the actuation algo-

rithm. Note that this is a brute forcemethod, but it is affordable since the number

of samples in the input grid is a low number (around 100 samples), mainly be-

cause the thermostats have a low sensibility.

Figure 3.6: Results in 2d
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The actuation algorithm has the goal to compute a set-point value to provide

to the actuation system. The simplest way to do it is to extract a sample belonging

to Ccomfort. Unfortunately, in this way only the goal of providing thermal com-

fort would be assessed. In order to assess also the minimization of the energy

consumption, it is necessary to design a heuristic that is able to include the en-

ergy consumption in the set-point choice. For our case, we decided to consider

the principle of least action, also called minimum change principle. In the context

of physics, it consists in finding a status, reachable by performing some action on

a mechanical or thermodynamical system, that has the least change from the ac-

tual status. In terms of environmental actuation, the least action value represents

a specific combination of < T ,RH > which is the closest to the actual values of

the environmental < T ,RH >. Since the input < T ,RH > space is a Carte-

sian space, the terms ”closest” refers to the euclidean distance between the two

samples. Therefore, we want to solve the following minimization problem:

(T ,RH) = min
<T ,RH>

√
(T − Tactual)2 + (R−RHactual)2 |(T ,RH) ∈ Ccomfort

(3.3)

Algorithm3 shows the pseudo-code for the actuation algorithm. Thedecision

of whether to take a colder or a warmer set-point depends on the majority of the

votes received at the moment the algorithm is launched: if the majority of the

complaints are cold, then the actuation will choose a warmer set-point, instead if

the majority of the complaints are hot, then the algorithm will compute a colder

set-point. In case of parity, the choice of the set-point will be made considering

the smallest energy consumption. This control is performed at the beginning
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of the actuation algorithm, before the eventual update of the model, setting a

hotFlag to True or Falsewhether a cooling or a heating is required, respectively.

Also in this case, we use a brute force method in order to find the closest op-

timal set-point, by computing the distance between the actual set-point and each

comfortable value. Until the number of samples of the grid are under a grade

of magnitude of hundreds of samples, the brute force method is reasonable since

the computation is not affected. In case the dimension should increase, other bet-

ter techniques must be used, such as for example performing an optimized local

search starting from the actual point until a comfortable point is reached.

Note that despite we are going to extract a tuple < T ,RH >, the real actuation

will depend on the type of HVAC systems, in particular on which kind of actu-

ators are implemented on the HVAC: usually the temperature is the only action

variable that can be controlled, whereas the humidity can be controlled explicitly

if the HVAC has also a humidistat. If the control system provides to the occu-

pants only the thermostat, then from the actuation extraction will be considered

only the temperature set-point. This consideration opens to some possible future

features, for which the reader is referred to Chapter 6.
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Algorithm 3 Compute the optimal actuation set-point
Input: comfort region, actual set-point

Output: closest comfortable set-point

min_dist← 100

if hot_flag = true then

for all sample in comfort region do

if Tsample < Tactual and RHsample < RHactual then

d← euclidean distance between sample and actual

if d < min_dist then

closest← sample

min_dist← d

end if

end if

end for

else

for all sample in comfort region do

if Tsample > Tactual and RHsample > RHactual then

d← euclidean distance between sample and actual

if d < min_dist then

closest← sample

min_dist← d

end if

end if

end for

end if

return closest



CHAPTER 4
Implementation

The previous chapter described the methodology of the proposed approach. In this

chapter the actual implementation of ThermoSense will be described, showing each

single component and how it interacts with all the other ones.

4.1 ThermoSense system architecture

ThermoSense is a distributed system composed by four fundamentals elements:

a mobile front-end, used for collecting data from the occupants, a sensor wire-

less network, used for obtaining data from the environment, a back-end server

for managing the data from the nodes and for launching the ThermoSense Core

actuation engine, and for last aBuildingManagement System (BMS) interfacing

directly with the actuation system. Figure 4.1 shows the structure of the system:

the data from the front-end and the sensors are aggregated and send to the server

through a REST API interface. The back-end pre-processes and stores the re-

ceived data, while every 15 minutes launches the actuation algorithm (presented

55
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in the previous chapter). The optimal set-point is then sent to the BMS which

manages automatically the actuation over the environment.

Mobile front-end
Wireless sensor 

network

Data Manager

ThermoSense Core

Actuation System

Back-end

Figure 4.1: Overall architecture of the ThermoSense system.

The rest of this chapter is dedicated to the detailed presentation of each com-

ponent.
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4.2 Front-end: a smartphone-based user interface

The front-end represents the interface with which the users (the occupants of

the building) interact with ThermoSense. It is composed by a mobile applica-

tion from where users can submit their thermal complaints every time they are

feel uncomfortable. The mobile application has been developed for Android™1

and iOS™2 platforms. Figure 4.2 shows some screenshots as an example. It pro-

vides the users of a gradient panel where they can tap on dependently on how

they are feel uncomfortable. The red parts stands for ’I am feeling hot’ while the

blue part stands for ’I am feeling cold’. This kind of interface is based on [60], a

project which relates thermal comfort sensation to colors, which in the literature

is called hue-heat hypothesis [6], and on this choice there will be based future in-

vestigations on including lighting as a variable of the model (see Chapter 6 for

more informations).

The application limits the frequency of the complaints to 1 every 15 minutes,

in order to avoid the compulsive submission of complaints from the users, from

one side for giving enough time to the system to actuate over the environment

and let the people adapt themselves to the new settings, and from the other side

to prevent system security malfunctioning (e.g., DoS attacks). The check on the

time period is done server-side, returning an exception to the application, which

shows a small alert to the users, in case the time period is <15.

The application also features the possibility of specifying the indoor position of
1Download URL: https://play.google.com/store/apps/details?id=polimi.necst.

box
2Download URL: https://itunes.apple.com/us/app/necstbox/id1125348130?mt=8

https://play.google.com/store/apps/details?id=polimi.necst.box
https://play.google.com/store/apps/details?id=polimi.necst.box
https://itunes.apple.com/us/app/necstbox/id1125348130?mt=8
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Figure 4.2: Screenshot frommobile app showing the gradient panel for submit-

ting complaints.

the user in the building. This feature is strongly dependent on the deployment

on the building, and in particular to the room and thermal zones it is composed

of. This feature consists in a drop-down menu where are listed all the rooms and

zones where the user is allowed to stay, and from which the user can pick up

his actual position. This position is used to perform the actuation to that specific

roomor zone. This information ismandatory, if the user does not select any of the

position from themenu, the application will show an alert asking the user to do it.

The indoor position is an important factor not only regarding the actuation, but
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it is also a very important parameter on which the indoor temperature depends

on: for example, the indoor temperature varies considerably with the distance

to the windows. A future feature will consist in including the indoor position in

the thermal model presented in the previous chapter, with the goal to adjust the

intensity of the actuation with respect to this variable. Another future feature will

be the implementation of an automatic indoor localization mechanism using the

Bluetooth LowEnergymechanism [12], whichwill enable amore precise position

in real-time.

Finally, the application also provides a sign up and login mechanism, which are

required in order to use the application, as shown in Figure 4.3. The sign up data

from the users can be then used for restricting their usage to limited rooms or

zones of the building through the design of authorization policies, every time the

system will be deployed to a real building. The reason of that is to avoid that a

person not authorized to stay in a room can give feedbacks related to that room.

4.3 Sensor Network for ambient data measurements

In order to gather environmental information, in particular Temperature and

Relative Humidity values, there has been designed an ad-hoc wireless sensor net-

work (WSN) composed by nodes placed around the environment. Each node

is composed by a Raspberry Pi 3 with a Grove TH02 Temperature and Relative

Humidity sensor. Figure 4.4a shows an image of the Grove sensor. The sensor

mounted on the chip is a TH02, which is able to register temperature and humid-

ity values from a range of 0 ∼ 70◦ C and 0 ∼ 80% respectively, with an accuracy

of of ±0.5◦ C and ±4.5% respectively. The sensor is provided of an I2C port
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(a) Login screenshot (b) Sign up screenshot

Figure 4.3: Screenshot from the mobile app of login and sign up features.

which is used for communication.

Figure 4.4b shows an image of the Raspberry Pi 3. This device has been choice

mainly for the easiness in prototyping the node. The sensor can be mounted

through the serial port (in the top part of the board in the figure) connecting

the corresponding pins, or through an apposite I2C shield. Raspberry mounts a

Debian-based linux image, which runs a Python script that each 1minute queries

the sensor for retrieving temperature and humidity values. These values are then

packed and sent to a back-end server, where they are pre-processed and stored.

Another features of this device is the Bluetooth Low Energy bundle already in-

stalled on the chip, which can be used for exploiting indoor localization analysis.

Raspberry Pi 3 is also a good choice in terms of future features: more sensors can
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be attached to the chip in order to increase the input variables.

(a) The Grove TH02 sensor (b) Raspberry Pi 3 board

Figure 4.4: Components of the sensor node for measuring environmental data.

In complex areas, where the rooms are big or divided into zones or sub-rooms,

the problem of placing the nodes in a way that all the considered area is covered

is crucial. For solving this problem we rely on a floor plan automatic mechanism

specifically designed for indoor location [8].

4.4 ThermoSense back-end: data storage and core logic

The back-end server has two main goals: receiving the data from the mobile app

and the wireless sensor network, performing some pre-processing in order to ag-

gregate and formatting them, and launching the algorithm for building the ther-

mal model and computing the actuation value. The back-end is divided into two

main entities with the two different features: the server for the data storage and

manager, and the server for theThermoSenseCore. The architecture is built using

Backend-as-a-Service (BaaS) technologies for simplifying the deployment pro-
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cess.

Figure 4.5 shows the SequenceDiagram of the interactions between the front-end

and the back-end architecture. The aggregation of the data from the occupants

and from the environment is done by the Data Manager server, just before the

storage. Every 15 minutes it triggers the ThermoSense Core to perform the actu-

ation algorithm, which gets the data from the Data Manager server for updating

the model and computing the optimal set-point. The set-point is finally sent to

the actuation system.

Mobile fron-endMobile fron-end
Wireless Sensor 

Network

Wireless Sensor 

Network
Data ManagerData Manager

<Hot/Cold>

EngineEngine

<T,RH>

launch decision algorithm

Complaint confirmation message

request all complaints

<complaints from the last 15 min>

actuate

Actuatio

n system

Actuatio

n system

compute actuation

Figure 4.5: Interaction between the front-end and the back-end.
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4.4.1 Cloud-based data storage and manager

As already said, theDatamanager collects the data from the front-end. The server

has been deployed locally using Parse 3, a Mobile Backend-as-a-Service technol-

ogy which permits to easily build and deploy a backend infrastructure for mobile

applications. It uses MongoDB as database, and JavaScript for running server

code. It also provides API and SDKs for several mobile-oriented technologies

and programming languages, such as Android, iOS and JavaScript (the first two

used for developing the corresponding mobile applications presented in the pre-

vious section).

The database can be managed by an online dashboard, which shows each class

as a spreadsheet. Figure 4.6 shows a screenshot of the dashboard. It is similar to

other database manager, thus much easier to use.

Figure 4.6: Screenshot of the Parse database dashboard.

3https://www.parse.com/

https://www.parse.com/
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Database classes

The classes in the database are created using Parse API, as objects. Each object

is created in the classic object-oriented programming paradigm. Parse automat-

ically add some default fields during the creation process:

• objectId, which is an unique and alphanumeric string used as a primary

key for the object;

• createdAt, a Date field set once at the creation of the object;

• updatedAt, a Date field which is set every time the object is modified;

• ACL, which specifies the permissions on accessing the objects, they are au-

tomatically managed by Parse.

User This class specifies the account information for each occupant. Using the

mobile application a person can register to the system, and afterwards perform

the login. Sign up and Login are performed automatically using the API pro-

vided by Parse. When the user is registering, he is asked to choose an username,

a password and to insert his email. The email is needed in the case of a password

recovery is requested. The password are encrypted and cannot be read by anyone,

neither the database administrator, who can only update manually the field from

the database dashboard.

SensorRecord This class is created by the nodes composing theWireless Sensor

Network described in the previous section. It consists in a log including all the

records read from the sensors. Each object represents a record. Every 1 minute
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the sensor reads the temperature and humidity value and it creates an Sensor-

Record object and sends it to Parse. SensorRecord is composed by temperature

and humidity fields set with the values from the sensors. It also has a sensorID

field containing the MAC address of the node where the object is sent from (the

MAC is unique and unambiguous, so it can be a good ID for the node). The pre-

processing code on the server just before storing the data on the database adds

a new field position which maps the MAC address to an more readable integer

number. This mapping is helpful when a change of the node is necessary: instead

of addressing every time the position of an occupant by the MAC address of the

node, we abstract it by using the position value.

Complaint This class is created when an user submits a feedback with the mo-

bile application. It consists in the numeric feedback, position fields and the

objectID of the User who sent the complaint. The feedback field can only as-

sume values of 1 and -1, while position field is a integer number corresponding to

a zone inside the room or building. At the moment is directly asked to the user,

but in the future it will be automatically set using automatic indoor localization

technologies. At the moment the room and the building are not modeled as en-

tities in the database, but in the future, when deployed in complex building, the

room modeling will be important since it will permits to specify some important

information such as which occupants are allowed to stay in and which kind of ac-

tuation can be performed in each single room. The preprocessing code running

on the server adds to this object three more fields: temperature and humidity,

retrieved from the SensorRecord from the node placed in the zone specified by

the position field, and the objectID of the SensorRecord itself.
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Figure 4.7 shows the diagram of the main classes composing the database. We

outline the relationships between themain classes: anUser can both submitmore

than one complaint or submitting none of them, while a Complaint is always

from one User, and comes from a single zone, thus linked with an unique Sen-

sorRecord. Parse API also provides a standard class, called Role, which per-

mits to specify groups of User (by their objectID) for setting group permissions.

This class has not been used yet, but it would be in case ThermoSense would be

deployed in complex organizations building with several occupants and several

roles with different policies.

Another default class is Session, which permits to an User to stay logged in the

application, avoiding the login phase each time they use the mobile app. It is

linked to a single User and it characterized by an expiration date after which the

session object is erased. The session is also erased when the user logs out from

the application. If the user accesses the app from multiple devices, a new session

is created for each device.

Server cloud code for storage pre-processing

Since the front-end has been developed for different mobile platforms, the data

coming from the users can be different depending on the differences between the

platforms. In addition, the sensor network sends even different data. In order

to properly aggregate homogeneous data, a pre-process is needed. Parse provide

a server Cloud Code, a feature enabling the possibility to run JavaScript from

server, in order to provide logic not running on mobile devices. Cloud code per-

mits to define functions that can be triggered in differentmoments, such as before

and after saving a specific object. It permits also to define Jobs that run in back-



4.4. ThermoSense back-end: data storage and core logic 67

UserUser
SensorRecordSensorRecord

ComplaintComplaint

objectIDobjectIDPKPK

createdAtcreatedAt

updatedAtupdatedAt

ACLACL

usernameusername

passwordpassword

emailemail

objectIDobjectIDPKPK

createdAtcreatedAt

updatedAtupdatedAt

ACLACL

sensorIDsensorID

positionposition

temperaturetemperature

objectIDobjectIDPKPK

createdAtcreatedAt

updatedAtupdatedAt

ACLACL

feedbackfeedback

positionposition

useruserFKFK

humidityhumidity

temperaruretemperarure

humidityhumidity

sensorRecordsensorRecordFKFK

Figure 4.7: Diagramof the databasewithmain classes composing ThermoSense.



4.4. ThermoSense back-end: data storage and core logic 68

ground without stopping the remaining of the execution waiting for a response.

In ThermoSense, this feature is used for enabling pre- and post- processing to the

data arriving from the front-end, in order to aggregate heterogeneous data and

format them properly.

The trigger used inThermoSense cloud code is beforeSave for theComplaint and

SensorRecord object. In the first case, the goals are mainly to check if the user

has already sent a complaint in the last 15 minutes, by performing a query on the

database searching for the last complaint from the same user, and to encapsulate

the temperature and humidity values into the Complaint object, by performing a

query on the SensorRecord class searching for the last log from the same sensor

node of the complaining user. In the second case instead, the trigger is activated

just for mapping the MAC address of the sensor node to an integer number.

4.4.2 ThermoSense Core

The ThermoSense Core is responsible for running the algorithm related to the

building and the updating of the thermal model and to the algorithm related to

optimal set-point extraction. TheThermoSense Core has been entirely developed

using Python 2.7 language, with several external libraries. This choice is mainly

due to the powerfulness of the Python language, its easiness in fast developing

prototypes and the high number of libraries and external modules that can ex-

tend considerably its functionalities.

Since Parse, the BaaS used for the Data manager deployment, only supports Java-

Script for the Cloud code functionalities, ThermoSense Core has been deployed

on a different server, with a different technology. The BaaS chosen is Tsuru 4

4http://tsuru.io/

http://tsuru.io/
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which provides a full-stack architecture for deploying and running web applica-

tions. Tsuru supports several languages environments, frameworks and database,

resulting to be versatile, flexible and very powerful in scaling and high availabil-

ity.

In the following paragraph we are going to show the stack of Python libraries and

external modules used in theThermoSense Core, with their functionalities. Later

we are going to provide a detailed explanation of each inner module.

Python developing stack The functionalities provided byThermoSense are en-

abled by the following Python library stack:

• Matplotlib: a fundamental library for plotting graphs and diagrams in 2D

and 3D;

• NumPy: a basic package that enables advancedmathematical and scientific

computation, in particular provides N-dimensional array object and linear

algebra capabilities;

• SciPy: themain package for the scientific computation, built uponNumPy.

It provides efficient numerical and optimization routines;

• Scikit-learn: a tool framework for data mining and data analysis, built on

the previous 3 packages. It provides the functionalities of Support Vector

Machine which are used for building the model;

• Pandas: a library that enables advanced and high-performance data struc-

tures.
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TheThermoSenseCore is basically structured into two parts: amodelmodule

and a logic module. The model defines the homonym class, and implements the

routines for creating, training and updating the SVM thermalmodel. Instead, the

logic implements all the algorithms for managing the actuation algorithm. In the

following paragraph we are going to explain in details the functions designed in

each of the two module.

Model module As already said, the model is implemented as a Python class.

Basically, this class provides all the functionalities for creating and training a Sup-

port Vector Machine. When initializing a new instance of the model class, it is

necessary to provide to the constructor the input data, which are an initial set of

complaints characterized by two features, temperature and humidity, and an out-

put label, which can be 1 (hot) or -1 (cold). Alternatively, the SVM can be trained

on-line complaint after complaint, but this would need an apposite training pe-

riod. Anyway, this approach is beyond the scope of this thesis, but of course it

would be interesting analyzing the differences between the off-line and the on-

line training. In addition, the model provides two function that, when provided

a new complaint, they return the classification output and the distance between

the decision boundary computed by the SVM. These two functions are used in

the Model updating algorithm (Algorithm ??), when the complaint is checked

whether it is significant for the model (and thus the model needs to be updated

including that complaint in the dataset) or not. All the low-level functions for the

SVM functionalities are provided by the Scikit-learn library.
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Logic module Logic is a standalone module implementing all the algorithms

for the ThermoSense work-flow. First of all one of the main functions is the de-

cision algorithm, launched every 15 minutes, which decides if warming up or

cooling down through majority voting, and then checks if each complaint ar-

rived is significant (see Chapter 3 for more information), and in case it launches

the update of the model (which is a new model training with the dataset, added

of the significant new complaints). Finally, it launches the actuation algorithm,

which has been already explained in Algorithm ??. Briefly, the actuation firstly

computes all the comfortable points, by creating a 50x50 grid of Temperature and

Humidity values, in a range defined by the minimum and maximum values reg-

istered by the already collected inputs. Each point of the grid is then provided to

themodel, which returns its classification output inside amatrix. We then extract

from this matrix the values equals to -1, which corresponds to the comfortable

ones, and save them in another matrix.

The second phase is to return the optimal one, by choosing the closest to the ac-

tual < Temperature,RelativeHumidity > value. We firstly set as temporary

minimumdistance a symbolic value of 100. For each value of thematrix provided

by the previous step, we compute the euclidean distance between that candidate

value and the actual environmental one. If the actual distance is less than the

temporary one, than the temporary one is updated with the candidate one, and

so on until all the comfortable points are checked, for finally returning the point

with the minimum distance. Since the computed points are not so many, per-

forming this kind of brute force method is sufficient. We proposed two version

of the actuation algorithm: one considering both the temperature and relative

humidity as control variables (thus the actuation value will return the optimal
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set-point formed by the two environmental values), and a second one that con-

siders only the temperature as control variable, meaning that euclidean distance

is computed only for the temperature of the actual set-point and the candidate

one. This choice has been made for flexibility: most thermostats permit only to

control temperature in a direct way, while few of them can directly control the

humidity (which is controlled indirectly with the ventilation, that in turn is dif-

ficult to measure). Of course, if the control system allows also a humidistat, then

the first version can be used.

Simulator module for experimental evaluation

Finally, we briefly explain the simulator module, which will be extensively cov-

ered by the next chapter. In order to evaluate ThermoSense from an energy con-

sumption point of view, we are going to test it with an energetic simulator. Since it

was impossible to obtain a test room, we decided to create synthetically the com-

plaints and the relative actuation. In order to do so, we simulate the behavior of 10

occupants inside a working room, for 30 working days. We conduct two simula-

tions, one in winter condition (low initial temperatures) and summer (high initial

temperatures). Each occupant is implemented as a thread (we use the thread-

ing Python module). Each thread is created and ran from the main thread. Each

thread sends a complaint after a random time interval between 30 and 90 min-

utes. The nature of the complaint (hot/cold) is determined by the PMV model,

which returns a thermal discomfort index as a function of the actual temperature

(see Chapter 1 for more information). So the generation of the complaints is re-

lated to the indoor temperature trending. Each complaint is added to a dedicated

collection specified in the model.
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In addition, we create another thread from where we launch the decision algo-

rithm every 15 minutes. We consider a working day as starting at 9:00 AM and

ending at 17:00 PM, so there will potentially be 35 actuation during a day. Just

after the decision algorithm returns its actuation value, the list of the added com-

plaints in the model (which is updated by the occupants every time they send a

complaint) is initialized again, so at the next actuation only the complaints ar-

rived in the last 15 minutes are considered. Every actuation value is saved into a

log file, along with a timestamp.

The main thread runs the 10 occupant threads and the decision algorithm thread

every day. The decision algorithm thread stops when it reaches 35 actuations,

while the occupant threads keep submitting complaints until the decision algo-

rithm is running. When all the occupant threads are stopped (and thus the de-

cision algorithm thread too), the current day ends and after a brief time sleep a

new day begins.

In total there will 12 threads running: 1 main thread, 10 occupant threads and

1 decision algorithm thread. An important point is that the simulation time is

decreased by 90 times with respect to real time, in order to shorten the time of

execution. This means that instead of 15 minutes (900 seconds) the decision al-

gorithm is launched every 10 seconds, and instead of waiting for a randomperiod

of time between 30 and 90 minutes, each occupant thread will wait from 20 to 50

seconds before submitting a new complaint.
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4.5 Conclusion

In this section we have presented the ThermoSense actual implementation. We

show the overall system architecture in whichThermoSense is organized, for then

focusing of the single module presenting the technology used and the design

choice made. Since ThermoSense is a middle-layer between the occupants and

the actuation system, it should be presented also how ThermoSense interact with

actuators and plants placed in the indoor environments, but, as the next chap-

ter will explain in details, we were not able to have a test-room where to deploy

the system in order to evaluate it. However, the deployment in real environment

with an integration with actuation systems is in our future work plan and it will

be addressed soon.



CHAPTER 5
Experimental Results

In this chapter, we are going to present the evaluation work-flow, composed by a

simulation of the ThermoSense functioning compared with the actual state-of-the-

art of complaint-based approach for comfort control [61]. The simulation is run for

both the baseline model andThermoSense, and evaluation on control performance

and power consumption has been carried out.

5.1 Introduction

As every environmental control system, the evaluation should be done on a real

environment, involving people as occupants who provides actual feedbacks. The

most important characteristic for an environment to be suited for this kind of

evaluation is to be featured with a proper actuation system, which means that

anyone should be able to access a thermostat or similar devices that influence

that specific environment, thus avoiding HVAC managed by a central system. In

addition, it should be possible to access these control devices from a computer,

75
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and in case providing programming features in order to automatize and schedule

the control actions. If it is possible to have this environment, then it is easy to

install some sensor to gather environmental measurements and perform experi-

ments with real data that evaluate the system functioning in likely situations.

Unfortunately, for the evaluation of this thesis it has not been possible to obtain

such an environment. For overcoming this limitation, we performed the eval-

uation through ThermoSense functioning with a simulation which mimics the

situation of a shared office with 10 occupants, in two different seasons (thus with

different outdoor conditions): July (summer), January (winter).

5.2 Evaluation andMetrics

The evaluation of the simulation relied on the comparison between the model

considered in ThermoSense and the current state-of-the-art model, the multi-

linear one-class approach presented in [61] and already presented in Chapter 2.

For the evaluation of their solution, they performed two real-case tests in two

testbeds located in different places with very different outdoor environments. The

two tests consists in placing a set of occupants inside the testbed room (equipped

with sensor and actuator devices) and to give them the possibility to control the

environment through the baseline set-point approach and their complaint-based

approach. They evaluated the comparison of the two tests on the following met-

rics: control performance, user acceptance, user work performance and energy con-

sumption. Since user acceptance and work performance are collected through

questionnaires and ad-hoc tests directly with the users, and since our constraint
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to performonly simulation-based tests, we considered asmetrics only the control

performance and the energy consumption.

Control Performance it is based on the trending of the Indoor Air Tempera-

ture, the Relative Humidity, and the People discomfort with respect to the time.

The goal is to obtain a environment control which does not fluctuate and that re-

mains under specific threshold of control. The discomfort trending is represented

by the number of complaints recorded throughout the day: the goal is to design

a model which learns the complaint environmental values in order to decrement

the number of complaints after a learning phase, and thus to provide the best

comfortable environment as fast as possible.

Energy Consumption it is based on the electricity consumed by the thermal

environment control devices. Theplant is composed by anAir-Conditioner (AC),

a Fresh Air Handling Unit (FAHU) and a humidifier. The authors proposed an

equation in order to estimate the consumption of the AC, while the FAHU and

the humidifier consumptions rely on direct measurements on the field. For these

reasons, we decided to compare our solution to the baseline only on theACpower

consumption. The equation represents a fitted model from the AC specification

data, and returns the electric power PAC given the indoor and outdoor temper-

atures. The AC model is shown in Equation (5.1), where the RE is the ratio be-

tween the actual electricity power and the rated power of the ACPAC ,rated (whose

values are shown in Table 5.1, that gives the AC specification data with respect to

the indoor and outdoor temperature), Tin and Tout are the indoor and outdoor

temperature, respectively.
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Table 5.1: Air Conditioner power consumption specification data (kW).

Outdoor temperature (◦C)

Indoor temperature (◦C)
20 25 30 32 35

20 0.76 0.83 0.91 0.94 0.98

22 0.76 0.84 0.91 0.94 0.98

25 0.77 0.84 0.91 0.94 0.99

27 0.77 0.84 0.92 0.95 0.99

30 0.78 0.85 0.92 0.95 1.00

32 0.78 0.85 0.93 0.96 1.00

RE = (0.0012 ∗ Tin + 0.4870) ∗ (0.0289 ∗ Tout + 0.9216) (5.1a)

PAC = PAC ,rated ∗RE (5.1b)

Since the given specification data do not cover all the possible outdoor-indoor

values, we performed a curve fitting to the given data in order to find an fitting

equation, which turned out to be a straight line, shown in Equation (5.2).

PAC ,rated(Tin,Tout) = −0.0001313 ∗ Tin + 0.01472 ∗ Tout + 0.4687 (5.2)

5.3 Test-bed

We already gave a brief explanation of the simulation in Chapter 4, focusing on

the functioning of the simulator module. We give nowmore details regarding the
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simulation design choice.

We tried to refer all the simulations in a test-bed as close as possible as the ones

performed in [61]. This means that we relied on their environmental condi-

tion. They performed the simulation in two different environments, represented

by a shared office located in two different locations in China: Guangzhou and

Lanzhou, in South and Northwest China respectively. The first location is char-

acterized by a hot humid summer and warm winter, while the second location is

characterized by hot and dry summer and cold winter. Thus, these two locations

represent two interesting testbeds for summer simulation (Guangzhou) and win-

ter simulation (Lanzhou).

Unfortunately, we could not replicate the exact conditions of the baseline, since

we do not have access to the dataset used in [61]. In order to overcome this limita-

tion, we made some assumptions. First of all, regarding the outdoor temperature

and relative humidity, instead of taking precise hourly-based values we consid-

ered it constant and set to the monthly average values, which are 6◦C and 45% for

winter condition, and 32◦C and 70% for summer condition.

A second consideration is represented by the indoor environment: instead of

maintaining indefinitely the last actuation set-point, we assume that if there are

not complaints within a hour, the plant enters in a ’saving energy’ mode and

power-off itself. The indoor temperature and relative humidity start then to evolve

towards the outdoor conditions, with a decay effect of the %0.01 of the differ-

ence between the indoor and outdoor temperatures every hour. This fluctuation

inserts some variability into the simulation. Note that we did not performed a

detailed analysis of the relationship between the indoor and outdoor conditions,

nor we considered the physics of the building in order to choose the exact pa-
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rameter for the decay function: we are only interested in simulating a dynamic

indoor environment in order to see how the model reacts against the variation of

the indoor environment.

Another simplification we made is related to the Mean Radiant Temperature,

which depends highly on the outdoor trending and the physics of the building

and, along with the indoor temperature, is one the most influent factors affecting

thermal comfort. Since this variable cannot be controlled and its measurements

is complex, we decided to perform the simulation considering it constant, with

two different values for summer and winter, reflecting the impact of the wall in-

sulation against the outdoor condition (especially against the heat from sunlight).

The last assumption wemade is related to howwe provide complaints for the sim-

ulation. Since we do not rely on real complaints from people, we generate them

synthetically. The generation is based on the PMV/PPD model [22], which has

been shown in Chapter 1. At first, we check if a specific user is complaining at a

specific time, by computing the PPD value with the temperature and the relative

humidity of the current set-point. All others parameters are considered constant

(see next section for their values). In other words, we allow only the percentage of

users expressed by the PPD to complain. If that specific user is then complaining,

we calculate its PMV with the same parameters. Since the PMV is an index that

have a range of [-3, +3], and we rely on ’Hot/Cold’ complaints, we collapse the

PMV into +1 for positive values of PMV and -1 for the negative values.
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Table 5.2: Parameters of the PMV/PPDmodel for complaint generation.

Air Velocity m/s 0.1 Standard value

Mean Radiant Temperature ◦C 22/25 Winter/Summer values

Clothing insulation clo 0.5/1 Typical summer/winter clothing

Activity level met 1 Typing

Table 5.3: List of the performed tests.

Test Season Month Days Occupants Outdoor T (◦C) MRT (◦C)

Test 1 Winter January 30 10 6 22

Test 2 Summer July 30 10 32 25

5.4 Tests and results

The tests consists in the simulation of the functioning ofThermoSense in two dif-

ferent conditions: summer andwinter. We performed the simulation both for the

linear baseline and the ThermoSense model. We considered a low and high value

of theMRT, that are 22◦C and 25◦C respectively. The other parameters are shown

in Table 5.2, and referred to the typical office conditions: clothing according to

the season, low air ventilation and office activity.

Table 5.3 shows a list of the performed test with the respective parameters.

The Outdoor T refers to the monthly average of outdoor dry-bulb temperature,

while the MRT refers to the Mean Radiant Temperature and, as already said, as a

simplification it is considered constant throughout the month and the single day.
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In what follows the results for each test with respect to the given metric are

shown. Firstly we show the results regarding the control performance and later

we summarize the power consumption ones.

5.4.1 Control performance results

In the following paragraph the results of the two tests are shown, focusing on

the trending of indoor temperature, relative humidity, number of complaints and

power consumption, and for each test are given the diagrams of each simulation

(Linear baseline and ThermoSense).

Test 1: Winter season, 10 occupants The trending of the temperature and the

relative humidity are shown in Figure 5.1 and 5.2 respectively. It is interesting

to notice that in the case of temperature, the trending is almost the same (with

a slightly increase of the preferred temperature for the ThermoSense model),

whereas the relative humidity is more controlled in the Linear model while in

the ThermoSense model we can clearly identify how the humidity at the begin-

ning tends to vary a lot for stabilizing later, due to the training process. Table ??

shows the statistics regarding the number of complaints recorded.

Table 5.4: Statistics of the arrived complaints for both the models in Test 1.

Model Mean Standard Deviation

Linear 21.6 4.92

ThermoSense 26.7 9.621

Gain -23.42%



5.4. Tests and results 83

Comparing this table with Figure 5.3, we can say that also the trend of the

number of complaints throughout the month are quite similar: the model re-

quires a starting period of time where performing the training process. Still,

ThermoSense seems to need a bigger training dataset in order to decrease the

number of complaints to the ones of the baseline (the big negative gain is due

to the big number of complaints arrived at the beginning of the simulation for

ThermoSense model), but with time the trend are practically the same. From this

point of view, we can say that the ThermoSense has similar performance to the

Baseline.

Figure 5.1: Test 1 - Air temperature trending.

Test 2: Summer season, 10 occupants The air temperature and the relative hu-

midity trending are shown in Figure 5.4 and 5.5 respectively. We can see that the

ThermoSense trending (blue line) gives a better performance in terms of control

and values: in Figure 5.4 we can see how temperature values reach lower values

(around 25.2◦C), giving thus a better comfortable environment compared to the



5.4. Tests and results 84

Figure 5.2: Test 1 - Relative humidity trending.

Figure 5.3: Test 1 - Complaint trending.
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Linear (orange), which in turn provides more variable set-point values. Regard-

ing the relative humidity, we can see from Figure 5.5 that it gives better controlled

values within the range of 65-70%, while the Linear provides an higher humidity

range (around 68-72%). The trends of the complaints are shown in Figure 5.6.

From the figure we can see how the ThermoSense model (orange) tends to de-

crease and stabilize around the 10-12 complaints per day (that it means, around 1

complaint per day for each occupant), in contrast with the baseline which slowly

decrease as well, but without a real stabilization. The statistics for the two models

are shown in Figure ??

Table 5.5: Statistics of the arrived complaints for both the models in Test 2.

Model Mean Standard Deviation

Linear 11.5 4.58

ThermoSense 12 4.28

Gain -4.3%

In this case, the Linear model has a better performance in terms of the overall

number of complaints per day throughout the whole month compared to Ther-

moSense model, which on its side compensates with a better convergence.

5.4.2 Power consumption results

For evaluating the power efficiency of the ThermoSense model, we rely on the

daily average values of the electric power consumption obtained by the two sim-
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Figure 5.4: Test 2 - Air temperature trending.

Figure 5.5: Test 2 - Relative humidity trending.
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Figure 5.6: Test 2 - Complaint trending.

ulations ranwithThermoSense and the Linearmodels, for each season. The com-

parison is done them by obtaining the gain of ThermoSense model with respect

to the Linear baseline, with the following formula;

G =
Ebaseline − EThermoSense

Ebaseline

∗ 100 (5.3)

The electric power consumption ismeasured in kWh. We performed the daily

average of the electric power consumption throughout the whole month. The re-

sults for the power consumption are shown in Table 5.6. As already said, we es-

timated the electric power of the AC system using Equation (5.1). For obtaining

the daily average, we compute the power consumption for each actuation (thus,

not considering the temperature alterations caused by the decay effect), and then

we obtain the daily overall power consumption by summarizing all the single ac-

tuation power consumption for that day. We then compute the monthly mean of

the power consumption. From the results, we can observe how during the sum-

mer season, ThermoSense model gives an improvement in power consumption
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Table 5.6: Results of the power consumption estimation for both the models.

Model
Daily average power consumption (kWH)

Test 1 (winter condition) Test 2 (summer condition)

Ebaseline 1.98 5.46

EThermoSense 1.66 4.22

G (%) 16% 22%

of 20%. Under winter conditions we have similar results, gaining a 16% of re-

duced power consumption. This value, compared with the control performance

presented above, let us state that even though the Baseline and the ThermoSense

model are quite similar in terms of control action, ThermoSense can provide a

reducing in the electric power consumption, and thus a saving of energy.

5.5 Conclusion

As a conclusion, we can state thatThermoSense turned out to be a good approach

in comfort-based control environment, providing at least the same performance

of the Baseline linear model and at the same time reducing the power consump-

tion. On the other hand, the performed tests suffer of some big simplifications

that should be addressed with a wider experimental campaign. In addition, de-

spite the promising results obtained, the only way to really evaluate this kind of

systems is to test it in a real environment, with real humans and real devices.



CHAPTER 6
Conclusions

We have presented ThermoSense, a complaint-based approach for the thermal

comfort control in indoor environments. The problem of comfort control is a rec-

ognized issue while considering indoor environment characterized by many oc-

cupants, such as offices, co-working spaces, libraries. In these locations themulti-

objective problem of providing a thermally comfortable environment while not

consuming an excessive amount of energy arises, especially if the environmental

controller is the typical set-point based. The causes are mainly the differences be-

tween the thermal preferences of the people and the lack of knowledge of the ideal

set-point balancing comfortable environment and least energy consumption.

We try to overcome this issue by changing completely the control paradigm: in-

stead of asking people which kind of environment they want (e.g., which tem-

perature to set), we let them express complaints about their thermal comfort sta-

tus, for then providing an actuation set-point which represents the best possi-

ble trade-off between comfort and energy consumption. In the last two decades

many feedback-based solutions have been proposed, but they use the feedback

89
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from the users more as a supporting knowledge for improving estimation and

computation of thermal comfort. Conversely, we do not want to estimate the

user thermal comfort, but we directly asked it to them, since we think that no

estimation can be as good as considering the real perceived thermal comfort of

the users. In addition, our model relies only on complaints, with no other infor-

mation but the environmental measurements. The proposed model is basically

a One-Class Support Vector Machine (OCSVM) which is built upon complaint

samples. A sample is composed by environmental features, e.g, the Air Tem-

perature, the Relative Humidity and corresponding complaint. The goal for the

OCSVM is to classify each complaint in order to group them into a spatial re-

gion of the feature space called complaint region. From this region we then com-

pute the comfort region which is the portion of the T-RH space that contains all

the possible comfortable points. We then extract the actual set-point from this

region using minimal change principle, by considering as energy consumption

the distance between the actual set-point and the new one. Among all the re-

lated works, the only solution which really proposed a similar approach used an

ad-hoc Multi-linear one-class classifier, which however is not a flexible solution

since it approximates the non-linear boundaries of the complaint regions with

linear ones. Instead, the choice of using SVM can help in their modeling, es-

pecially with a particular Kernel function that allows to have non-linear region

boundaries quite easily.

For the deployment of the system, we also proposed a smartphone application

which can be used by the occupants in order to submit their feedbacks to a cloud

server, which collects all the complaints andperiodically (every 15minutes) launches

a procedure that updates themodel with the new complaints and provide the new
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actuation set-point.

We evaluated our approach by simulation: unfortunately we have not been able

to obtain a real test environment where to deploy our system. The simulation

consists in the replication of a typical office scenario, simulating the behavior of

a set of occupants during their working hours for an entire month in two dif-

ferent seasons (summer and winter) with different environmental and personal

parameters. The synthesis of the complaints is based on the PMV/PPD model

proposed by Fanger. We tested our solution compared to the Multi-linear base-

line classifier, running the simulation with the same parameters. We considered

as metrics the control performance (temperature, humidity and complaint trend-

ing throughout the month) and the Air-conditioner power consumption estima-

tion. We obtained that the ThermoSense model can provide similar performance

regarding the control, but with an increase in the power efficiency of 20% for

summer condition and 16% for winter condition.

6.1 Limitations and future ideas

Despite the encouraging results obtained through simulation,ThermoSensemodel

suffers of some limitations that should be assessed in the future in order to have

a system that can be deployable in real ambients.

• First of all, as already said in the previous chapter, even though the simu-

lation can be performed accurately to be very likely, nothing can be com-

pared to the application on real environments, especially regarding the in-

volvements of real people (we generate the complaints with a very accurate

estimationmodel, that remains amathematicalmodel despite its accuracy).
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• The simulation is performed with some simplification: for example, we

considered a constant outdoor environment, the mean radiant tempera-

ture, the personal parameters such as clothing and activity level. In addi-

tion, we did not consider the transient stage in which the people enter the

room and neither the physics of the building. All the variables should be

considered through appropriate simulation, possibly before a test of Ther-

moSense in real environments.

• Regarding themodel, another simplificationhas beenmade: the complaints

are considered by the SVM as a unique class, without differentiating be-

tween hot and cold complaints. This consideration can arise potential mal-

functioning regarding the decision action (whether to cool or or to warm)

in unusual conditions (e.g., when an occupant feels cold at 26 ◦ C). A possi-

ble solution to this issue can be to use two different OCSVM for each com-

plaint region, autonomous from each other, that can build up themselves

specifically on hot and complaints.

• Themodel suffers sometimes of malfunctioning when computing the actu-

ation set-point: sometimes it takes too much iteration for reaching a com-

fortable set-point, sometimes it extracts values that are considered good for

the model but not enough good for the users. A better training and tuning

must be performed on the model.

• The parameters of the SVM have been chosen empirically, in a way that

the complaint region can actually cover almost all, if not, the samples, but

maintaining separated the hot and cold complaint regions, nor to be too

fitted with data. This approach has been chosen mainly because the cross-
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validation cannot be applied to OCSVM. It would be interesting to im-

plement some other mechanisms for choosing the best parameters for the

OCSVM.

In addition to the presented limitations, we now propose some ideas for future

features, that can be implemented in order to make ThermoSense more accurate

and more general-purpose.

• We plan to integrate ThermoSense with already existing BMS and actua-

tion systems, in particular BuildinRules [44], for the deployment in real

environments.

• Considering only Temperature and Humidity as input variables is quite

limiting: comfort depends on more factors. A future features can be to

expand the model by taking as features variables also other environmen-

tal values (e.g., air quality, ventilation) and personal ones (such as clothing

and activity).

• Actuating only on Temperature is a choice that we made since most of the

environmental controllers allow only to control this value, but it is a lim-

iting feature: a future extension is represented by the increase of the set of

control action, for instance with ventilation, lighting and air quality.

• A final long-term idea is to expand ThermoSense in order to not consider

only thermal comfort, but to generalize the concept of comfort introducing

other kinds, such as acoustic, visual, mental, physical. The idea behind this

point is to move from thermal comfort towards the general wellness that
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occupants may experience inside an indoor environment, still having the

same approach and the same model behind.
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