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Abstract

Climate change and socio-economic development are projected to severely im-
pact the hydrological cycle and consequently the water related human activi-
ties. Water managers need to account for these future changes in the decision
making process to evaluate their expected impacts and identify possible adap-
tation options. Traditionally, top-down approaches have been used as the basis
for developing adaptation strategies, by describing the performance of water
resource systems under a discrete set of global projections and focusing mostly
on climate change only. In this study, instead, we relies on a bottom-up anal-
ysis to identify the major system vulnerabilities with respect to co-varying cli-
mate and socio-economic forcings. The Red River basin, Vietnam, is used as a
case study as it is a paradigmatic example of many river basins which are ex-
periencing rapid development in terms of population and economic growth,
while being exposed to the incoming climate change impacts. The starting
point of the study is the generation of co-varying climate and socio-economic
scenarios. Time-series of temperature and precipitation are produced by using
a semi-parametric weather generator combined with additive and multiplica-
tive scaling factors. They are employed as input for generating the streamflow
with an hydrological model. The same scaling factors are used for perturb-
ing temperature and precipitation in the river delta and estimating the agricul-
tural water demand. The water demand scenarios from the other consumption
sectors, instead, are generated by multiplying the historical consumptions by
other scaling factors. We simulate the Red River model with the current man-
agement policy over the generated scenarios to explore their impacts on the
system performance. For most of the scenarios, numerical results show a per-
formance degradation compared to the historical one, particularly in terms of
supply deficit. We deduced that the large increase of the water demand asso-
ciated to the fast developing Vietnam society is expected to severely challenge
the existing water supply strategies.
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Riassunto

I cambiamenti climatici e lo sviluppo socio-economico avranno un forte im-
patto sul ciclo idrologico e conseguentemente sulle attività umane legate all’ac-
qua. La gestione delle risorse idriche deve considerare questi cambiamenti fu-
turi nei processi di decisione per valutarne gli impatti e identificare possibili
opzioni di adattamento. Tradizionalmente, gli approcci top-down sono stati
impiegati nello sviluppo di strategie di adattamento, analizzando la perfor-
mance dei sistemi idrici utilizzando un set discreto di proiezioni climatiche.
In questo studio, invece, abbiamo condotto un’analisi bottom-up per identi-
ficare le maggiori vulnerabilità del sistema facendo variare contemporanea-
mente le forzanti climatiche e socio-economiche. Il bacino del Red River, Viet-
nam, è stato utilizzato come caso di studio essendo un esempio paradigmatico
di molti bacini sottoposti ad una rapita crescita demografica ed economica e
agli impatti del cambiamento climatico. Il punto di partenza dello studio è
la generazione di scenari co-varianti di clima e sviluppo socio-economico. Se-
rie sintetiche di temperature e precipitazione sono state prodotte attraverso un
generatore semi-parametrico di clima e attraverso l’applicazione di fattori ad-
ditivi e moltiplicativi. Queste serie sono state utilizzate nella generazione di
afflussi con un modello idrologico. Gli stessi fattori additivi e moltiplicativi
hanno permesso di perturbare temperature e precipitazione nel delta del fi-
ume e stimare la domanda idrica per l’agricoltura. Gli scenari di domanda
relativi agli altri settori di consumo, invece, sono stati generati moltiplicando i
consumi storici per dei fattori di scala. Abbiamo simulato il modello del Red
River con l’attuale politica di gestione su tutti gli scenari generati per valutarne
gli impatti sulla performance del sistema. Per la maggior parte degli scenari, i
risultati mostrano un peggioramento nella performance, se paragonata a quella
storica, soprattutto in termini di deficit di fornitura idrica. Ne abbiamo dedotto
che il grande incremento nella domanda idrica associato alla rapida crescita
che caratterizza la società Vietnamita metterà a dura prova le attuali strategie
di fornitura dell’acqua.
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1
Introduction

1.1 Setting the context

Climate change is considered one of the key drivers of water availability in this
century (IPCC, 2014). Primary implications are the rise of the mean global tem-
perature and shifts in the precipitation distribution. The hydrological cycle can
be highly impacted by these phenomena with serious consequence on water
related human activities and ecosystems.
Also the socio-economic and demographic context is rapidly changing. The
population is growing and we are observing large migrations from rural areas
to the cities, causing increases in water, energy, and food demand, especially in
developing countries, where these changes are more emphasized and difficult
to contain (UN, 2015).
Under these fast evolving conditions, water systems are expected to become
increasingly vulnerable, and designing flexible and robust adaptation options,
performing well across multiple plausible futures, is key to mitigate degrading
perfomance. Large storage systems can play a central role in this changing con-
text by securing water, energy and food production. Yet, the management of
these storage systems need to be reconsidered to account for uncertain future
drivers. Traditionally, top-down approaches - describing the performance of
water resource systems under a discrete set of global projections - have been
used as the basis for developing adaptation strategies. Such projections are
acquired using general circulation models (GCMs) (Arnell, 2004; Brekke et al.,
2009), the outputs of which are fed into a water system model to determine the
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1. Introduction

system performance with respect to each projection. More recently, bottom-up
approaches have been designed to identify performance thresholds indepen-
dently from global projections. To implement a bottom-up approach, climate
(and socio-economic) exposures are generated for a range of plausible futures,
including those beyond the bounds of global projections, and system response
is assessed against each generated exposure (Lempert et al., 2004; Prudhomme
et al., 2010; Brown et al., 2012). This enables a more thorough understanding of
how a system responds to changes in climate and society, for example, by iden-
tifying the changes in climate exposure that can cause unsatisfactory degrada-
tion in system performance (Whateley et al., 2014; Steinschneider et al., 2015).

1.2 Objectives of the thesis

The objective of this thesis is the implementation of a bottom-up, vulnerabil-
ity analysis of the Red River system, Vietnam, under changing climate and
society. The Red River is the second largest river basin in Vietnam, the fifth
largest in south east Asia, and is paradigmatic of most river basins in the re-
gion, which are experiencing rapid development in terms of population and
economic growth (Devienne, 2006), while being exposed to climate change im-
pacts (Giuliani et al., 2016a). The daily operations of the four major reservoirs in
the basin have been designed on the basis of the observed hydrologic variabil-
ity and the historical demands to ensure adequate levels of hydropower pro-
duction, guarantee water supply for multiple uses in the Red River delta, and
mitigate downstream flood, primarily in the capital city Hanoi. Yet, no guar-
antee exists that the existing operations will not fail in coming years under the
additional pressures of the rapid economic and demographic national develop-
ments (Toan et al., 2011), along with the expected detrimental effects of climate
change (see Arndt et al. (2015) and references therein). Most of the bottom-up
analysis are focused only on the climate change effects on the water systems,
without considering the socio-economic growth impacts on the water availabil-
ity and demand, which are projected to be critical in fast developing countries
such as Vietnam. The innovative aspect of this thesis is the generation of co-
varying scenarios of climate and demand that provides a wider point of view
on the future vulnerabilities. The starting point of our bottom-up analysis is
the generation of a wide range of hydro-climatic and socio-economic scenarios,
where the former influence the water availability in the system and the agri-
cultural water demand, while the latter determine the non-agricultural com-
ponent of the demand (e.g., population, industries, aquaculture). Temperature
and precipitation scenarios in the sub-basins are produced by using a semi-

2



1.2. Objectives of the thesis

parametric weather generator combined with additive and multiplicative scal-
ing factors. They are successively employed in the streamflow generation with
the HBV model. The agricultural water demand in the river delta is obtained
by scaling temperature and precipitation as for the upstream sub-catchments
and estimating the crop requirement using CROPWAT. The non-agricultural
demand scenarios, instead, are generated by producing a set of scaling factors
to be multiplied to the historical water consumption of the different sectors.
These scenarios are employed in the assessment of the system performance via
simulation of an operating policy regulating the four reservoirs in the basin de-
signed over historical conditions. The resulting performance variability across
the different scenarios allows identifying the major system vulnerabilities with
respect to the co-varying climate and socio-economic forcings. The system
vulnerabilities are investigated by comparing the historical performance with
the results of the simulation over the generated scenarios with the same man-
agement policy to identify which scenarios cause a degradation in the perfor-
mance. Figure 4.1 shows the main steps of the process which are described in
detail in Chapter 4.

CLIMATE	SCENARIO	
	GENERATION	

SOCIO-ECONOMIC	SCENARIO	
GENERATION	

WEATHER	GENERATION	 AGRICULTURAL	
DEMAND	GENERATION	

STREAMFLOW	SCENARIOS	
(HYDROLOGICAL	MODEL)	

NON	-	AGRICULTURAL	
DEMAND	GENERATION	

TOTAL	WATER	DEMAND	SCENARIOS	

RED	RIVER	MODEL	SIMULATION	

SYSTEM	PERFORMANCE	

Scaling	factors	
Scaling	factors	

Figure 1.1: Outline of the main steps of the study.
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1. Introduction

1.3 Thesis structure

The thesis is structured in the following parts:

• Chapter 2 provides a review of the literature concerning top-down and
bottom-up approaches. We propose a comparison between the two meth-
ods with related advantages and disadvantages in order to motivate the
adoption the second approach.

• Chapter 3 gives a description of the study site, the Red River system, pro-
viding a comprehensive characterization of the territory, the model, and
the data available.

• Chapter 4 introduces all the methods and tools adopted for the applica-
tion of the bottom-up analysis on the Red River basin, mostly focusing
on the combination of techniques used in the scenario generation phase
for constructing a multi-dimensional exposure space including co-varying
climate and socio-economic drivers.

• Chapter 5 shows the numerical results of the analysis. Firstly, the gener-
ated scenarios are analysed. In the second part of the chapter, the simula-
tion result are reported and discussed through visual analytics and sensi-
tivity analysis.

• Chapter 6 summarizes the main conclusions and provides some sugges-
tion for improving this work.

4



2
Literature Review

Water supply infrastructure and operating policies must be designed at timesca-
les for which projections of water availability and demand remain highly un-
certain. In order to deal with these changing drivers, two different approaches
can be implemented for estimating the impacts and identifying possible adap-
tive strategies: Top-Down and Bottom-Up approach. Even if these approaches
can be applied to many sectors, in this section they are analyzed referring par-
ticularly to climate change, since the related literature is more extended and
detailed.

2.1 Top-Down Approach

Traditionally, the most used method to assess the impacts of changing drivers
on water resources systems is through the downscaling of global scenarios to
the local scale (Wilby and Dessai, 2010). This approach is called "Scenario-based"
or "Top-down" as it moves from global scenarios to local impact assessment.
The Top-Down strategy involves a downscaling of the climate variables from
Global Climate Models (GCMs), under a range of possible emissions scenarios,
to the local scale through the Regional Climate Models (RCMs). The resulting
local scenarios are then used to estimate the impacts, as for example the prob-
ability of flood events using a rainfall-runoff model or the crop yield using an
agricultural model.

5



2. Literature Review

2.1.1 Emission scenarios

When climate change is concerned, the starting point of the Scenario-Based
methods are the climate scenarios provided by the IPCC (Intergovernmental
Panel on Climate Change). Before the Fifth Assessment Report (2014), fu-
ture climate scenarios were developed and applied with a sequential process:
the greenhouse gas emissions and their atmosphere concentrations were esti-
mated, from socioeconomic factors, technology development, and energy pro-
duction. However, the process lead to some delays among the different stages
as the development of the emission scenarios, their implementation in a climate
model and the resulting applications in the impacts assessment, due to the lin-
ear nature of the causal chain. Experience shows that this full linear process
takes about 10 years. To reduce the time gaps and make the information more
effective, climate and impact research communities have developed a paral-
lel approach that starts from the identification of radiative forcing scenarios.
The radiative forcing scenarios are more effective because they are not associ-
ated with unique storylines but can result from different combinations of eco-
nomic, technological, demographic, political, and institutional futures (Moss
et al., 2010).
In the Fifth Assessment Report the scenarios described above are presented as
’Representative Concentration Pathways’ (RCPs). In order to avoid the possi-
bility of choosing an average scenario, the number of proposed RCPs is equal
to four (see Figure 2.1) instead of an odd number. The numbers in the RCP’s
names refer to the radiative forcing, measured in watt per square meter, by the
year 2100. The grey shaded area captures the 98% (light) and 90% (dark) of the
range in the previous socio-economic scenarios.

2.1.2 Global Climate models

The climate scenarios provided by the IPCC are then used to force Global Cli-
mate Models. GCMs are mathematical models of the physical processes occur-
ring in atmosphere, ocean, land, ice cover, and the interactions among them.
These models rely on a discretization of the Earth in a three dimensional grid,
typically having a horizontal resolution between 250 and 600 km. Each cell con-
tains all the interactions among natural and human components (IPCC, 2013).
However, their temporal and spatial resolutions are quite coarse for the esti-
mation of local impacts related for example to small sub-catchments. More-
over many physical phenomena, such as the clouds or orography, cannot be
accurately modeled at this scale (Wigley et al., 1990).
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Figure 2.1: Representative Concentration Pathways

2.1.3 From global to local scale

A set of techniques is available to downscale the global models variables to
higher resolution (i.e. Regional Climate Models) allowing to capture regional
and local climate forcing. These methods can be classified in two main groups:
dynamical and statistical downscaling (e.g. Mearns et al., 1999). Dynamical
downscaling is also called "nested regional climate modeling" because it im-
plies a nesting of the RCM within the GCM that provides the boundary condi-
tions. In other words, the resolution is increased in the area of interest using
the output variables of the GCM as drivers (Giorgi, 1990).
The main shortcomings of this approach are the high computational time, the
dependency of the quality of the regional model control run on the quality of
the GCM boundary conditions, and the need of tuning the parameters when
applied to new regions (Mearns et al., 1999). Additionally, it was proved that
the outputs of the regional models are subject to varying levels of systematic
biases and they need to be post processed before being used for climate impact
assessment (e.g. Christensen et al., 2008).
Statistical downscaling, instead, is an empirical approach that uses relation-
ships between the observed local and large scale data to increase the resolution
of the climatic variables. The relationship is a function calibrated to map global
variables into their corresponding local variables and it can be implemented as
follows:

R = f (L) (2.1)

where L represents the predictor (i.e. large-scale climate variables), R is the
predictand (i.e. regional scale variables) and f is a deterministic/stochastic
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1)	EXPOSURE	SPACE:	the	
grey	area	is	composed	by	
the	 scenarios	 generated	
perturbing	the	dataset	of	
the	 selected	 variables	 θ1	
e	 θ2,	 star:ng	 from	 the	
origin	 that	 represents	
the	historical	condi:ons.	

2)	 FAILURE	 BOUNDARY:	
simula:ng	 the	 model	 of	
the	 system	 under	 each	
scenarios,	 the	 boundary	
(blue	 line)	 iden:fies	 the	
“success”	 performances	
(inside)	 and	 the	 “failure”	
performances	(outside).	

3)	ADAPTIVE	CAPACITY:	
by	 	 op:mizing	 the	
management	 policies,	
the	 failure	 boundary	 is	
enlarged	 (green	 line),	
having	 more	 successful	
performances.	

4)	 SUPERIMPOSITION	 OF	
CLIMATE	 PROJECTIONS:	
d o w n s c a l e d	 offi c i a l	
climate	 scenarios	 are	
projected	on	the	exposure	
space	 to	 be	 compared	
with	the	failure	boundary.	

Figure 2.2: The different stages of the bottom up process.

function that is calibrated with observed data of L and R (e.g. Coulibaly et al.,
2005). Once the function f is estimated, it can be used for predictions of the fu-
ture climate variables under the strong assumptions that this relationship will
remain valid in the future and the predictor L will remain within the range ob-
served in the calibration period.
Beside the dynamic and statistical methods, the downscaling procedure can be
achieved with a third option called combined downscaling, which is a com-
bination of the two methods described above. The output of the dynamical
downscaling, the RCM variables, are corrected using a statistical transforma-
tion calibrated as in equation 2.1 (e.g. Piani et al., 2010), but instead of using the
large scale observed data (L) as the predictor, the RCM outputs are employed.
Once the climatic variables have an acceptable resolutions, they can be used for
the calculation of the impacts at the local scale.

2.2 Bottom-Up Approach

In recent years another method has been developed to estimate impacts and
related adaptation options independently from climate projections. This ap-
proach is named ’Vulnerability-Based’ or ’Bottom-up’ approach, which relies
on the idea of identifying the vulnerabilities of a system by assessing its perfor-
mance under a range of plausible changes in climate, potentially including also
the ones downscaled from the GCMs (Lempert et al., 2004; Brown et al., 2012).
The name ’Bottom-up’ reflects the differences in the sequential process with
respect to the Top-Down approach which implies a transition from the global
emission scenarios to the local scale impacts. Here, on the other hand, the start-
ing point is to analyse the historical local climate conditions in order to under-

8



2.2. Bottom-Up Approach

stand in which case the water system failed and could have been managed dif-
ferently (Wilby and Dessai, 2010). After that, a sampling of the climate variables
is generated starting from the historical series and the system is tested on each
sample to understand which scenarios lead to a degradation in the system per-
formance. Generally, a failure threshold is used to classify the performance in
acceptable or failures. When the performance becomes unacceptable, they can
be improved by designing different planning or management strategies (Jones,
2001; Culley et al., 2016).

2.2.1 Historical data analysis

The first step of the bottom-up approach is the analysis of the historical system
performance to understand the main vulnerabilities and, possibly, to identify
critical thresholds for the system performance.
For example, if the main goal is to avoid floods in the area of interest, one can
identify the climate conditions in past years that have led to floods and the re-
lated water height that caused the damages. Assuming that the stakeholders
don’t want to exceed certain damage costs, the threshold becomes the maxi-
mum acceptable height above which the system can be considered in failure
(Brown et al., 2012).

2.2.2 Exposure space

A set of plausible future scenarios are generated by altering the historical vari-
able of interest in the so called ’exposure space’ (step 1, Figure 2.2). Each point
of the space is a scenario produced by increasing or decreasing the variables
on the axes starting from the historical values which are represented in the ori-
gin. The space is n-dimensional, where n is the number of variables (θ1...θn)
describing the scenarios (Culley et al., 2016). Although, the variables are often
temperature and precipitation in climate change applications, also other factors
can be involved, like evapotranspiration or socio-economic related variables as
water demand or energy price. The selection process of these variables is cru-
cial for the effectiveness of the study because they should be those to which the
system is more sensitive (Mastrandrea et al., 2010).
Sensitivity Analysis (SA) can contribute to the identification of the variables
that most influence the system performance through a three-step process: the
sampling of the variables in their domain, the evaluation of the model output
with the generated samples and the estimation of indices that provide the effect
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of a change in the input on the output (Saltelli et al., 2008).
Once the variables are selected, the exposure space needs to be filled up per-
turbing the historical values of the variables. The most common ways to gen-
erate scenarios are the additive and multiplicative methods; they consist in
simply adding or multiplying the past data by a scaling factor ∆ that changes
the time series values or the statistics related to them (Prudhomme et al., 2010).
However, the resulting scenarios show the same pattern as the historical one,
without taking into account shifts in long term precipitation persistence and
extreme events (Steinschneider and Brown, 2013) which could happen in future
under climate change (Solomon, 2007).
Alternative and more sophisticated approaches can be implemented to include
multiple temporal scale behaviour. Stochastic weather generators, for example,
allows generating synthetic series of data that are strictly conditioned to their
historical features but at the same time, they can introduce differences in the
intensity and frequency of daily precipitation (Steinschneider and Brown, 2013).

2.2.3 Failure boundary

The model of the system is simulated under each scenario generated using the
current historical management. The performance associated to each scenario is
represented in the exposure space and can classified in "success" and "failure"
based on the failure threshold established in the first analysis. The space is sub-
divided into regions of acceptable performance and others where the changed
climate leads to a degradation in the system performance to the point that the
values of the considered objectives, are below the thresholds (Whateley et al.,
2014). The limit between the two regions is called "failure boundary" (step 2,
Figure 2.2).
In order to improve the system performance and get satisfactory values of the
objectives it is possible to search for adaptation options for each failure point
of the exposure space. After the optimization process, more points of the space
are classified as "success" and consequently the failure boundary is enlarged
(step 3, Figure 2.2) . The ratio between the number of successful scenarios after
the optimisation and the number of the successful scenarios related to the his-
torical management is called maximum adaptive capacity and represents the
ability of the system to handle the changing drivers (Culley et al., 2016).

2.2.4 Superimposition of climate projections

The last step of the bottom-up approach is the projection of the global scenarios
into the exposure space (Whateley et al., 2014) (step 4, Figure 2.2). This link

10



2.3. Top-Down VS Bottom-Up

Future	Global	Scenarios	
Socioeconomic	scenarios	and	

associated	emission	

Global	Climate	Model	
Main	physical	processes	at	the	

global	scale	

Regional	Climate	Model	
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GCMs	adding	regional	forcing	

Impact	on	the	Hydrology	
Simula7on	of	the	hydrology	at	

the	river	basin	scale	
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Op7mize	decision	for	adap7ng	to	
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TOP-DOWN	
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Figure 2.3: Comparison between the stages of Top-Down and Bottom-Up approaches

between Top-down and Bottom-up approach provides a clear overview of the
"position" of the official scenarios compared to the failure boundary and gives
an idea on the temporal evolution of the expected future climate.

2.3 Top-Down VS Bottom-Up

It is well known that the future changes in climate, socio-economic and techno-
logical development have to be considered and modeled in the decision making
process of the water systems (Brown et al., 2012).
The two approaches previously described aim to help the water resource man-
agers in estimating future impacts and possible adaptation options to these
changes. Top-Down and Bottom-Up methods imply different processes and
techniques as illustrated in Figure 2.3.
The top-down approach has been studied and used in the water management
field for many years. It provides impact projections under official scenarios and
it often used for strategic planning. In addition, this IPCC approach is the most
widely adopted approach in the scientific literature (Wilby and Dessai, 2010).
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Figure 2.4: The envelope of the uncertainty: the increasing number of triangles at each level symbolise
the growing number of permutation and hence the expanding envelope of uncertainty (taken from
Wilby and Dessai (2010)).

The most recognized limitation of this method is the expansion of the uncer-
tainty at each step of the process. This happens because the information is
cascaded from one step to the next and at each step there is a range of possible
models and methods that can be chosen by the user. Firstly one must select a
global scenarios between the RCPs provided by the IPCC, then select a GCM
within a large variety of models developed by different climate institutes. The
GCM’s resolution must be increased with different methods of dynamical, sta-
tistical, or combined downscaling to get the corrected RCM variables, but also
the choice of the RCM is subject to uncertainty. Lastly, the local impact model
must be selected, within a large range of possible choices (Prudhomme et al.,
2010). In short, every choice at each step implies different results on the impacts
and consequently on the adaptation strategies. Depending on the selection of
GCM, RCM or the downscaling technique, the impacts might be divergent, in
one way minimal, in another way very dangerous for the system (Brown et al.,
2011). This effect is known as envelope of the uncertainty and is illustrated in
Figure 2.4.

The second shortcoming of the Scenario Based implementation is the discrete
set of scenarios explored by the approach. If the researchers analyse exclusively
the climate projections, the future variable space under climate change may not
be fully explored, and consequently the model range would lead to a partial es-
timation of future impacts (Brown and Wilby, 2012). It thus represents the lower
bound on the maximum range of uncertainty (Stainforth et al., 2007). Moreover,
the limitation due to the discrete number of scenarios doesn’t allow to identify
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the acceptance or refusal thresholds of the system performance under changes
in climate. In other words, using the top-down approach, the degree of climate
change to which the system is more sensitive are very difficult to find (Culley
et al., 2016).

The bottom-up approach has been developed to solve some of these limitations
using a different starting point and avoiding the expansion of the uncertainty.
Furthermore, the ability to evaluate the adaptation capacity is a great improve-
ment for the system flexibility assessment. However, even the new approach
provides difficulties and uncertainties, from the exposure space generation to
the choice of the failure threshold. The impacts on the system and the adap-
tive management strategies can be fully explored only if the exposure space
provides the best range of plausible future changes and if the failure threshold
has been correctly assessed. Some techniques are available to improve the ap-
proach implementation. For example, the set of methods called "scenario dis-
covery" aims to find the drivers causing failure in the system performance and
have a better understanding of the vulnerabilities of the system under specific
future states of the world (Kasprzyk et al., 2013).
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3
The Red River system

This study is focused on the water management vulnerabilities of the Red River
system in northern Vietnam.
This is a paradigmatic example of fast developing countries which are currently
undergoing a rapid economic and demographic development characterized by
internal migrations from rural areas to the main cities. Population growth leads
to increases in water, food, and energy demands. This factor, combined with
the climate change effects on the global hydrologic cycle, is expected to have
serious consequences on the water availability (McDonald et al., 2011).
In Vietnam, the liberalization of economic production and exchange in the last
30 years has led to an explosive economic and demographic development (Toan
et al., 2011). The energy demand has increased with a 15% annual rate in the last
ten years, intensified by the migration of the rural population to the main cities
that are sprawling uncontrolled (Vinh Hung et al., 2010). Climate change, with
its projected impacts on the water cycle, could affect two important sectors for
the national economy, hydropower production and agriculture. Hydropower
is the primary renewable energy and agriculture is a key driver for the local
food supply and the international trading. Both sectors are strictly related to
energy and food security.
Large storage projects have increased water availability for different economic
sectors, but the existing storages’ management strategies have to be reconsid-
ered for enhancing the flexibility and the adaptive capacity of the water sys-
tems under future changes (Georgakakos et al., 2012).
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3. The Red River system

Figure 3.1: The Red River system map.

3.1 The Red River Basin

The Red River is a transnational river basin, located in South-East Asia, cover-
ing an area of 169,000 km2 and flowing through 3 countries: Vietnam, China
and Laos. The part in Vietnam territory covers 25 provinces and cities with the
total area of 86,700 km2, accounts for 51.3% of the basin area. The parts located
in China and Laos are 81,200 km2 (48 % of the basin area) and 1,100 km2 (0.7%
of the basin area) respectively (Dinh, 2015). The Red River is the second biggest
river in Vietnam, after Mekong. It is formed by 3 main tributaries: Da river on
the right, Thao river in the middle, and Lo river on the left, as shown in Figure
3.1. Among the tributaries, Da is the largest one in term of water flow since it
contributes approximate with the 49% to the total flow. The Red River basin is
characterized by a sub-tropical monsoon climate that implies a wet and a dry
season. The wet season lasts from May to October cumulating 85-95% of the to-
tal yearly rainfall (Le et al., 2007). The average river flow at the measure station
of Son Tay varies between 8000 m3/s during the monsoon peak and 1500 m3/s
in the dry months. The available water in the basin is quite abundant but, un-
fortunately, these plentiful sources are not evenly distributed in terms of space
and time. This uneven distribution causes serious effects on livelihoods of local
people such as water deficit for irrigation and domestic uses.
Many reservoirs have been being built, both in China and Vietnam territory
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with the aims of hydropower generation, water supply, and food control. As
we saw, 48% of the Red River belongs to China and information about this
area are scarce. Recently, China strongly exploit the water resources by con-
structing series of reservoirs for generating hydropower. These reservoirs have
been mainly built since 2007 with the total capacity of more than 4 billion m3.
Most of them are medium size and they are mainly located upstream of the Da
sub-basin. However, the information about these reservoirs and hydropower
plants such as location, storage capacity, water usages, or operating rules is in-
sufficient and in many cases not available. Hence it causes certain difficulties
for Vietnam to plan/manage efficiently water resource as well as regulate the
reservoirs within the Vietnamese territory. For example, during the flooding
season (generally from June to November), the reservoirs in China part, who
do not concern with flood control, usually store water from middle June to July
to aim at reaching their fullest capacity in the early flood season in order to
maximize hydropower production. Therefore, if the floods come, they have to
release a larger flow (compared to the inflow to those reservoirs) for their safety.
As a consequence, the capacity of reservoirs in Vietnam for flood control will
reduce having a serious risk of damages in the city of Hanoi.
In Vietnam territory, several reservoirs have been built and operated since the
70s. They play an important role not only in hydropower production but also
in flood control and water supply for irrigation, domestic use, and industries
in the river delta.
On the Da river, two large multi-purpose reservoirs were constructed, Son La
and Hoa Binh, while another reservoir, Lai Chau, is under construction.
Son La was built in 2005 and started operating in 2010. The maximum water
level in the reservoir is 228.07 m and the corresponding storage is 12,457 billion
m3. The Son La hydropower plant is the biggest in Vietnam in term of power
generation with a total design capacity of 2,400 MW. Hoa Binh reservoir started
operating in 1991. Its has a maximum water level of 122 m and a storage capac-
ity of 10.89 m3. The Hoa Binh hydopower plant has eight turbines for a total
design capacity of 1,920 MW.
Besides the Da river reservoir, Thac Ba and Tuyen Quang are the two largest
reservoir on the Lo tributaries, Chay and Gam river respectively. Thac Ba was
the first hydropower station in the North Vietnam (1971), with 61 m of level
and 3,643 billion m3 of maximum storage. Its hydropower plant has a total ca-
pacity of 120 MW. Tuyen Quang, instead, was constructed later (2008) with a
storage capacity of 2.482 billion m3 and a total design capacity of the turbines
of 342 MW.
Additionally, there are about 13,000 small size reservoirs, dams, and pumping
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station built for irrigation purposes within the basin. They affect the system
hydropower and supply only locally without having considerable influence on
the water resources management of the delta.
The delta region covers 11 provinces and cities, including the capital city of
Hanoi. With the total population living in the delta equal to 20,236 million peo-
ple, it is the highest population density in Vietnam. More than half of the delta
is less than 2 meters above mean sea level. It is protected from flooding and
storm surges by a system of river and sea dykes.
The region is mainly cultivated with rice and the irrigation relies on a combi-
nation of gravity and pumping systems. Agriculture is the bigger water user
accounting for the 76% of the total used water and it involves around 50% of
the local workers. The river delta is the second largest rice production area of
Vietnam, which is, in turn, the second largest rice exporter in the world (Yu
et al., 2010). The other consumption sectors include domestic use, aquaculture,
industries, and livestocks. For these reasons, the delta has an important role in
terms of food security and socio-economic development.

3.2 Model and data

This section provides an overview of the Red River model developed within
the IMRR Project (Integrated and sustainable water Management of Red-Thai
Binh River System in a changing climate) (Bernardi et al., 2014; Dinh, 2015; Giu-
liani et al., 2016a). The Red River system has been modeled as a combination of
conceptual and data-driven models assuming a time-step of 24 h for modeling
and decision-making processes. In Figure 3.2, each modeled unit is represented
with the corresponding inputs, state variables, and outputs. In the next subsec-
tions, these models and dynamics are described in detail.

3.2.1 The sub-catchments

The five river basins, Da, Lo, Gam, Chay, and Thao, are described with con-
ceptual HBV models. This model simulates the soil water balance and subse-
quently the rainfall-runoff process. It takes as inputs historical temperature,
precipitation, and streamflow trajectories to calibrate 12 parameters (see sec-
tion 4.3 for a detailed description of the model).
The daily discharges, q1

t , q2
t , q3

t , q4
t , q5

t , are obtained as a function of daily tem-
perature and precipitation related to each sub-catchment. The precipitation
data used for the calibration of the sub-catchment models are produced within
the APHRODITE project (Research Institute for Humanity and Nature, Japan)
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Figure 3.2: Representation of the Red River system model

(Yatagai et al., 2012), due to the scarcity of data available for the upper parts
of the basins located in China. Historical daily temperature, precipitation, and
streamflow observations for each sub-basin are represented in Figure 3.3, 3.4,
and 3.5 respectively. In particular, the streamflows are measured at the time
they flow into the reservoirs, except for Lo and Thao which are measured at
Ham Yen and Yen Bai respectively.
In all the sub-basins, the maximum temperature is between 24 and 27 degrees,
while the minimum varies between 3 and 6. The monsoon season is clearly vis-
ible on both precipitation and streamflow patterns in the period from May (day
120) to October (day 273), where the amount of water is considerably higher.
From the streamflow graph it is easy to recognize which are the tributaries
that have a grater contribution to the river flow. Particularly, Da and Thao
river identified by the orange and green lines respectively, show a consider-
ably higher levels compared to the other rivers streamflows.
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Figure 3.3: Temperature in the Red River sub-catchments (1961-1963)
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Figure 3.4: Precipitation in the Red River sub-catchments (1961-1963)
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Figure 3.5: Streamflow of the Red River tributaries (1961-1963)

3.2.2 The reservoirs

The water volume of a reservoir at time t + 1, xt+1 [m3], is a function of the
water volume at the previous time xt, the inflow, the evaporated volume, and
the volume released with regulated gates and spillways (equation 3.1).

xt+1 = xt + at+1 − rt+1 − Et+1 (3.1)

The inflow at+1 [m3/d], is the cumulative water volume of the tributaries, the
distributed runoff along its banks, and the direct precipitation on the water
surface. The evaporated volume Et+1 [m3/d], is proportional to the area of the
water surface and the specific daily evaporation rate (equation 3.2).

Et+1 = et+1S(xt) (3.2)

where the surface St [m2] is a function of the storage xt and the specific evapora-
tion et+1 [m/d] depends on a complex multitude of factors (water and air tem-
perature, relative humidity, atmospheric pressure, etc.). Finally, rt+1 [m3/d] is
the volume released in the interval [t, t+ 1) through penstocks, gates, and spill-
ways.
The control variable is the release decision ut, which coincides with rt+1 only
when the spillways and the bottom gates are not operating. The relationship
between ut and rt+1 is formalized as follows:
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Figure 3.6: The minimum (green) and maximum (blue) release discharge curves of the Hoa Binh reser-
voir.

rt+1 = R(xt, ut, at+1, et+1) (3.3)

The release function R is the most complicated relationship to identify, because
the release process is continuous in the time interval [t, t + 1), but the effects
need to be described with a time-discrete model. The values of the instanta-
neous inflows and the evaporation rate trajectories are never known in prac-
tice, therefore they have to be assumed constant in every time step. Under this
assumption, the release function has been built as follows:

rt+1 = R(xt, ut, at+1, et+1) =


vt(xt, at+1, et+1) if ut < vt(xt, at+1, et+1)

Vt(xt, at+1, et+1) if ut < Vt(xt, at+1, et+1)

ut otherwise

(3.4)
Where v(·) and V(·) are the minimum and maximum releases, defined assum-
ing the regulation gates completely close or open and accounting for possible
spillways. In Figure 3.6, the curves of minimum and maximum releases are
shown as an example for the Hoa Binh reservoir.

Each reservoir is connected to a multi-turbines hydropower plant. In these
plants, each turbine can be independently activated with the desired flow be-
cause each of them is fed by an independent penstock controlled by a valve.
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Figure 3.7: Daily energy production in the Hoa Binh power plant as a combination of daily release and
level

The daily maximum energy production of each plant can be estimated as a
function of the daily water volume released from the reservoir, the reservoir
level, and the specific features of the installed turbines such as the hydraulic
capacity or the head loss functions. This relationship is estimated assuming
that the operator choose the optimal allocation of the releases among the tur-
bine in different hours of the day. Using this relationship, for each combination
of released volume and reservoir level, the energy that can be produced in each
power plant can be obtained as shown in Figure 3.7 for the Hoa Binh reservoir.

3.2.3 The delta

The reservoir releases and the natural streamflow of Thao and Lo rivers flow
downstream and reach the city of Hanoi and the irrigation districts in the river
delta. The river delta was originally described by a 1D hydrodynamic model
(MIKE11) that considered the water flow in 907 rivers and canals forming the
delta river network. It includes also the description of structures within the
Delta, such as bridges and pumping stations. This model is based on the obser-
vations measured in 5000 cross sections on 4200 km of canals, registered during
two monitoring campaigns in 1999-2000 and 2009-2012. MIKE11 is a very ac-
curate and spatial distributed description of the delta dynamics but it is also
highly computational expensive (i.e., it takes 2 days for simulating 16 years).
Due to the impossibility of using MIKE11 for the policy design process, that
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requires an high number of simulations, dynamic emulators were developed
to simplify the canals dynamics and consequently reduce the computational
time.
The emulation model is constituted by recursive Artificial Neural Networks
trained over the results of the De Saint Venant equations and it reproduces the
outputs needed for the objective calculation. Due to the large number of input
variables needed by MIKE11, before training the ANN, the most representing
variable were selected by using the Iterative Input Variable Selection (Galelli
and Castelletti, 2013) algorithm which provided an accurate model dependent
on few variables. The calibration of the ANN has been carried out on dataset
including 62 years of daily values.
The resulting models provide approximate values of the spatially distributed
volume of water available in the irrigation canals (CWVt) and the water level
in Hanoi (zHN

t ). Their formulations are shown in equation 3.5 and 3.6.

CWVt+1 = f (CWVt, qdelta
t+1 , Wt, τt−1) (3.5)

zHN
t+1 = f (zHN

t , qdelta
t+1 , τt−1) (3.6)

with

qdelta
t+1 = qST

t − qDD
t (3.7)

Where qdelta
t+1 describes the difference between the water in Son Tay (qST

t = r2
t +

q2
t + r3

t + q4
t + r4

t see Figure 3.2) and the potential diversion of water in the Day
diversion (qDD

t ), accounting for the time delay between Son Tay and the delta.
The Day diversion is used only in the case where there is a risk of flood events
in Hanoi. τt−1 is the tide level at the previous day that accounts for the seawater
intrusion in the delta. Wt is the daily water demand of the Red River districts
calculated as the sum of all the water sector demands. The considered sectors
are: agriculture, aquaculture, industries, population (urban, town, rural), and
livestocks (Figure 3.8).

3.3 Formulation of the objectives

According to a direct interaction with the stakeholders, the main water-related
interests to be considered in the policy design process are hydropower pro-
duction, flood control, and water supply. The objective function vector, to be
minimize on the simulated horizon H, is J = | − Jhyd J f lood Jsupply|.
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Figure 3.8: Temporal pattern of the monthly water demand

Concerning the first objective, the daily average energy production, to be max-
imize, is defined as

Jhyd = 1/H
H−1

∑
t=0

HPt+1 (3.8)

where HPt+1 is the hydropower production (example in Figure 3.7 for the Hoa
Binh reservoir), which is estimated simulating the optimal hourly operation of
the turbines given the net hydraulic head and the daily reservoir volume. The
net hydraulic head is the difference between the reservoir level and the tailwa-
ter level.
The flood control problem is solved minimizing a damage objective function
which has to be minimized. The daily average flood damage in Hanoi is esti-
mated by a dimensionless non-linear cost function (Figure 3.9) which has been
defined by consulting the local experts (i.e. Flood Commission) and it depends
on the water level in Hanoi (equation 3.6):

J f lood = 1/H
H−1

∑
t=0

F(hHN
t+1) =



0 if hHN
t+1 < 0.6

(hHN
t+1 − 6) · 750000/5.25 if hHN

t+1 < 11.25

1.51 · 106(hHN
t+1)

4 − 7.00 · 107(hHN
t+1)

3+

+1.22 · 109(hHN
t+1)

2 − 9.45 · 106(hHN
t+1)

+2.74 · 1010 otherwise

(3.9)
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3. The Red River system

Figure 3.9: Non linear function for the estimation of the damage cost of floods in Hanoi

Finally, the objective related to the water supply is calculated as the daily av-
erage squared water deficit with respect to the total water demand of the Red
River delta. As the delta model described before, the water distribution process
in the delta region is approximated with a data-driven artificial neural network
(ANN).

Jsupply = 1/H
H−1

∑
t=0

(ANN(qdelta
t+1 , Wt, tidet−1, CWVt))

2 (3.10)

This ANN model is a non-dynamic surrogate model that approximates the wa-
ter deficit obtained with MIKE11 that provides a detailed description of each
canal dynamic but it is highly computational expensive, as described in sec-
tion 3.2.3. The quadratic formulation has been adopted for the penalization of
serious deficits, which allowing for small and frequent deficit.

3.4 Policy design

The set of optimal operating policies has been designed via Evolutionary Multi-
objective Direct Policy Search (EMODPS). It is a simulation-based optimization
approach that combines direct policy search, non linear approximating net-
works, and multi-objective evolutionary algorithms to design Pareto-approximate
closed-loop operating policies for multipurpose water reservoirs (Giuliani et al.,
2016b).
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3.4. Policy design

The decision vector is composed by the release decision of each reservoir which
is a function of the day of the year t, the reservoir storage (x1

t , x2
t , x3

t , x4
t ), and the

total previous day inflow (q1
t + q2

t + q3
t + q4

t + q5
t ):

ut = |u1
t u2

t u3
t u4

t | (3.11)

EMODPS is based on the parametrization of the operating policy pθ. The pa-
rameter space Θ is explored to find the parametrized policy that optimizes the
expected long term cost, i.e.

p∗θ = arg min
pθ

Jpθ
s.t.θ ∈ Θ (3.12)

Where J is the objective vector defined in section 3.3.
The parametrization of the policy is implemented with Gaussian radial basis
functions (RBFs) which allow to approximate the unknown solution to any de-
sired degree of accuracy. They were demonstrated to be more effective than
other non-linear approximating networks (Giuliani et al., 2014).
The optimization of the policy parameters was implemented using multi-master
Borg MOEA (Hadka and Reed, 2013). Multi-objective evolutionary algorithms
(MOEAs) are iterative search algorithms inspired by the process of natural evo-
lution that evolves a Pareto-approximate set of solutions. Borg MOEA employs
multiple search operators that are adaptively selected during the optimization.
Borg is demonstrated to be highly robust in solving different multi-objective
problems making it very useful for the EMODPS problems, where the policy
parametrization is completely unknown a priori.
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4
Methods and tools

This section aims to provide an overview of all the methods involved in the ap-
plication of the Bottom-up approach on the Red River system. Figure 4.1 pro-
vides a schematic representation of the main steps of the study. The generation
of the climate scenarios at the top-left corner is the starting point for the gener-
ation of new weather trajectories (pH, tH) and the agricultural water demand
(WA). On the other side, socio-economic scenarios are generated to estimate the
demand related to other water consumption sectors (WNA). The weather sce-
narios are simulated in the hydrological model to obtain each sub-catchments
streamflow (qH) needed as inputs for the reservoir and power plant models
(section 3.2.2). The water demand scenarios, instead, are aggregated (WTOT)
and employed in the delta model described in section 3.2.3. Finally, using the
comprise policy, the Red River model is simulated over each scenarios to es-
timate the values of the three objectives (JHYD, JFLO, JSUPPLY). With reference
to the Bottom-up framework previously described, the red and blue boxes rep-
resent the generation of the exposure space while the green box corresponds
to the simulation of the system and the evaluation of its performance under
the exposure scenarios. The results were analyzed implementing a Sensitivity
Analysis between the input scenarios and the resulting objectives. Moreover,
the official projections of future climate were downscaled and used as input
for the system performance evaluation to have an idea of the position of the
scenarios with respect to the generated ones. In the next sections, the methods
used in each step of the process are described in detail.
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Figure 4.1: Outline of the main steps of the study.

4.1 Climate and socio-economic scenario generation

As in most bottom-up studies (e.g. Brown et al., 2012; Culley et al., 2016) the
climate scenarios of temperature and precipitation are generated by applying
additive and multiplicative factors (∆T, ∆P) on the historical observed means.
We chose the following vector of factors to be multiplied to precipitation:

∆P = [0.8 0.9 1.1 1.2 1.3 1.4 1.5 1.6] (4.1)

Applying this vector to the observed average is equivalent to alter the precipi-
tation amount from - 20% to + 60%.
Regarding temperature, we chose an additive perturbation with a vector de-
fined by the following factors:

∆T = [−2 − 1 + 1 + 2 + 3 + 4 + 5] (◦C) (4.2)

The ∆ ranges were chosen in order to provide a large variability in both positive
and negative directions, considering also values that are probably unlikely to
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Figure 4.2: Latin Hypercube sampling of the scaling factors for the water consumption sectors

realize in future. In addition, we take into account the downscaled climate
projections by IPCC which predict increases in temperature and precipitation
which are within the considered domains. A similar technique is employed to
generate socio-economic scenarios, except for the agricultural ones which we
assumed that are influenced only by the climate conditions. We chose a wide
range of scaling factors to be multiplied to each water consumption sectors,
including the projections of the future socio-economic development produced
by the Vietnamese authorities. Within these ranges, we generate 100 samples
with the Latin Hypercube method.1

The sampled factors (∆W) are illustrated in Figure 4.2. Each point represents the
percentage factor to be added to the actual consumption of the corresponding
sector.

4.2 Weather generation

The additive and multiplicative factors (∆T, ∆P) from the previous step are sub-
sequently employed in the weather generation. Because of the disadvantages
explained in section 2.2.2, the factors are not simply added to the historical
mean but, instead, we produced new synthetic series of temperature and pre-
cipitation using a semi-parametric weather generator.

1The Latin Hypercube sampling is a statistical technique for generating near-random sample of parameters values
from a multidimensional distribution. This method implies the stratification of the variable domain in equiprobable
intervals and the sample are selected from each interval (McKay et al., 1979).
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Weather generators are statistical models calibrated over observed daily weather
sequences. They are useful when the meteorological data are insufficient in
terms of their time and spatial coverage or, as in this case, for the generation of
future climate scenarios. They implies the simulation of the main statistics of
the observed records, as for example mean, variance or extremes, to produce
synthetic series (Wilks and Wilby, 1999).
Weather generators can be classified in three main categories: parametric, non-
parametric, and semi-parametric. Parametric generators assume that the weather
characteristics can be described by a known distribution, where the parame-
ters are estimated from the historical records. Non-parametric methods, on the
other hand, don’t assume any distribution and they rely on a resampling of the
historical data to generate synthetic series. Finally, the combination of the two
methods is called a semi-parametric generator.

4.2.1 Parametric weather generators

Parametric generators typically use precipitation as the driving variable while
the maximum and minimum temperature along with the solar radiation are
generated according to the occurrence of precipitation values previously pro-
duced. The model preserves the temporal dependence, the correlation between
variables and the seasonal characteristics of the actual weather in a certain lo-
cation (Richardson, 1981).
A first-order Markov Chain is often used to generate a sequence of wet and dry
days where the difference is defined by a certain threshold. Denoting a wet day
at time t as Wt and a dry day as Dt, the probabilities of transition from a wet
day to a dry day or vice versa are defined as:

P(Wt+1|Dt) = (#of dry days followed by a wet day)/(#of dry days) (4.3)

P(Wt+1|Wt) = (#of wet days followed by a wet day)/(#of wet days) (4.4)

And by the law of total probability:

P(Dt+1|Dt) = 1− P(Wt+1|Dt) (4.5)

P(Dt+1|Wt) = 1− P(Wt+1|Wt) (4.6)
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4.2. Weather generation

Once the Markov chain is costructed, the amount of rainfall must be associated
to the wet days. This amount can be generated from an exponential distri-
bution, which is described only by one parameter λ (Richardson, 1981). Alter-
natively, a Gamma distribution (two parameters) can be used (e.g. Katz, 1977;
Wilks, 1989), but other authors find the mixed exponential distribution working
better (e.g. Lettenmaier, 1987; Wilks, 1998; Woolhiser et al., 1982). The mixed ex-
ponential distribution is a weighted average of two exponential distributions
and implies the evaluation of three parameters:

f (x) = αλ1 exp(−λ1x) + (1− α2) exp(−λ2x) (4.7)

After generating the occurrence and the amount of rainfall, the daily maximum
and minimum temperature and the solar radiation can be conditioned to the
occurrence of precipitation. Temperature and solar radiation are not indepen-
dent, they are correlated with each other and with precipitation. In order to
consider this dependency, a first-order auto-regression vector, VAR(1), is fitted
by calculating the residuals of temperature and radiation.
The residuals are obtained by removing the signal from the historical series,
subtracting the mean and dividing by the standard deviation. The VAR(1) pro-
cess is defined as:

z(t− 1) = Az(t− 1) + Bε(t) (4.8)

where z(t) and z(t− 1) are the vectors (3X1) of the residuals of maximum tem-
perature, minimum temperature, and solar radiation at time t and t− 1, ε(t) is
the vector (3X1) of independent standard normal random variables at time t; A
and B are the matrices (3X3) describing the auto and cross-correlation between
the time series and they are calculated as the covariance matrix of the variables,
S, and the same matrix lagged by one step, S−1, i.e.

A = S1S−1 (4.9)

BBT = S− AST
1 (4.10)

Parametric generators are easy to implement but involve some drawbacks (Api-
pattanavis et al., 2007). For example, VAR models require normality of the data
and if they don’t meet this condition, they have to be transformed with a quite
difficult process and the model performance in the transformed space is not
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guaranteed. Moreover, for the rainfall amounts, some features of the data can-
not be captured by the probability density function of the mixed exponential
distribution.

4.2.2 Non-parametric weather generators

In the literature, several techniques are proposed for non-parametric weather
generation, such as simulation from empirical distribution of wet and dry spells
and precipitation amount, neural networks for generating temperature, the use
of simulated annealing for generating precipitation.
The easier version of this set of methods is the simple bootstrap, which implies
a generation of a new weather sequence through independently resampling
(with replacement) of the historical records (Efron, 1979; Efron and Tibshirani,
1994). The inability of keeping the correlation between the observations is the
main shortcoming of this method. This limit is partially solved using a similar
approach called moving-block bootstrap (Vogel and Shallcross, 1996). The gener-
ation, in this case, is implemented by resampling blocks of consecutive values
so that the correlation is preserved inside each block. Yet It is not mantained
among the blocks.
The k-nearest-neighbor (k-nn) bootstrap, instead, is an alternative method that
can reproduce the autocorrelation between each value (Lall and Sharma, 1996).
The historical record is divided into blocks of length d, which represents the
dependency between the observed values. For example, if d is equal to 2, each
value depends on the previous two. Starting from one random block in the his-
torical period, the next one is generated choosing the block, in the records, that
is the nearest compared to the others. In order to find the nearest, all the blocks
are classified by a distance measure, such the Euclidean distance, and ranked
from 1 to k, where 1 is the closest and k the furthest.
The probability of choosing one block as the successor block is defined as:

P(j) =
1/j

∑1=0,...,k(1/j)
(4.11)

where j is the location of the block in the ranking.
A simple example of the method with random numbers is represented in Ta-
ble 4.1 and 4.2 where d is equal to 2. The Euclidean distance is reported in the
second column and it is calculated between the blue highlighted blocks and
the others. The numbers in the third column (xt+1) are the next values selected
according to such distances. Choosing k equal to 3, the closest distances are the
ones highlighted in red. In the second table (below) the distances are ranked
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Xt Distance Xt+1

5.54 3.33 2.74
6.83 3.62 5.86
2.74 6.16 5.32
5.86 3.50 3.69
5.32 4.33 4.57
3.69 5.5 5.34
4.57 4.58 8.58
5.34 2.98 7.77
8.58
7.77

Table 4.1: k-nn example procedure with random numbers - Calculation of the distances and identifica-
tion of the next values.

knn Xt+1 Rank(j) P(j)
2.98 7.77 1 0.55
3.33 2.74 2 0.27
3.50 3.69 3 0.18

Table 4.2: k-nn example procedure with random numbers - Ranking of the nearest neighbors.

with the associated probability P(j) according to equation 4.11. For the gener-
ation of the weather scenarios, Rajagopalan and Lall (1999) suggests to use one
value instead of one block; in this way the weather on a given day depends
only on the previous day’s weather. One important shortcoming of the k-nn
bootstrap is the inability of simulating values outside the historical range of
observations. Moreover the k-nn generators tend to underestimate the lengths
of wet and dry spells especially in situation with short spell lengths (Apipat-
tanavis et al., 2007).

4.2.3 Semi-parametric weather generators

In order to alleviate the limits of parametric and non-parametric generators,
Apipattanavis et al. (2007) proposes a "hybrid" solution that combines the two
approaches described before, implying first a Markov chain of precipitation
occurrence and subsequently the k-nn bootstrap to simulate each day weather
according to the chain.
This approach is called semi-parametric weather generator and it is applied in
the present study to generate scenarios of temperature and precipitation for
the Red River streamflow basins (Da, Gam, Lo, Chay, and Thao). An impor-
tant benefit of this method is the possibility of keeping the spatial correlation
among multiple sites.
Historical temperature and precipitation of each sites were averaged according
to their basin area to generate a first order Markov chain. Three possible states
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Month P(D) P(W) P(EW) P(D|D) P(D|W) P(D|EW) P(W|D) P(W|W) P(W|EW) P(EW|D) P(EW|W) P(EW|EW)
Jan 0.692 0.170 0.138 0.816 0.128 0.057 0.315 0.662 0.023 0.532 0.460 0.008
Feb 0.692 0.170 0.138 0.475 0.201 0.324 0.094 0.600 0.306 0.067 0.659 0.274
Mar 0.558 0.303 0.138 0.530 0.000 0.470 0.649 0.000 0.351 0.685 0.000 0.315
Apr 0.285 0.572 0.143 0.777 0.196 0.027 0.420 0.580 0.011 0.620 0.372 0.007
May 0.108 0.747 0.145 0.413 0.153 0.434 0.028 0.535 0.437 0.144 0.690 0.166
Jun 0.043 0.823 0.134 0.545 0.000 0.455 0.774 0.000 0.226 0.536 0.000 0.464
Jul 0.012 0.839 0.149 0.728 0.227 0.045 0.000 1.000 0.000 0.734 0.259 0.007
Aug 0.031 0.823 0.146 0.409 0.223 0.368 0.012 0.829 0.159 0.311 0.299 0.390
Sep 0.107 0.751 0.142 0.548 0.000 0.452 0.670 0.000 0.330 0.500 0.000 0.500
Oct 0.228 0.621 0.151 0.532 0.450 0.018 0.324 0.676 0.000 0.860 0.115 0.024
Nov 0.489 0.413 0.098 0.205 0.363 0.431 0.023 0.720 0.257 0.477 0.207 0.316
Dec 0.722 0.161 0.118 0.669 0.000 0.331 0.606 0.000 0.394 0.525 0.000 0.475

Table 4.3: Unconditional and Transition probabilities of dry (D), wet(W), and extremely wet (EW)
days.

are considered: dry (D), wet (W), and extremely wet (EW). A dry day occurs
when the precipitation is less than 0.33 mm, an extremely wet day when the
precipitation is greater than the 80th percentile of daily amounts for the simu-
lated month, and a wet day when the amount of rain is between the dry and
extremely wet thresholds.
As the first step, from the historical observations, we have calculated the prob-
abilities of each state and the transition probabilities from one state to another
independently for each month to capture the seasonality (see equations 4.5 and
4.6). The probabilities are reported in Table 4.3.
The Markov chain simulation was carried out as follows:

1. Uniform random numbers in the interval [0,1] Ui, i = 1, ..., N are gener-
ated;

2. Starting, for example, from January, if U1 is less than 0.692, the first day is
dry; if it is between 0.692 (sum of P(D) and P(W)) and 0.862, it is wet, and
extremely wet otherwise;

3. The second day is generated considering the first day, U2 and the transition
probabilities. For example, if the first day is classified dry and U2 is lower
than 0.816, the second day is also dry because in January the probability
of having a dry day after a dry one is 0.816 (see Table 4.3);

4. The third step is repeated until the end of the desired length series, chang-
ing the probabilities when the monthly boundaries are crossed;

A forty years Markov chain was generated according to the monthly probabil-
ities. Once we got a sequence of precipitation states, the k-nn bootstrap with
d = 1 is applied to generate temperature and precipitation sequences for each
basin:

1. The same random number is selected from the historical period and the
Markov chain simulation (xt), for example the 1st day of May. The day
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selected and the next one are associated to a state (D,W and EW), for ex-
ample 1st is wet, 2nd is dry;

2. We select a 7-day window centered in the 1st of May (from the 28th of
April to the 4th of May) and search a sequence "wet day/dry day" in the
same window of the historical observations;

3. We compute the Euclidean distance between xt and all the first days of the
sequence pairs selected in step 2, called "neighbors";

4. The values are ranked from the lowest to the largest distance and k neigh-
bors are selected. k is chosen as the square root of the number of neighbors
(Lall and Sharma (1996));

5. The probability defined in equation 4.11 is associated to each neighbor;

6. A random number between 0 and 1 is generated. If that number is in-
cluded in the probability interval of a neighbor, that neighbor is selected
as the next value.

7. Starting from the newly generated value, step 2 to step 6 are repeated to
generate weather for the next days.

At this point, the generated scenarios of temperature and precipitation are just
a resampling of the historical records. In order to understand how the system
works with climate changes, we applied the additive and multiplicative fac-
tors introduced in the previous section to different scenarios generated with
the semi-parametric approach. We produced 40-year scenarios for each sub-
catchment (Da, Lo, Thao, Gam, Chay), by varying the temperature and by mod-
ifying the precipitation, for a total of 56 possible future climate. Applying first
the semi-parametric approach and then the additive and multiplicative pertur-
bations, the resulting scenarios are different from the history not only in terms
of mean but also in terms of inter annual variability.

4.3 Hydrological model

The generated scenarios of temperature and precipitation (tH, pH) are used as
inputs for the generation of the streamflow for each sub-basin. This step re-
quires using an hydrological model and the HBV model was employed. The
Hydrologiska Byrans Vattenbalansavdelning (HBV) model (Bergström, 1992) is
a semi distributed conceptual rainfall-runoff model developed for operational
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flood forecasting in Sweden. The model uses sub-basins as primary hydrolog-
ical units where the basins are geographically and climatologically heteroge-
neous. It is composed by four storage units and it relies on five state variables:
soil water storage, snow store, depth of liquid in the snow store, soil storage
for shallow and deep layer. The model takes as inputs temperature T and pre-
cipitation P and it returns as output the discharge Qsim.
In Figure 4.3, a scheme of the model is represented, while state variables and
parameters are listed in Table 4.4 and 4.5 respectively.

Introduction to the HBV model 3

precipitation (P)

rain evapotranspirationsnowmelt

runoff
near surface 
flow 
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soil moisture 
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Figure 1: HBV model schematics: storage elements are gray shaded, model states and
model parameters are shown in blue and red, respectively.

Table 2: HBV parameters.

Parameter Units Description Range
K2 [day] withdrawal rate from deep layer (10; 20,000)
K1 [day] withdrawal rate for shallow (1; 100)

layer overflow
K0 [day] withdrawal rate from shallow (0.5; 20)

layer (interflow)
MaxBas [hour] length of hydrograph routing (24; 120)

transformation
degd [mm/(day �C)] degree day factor (snowmelt rate) (0; 20)
degw [�C] base temperature above which (-3; 3)

melt occurs
ttlim [�C] temperature threshold below (-3; 3)

which freezing occurs
perc [mm/day] percolation rate into deep layer (0; 100)
� [-] distribution of soil stores (0; 7)
lp [-] limiting soil moisture at which (0.3; 1)

PET takes place
Fcap [mm] maximum soil moisture storage (10; 2,000)
hl1 [mm] maximum shallow layer storage (0; 100)

Figure 4.3: HBV model: storage elements are gray shaded, model states and model parameters are
shown in blu and red, respectively.

State Description
sowat soil water storage
sdep snowstore
ldep depth of the liquid in the snow store
stw1 soil storage - shallow layer
stw2 soil storage - deep layer

Table 4.4: HBV state variables.
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Parameter Unit Description
K2 [day] withdrawal rate from deep layer
K1 [day] withdrawal rate from deep layer
K0 [day] withdrawal rate from shallow layer (interflow)

MaxBas [hour] length of hydrograph routing transformation
degd [mm/day C] degree day factor (snowmelt rate)
degw [C] base temperature above which melt occurs
ttlim [C] temperature threshold below which freezing occurs
perc [mm/day] percolation rate into deep layer

β [-] distribution of soil stores
lp [-] limiting soil moisture at which PET take place

Fcap [mm] maximum soil moisture storage
hl1 [mm] maximum shallow layer storage

Table 4.5: HBV parameters.

The HBV-light software developed at the University of Zurich by Jan Seibert
(Seibert and Vis, 2012) was used in this work.
For the calibration, the software takes as input, historical precipitation, temper-
ature, and streamflow data and it returns the parameters with the related R2,
which gives an idea of how good the model describes the system dynamics.
The calibration was performed over a 40-years dataset.
The parameters’ calibration for the five basins involved in the study provides
good results as shown in Table 4.6 .

Catchment R2 - Calibration R2 -Validation
Da 0.89 0.88

Thao 0.86 0.83
Chay 0.82 0.75

Lo 0.83 0.79
Gam 0.88 0.87

Table 4.6: Performance of the HBV parameters’ calibration and validation.

All the combinations of temperature and precipitation scenarios were simu-
lated on the HBV model obtaining 56 scenarios of 40-years streamflow for the 5
sub-catchments. For the simulation, each temperature scenario was combined
with the corresponding evapotranspiration, which was calculated through the
equation of Thornthwaite (Thornthwaite, 1948).2

4.4 Agricultural water demand generation

The water demand from the agricultural sector (WA) represents the largest con-
tribution to the total demand. It is calculated through the software CROPWAT,

2The Thornthwaite equation assumes the mean monthly evaporatranspiration depends only on the daily tempera-
ture and the latitude of the area of interest.
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Irrigation zone Rainfall station Meteorological station
Tich-Thanh Ha My Durc Son Tay
Nhue Tuong Tin Hanoi
Right Day Phu Ly Phu Ly
6 pumping stations Phu Ly Phu Ly
North of Ninh Binh Nho Quan Ninh Binh
South of Ninh Binh Ninh Binh Ninh Binh
Central Nam Dinh Van Ly Nam Dinh
South of Nam Dinh Van Ly Nam Dinh
North of Thai Binh Thai Binh Thai Binh
South of Thai Binh Thai Binh Thai Binh
Downstream of Thai Binh River Kinh Mon Chi Linh
Bac Hung Hai Thai Binh Hai Duong
North Duong River Thai Binh Son Dong

Table 4.7: Irrigation zones with related rainfall and meteorological stations of the Red River delta

developed by the Land and Water Development Division of FAO. The model
takes as inputs rainfall, meteorological, soil, and crop data and gives as output
the monthly irrigation requirement.
For the calculation of the demand, the Red River delta was divided in 13 ar-
eas. Each irrigation zone is associated to a rainfall station and a meteorological
station (Table 4.7), which provide the data needed for the calculation.
The climate data required are monthly cumulated precipitation, average tem-
perature, humidity, wind speed, and solar radiation. For the generation of
the demand scenarios, historical climate data of temperature and precipitation
were generated as described in section 4.1. Finally, CROPWAT requires also
a crop pattern which is a list of crop types and the percentage area cultivated
with each crop. The Red River delta is mainly cultivated with rice, maize, pota-
toes, and oranges. We used the same crop distributions.
The calculation of the water needed to irrigate the crops (IRR [mm/day]) is
based on the water balance equation

IRR = ETc + LPrep + Prep − Pe f f (4.12)

Where ETc [mm/day] is the surface evapotranspiration and it is calculated
as:

ETc = ET0 ∗ Kc (4.13)

The potential evapotranspiration ET0 is estimated from the climate data using
the Penman-Monteith equation while Kc is the crop coefficient depending on
the crop type and the crop growing stages. The other components of the wa-
ter balance equation are the amount of soil water LPrep [mm], the stability of
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4.5. Non agricultural water demand generation

Irrigation zone Aquaculture Industries Urban pop Town pop Rural pop Cow Pig Poultry
[ha] [ha] [people] [people] [people] [animals] [animals] [animals]

Tich Thanh Ha 3336 2426 0 129500 1226800 125155 690968 6395804
Nhue 5908 1574 2062700 89843 1626750 44411 591790 5787805
Righ-day 288 30 0 2232 43577 2772 25242 277873
6 Pumping Station 5987 1003 246125 40745 958638 57172 529948 3920507
North of Ninh Binh 442 148 0 6374 178677 21965 84446 647620
South of Ninh Binh 5021 732 87002 65547 626315 43903 287851 2746907
Central Nam Dinh 4174 70 0 60483 564279 11846 240309 1777679
South of Nam Dinh 8325 0 0 58178 733574 7207 288558 2134604
North of Thai Binh 5794 292 20800 48000 976800 45360 601400 5079400
South of Thai Binh 4004 994 83200 20000 712200 24240 425600 2882600
Downstream of Thai Binh 21594 2965 559800 342306 1846021 50747 793580 8311083
Bac Hung Hai 2886 2451 91541 100919 848998 57684 377910 3943000
North of Duong River 14254 2811 415357 191218 2320015 96469 1104534 11605567

Table 4.8: Historical values of the water consumption sectors

ground water Prep and the effective rainfall Pe f f [mm].
The agricultural demand was calculated under each combination of temper-
ature and precipitation scenarios, obtaining 56 different values of irrigation
requirement. The resulting crop demand in [mm/month] related to each ir-
rigation zone is multiplied by the area of the district to get the monthly volume
m3 and distributed over the year to obtain the daily values (WA).

4.5 Non agricultural water demand generation

The scaling factors (∆W) for the non-agricultural water demand, sampled as
described in section 4.1, are employed in the generation of demand scenarios
(WNA). We consider the same partition of the delta into 13 districts as for the
agricultural demand. For each district the historical values of the water sector
are reported in Table 4.8.
The calculation of the water demand is performed using a simple model.

WNA = water consumption sector× standard of water use (4.14)

The water consumption sector is multiplied by a "standard of water use", which
provides the amount of water needed for each sector unit. The values of these
standard for the different sectors are reported in Table 4.9 and 4.10. The Viet-
namese institution provide yearly standard values for all sectors except for
aquaculture which require different monthly values.
The standard are multiplied with the scaling factors (∆W) and converted in
daily values to obtain 100 different scenarios of daily demand. In order to
keep the correlation between districts, we assumed the same pattern in terms
of socio-economic changes. Therefore, for each scenario, the water consump-
tion sectors from different districts are multiplied by the same scaling factors.
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4. Methods and tools

Water consumption sector Standard of water use Unit
Industries 128 m3/day/ha
Urban population 343 l/day/person
Town population 257 l/day/person
Rural population 115 l/day/person
Buffalo, cow 65 l/day/animal
Pigs 15 l/day/animal
Poultry 1 l/day/animal

Table 4.9: Standard of water use

Aquaculture Standards - m3/ha/month
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

0 1333 1713 1713 1714 1714 0 0 0 1714 1714 1714

Table 4.10: Standard of water use - Aquaculture

Each agricultural demand scenario is added to each non-agricultural demand
scenario for a total number of demand scenarios (WTOT) equal to 5600. Finally,
the water consumption for environment is also considered. It is the amount
of water used for the dilution of waste water used for crops, livestock, people,
industry, and fisheries. In Vietnam there is no standard and the water require-
ment for environment is assumed equal to 10% of the total demand, which is
added for each scenario generated. We assumed that this percentage doesn’t
change in future.

4.6 Sensitivity Analysis

The resulting objectives are analyzed via Delta Sensitivity Analysis (SA) method.
SA is defined by Saltelli (2002) as the study of how "uncertainty in the output of
a model can be apportioned to different sources of uncertainty in the model input". In
the present study, SA helps in the identification of the input variables that cause
relevant changes in the system performance.
Many works on SA propose variance-based methods (e.g. Satelli et al., 2000;
Sobol, 2001; Rabitz et al., 1999) in which the output variance is attributed to the
uncertainty of the inputs. The drawback of this approach is that it implicitly
assumes that the variance is a sufficient indicator of the output variability.
A possible solution to mitigate this shortcoming is the Delta SA (Borgonovo,
2007). The Delta approach is a global SA method. It is defined as moment-
independent since it considers the entire distribution of the model inputs and
output for the evaluation of the sensitivity indicator δ. The process to calculate
δ is the following:
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4.6. Sensitivity Analysis

s(Xi) =
∫
| fY(y)− fY|Xi

(y)|dy (4.15)

EXi [s(Xi)] =
∫

fXi(xi)[s(Xi)]dxi (4.16)

δi =
1
2

EXi [s(Xi)] (4.17)

Where Xi is one input parameter and Y is output. EXi [s(Xi)] is the expected
shift between fY(y) and fY|Xi

(y). They are respectively the Y-density function
and the conditional density of Y given that one parameter Xi assumes a fixed
values. A visual representation of the shift between the two distribution is
shown in Figure 4.4.

Figure 4.4: The shaded area represents the shift between fY(y) and fY|Xi
(y)

The value δi represents the normalized expected shift in the distribution of the
output Y provoked by the input parameter Xi. This indicator can assume val-
ues between 0 and 1. Y is independent from Xi if δ is equal to zero. The higher
is the values of δ, the more the current parameter is influencing the model out-
put.
We applied this approach to the Red River system performance employing as
inputs all the variables perturbed for the scenario generation, such as temper-
ature, precipitation, streamflows, and each water demand component in order
to identify the most important factors which may alter the performance of the
system operations, particularly in terms of water supply.

43



4. Methods and tools

4.7 Superimposition of climate projections

As the final step of the study, we contrasted the performance under the gener-
ated scenarios and the performance under an official projection form the IPCC
fifth assessment report. According to the Top-Down method, described in sec-
tion 2.1, we considered the scenario RCP 8.5, which represents a future with
no mitigation and no emission reduction. This represents on of the worst case
conditions and a useful reference for the bottom up generated scenarios.
Data of temperature and precipitation dynamically downscaled from the GCM
to the RCM were downloaded from CORDEX (COordinated Regional climate
Downscaling EXperiment) East Asia. Particularly, we chose temperature and
precipitation data downscaled from the GCM HadGEM2-AO to the RCM Had-
GEM3-RA from the NIRM institute3. The time series were downloaded for
an historical period (1996-2000) and for projected period between 2041-2050.
Climate data are distributed as NetCDF files, where the time series is split in 5-
years blocks and organized over a discretized spatial domain with a resolution
that depends upon the specific climate model.
However, RCM output are generally still unsuitable for estimating local im-
pacts and can be further refined via statistical downscaling techniques. In this
work, the Quantile Mapping (Déqué, 2007) is used. This method is based on
the correction of the RCM distribution shape that is fitted with the observed
data distribution. The process needs as inputs the historical RCM data, called
control, and the observed data. We take as an example the temperature in the
Da basin to explain the process steps. In Figure 4.6 we plotted control and
observed data (left), and their cumulative distribution functions (CDF) (right).
The quantiles of the two distribution are plotted against each other in the so
called Q-Q plot which is a graphical method for comparing two probability
distributions (Figure 4.7). Using the correction function, the quantiles of the
two distribution can be matched, and the same function can be used to correct
the scenario time-series.
In Figure 4.8 the scenario downscaled is represented to confirm that the method
successfully corrected the RCM output distribution to reproduce the local ob-
servations.

3National Institute of Meteorological Research, South Korea
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Figure 4.5: Difference between historical RCM outputs and observed data in the Da basin.
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Figure 4.6: Difference between the CDFs of the historical RCM outputs and observed data in the Da
basin).
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Figure 4.7: Q-Q plot representing the quantiles of the control against the observation.
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Figure 4.8: Scenario downscaled using the Q-Q plot.

The same process has been applied to temperature and precipitation of each
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4.7. Superimposition of climate projections

basin. We used these downscaled scenarios of temperature and precipitation
to simulate the HBV model and obtain the sub-catchment streamflows. The
mean increase in temperature and precipitation with respect to the historical
period was used in the calculation of the crop irrigation requirements in the
Red River delta using CROPWAT model. The water demand for the other con-
sumption sector, instead, was directly taken from the scenario built by Viet-
namese institutions within the IMRR project (Report D6.1) named "high sce-
nario 2050". This scenario represent a combination of increasing aquaculture,
industries, and population demands.
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5
Results and discussion

In this section, the numerical results are presented following the same work-
flow described in section 4. First of all, the results from the scenario genera-
tion are illustrated, particularly for weather, streamflow, and demand. Subse-
quently, the system performance obtained by the simulation of the Red River
model is analyzed and discussed. Finally, we contrast the performance ob-
tained with the generated scenarios and the one calculated with the IPCC pro-
jection.
The simulation of the historical system’s operations is approximated by select-
ing a compromise solution from the Pareto optimal set designed via EMODPS
(see section 3.4). Each optimization was run for 2 million function evaluations.
The Pareto optimal policies were obtained from the results of 20 random op-
timization trials to improve the solution diversity and avoid dependence and
randomness.
Figure 5.1 shows the Pareto optimal policies over the historical period (1990-
2010), where the flood damages and hydropower objectives are plotted on the
primary axes and the water deficit is represented by the dimension of the cir-
cles. The compromise solution was chosen by adopting the Utopia criterion. It
considers the difference between the solutions and the absolute optima of the
three objectives.
Performances of the compromise policy are: Jhyd = 60 (GWh/d), J f lood = 7918.2
(-), and Jsupply = 30 (m3/s)2. To identify the system vulnerabilities with re-
spect to the co-varying climate and socio-economic forcing, the selected policy
is evaluated via simulation over 224000 scenarios, obtained as a combination
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5. Results and discussion

of 56 climate, 40 hydrological years, and 100 socio-economic scenarios.

Figure 5.1: Set of Pareto optimal policies

5.1 Weather generation

Temperature and precipitation scenarios of a 40-years period were generated
using the semi-parametric approach combined with the additive and multi-
plicative perturbation (section 4.2). We choose the Da basin for the result rep-
resentation as it is the largest and most influencing basin. Daily temperature
and precipitations averaged on the basin are shown in Figure 5.2 and 5.3 re-
spectively for a three-years period, where each color line represents a series
produced applying different ∆T (or ∆P) on the resampled values. The black
line, instead, represents the historical records from 1961 to 1963. The Da basin
is chosen for the result representation as it is the largest and most influencing
basin.
Not surprisingly, in both figures the produced scenarios successfully follow the
seasonal pattern of the historical data. Temperature series show the same tim-
ing for positive and negative peaks as in the past and precipitation series well
reproduce the monsoon season between May and October. While in the tem-
perature graph it is easy to distinguish the differences in the mean perturba-
tion of each scenario, for precipitation it is more complicated due to the strong
variability of the rainfall amount between consequent days. The advantage of
using a semi-parametric approach can be stressed by looking at the temporal
behavior of the generated series, which show differences not only in their mean
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5.1. Weather generation

but also in the inter-annual variability, composed by time shiftings and differ-
ent amounts in the extreme events.
Another important feature achieved by using this weather generator is the ca-
pability of preserving the spatial correlation between basins. In Figure 5.4 and
5.5, the spatial correlation across the Red River basins is shown for temper-
ature and precipitation respectively, comparing the historical correlation and
the generated one. The historical correlations appears to be preserved in both
cases, even though the correlation related to precipitation is lower due to its
higher variability.

Figure 5.2: Temperature scenarios generated compared to the historical data (1961-1963) in the Da
basin.

Figure 5.3: Precipitation scenarios generated compared to the historical data (1961-1963) in the Da
basin.
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5. Results and discussion

Figure 5.4: Spatial correlation in temperature among the sub-basins, for the historical period (left) and
the generated scenario (right).

Figure 5.5: Spatial correlation in precipitation among the sub-basins, for the historical period (left) and
the generated scenario (right).

5.2 Hydrological model

Temperature and precipitation scenarios are the inputs of the hydrological model
(HBV), which provides an estimation of the basin streamflows. We run the
model over all the combinations of temperature and precipitation obtaining 56
scenarios. We considered the 40 years generated as singles indipendent annual
scenarios to show the system response to different hydrological inter-annual
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5.2. Hydrological model

variabilities.
To visualize the resulted streamflows we calculated the cyclostationary average
over a 5-year period to filter the single annual behaviors of the streamflows.
Moreover, we fix one of the two drivers (i.e. temperature and precipitation)
while the other one can vary in its range. In Figure 5.6, the daily streamflow
scenarios are obtained with a ∆T equal to +3◦C while ∆P varies from -20% to
+60%. In Figure 5.7, instead, we made the temperature change from −2◦C to
+5◦C while the ∆P was set at +20%. Both figures are compared with the cy-
clostationary average of the historical streamflow between 1961 and 1966 rep-
resented by the black line. In both cases, the generated streamflows for the Da
basin reflect the seasonal variability of the historical pattern, particularly in the
monsoon season. In the first figure, the highest peak (dark blue line) shows an
increase of about 60% compared to the highest peak of the historical record. On
the other hand, the scenarios associated with the precipitation decrease causes
a decrease in the highest peak of about 50%. As it was expected, the main
driver causing relevant changes in the streamflows amount and timing is the
precipitation. It is highly visible in the figures that varying the precipitation
variable affects the streamflow pattern way more than just varying the tem-
perature within the basin. When a ∆T is applied on the scenarios (see Figure
5.7), the differences in values are caused by the changing in evaporation which
barely affect the streamflow amount. The evaporation increase is due to higher
temperature that causes lower values in the streamflows.
The same approach is applied to all the streamflow basins from Figure 5.8 to
5.15. It is easy to notice the high variability of the scenarios generated that will
allow to test the system under a wide range of streamflows. The variability is
visible in both amount and timing, sometimes resulting in an anticipation of
the monsoon season in May (e.g. Figure 5.8). A global overview of the stream-
flow is obtained using the parallel axis plot in Figure 5.16. The lines represent
each scenarios by crossing the axes at their values of each variable reported
on the top. This graph confirms that the yearly average streamflow depends
mostly on the precipitation. The historical values are still represented by the
black line. The spatial correlation is preserved also in the streamflows of dif-
ferent sub-catchments as it is shown in Figure 5.17. The correlation measure
between the Chay basin and the others appears to be lower, especially in the
historical period. Chay is the river characterized by the smallest flow and it is
the only inflow to the system that doesn’t rise in China.
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Figure 5.6: Streamflow scenarios obtained by varying the precipitation scaling factors in the Da basin.
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Figure 5.7: Streamflow scenarios obtained by varying the temperature scaling factors in the Da basin.
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Figure 5.8: Streamflow scenarios obtained by varying the precipitation scaling factors in the Gam basin.
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Figure 5.9: Streamflow scenarios obtained by varying the temperature scaling factors in the Gam basin.
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Figure 5.10: Streamflow scenarios obtained by varying the precipitation scaling factors in the Lo basin.
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Figure 5.11: Streamflow scenarios obtained by varying the temperature scaling factors in the Lo basin.
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Figure 5.12: Streamflow scenarios obtained by varying the precipitation scaling factors in the Thao
basin.
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Figure 5.13: Streamflow scenarios obtained by varying the temperature scaling factors in the Thao
basin.
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Figure 5.14: Streamflow scenarios obtained by varying the precipitation scaling factors in the Chay
basin.
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Figure 5.15: Streamflow scenarios obtained by varying the temperature scaling factors in the Chay
basin.
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5. Results and discussion

Figure 5.17: Spatial correlation in the streamflow among the sub-basins, for the historical period (left)
and the generated scenario (right).

5.3 Agricultural water demand generation

The agricultural water demand is estimated by simulating temperature and
precipitation scenarios with Cropwat in the 13 irrigation districts of the river
delta. The resulting irrigation requirement is represented in Figure 5.18, where
the primary axes are the variation in temperature (x-axis) and precipitation (y-
axis), while the total water needed to irrigate the crops is shown on the color-
bar. As it was expected, there is a clear gradient of water demand when moving
from the top-left to the bottom-right corner of the figure. The maximum in-
crease in temperature and the maximum reduction in precipitation leads to the
highest water demand. Conversely, lower temperature and high precipitation
generates the minimum demand.

5.4 Non-Agricultural water demand generation

The demand from the other consumption sectors is calculated through a Latin
Ipercube Sampling of scaling factors to be multiplied to the historical consump-
tion sectors. In Figure 5.19, the 100 scenarios of demand are shown using a par-
allel axis plot. The axis represent the percentages used for scaling each socio-
economic consumption sector except for the last one that shows the resulting
annual demand.
The figure shows that the Latin Ipercube method allows to produce a sampling
that covers uniformly the input ranges. However, the high number of scenarios
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5.4. Non-Agricultural water demand generation

Figure 5.18: Total irrigation requirement (m3/y) for the different combination of temperature and pre-
cipitation factors.

and their different patterns make the graph difficult to analyze. Therefore, in
order to understand which sector most influence the increase in demand, start-
ing from the last axes, we isolated the scenarios causing the highest and lowest
values of the total demand, shown in Figure 5.20 and Figure 5.21 respectively.
The sectors that most influence the total demand appear to be aquaculture, in-
dustries, urban, and town population since their changes produce the similar
alterations in the total demand. Rural population and livestock, on the other
hand, have a lower impact on the resulting total water requirement. This is
probably due to the lower standard of water use associated to different sec-
tors, such as for example to rural population compared to the urban or town
ones (see Table 4.9). This difference can be also attributed to the largest scal-
ing factors of industries and town population associated to the fast-developing
Vietnam society (see Figure 4.2).
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5.5. Simulation of the Red River model

5.5 Simulation of the Red River model

All the combinations of the scenarios presented in the previous sections were
simulated with the Red River model to obtain the resulting system performance
in terms of hydropower production, flood damages, and water supply deficit.
Due to the extremely high number of simulations, the result visualization is
very complex and difficult to interpret. For this reason, we decided to start
discussing the results separating them on the basis of the different family of
scenarios used in the simulation.
First of all, the hydrological variability is analyzed. For each climate exposure,
indeed, we simulated 40 scenarios of one year . The differences among the
40 scenarios represent the hydrological inter-annual variability under the same
climate.
Figure 5.22 shows the variability in the streamflows for the different basins for
a fixed ∆T = +3◦C, ∆P = +20%. On the last three axes we plotted the system
performance composed by: the hydropower production in GWh/day, the sup-
ply deficit in [m3/s]2 and the flood objective [dimensionless]. On the axes, the
descent direction leads to the optimal performance for all the objectives (Jhyd

values are presented with a minus sign because the objective vector have to be
minimized, while our aim is to maximize the hydropower production). Even
thought the objective variability range is narrow, the parallel axis plot high-
lights the capability of the generated scenarios to produce differences in the
resulting performance.
The climate variability is another key aspect of the present analysis, where we
consider 56 combination of temperature and precipitation scenarios which pro-
duce changes in the streamflow and in the agricultural demand. In Figure 5.23,
the effects of the climate variability on the crop requirement, supply deficit,
hydropower production and flood damages are illustrated. Each climate ex-
posure is associated to an ensamble of 40 streamflow scenarios. In order to
have a simple visualization of the results and filter the hydrologic variability
discussed in Figure 5.22, the 40 objective values related to each simulation are
averaged.
Results show that the water demand from agriculture is mostly related to the
amount of precipitation. When the precipitation is highly increased (i.e. blue
lines), the main consequences are high hydropower production, along with low
demand and supply deficit. Flood damages, instead, are penalized by increas-
ing precipitation. This trade off among the objectives in well visible from the
parallel plot. The lines are approximately parallel among demand, deficit and
hydropower. They, instead, invert the pattern when flood is concerned.
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The last variability refers to the socio-economic sector. It is represented by plot-
ting the water consumption sectors and the resulting supply deficit in Figure
5.24. As in Figure 5.22, the climate, and consequently streamflow and agricul-
tural demand, are fixed. The supply objective is averaged over the 40 hydro-
logical scenario realizations. The parallel pattern of the lines between the total
demand and the objective Jsupply demonstrates the strong dependency of the
objective on the socio-economic demand. Consequently, the factors that most
influence the demand are also highly responsible for changes in the supply
deficit.
Lastly, the full ensemble of scenarios is examined. In Figure 5.25 all the vari-
ables perturbed for generating the scenarios are plotted on the vertical axes.
Particularly, all the combination of climate and demand are plotted (5600 lines),
while, as in Figure 5.23, the objectives are averaged across the 40 years repre-
senting the hydrological variability.

Starting from the left side, there are temperature and precipitation factors that
cause changes in the annual agricultural demand (WD-AGR) and in the mean
daily streamflows (DA, GAM, LO, CHAY and THAO). On the following axes,
all the water consumption sectors are shown and they are added together in
the annual non-agricultural demand (WD-NA). The total demand (WD-TOT)
is the sum of the agriculture and the other sector requirements. Finally, at the
end of the graph, the resulted three objectives are represented.
A number of trade offs emerges from the parallel plot visualization. First of
all, the pattern among the agricultural requirement and the streamflows is in-
verted.The lower is the precipitation and therefore the streamflow, the higher
will be the demand. In the water consumption sectors the predominant color
is blue only because all the combination of demand and climatic variability are
overlapped. The supply deficit is nearly directly proportional to the total de-
mand and indirectly proportional to the streamflows. The flood damages and
the hydropower production, instead, have completely different behaviors, as
was already discussed in Figure 5.23.
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5.5. Simulation of the Red River model
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5.5. Simulation of the Red River model
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5.6. Quantifying the vulnerabilities of the historical system management

5.6 Quantifying the vulnerabilities of the historical system man-

agement

In order to highlight the vulnerabilities of the system management, we reduce
the number of realizations on Figure 5.25 by isolating the scenarios that show a
degrading performance with respect to the historical one. This is illustrated in
Figure 5.26 for floods, in Figure 5.27 for hydropower production and in Figure
5.28 for supply deficit, respectively.
From the figures we have the possibility to distinguish which scenarios might
be critical for the system. The flood damages (Figure 5.26) are mostly influ-
enced by an increase in the precipitation, particularly the objective values get
worse when the rainfall is increased by more than 30%. It is, instead, almost
independent from temperature and demand. The colors highlight that the hy-
dropower production (Figure 5.27) shows the same pattern as floods, but the
degrading performance is caused by the opposite perturbation in precipitation.
In particular, around 2000 simulation exceeds the historical flood damages, and
around 3000 simulations attain a hydropower which is lower than the obtained
over the historical conditions. While for the last two objectives the number of
vulnerable scenarios are around 2000 and 3000, for the supply deficit (Figure
5.28) this number grows to more than 5000. A very small number of realizations
meets the historical values of the Jsupply objective. They are the scenarios with
very high values of precipitation, low temperature and low values of aqua-
culture and industry consumptions. The main causes are the alteration of the
streamflows induced by the changing climate and the increasing water demand
in the delta. In particular, the large increase of the non-agricultural demand as-
sociated to the fast-developing Vietnamese society produces an increase in the
total demand during the entire year, thus challenging the water supply strat-
egy designed over historical conditions characterized by low demands in the
winter period (e.g. December, January).
This result highlights the need of adapting the system management to account
for the future economic development and demographic growth.
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5. Results and discussion
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5.7. Sensitivity Analysis

5.7 Sensitivity Analysis

The visual analysis of the results could be not enough to understand the main
vulnerabilities for the system performance. Therefore, in this section we pro-
pose to analyze the results illustrated in Figure 5.28 by means of a Sensitivity
Analysis. We focused particularly on the supply deficit objective since our anal-
ysis is mostly related to the water demand sectors and their influence on the
system performance. The inputs we used in the SA are the 224,000 scenarios of
temperature, precipitation, streamflows, agricultural and non-agricultural de-
mand. The outputs employed in the analysis are the vector of 224,000 values of
supply deficit resulted from the simulation of the Red River model over these
scenarios.
The bar plot in Figure 5.29 shows the input variables ranked by the values of
the sensitivity index δ. The index, described in section 4.6, can be interpreted
as a measure of the importance of the input in causing changes in the output.
On each column, the 95% confidence interval is reported, calculated by multi-
plying the δ "confidence", which represents the standard deviation of the index,
by 1.96, which is approximately the value of the 97.5 percentile. Although the

WD-AGR THAO DA LO GAM CHAY Temp Ind Aqua UrbP RurP TownP Poultry Cow Pig Prec
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Figure 5.29: Delta index calculated between the system input variables and the supply deficit Jsupply.

differences between the indices is sometimes small, the variable ranking can be
explained as follows:

• The agricultural demand is the main driver which provokes changes in
the supply deficit. This result was expected since agriculture is the most
important sector and contributes 58% of the total demand.

• The demand from agriculture is followed by the availability of water, rep-

75



5. Results and discussion

resented by the streamflows. In particular, Thao and Lo rivers have large
values because they are natural rivers, not regulated by dams, while the
Da river represents the largest contribution to the total flow. The Chay
river has, instead, the lowest influence since it provides the smallest flow
contribution to the streamflow reaching the Red River delta.

• The temperature appears to be relevant and, interestingly, it influences the
system more than precipitation. This is probably due to the two-fold effect
of temperature on the hydrological process and on the agricultural wa-
ter demand, while precipitation is strongly correlated with streamflow. In
the global warming context, in which temperature increase is one of the
main implications, this result has to be considered for identifying candi-
date adaptation options.

• Regarding the water consumption sectors, the indices reflect the results of
the visual analysis of section 5.4: industries and aquaculture are the most
influencing components, followed by population and livestocks.

5.8 Superimposition of climate projections

In this section we present the results from the last step of the bottom-up ap-
proach, the superimposition of the climate projections downscaled with the
quantile mapping method (see section 4.7). Before implementing the statis-
tical downscaling of the climate variables, we plotted the dynamical down-
scaled temperature and precipitation to have an idea of the spatial distributed
expected change. Figure 5.30 shows the average annual temperature in 2000,
2050, and 2100.
The expected increase in temperature is well visible from the snapshots and it
is particularly high in the delta region.
After implementing the quantile mapping we calculated the annual mean val-
ues of temperature and precipitation in 2050 and 2100 in the different sub-
basins of the Red River system. The projected values are compared with the
historical period to have an idea of the expected change. The results in table
5.1 and 5.2 suggest a mean increase in temperature of about 1.2◦ C by 2050 and
3.6◦ C by 2100. For precipitation, on the other hand, the expected increase is
around 6% by 2050 and 30% by 2100. We selected the period between 2041 and
2050 for the comparison with the generated scenarios.
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5.8. Superimposition of climate projections

Figure 5.30: Dynamically downscaled RCP8.5 values of temperature in 2000, 2050, 2100.

Sub-catchment historical (1991-2000) RCP8.5(2041-2050) difference RCP8.5 (2091-2100) difference
Da 18.95 20,11 1.16 22.39 3.44

Gam 19.22 20,89 1.67 23.62 4.4
Lo 18.05 19,24 1.19 21.54 3.49

Thao 17.49 18.51 1.02 20.7 3.21
Chay 20.07 21.23 1.16 23.75 3.68

Table 5.1: Comparison among mean temperature data (◦C) downscaled in the historical period and in
the future under the projection of the RCP8.5.

Sub-catchment historical (1991-2000) RCP8.5 (2041-2050) difference RCP8.5 (2091-2100) difference
Da 4.15 4.34 4.58% 5.38 29.64%

Gam 4.18 4.32 3.35% 4.43 5.98%
Lo 3.74 3.92 4.81% 4.47 19.52%

Thao 3.7 3.908 5.62% 5.45 47.30%
Chay 3.05 3.41 11.80% 4.46 46.23%

Table 5.2: Comparison among mean precipitation data (mm/day) downscaled in the historical period
and in the future under the projection of the RCP8.5.

The streamflow scenario obtained with the simulation of the downscaled cli-
matic variables on the HBV model is shown in Figure 5.31. The highlighted
color line represents the annual average projected streamflows. It appears to
be within the range considered for the synthetic generation.
The hydrograph of the Da river streamflow scenario is illustrated in Figure 5.32
and compared with the other scenarios generated by perturbing the precipita-
tion while ∆T fixed at +1◦C, which represents the closest increase in tempera-
ture to the RCP8.5 projection.
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Figure 5.32: Annual behavior of the streamflow scenario resulted from the simulation of the IPCC
projections with the HBV.
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Figure 5.33: Superimposition of the demand scenario resulted from the simulation of the IPCC projec-
tions with CROPWAT.

The annual pattern of the Da basin streamflow appears to be characterized by
lower peaks than the generated scenarios and the historical record, particu-
larly in the monsoon season. The annual average increase calculated in table
5.2 doesn’t account for this variability which is, instead, crucial in the objective
calculation.
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5. Results and discussion

The same process is applied on the projections of the agricultural and non-
agricultural demands provided by the Vietnamese institutions. The superim-
position of the projections is represented in Figure 5.33 and 5.34.
These "official" projections are finally superimposed over results obtained over
the synthetically generated scenarios (Figure 5.35). The results in Figure 5.35
show that:

• The flood damages objective performs better with the projected scenario.
The objective values is under the one obtained with the historical period
with the compromise policy (J f lo = 7918). This is probably due to the lower
streamflow peaks shown in the streamflow annual behavior in Figure 5.32
that don’t cause extreme events in the city of Hanoi.

• The same effect is observed in the hydropower production performance,
which is, instead, degraded by the lower amount of streamflows coming
from the basins under the IPCC scenarios.

• The supply deficit simulated with the projected scenario appears to be still
higher than the optimal performance over the history but it is lower than
the majority of the performances obtained with the generated scenarios.
An explanation for that can be discovered by looking at the water sec-
tors. The values of the scenario related to the sectors that most influence
the demand (i.e. Aquaculture) are lower than the generated ones. Town
population and livestock, which were classified as less responsible for in-
creases in the demand, show instead a large increase. The resulting total
demand is consequently lower than most of the generated scenarios.

The superimposition of the official projections provides an idea of how narrow
is the exploration of the scenario space provided by the Top-Down approach.
The large ensemble of scenarios generated in the present study, instead, is able
to show which conditions of climate and socio-economic change are critical for
the system and need to be accounted for finding a robust operating policy able
to manage the system in such uncertain conditions. Particularly, one scenario
of water demand is not enough to model the possible future changes in the
water consumption sectors. They are expected to show a large variation in the
rapid changing Vietnamese society with the possibility to cause serious deficit
in the Red River delta.
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6
Conclusions and future research

The aim of this thesis is the assessment of how the Red River system performs
under perturbed climate and society in order to account for future vulnerabili-
ties caused by global warming and rapid economic and demographic growth.
These vulnerabilities are identified through a bottom-up vulnerability analysis.
Starting from the historical conditions, we altered the main climate and socio-
economic drivers of the system to generate an ensemble of 224000 scenarios.
The Red River model has been simulated over all the generated scenarios, de-
fined by the values of the three main objectives of interest (i.e. hydropower pro-
duction, flood damages, and supply deficit). The semi-parametric weather gen-
erator, combined with the additive and multiplicative perturbations, allowed to
produce synthetic time series of temperature and precipitation with variations
in the mean and in the inter-annual pattern keeping the seasonal characteristics
of the historical records. Moreover, the spatial correlation has been preserved
among the Red River basins.
The weather inputs has been used in the evaluation of the streamflow through
the HBV model. The results show that the simulated streamflow mainly de-
pend on the precipitation, while a variation in temperature doesn’t produce
significant changes.
The agricultural water requirement, which represents the largest contribution
to the total demand, was estimated simulating the same additive and multi-
plicative factors on temperature and precipitation that are inputs for CROP-
WAT model. Both variables appears to have strong impacts on the irrigation
demand, which produce significant increases with growing temperature and
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6. Conclusions and future research

decreasing precipitation.
Regarding the socio-economic sector, the water consumption from aquaculture,
industry, population, and livestock, was perturbed through a factor sampling
that allows to produce 100 scenarios associated to alternative plausible future
societies.
The results from the simulation of the Red River model over the 224000 scenar-
ios shows which conditions lead to a degradation in the system performance.
As expected, hydropower production and flood damages are most influenced
by the weather conditions, particularly by precipitation. The two objectives
show inverted behavior while varying the rainfall amount which is the main
driver causing changes in the streamflows.
The supply deficit, instead, is highly correlated to all the system inputs, thus
representing the most vulnerable sector. Almost all the simulated scenarios
present higher values of deficit compared to the one obtained under historical
conditions. This result is due to the large variability of the generated demand
scenarios and emphasizes the need of accounting for future demographic and
economic changes in revising the historical system operations.
The last step of our analysis was the superimposition of the official projec-
tions, namely the RCP8.5 IPCC scenarios and the socio-economic projections
provided by the Vietnamese institutions.This analysis highlights the possible
decision biases associated to the traditional top-down approach, which con-
siders only a limited number of scenarios and may significantly underestimate
the vulnerabilities of the system when exposed to a wider range of plausible
futures.
Further research may be conducted to improve the scenario generation, par-
ticularly for those related to the water demand. Regarding agriculture, rather
than estimating only the irrigation requirement with CROPWAT, it would be
interesting to evaluate the crop yield with a more advanced model (e.g. Aqua-
Crop). In the delta context, where agriculture represents the most profitable
economic sector, the yield would represent a better indicator of the farmers sat-
isfaction. Another improvement could be achieved by using a more detailed
model for the other water sectors. In the present study the scaling factors were
generated almost randomly without considering that an increase in one sector
could lead to a decrease in other one (e.g. urban and rural population due to
internal migrations). However, the correlation between the sector variations
should be involved in the study by developing a proper model that accounts
for all the complex socio-economic dynamics.
Beside climate change and water demand increase, other factors should be in-
cluded in the identification of the system vulnerabilities. Land use change, for
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example, with the associated erosion, leads to increases in the river solid trans-
port that are already causing problems related to the higher river flow.
Finally, the results of this work can be used to study the operational adaptive
capacity of the system, namely how designing a new set of operating policies
for the regulation of the four reservoirs in the basin allows adapting to the
evolving conditions and increasing the resilience of the system.
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