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Abstract

The aim of this PhD is to demonstrate the potential and the feasibility of solar

Direct Steam Generation (DSG) for the specific application of industrial heating

processes. In order to study the physical phenomena which take place in a solar

DSG plant and affect its generation and performance: modeling activities (three

models developed), experimental lab tests and real case studies applications have

been carried out. One of the major difficulties in modeling of two phase flow is to

determine the geometry of the flow, i.e., the liquid and gas distribution over the

cross section. In this field none of the existing semi-empirical correlations for flow

pattern prediction is suitable for solar DSG: ie. diabatic two-phase flow defined for

water at high pressure (3-30 bar) in large tube diameter (ca. 70 mm). Therefore

we aimed to further develop the semi-empirical correlations of Kattan Thome and

Favrat (KTF) and its updated version (Zurcher, Thome and Favrat), developed for

similar conditions: diabatic two-phase flow with refrigerants at low pressure (< 9

bar) and for small pipe diameters (< 14 mm). Thus, the first part of this PhD

consists in the validation of extension of the flow pattern map outside of its original

boundary conditions.

Further a DSG test bench was developed at the Department of Energy of Po-

litecnico di Milano (POLIMI - DENG) and the modified KTF correlations have

been performed for water fluid under laboratory scale. More than 100 steady-state

tests have been performed and a good agreement is observed between experimental

results and modified KTF correlations.

In literature, published performance results from existing ”real” operating solar

DSG installations are yet scarce. Good practice examples are required to demon-

strate the feasibility of solar DSG for the integration into industrial heating pro-

cesses. Thus, the model (validated with the experimental data above mentioned)

has been applied to a solar DSG plant installed in Amman-Sahab / Jordan at RAM

Pharmaceuticals Company with the objective to quantify and evaluate the perfor-

mance for two different periods of 14 days each, in winter and in summer. Pressure

distribution, pressure drops and liquid level variation are the variables compared

between measurement and expected results, for two characteristic days, one in each

period.
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ABSTRACT

An innovative flow pattern analysis is presented and three levels of optimization

are proposed to improve energy performance and plant behavior (stability, safety).

The first one focuses on the methodology to design the solar field layout (parallel

vs series, ideal mass flow rate) for a MW plant. The second one analyzes the ef-

fect of fast moving evaporation start point and it defines the conditions to avoid

harmful conditions at absorber outlet. And finally, night heat loss has been reduced

by approximatively 20% on a summer day thanks to the optimized control strategy

implemented in April 2016 at RAM plant.

Keywords: Direct Steam Generation; flow pattern; modeling; experimental activ-

ity; monitoring analysis
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Chapter 1

Introduction

In this introductory chapter the motivation, the technological background and

the research program and goals are presented.

1.1 Motivation

Currently there is a worldwide pressure to reduce fossil fuel consumption, due to

the environmental awareness of anthropogenic impact by carbon dioxide emissions

on global warming. The Paris Agreement, COP 21, recognized that the climate

change represents an urgent and potentially irreversible threat to human societies

and the planet. An objective has been defined and fixed to hold the increase of

the global average temperature well below 2 ◦C above pre-industrial levels [1]. This

limitation constitutes an important driving force behind a progressive introduction

of clean and viable alternatives in all energy consuming sectors. At European level,

the decarbonisation of the energy system has been a goal for the last decades [2].

Nevertheless, most of the EU’s initiative has been focused mainly on the integration

of sustainable energy in the power system such as photovoltaic and wind energy.

However, fuels consumed for heat production (industry sector, residential sector and

commerce and trade sector) represents approximatively 35% of the OECD’s total

final energy consumption in 2014 [3], from which the industry sector represents

approximatively 43%.

In 2015, Naegler highlighted this paradox, ie. high share of heat in the Energy

system and low attention, by comparing the European legislation regarding renew-
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CHAPTER 1. INTRODUCTION

able energy. He noticed a strong discrepancy between the heating sectors compared

to power and transportation sectors. In fact, there was neither a legislation with

direct aim of promoting renewable heating on the EU level, nor any official target

for heat renewable share of the heating sector while there was one for power and

transportation [4].

In this context, the industrial sector has been identified as a high-potential and

still largely unexplored application for heating renewable technologies. Chapter 3.2.1

highlights the huge potential of industrial process heat in the range of medium

temperature level which represents between 3.6% and 5% of the overall final energy

consumption of EU27 in 2012 [5]. The only two commercially mature renewable

heating technologies able to reach that range of temperatures are the biomass and

the concentrating solar technologies, the latter having clear advantages in terms

of environmental impact (no particulate production, smaller land use) and energy

supplying (no need for purchasing the fuel). Thus, the market potential for this

technology is very large.

However, Solar Heat for Industrial Processes (SHIP) is still a niche market and

its market penetration has been slow and difficult in the last decades. Philibert, in

the IEA’s report, highlighted the barriers to solar thermal technologies diffusion and

ranked them in three main categories: technical, economic and institutional, legal

and behavior barriers [6].

• Despite the main technical barriers have been solved, the long history of dis-

appointing projects (lower energy performance than expected) generated a

disapproval of solar energy. Moreover, to reach high temperature only con-

centrated solar collectors are viable solution. However, these technologies are

applicable only on the region with high DNI.

• Economic barrier is due to the relatively low solar efficiency (depending to

the location) and relatively high cost per MWh compared to energy price

competitor. This lack of competitiveness is due to two main reasons:

– the lack of quantification of the air pollution in fossil fuel price

– the direct or indirect subsidies to other energy sources (natural gas) in

some developing countries where solar irradiation is very high.

2



1.2. TECHNOLOGICAL BACKGROUND

And finally, the industrial sector requires a very short return on investment

due to the investment strategy based on three or five year term which is not

compatible with the expected lifetime of the solar projects (ca. 20 years)

• Permits are from times to times refused due to the non-compatibility with ex-

isting standards. For instance, it is an issue for solar DSG as it is considered as

a distributed steam generation and has to fulfill restrictive standards. Finally

the lack of awareness of the current status of solar technology discourages the

implementation of system that requires little more attention than conventional

system to be effective.

1.2 Technological Background

The project scope is to investigate the application of medium temperature [100◦C-

250◦C] Direct Steam Generation (DSG) from a solar Linear Fresnel Reflectors (LFR)

into industrial heating processes.

1.2.1 Single axis concentrated solar technology

To generate steam between 100 ◦C and 250 ◦C single axis tracking solar concen-

trated technology is mostly applied. Linear Fresnel Reflector (LFR, used in this

study) and Parabolic Trough Collector (PTC) have a line-focus and consequently

only needs to track the sun about one axis, see figure 1.1.

(a)

02

PTMx: the parabolic trough
for a wide range of applications

PTMx, Soltigua’s parabolic trough, is developed and produced in Italy. Due to several innovations, 
PTMx includes all the advantages of solar concentration that used to be available exclusively in 
large solar thermal power stations. 
Today, this innovative technology becomes available for a wide range of applications.

PTMx is available in four basic models of different size, that can be combined in order to realize 
customized solar fields, starting from few hundred square meters of collecting surface.

PTMx parabolic collectors include the following innovations:

- high modularity, available also in small sizes;
- multiple possibilities of installation, such as, for example, on flat roofs;
- modern and attractive design;
- unbreakable mirrors;
- precise and reliable sun tracking system;
- automatic safety devices;
- possibility of installation along any orientation,
-  certification according to EN 12975.

(b)

Figure 1.1: (a) schematic LFR from Industrial Solar (LF-11’s datasheet). (b)
schematic PTC from Soltigua (PTMX’s datasheet).

3
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A parabolic trough collector is composed by a reflector, curved as a parabola

and an absorber tube installed on the focal line of the reflectors. The parabolic

reflectors rotate to track the sun movement during the day and focus the direct

solar irradiation to the receiver where heat is transferred to the fluid.

A linear Fresnel collector typically includes array of tracked reflectors that are

installed on a horizontal plane. The tracking of each row is performed to focus the so-

lar irradiation to the stationary linear receiver. A secondary mirror, installed above

the receiver, improves the optical accuracy of system. Zhu performed a description

of the state of the art of Linear Fresnel technology [7].

The comparison of these two technologies shows on the one hand that the LFR:

is more economic, has a higher ground coverage, and has lower wind load. On the

other hand, PTC has a higher optical efficiency due to the combination of fixed

receiver and the one axis tracking reflectors in a horizontal plane for LFR (greater

cosine losses).

1.2.2 Solar Direct Steam Generation

Beyond the solar collector, the working fluid is another important component

in a concentrating solar thermal energy system. For the working fluid, also called

heat transfer medium, a wide range of materials such as pressurized water, steam,

synthetic oil, air, pentane and molten salts could be used. For indirect steam gener-

ation, the working fluid is liquid and the steam is generated through a liquid/steam

heat exchanger. The so-called solar DSG (Direct Steam Generation) is the concept

where steam is generated directly inside the absorber through the concentrating

solar collectors. The absorber is a long horizontal stainless pipe where the evapo-

ration takes place. Sub-cooled water flows at the absorber inlet where solar heat is

transferred to the fluid. The water temperature increases while water flows in the

absorber until it reaches the saturated temperature where flow boiling starts, see

example of figure 1.2. Further details are described in Chapter 2.

DSG configuration has a great potential, as it heavily simplifies system integra-

tion of solar heat at supply level, which makes the technology attractive from the

economic and environmental point of views. However, the use of two-phase flow in

the solar loop requires a more advanced control system. The control of water mass

4
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Fig. 1 .4. Two-phase flow patterns in horizontal tubes: (a) evaporation; (b) condensation with 

high liquid loading; (c) condensation with low liquid loading, 

Flow patterns formed during the generation of vapour in horizontal 
tubular channels are influenced by departures from thermodynamic and 
hydrodynamic equilibrium in the same way as for vertical flow. Asymmetric 
phase distributions and stratification introduce additional complications. 
Figure 1 .4(a) shows a schematic representation of a horizontal tubular 
channel heated by a uniform low heat flux and fed with liquid just below 
the saturation temperature. The sequence of flow patterns shown corres
ponds to a relatively low inlet velocity ( < 1 m/s). Important points to note 
from a heat transfer viewpoint are the possibility of intermittent drying and 
rewetting of the upper surfaces of the tube in slug and wavy flow and the 
progressive drying out over long tube lengths of the upper circumference of 
the tube wall in annular flow. At higher inlet liquid velocities the influence 
of gravity is less obvious, the phase distribution becomes more symmetrical 
and the flow patterns become closer to those seen in vertical flow. 

Figure 1.2: Two-phase flow patterns in horizontal tubes [8]

flow rate has to be done carefully to avoid harmful flow pattern, ie. liquid steam

distribution that could damage the components such as absorber. An advanced

control system is required in order to avoid flow and pressure instability due to fast

variation of absorber mass content during transient condition.

1.3 Goals and research program

The aim of this PhD is to demonstrate the feasibility of solar Direct Steam

Generation for the specific application of industrial heating processes. The type of

study is both numeric and experimental since detailed numerical models are devel-

oped and validated on the Direct Steam Generation Laboratory and then applied

to a real case study.

The description of the technology of solar Direct Steam Generation (DSG) is

presented in the chapter 2 and the potential of the specific application is highlighted

in chapter 3. In order to study the physical phenomena which take place in solar

DSG plant and affect its generation and performance, three numerical models have

been developed and described in chapter 4. A DSG test bench was built at the

department of Energy of Politecnico di Milano (POLIMI), with the objective to

validate Model 1 and some of its assumptions, presented in chapter 5. In particular,

the validation of the updated version of Kattan Thome and Favrat flow pattern map

(Zurcher, Thome and Favrat [ [88], [89]]) outside of its validity range.

In literature, published performance results from existing installations are yet

scarce. Good practice examples are required to demonstrate the feasibility of solar

DSG for integration into industrial heating processes. Thus, the validated model

has been applied to a installed solar DSG in Amman-Sahab / Jordan at RAM Phar-

5



CHAPTER 1. INTRODUCTION

maceutcials Company with the objective to quantify and evaluate the performance

in winter and in summer, see chapter 6. Finally, novel control strategies and innova-

tive designs are proposed and tested to improve the overall performance and plant

stability, see chapter 7.
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Chapter 2

Solar Direct Steam Generation

2.1 Objectives

This chapter has the objective to describe the technology of solar Direct Steam

Generation (DSG) for readers unfamiliar with the basics of this system or readers

seeking general descriptions such as state of the art, advantages and drawbacks

of the Direct Steam Generation (DSG), simplify design and control scheme or the

expected plant behaviors.

2.2 State of the art of Solar DSG

Historically, the solar DSG technology has been developed and optimized for CSP

applications (power production). Thus, the development of medium temperature

DSG has to be based on the knowledge acquired in this field. In fact, John Ericsson

at the end of the 19th century developed the first solar system of 3.25 m2 to drive a

small engine of 373 W. Some years later, the first large-scale solar thermal energy

system was developed by Schuman in 1912-1913. It consisted in five PTC of 62 m

length used to drive a steam engine of 40 kW. The generated power was used to

pump water for irrigation in Egypt [9], see figure 2.1.

Then, the DSG development slowed down for several years until it came back

in the 80’s as a response of the oil crisis in 70’s. In fact, 5 solar thermal plants

using steam as working fluid were installed all over the world (Italy, Japan, U.S.A.,

Spain and Russia) between 1981-1986 [10]. The largest was the Solar One project

7
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www.DLR.de/SF  •  Slide 8 > SFERA Summer School 2012 > Direct Steam Generation (DSG) > Fabian Feldhoff > June 28, 2012

Milestones in DSG development
The very beginnings – DSG was first!

John Ericsson
- New York, USA, 1870 and 1883
- 3.25-m2-aperture collector
- Driving a small 373-W engine.

Frank Shuman
- Meadi, Egypt, 1912-1913
- 5 collectors 62x4m
- driving a steam engine (~40 kW) 

used to pump water for irrigation

Fernández-García, A., Zarza, E., Valenzuela, L., et al., 2010,
"Parabolic-trough solar collectors and their applications," Renewable and Sustainable Energy Reviews, 14, pp. 1695 - 1721.

Shuman Collector
Figure 2.1: Schuman’s Parabolic trough collector

which consisted in a vertical central receiver system with a peak power generation

of 10 MWe, installed in Dagett (California). It ran and was connected to the grid

for three years [11]. However, receiver tube had some problems of leakage due to

cracking of pipes in the receiver, attributed to thermal cycling and unsatisfactory

welding techniques. From the 80’s to nowadays, numerous CSP plants have been

developed mainly using the indirect steam generation technology, with working fluid

such as pressurized water, pentane, oil or nitrate salt. In particular, the SEGS

projects (Solar Energy Generating Systems) leads to the installation of 9 CSP plants

in California from 1984 to 1990. The total installed peak power is 324 MWe and

indirect configuration was chosen with oil as working fluid.

Meanwhile, numerous research projects have demonstrated the feasibility of the

DSG process in horizontal parabolic trough collectors. The well-known DISS project,

led by the two research centers CIEMAT and DLR, had the objective to study solar

Direct Steam Generation under real solar condition and it led to several publications

[ [12], [13], [14], [15], [16], [17], [18], [19], [20]]. After more than 3000 running hours

from 1999 to 2001, the DISS project gave the opportunity to develop the experience

and know-how in the following fields: modeling, control and operational experience.

The research project called INDITEP has the goal of bringing the DISS concept

up to pre-commmercial scale, ie. to produce an engineering design for a 5 MWe

large scale prototype [21]. Theses two research projects (DISS, INDITEP) mainly

deal with PTC and not LFR.

8



2.2. STATE OF THE ART OF SOLAR DSG

The development of LFR technology appears a bit latter with project such as

Solarmundo [22] in 2002 or CLFR [10] projects in 2008. This late interest comes

due the simpler and cost effective design of LFR which compensates its lower optical

efficiency compared to PTC. Lately, a large CSP plant based on LFR and DSG,

called PE-2, has been installed in the south of Spain by Novatec solar. It is in

operation since August 2012 and generates saturated steam at 55 bar for a peak

capacity of 150 MWt and 30 MWe (total mirror surface of 302,000 m2), see figure 2.2

[23]. The generated steam pressure in CSP application is usually lot higher than

the one of industrial application, since it can go up to 110 bar such as the 50 MWe

plant installed by Areva Solar at Kimberlina, which runs until 106 bar.

Figure 2.2: Linear Fresnel Reflector installed at PE-2 plant [23]

Nevertheless, solar DSG is not yet a common technology for industrial applica-

tions: in the last decade, in the knowledge of the author only three projects of solar

DSG for industrial heating processes have been developed:

• 108 m2 parabolic trough solar plant is in operation since July 2010 in an alu-

minum anodizing plant [ [24], [25]]. The saturated steam pressure is generated

to feed a steam line at 4 bar-a;

• 1200 m2 of Linear Fresnel Reflectors, ie. 0.6 MWt, were commissioned at the

end of 2014 with the DSG configuration for a brick manufacturing [26]. The

saturated pressure is 12 bar.

• 394 m2 of Linear Fresnel Reflectors, ie. 222 kWt have been commissioned in

May 2015 for a pharmaceutical company in Jordan [ [27], [28]]. The Generated

9



CHAPTER 2. SOLAR DIRECT STEAM GENERATION

saturated steam had been directly connected to the steam supply of the factory

at 6 bar-g. Industrial Solar GmbH (ISG), a Linear Fresnel Reflector manufac-

turing company, installed the plant and performed the monitoring of the plant

until now. During this PhD work, I had the opportunity to do an exchange pe-

riod in Industrial Solar offices of 4 months to evaluate the plant performance,

see chapter 6. Further research program has been performed on this plant

such as the Solstream project [29]. Its project goal is the development of a

hybrid solar-fossil standard system for solar process steam generation.

2.3 Solar Direct Steam Generation

Steam generation with solar concentrated technology is usually performed with

indirect configuration, ie. by generating steam trough a liquid/steam heat ex-

changer. In the primary solar loop, the heat transfer medium is always liquid.

Pressurized water or synthetic oil are usually used. For this configuration, solar

heat is transfered to the working fluid trough sensible heat. The so-called solar

DSG (Direct Steam Generation) is the concept where steam is generated directly

inside the absorber through concentrating solar collectors. For power applications,

this absorber is composed by three regions: the subcooled, the boiling (two-phase

mixture) and the superheated region(only steam). Whereas for industrial applica-

tion, saturated steam is the final product thus superheating region is not required

anymore. Such plants (DSG) present numerous advantages as economic and ther-

mal performance improvement and environmental constraint reduction, described

in details in section 2.3.2. However, due to a two-phase mixture along the DSG

loop, new challenges exist in control and plant sizing compared to the conventional

indirect configuration.

2.3.1 Principle and component description

Figure 2.3 shows a simplified scheme of solar DSG for industrial application.

The solar steam is delivered in parallel with the steam boiler on the supply level, as

described in the integration guideline of IEA SHC task 49 [30]. The drum liquid level

setpoint is maintained thanks to feed pump, called P1, that feeds make-up water

10
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P2

V2

Absorber

Make-up water 

(eg. 60-105°C)
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Figure 2.3: Simplified Solar DSG scheme for industrial application (circles represent
the sensor position/nomenclature)

(point IN) to the solar heating system. For the integration concept of solar DSG,

a steam drum has to be used. The two-phase flow of steam and liquid water from

concentrating collectors (point 6) flows to the steam drum where the two phases are

separated. The steam is delivered to the steam network and the condense flows to

the pump P2. In order to avoid cavitation at the pump, vertical liquid water column

separates the steam drum to the pump. This water column has to be sufficiently high

to compensate the NPSH of the pump. At the inlet of the recirculation pump P2, the

condense water and in comparison the colder feed water are mixed. The subcooled

liquid flows at absorber inlet (point 4) and water is heated and then evaporates

along the absorber. Point 5 indicates the middle of the solar collector loop and

point 6 the absorber outlet where the highest steam quality is obtained. The steam

generation increases the pressure in the fixed volume of the solar system. In case of

sufficient pressure in the steam drum, the steam is fed into the conventional steam

circuit (point OUT). A controlled valve is used to maintain the required pressure

in the factory’s steam grid. While solar steam is fed into the existing circuit, the

conventional steam boiler reduces its steam production.

11
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Figure 2.4: (a) secondary mirror with the receiver (Source: Novatec Solar).
(b) receiver description (Source: Schott).

2.3.1.1 Solar Field

The solar field is composed by several concentrated solar collector, LFR in our

case study, which focus the solar beam into the receiver. For industrial application,

the expected plant size for the next few years (in the author opinion) is in the range

of 0.2 MWpeak,t and 2.0 MWpeak,t, ie. a total absorber length in the range 65 m - 650

m. Due to the size limitation, the solar field layout could variate between the series

configuration (all LFR connect in a unique loop) and the two parallel rows. The

different solar field layouts are investigated in the section 7.2. A secondary mirror is

installed above the receiver in order to increase the optical accuracy, ie. the number

of solar beam reaching the receiver, see figure 2.4(a). In numerous applications, an

advanced receiver, called evacuated tube, is used in order to minimize the heat loss.

Figure 2.4(b) shows an example of the Schott’s solar receiver. The external glass

envelope tube lets entering the solar beams which are absorbed by the metal pipe,

called absorber. Vacuum between the glass tube and the absorber tube reduces the

convective and conductive heat loss and thus improves the thermal efficiency. To

maintain a high level of vacuum, the sealing has to be of high quality and a below is

installed at the end of the receiver to compensate the difference of thermal dilation

of the glass and of the tube during running condition.

2.3.1.2 Steam drum

The steam drum is a key component of DSG plants, see figure 2.5. Indeed,

Steam Drum is installed to separate the biphasic fluid, stabilize the operation of

12
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2. Basic concept of steam accumulators

The direct storage of saturated or superheated steam
in pressure vessels is not economic due to the low volu-
metric energy density. Instead, steam accumulators use
sensible heat storage in pressurized saturated liquid
water (Goldstern, 1970). They profit from the high vol-
umetric storage capacity of liquid water for sensible heat
due to its high specific heat capacity. Steam is produced
by lowering the pressure of the saturated liquid during
discharge. Fig. 1 shows the scheme of a steam accumu-
lator. Since water is used both as storage medium and
working medium high discharge rates are possible, while
the capacity is limited by the volume of the pressure ves-
sel. The volume specific thermal energy density depends
strongly on the variation of the saturation temperature
resulting from the pressure drop during discharge, char-
acteristic values are in the range of 20–30 kW h/m3.
During the charging process either the temperature of
the liquid water is increased by condensation of super-
heated steam or the mass in the volume is increased by
feeding saturated liquid water into the system. If super-
heated steam is used, the pressure in the vessel increases
during the charging process while there is only a little
variation of the liquid storage mass. If saturated liquid

is fed into the steam accumulator, the pressure remains
constant. A steam accumulator can also be charged indi-
rectly; here, a heat exchanger is integrated into the liquid
volume. The medium flowing in the heat exchanger need
not be water, heat from a source working at lower pres-
sure can be used. In sliding pressure systems (also called
Ruths storage systems) saturated steam leaves the stor-
age vessel during the discharge process. Fig. 2 shows
the amount of steam produced from 1 m3 of liquid water
during a pressure drop of 1 bar dependent on the initial
saturation pressure. The range of steam production in
Fig. 2 corresponds to a thermal energy between
0.26 kW h/bar/m3 and 0.19 kW h/bar/m3. The satura-
tion pressure affects the rate of steam production in dif-
ferent ways: at higher pressures, the pressure dependent
change of saturation temperature decreases, so the
change in sensible energy in the liquid water volume be-
comes smaller. The density of saturated liquid water is
reduced with pressure resulting in a lower volumetric en-
ergy density. On the other side, mass specific energy
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Fig. 1. Scheme of sliding pressure steam accumulator.
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Fig. 2. Mass of produced saturated steam associated with
pressure reduction of 1 bar in a steam accumulator dependent
on saturation pressure in vessel; mass of produced steam refers
to volume of liquid water.

Nomenclature

A, B, C constants for the Antoine equation
cliquid specific heat capacity of liquid phase
h 0 specific enthalpy saturated liquid
h00 specific enthalpy saturated steam
hexit specific enthalpy of steam at exit of pressure

vessel
Dhevaporate heat of vaporization
Dhevaporate,m average heat of vaporization for dis-

charge process
Dhevaporate,ref reference value heat of vaporization for

Watson equation

mliquid mass of liquid phase in vessel
mSteam mass of saturated steam provided during

discharge process
mVessel mass of water in pressure vessel
pstart pressure at begin of discharge process
pend pressure at end of discharge process
pVessel pressure in vessel
tsat saturation temperature
uVessel internal energy of water in pressure vessel

1278 W.-D. Steinmann, M. Eck / Solar Energy 80 (2006) 1277–1282

(a) (b)

Figure 2.5: (a) steam drum scheme [31]. (b) Horizontal steam drum installed at
RAM plant ( c©: S. Anders)).

solar steam generation, and work as a buffer storage to decouple the load from the

generation.

It is composed by one or two inlet(s) and two outlets. The first inlet is the

two-phase flow from concentrating collectors. Steam drum separates the two phases

(liquid and steam) and the condense is recirculated to the steam drum (first outlet)

whereas saturated steam feeds the process steam line (second outlet). To balance

the mass decrease of the solar system, boiler feed water is fed to the solar heating

system in order to maintain the drum liquid level setpoint. The water inlet could

be at the pump inlet, as shown in figure 2.3 or at the second drum inlet.

Horizontal configuration of the steam drum is usually chosen due to the following

advantages :

• it maximizes the energy stored in the water, ie. the water at the bottom of the

drum equals to the saturation condition during charging process of the steam

drum (no stratification).

• It minimizes the specific mechanical load distribution, since the steam drum

is often installed in a roof.

• It minimizes the reaction times and maximizes the high discharging rates [31],

which is due to larger boundary area between liquid and steam.
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2.3.2 Pros and cons of the technology

Direct steam generation plants present new boundary condition respect to the

conventional steam generation (indirect). Thus, it is important to list their advan-

tages and drawbacks:

• Thermal Performance: the expected plant efficiency is higher for DSG plant

since no liquid/steam heat exchanger is used, thus the whole solar field piping

operates at the live steam pressure range. This means a lower operation tem-

perature that reduces slightly the system heat loss. This thermal improvement

is limited due to the small heat loss reduction. In fact, section 4.4.1 shows

that the heat gain is two orders of magnitude higher than heat losses.

• Economic: the potential economical benefit of using the direct steam gener-

ation for power application has already been acknowledge in numerous pub-

lications. In 1996, the DISS project estimated a 15% investment cost reduc-

tion over state-of-the-art of PTC solar power plant technology using synthetic

oil [13]. In 2012, Feldhoff et al. showed the economic potential of DSG power

plant without storage [32]. In fact, LEC (levelized electricity cost) could be

reduced by about 5-8% compared to an oil plant. The economical poten-

tial is due to a simplification of the system integration, ie. the liquid/steam

heat-exchanger and auxiliary synthetic oil systems are eliminated. Moreover,

removing the synthetic oil also reduces the operation and maintenance costs,

since each year 5% of oil has to be replaced. The energy consumption for an-

tifreeze control is also reduced, since the minimum oil temperature is 14 ◦C [9].

However, DSG plant requires a higher operating pressure which increases the

cost of piping and hydraulic components. This latter reduces the economic

saving mention above.

• Environment constraint : by using steam instead of oil, the risk of fire and

leakage are eliminated thus the environment constraint is reduced.

• Existence of two-phase flow: the control of water mass flow rate has to

be done carefully to avoid harmful flow pattern, ie. liquid steam distribution

that could damage components such as absorber. An advanced control system

14
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is required in order to avoid flow and pressure instability due to fast variation

of absorber mass content during transient condition.

2.3.3 Expected behavior

In the following paragraph, four characteristic expected plant behaviors are de-

scribed. The pressure and level variations are described for a simplified day profile,

see figure 2.6.
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Figure 2.6: Pressure and steam drum level variations for a characteristic day

2.3.3.1 Night cooling:

During the night, the system is closed and the heat losses of the solar system

reduce the overall pressure of the system. The recirculation pump (called P2 in

figure 2.3) is in stand-by mode thus the recirculation mass flow rate is null. The

different parts of the circuit are cooled down according to the local heat losses. In

the liquid section, sensible heat loss leads to temperature decrease whereas in the

two phases section, latent heat loss slowly reduces the steam pressure and thus its

temperature of saturation. After an ideal shut-down, the recirculation loop is liquid

and all the steam of the solar system is gathered in the steam drum. Thus, it is

expected that recirculation loop temperature decreases faster than the steam drum

temperature.
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The local heat loss coefficient of the piping is higher than the rest of the circuit

thus the temperature decrease in the piping is faster until reaching the ambient

temperature. In the absorber, the expected cooling is slower due to the vacuum

between the envelope tube of glass and the absorber tube. Thus in the morning, the

temperature distribution in the recirculation loop is strongly dis-uniform, with the

piping temperature lower than the absorber temperature which is lower than the

steam drum temperature.

This temperature decrease of the recirculation loop leads to a water density

increase thus the mass of the recirculation loop increases in proportion. As the

system is closed during stand-by, the extra mass of the recirculation loop is fed by

liquid saturated from the steam drum. For this reason, the liquid level of the steam

drum is expected to decrease during the night (from A to B and O to P). A detailed

analysis of night cooling effect is done with Model 3 in the section 7.4.

2.3.3.2 Start-up:

The DISS project shows that start-up phase could be long (approx. 1h for

an operation pressure of 30 bar) and has to be optimized [33]. The duration is

proportional to the state of the collector loop in the morning, thus night heat loss

has to be minimized.

In the morning, just before start-up, the average temperature of the recirculation

loop is lower than the steam drum temperature, see previous section. When the

irradiation is sufficient the first step of the start-up procedure is to activate the

recirculation pump to reach the required mass flow rate before the mirrors focus the

solar beam on the absorber. Thus, during the first minutes of the start-up phase,

the saturated liquid from the steam drum fill the recirculation loop whereas the cold

liquid is mixed with the two-phase mixture of the steam drum and leads to system

pressure drop (point C). As the steam drum is designed to emphasize the mixing,

the new equilibrium is expected to be reached very quickly.

To quantify the pressure drops due to the mixing of cold water from the recircu-

lation in the steam drum, the following calculation has been performed. The initial

temperature of the recirculation loop is fixed to 40 ◦C (which is an expected value

after one or two days of stand-by) and the volume of liquid in the steam drum at
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initial condition is set to 50% of the total volume (Vdrum). The ratio between the

volume of the steam drum and the volume of the recirculation loop,
Vdrum
Vabs

, and

the initial pressure of the steam drum are the two parameters of the simulation. A

perfect mixing assumption is used to calculate the final pressure, ie. the system is

fully mixed in the solar system volume (drum + recirculation loop).
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Figure 2.7: Expected pressure drop (left) and system pressure after mixing (right)

Figure 2.7 shows the effect of initial pressure and volume ratio on the final

pressure. As expected, while the ratio increases the pressure drops decreases as the

quantity of cold water becomes negligible compared to the content of the steam

drum. For volume ratio lower than 2 the final pressure is almost independent to the

initial pressure and the system goes to under-pressure. For high initial pressure and

low volume ratio, a large pressure drop is expected, and could generate mechanical

stress. This pressure drop reduction is observed in section 6.4.6 with the case study

of RAM and the assumption of fully mixed system is validated.

The second step of the control consists in focusing the mirrors on the absorber

in order to heat the solar system and increase the pressure. As a consequence, the

liquid level in the steam drum increases for two physical reasons:

• the smooth level increase is due to the lower mass density of the liquid in the

recirculation loop which reduces the mass content in the recirculation loop;

• the fast level increase is due to the start of boiling in the absorber.

The boiling within the absorber starts once the heat flux is sufficient to reach the

saturated temperature at pressure of the absorber. Liquid saturated at drum pres-

sure flows to the absorber inlet, since the feed-in water is null, thus a small quantity

of solar heat gain generates the first boiling. A fast movement of evaporation start
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point is expected toward the absorber inlet. This strong mass reduction of the ab-

sorber content generates a mass flow rate peak at the absorber outlet, which could

generate vibrations at the absorber outlet. This phenomena has been observed in

the Pye’s transient model [34]. This mass reduction in the absorber would increase

the liquid level in the steam drum. The start-up phase ends once the drum pres-

sure reaches the pressure set-point (point D) to open the steam valve (called V2 in

figure 2.3). Opening this valve, the pressure decreases suddenly in the solar system

(point E) and the specific enthalpy of the subcooled water becomes suddenly higher

than the liquid saturated specific enthalpy at the new pressure. Thus, most of the

absorber content evaporates, phenomena called flashing, and large quantity of water

is transfered to the steam drum which generates an outlet mass flow rate peak and

a fast level increase (point E), phenomena observed in the section 6.4.4.

In order to avoid any on/off cycling of the steam valve a threshold has to be

added to the opening pressure setpoint.

2.3.3.3 Nominal condition:

In nominal condition, the steam is fed to the process line and the mass content

of the solar system decreases. The boiler feed water is fed in the solar system to

control the level of the steam drum. This control is very sensitive as a non accurate

mass flow rate control could generate a system instability. In fact, if a large feed-

in water is fed to the system to increase a too low steam drum level then its first

effect is to reduce even-more the steam drum level. Indeed, large feed-in water

decreases strongly the inlet absorber temperature which leads to fast movement

of the evaporation start point to absorber outlet. This phenomena, describes in

section 7.3, leads to possible harmful condition at the last part of the absorber.

Moreover, this fast movement decreases the steam drum level since the absorber is

filled with the inlet feed-in water plus the water from the recirculate condense. This

further decrease could generate an even higher feed-in mass flow rate as the difference

between the steam drum level and its setpoint increases. This issue could be solved

with a low reaction control and it is the reason why advanced control strategy has

to be implemented. Valenzuela et.al described advanced control strategy to stabilize

the steam generation [ [19], [20]].
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During the day, the variation of the solar irradiation and of the process load lead

to pressure variation of the steam drum. The steam drum energy storage should be

maximized to decouple as much as possible the heat generation to the load. It is

feasible by installing a large steam drum and by having a large pressure range in the

steam drum (ie. difference between the minimum and maximum running pressure).

An advanced control strategy for increasing the energy storage capacity would be to

increase the level setpoint (point G) of the steam drum when the measured pressure

of the steam drum becomes too close to the maximum pressure. In fact, adding some

cold water would decrease the average specific enthalpy (thus decrease the pressure)

and increase the mass content of the system (thus the capacity storage of the steam

drum).

2.3.3.4 Shut down:

When the solar heat gain is too low to generate steam the mirrors are unfocused

(point L). An ideal shut down is done when the recirculation is filled with liquid and

all the steam is stored in the steam drum. It is done by increasing the mass flow rate

some minutes before shut down, in order to push the steam to the steam drum and

to cool down the absorber in order to avoid flashing when the pump would stop.

During this phase the inlet and outlet mass flow rates are usually stopped, thus

the recirculation loop is filled with saturated liquid at the drum pressure. When

the pump is active the recirculation loop pressure is higher than the one in the

steam drum, thus the inlet saturated liquid at steam drum remains liquid. However,

when the pump stops, the absorber, installed usually higher than the steam drum,

has suddenly a lower pressure than the steam drum. Thus, the hot liquid in the

absorber evaporates leading to a liquid level increase in the steam drum (point N),

see phenomena in section 6.4.4. A optimized control strategy has been proposed to

avoid the flashing of the absorber during shut down. It consists in filling the absorber

with a mixing of condense water with some feed-in water before the shutdown. The

specific enthalpy in the absorber is reduced and does not flash when the recirculation

pump is stopped. Furthermore, this new control strategy reduces also the heat losses

during the night by pushing the hot water in the well insulated steam drum. The

effect of the optimized control strategy has been quantified in section 7.4.
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2.4 Operation experience

2.4.1 Thermal stress of absorber

Liquid and steam distribution in the tube could generate a strong thermal stress

on the absorber. In particular, stratified or dry-out flow patterns (described in

section 4.2.1) are the two harmful flow conditions to be avoided. In fact, the low

heat transfer rate in the dry region and the non-uniform solar heat flux can lead to

a non-uniform circumferential temperature distribution in the pipe cross section. A

large circumferential temperature difference causes a thermal stress on the absorber

tube, as a consequence the metal tube bends and could break the vacuum space glass

envelope, as reported by Odeh [35]. The bending of the receiver during stratified flow

pattern could cause a deflection up to 6.5 cm for a 2.9 m long receiver tube [15] [17].

This thermal stress has been analyzed from the numerical point view with a

typical flux distribution at the outer circumference of an absorber tube for parabolic

trough collectors and stratified flow pattern [36]. This study showed that the highest

temperature difference occurs in the superheating section where the low heat transfer

rate emphasizes the non uniform heat flux. A temperature difference of 21 ◦C is

expected. With LFR, the typical flux distribution is less dis-uniform than PTC and

the peak heat flux is in the bottom part of the tube thus it is expected a lower

temperature difference over the cross section.

From experimental activity, Ajona reported that stratified flow in the absorber

causes a temperature difference up to 50 ◦C around the absorber tube wall while

annular flow produces a temperature difference of up to 3 ◦C [12]. At dry-out con-

dition, the absorber and the fluid reach very high temperatures due to the low heat

transfer rate of the steam. At high temperature, the different thermal dilatation

between absorber tube and glass cover could damage the sealing and compromise

the vacuum.

Advanced absorbers have been developed to solve this thermal stress issue. For

example, the Cu-Fe bimetallic absorber consists in using a pipe with disuniform

thermal conductivity (lot higher for the Cu) to balance the non-uniform internal

convective heat transfer rate [37], [38]. A large improvement has been obtained

with a maximum temperature difference that has been reduced from above 40 ◦C to
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10 ◦C. However, the high material cost of the bimetallic tube is still a barrier for its

development.

2.4.2 Instability of Parallel rows

The study of parallel pipes behavior is crucial for large scale solar system. In

fact, the mass flow distribution is not always well balanced and lead to different

fluid thermal-hydraulic behavior between the different strings. Numerous authors

studied the phenomena experimentally and theoretically [ [39], [40], [41], [42]] for

different boundary conditions such as number parallel rows(2-4), symmetric versus

asymmetric heating or horizontal versus tilted pipe. Steady state analysis shows

multiple solutions for the flow rate distributions in certain intervals and transient

simulations allow to check the system response to finite disturbance. Lately, a

detailed analysis has been performed with the simulator RELAP for the study of

DSG in two parallel pipes [43]. Asymmetric heat flow is studied under different

mass flow rate. At high flow rate the splitting ratio is nearly symmetric whereas at

low mass flow rate it shows an unfavorable behavior of DSG plant. In fact, most

of the liquid tends to flow in the pipe which absorbs less energy and it leads to hot

liquid outlet in the first row and high steam quality in the other one.

In the context of industrial application (MW solar plant), there are two alter-

natives for the solar field layout: the series configuration (all absorber connect in

a unique loop), or the two parallel rows. Theses alternatives are discussed in the

section 7.2.4.
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Chapter 3

Industrial heating processes

3.1 Objectives

This chapter has the objective to describe the specific application of industrial

heating processes for users unfamiliar with this application. A general description

of industrial processes is presented. It includes: the evaluation of its large potential

evaluation, the description of heat generation alternatives and a detailed analysis

of the most diffused configuration (centralized steam network). Then, industrial

heating process is analyzed from the point of view of solar integration.

3.2 Industrial process description

3.2.1 Industrial process potential

The total energy consumption of industrial process is composed by two main

vectors: electricity and direct-fired fuels (gas, oil, biomass, ...). Electricity is used

in various ways from mechanical drive, thermal machines (chiller, heat pump) or

electrochemical reactions. Direct-fired fuels are used to generate heat at the supply

level or at the process level. The use of heat has a wide variety of applications,

including washing, dyeing, drying, pasteurizing, sterilizing, cooking and much more.

The importance of industrial sector is very large as for example the United States

industrial sector represents roughly one-third of the nation’s delivered energy supply

[44]. In Europe, similar ratio is observed where industry sector represents 25% of the

total final energy consumption from which 69% is fuel, see figure 3.1. Nevertheless,
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Figure 3.1: Final energy consumption, EU-28, 2012 [4] and [5]

the final heat consumption of industry sector is not sufficient to quantify the de-

carbonization potential. In fact, the renewable energies for heat generation such

as the solar technology are temperature dependent. Naegler shows that the energy

share of each level of temperature slightly fluctuates according to the approach used

(different database) [4]. Three levels of temperature are defined: low (<100 ◦C),

medium (>100 ◦C and < 400 ◦C for the first approach and < 500 ◦C for the second

approach) and high temperature. These two approaches show that low temperature

level represents between 25% and 26%, medium temperature between 21% and 27%

and finally high temperature represents the largest share of the heat in the industrial

sector with approximatively the half of the heat consumption in this sector.

3.2.2 Heat generation

Heat generation could be performed with centralized or distributed systems. For

centralized heat generation, a boiler burns fossil fuel to warm-up a heat transfer

medium such as pressurized water, oil or steam. Then, the medium would deliver

the heat at the point of use. For distributed heat generation is possible to generate

heat where it is required, using electricity or burning fuel. The latter configuration

is more rare than the centralized heat generation in the industrial sector.

Centralized Steam generation is one of the most used systems. For example,

in 2006, 40% of the total energy consumed in U.S. industry was for steam genera-

tion [45]. This large use of steam as heat transfer medium is due to its numerous

advantages presented below [46]:

• low environmental impact due to a low toxicity and no fire risk;

• high thermal performance due to high heat capacity (latent heat) and high
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heat transfer rate during condensation;

• high easiness of use due to: the ease to transport, the ease to control (pressure

and temperature relation, condensation at constant temperature) and flexi-

bility of the system (sterile thus suitable for food, pharmaceutical and health

sectors);

• economical solution due to a low cost of water and cost effectiveness of dis-

tribution of the points of use (no need of expensive circulating pump and of

advanced pipework).

3.2.3 Description of a centralized steam network

STEAM SYSTEM BASICS

IMPROVING STEAM SYSTEM PERFORMANCE: A SOURCEBOOK FOR INDUSTRY    |    3  

End Use 
There are many different end uses of steam. Examples of 
steam’s diverse uses include process heating, mechanical 
drive, moderation of chemical reactions, and fractionation 
of hydrocarbon components. Common steam system end-
use equipment includes heat exchangers, turbines, frac-
tionating towers, strippers, and chemical reaction vessels. 

In a heat exchanger, the steam transfers its latent heat to 
a process fluid. The steam is held in the heat exchanger 
by a steam trap until it condenses, at which point the trap 
passes the condensate into the condensate return system. 
In a turbine, the steam transforms its energy to mechanical 
work to drive rotating machinery such as pumps, com-
pressors, or electric generators. In fractionating towers, 
steam facilitates the separation of various components of 
a process fluid. In stripping applications, the steam pulls 
contaminants out of a process fluid. Steam is also used as 
a source of water for certain chemical reactions. In steam 
methane reforming, steam is a source of hydrogen. 

Recovery 
The condensate return system sends the condensate back 
to the boiler. The condensate is returned to a collection 
tank. Sometimes the makeup water and chemicals are 
added here, while other times this is done in the deaera-
tor. From the collection tank the condensate is pumped to 
the deaerator, which strips oxygen and non-condensable 
gases. The boiler feed pumps increase the feedwater pres-
sure to above boiler pressure and inject it into the boiler to 
complete the cycle.

Figure 1 provides a general schematic description of the 
four principal areas of a steam system. The following 
sections discuss the components in these areas in greater 
detail. Consider opportunities to cascade heat recovery 
from exhaust gases to lower temperature process heating 
equipment. Develop procedures for regular operations, 
calibration, and maintenance of process sensors (i.e., pres-
sure, temperature, and flow) and controllers.3 

3 Guidebook to Energy-Related Resources for the Chemical Industry, Coordi-
nated by Ciras, November 2005.
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Figure 3.2: Steam System Schematic [45]

To evaluate the different integration concepts of solar thermal technology, it is

necessary to understand the life cycle of steam. The centralized heat generation

using steam as a heat transfer medium is described in details in this section as it is

the most diffused configuration in the industrial sector. Four sections are defined to

describe the life-cycle of the steam, illustrated in figure 3.2:

• Generation: the steam generation area is composed by a water tank, at

atmospheric pressure which gathers the so-called feed water. This liquid water

flows to the deaerator and then is warmed-up until saturation condition with
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steam. The objective is to strip incondensable gas which has a lower solubility

at saturation condition. Then, the hot water is pumped to the steam boiler.

For efficient plant, an economizer is installed to cool down the flue gas at the

outlet of the boiler and to heat the incoming water. Liquid water is heated

and evaporated in a fixed volume. A pressure raise is expected as steam has

a lower density than liquid water. Once the required pressure is reached, the

saturated steam flows to the end-user trough the distribution network.

• Distribution: a pipe network delivers the generated steam at the different

end-users. This distribution is done at different levels of pressure. The main

line, called steam system header, is at the boiler outlet pressure. Various

branches are connected to the header to serve the final user. These branches

could be at lower pressure in order to feed heat at different saturated tempera-

tures. This pressure reduction is done thanks to a device called throttles. The

other device used in pipe network is the steam trap. It consists in removing the

liquid drops due to steam condensation which are gathered in the condensate

piping. This liquid drops could cause water hammering due to fast velocity of

the steam flow.

• End use: End use could be split in two types: open and closed processes.

The first one uses directly the saturated steam in the process whereas for the

second one the steam condenses in a heat exchanger. The steam used in an

open process is lost and fresh water has to be reintegrated, called make-up

water. For closed process, condensate at the outlet of heat exchanger flows to

the condensate piping.

• Recovery: Efficient industrial process has to reuse the condensed steam after

the load to save water, energy and chemicals used to treat the fresh water.

The condensate flows to the feed water tank which will be used for the steam

generation. Nevertheless, condensate piping is pressurized and its pressure

has to be reduced to the ambient pressure before entering into the tank. This

flashing operation generates liquid saturated and steam at ambient pressure.

This flash steam is usually used to warm-up the feed water inside the deaerator

or to feed heat to low temperature loads.
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The condense from open processes is usually contaminated and can not be

used in the recirculation piping. Therefore, the water mass is lost and it has

to be balanced with some cold make-up water. However, the energy content

in the contaminated condensed steam can be recovered to warm-up this fresh

water.

3.3 SHIP: Solar Heating for Industrial Processes

3.3.1 Potential

A large range of solar thermal technologies exists on the market. For low tem-

perature level: flat plate solar collector and evacuated tubes are the two available

technologies. For medium temperature level, concentrated technology has to be

used. Single axis concentrated solar technology can be used up to 400 ◦C. Linear

Fresnel Reflector (LFR) is more suitable for the lower part of medium temperature

range and Parabolic Trough Collector (PTC) for the upper part. Advanced heat re-

covery systems would reduce the available heat consumption at low temperature. For

medium temperature level (above 100 ◦C) the potential benefit of using solar heat in

industrial processes has already been acknowledged [47]. The only two commercially

mature renewable heating technologies able to reach that range of temperatures are

the biomass and the concentrating solar technologies, the latter having clear advan-

tages in terms of environmental impact (no particulate production, smaller land use)

and energy supplying (no need for purchasing the fuel). Chapter 3.2.1 highlights the

huge potential of industrial process heat in the range of medium temperature level

which represents between 3.6% and 5% of the overall final energy consumption of

EU27 in 2012. Thus, the market potential for this technology is very large. Never-

theless, it is currently at the very early stages of developement. In the past decades

several solar industrial process heat plants have been constructed. In January 2017,

of the 195 ship plants listed in the IEA SHIP plants database [48], 25 plants are

larger than 1000 m2 and 119 have been installed in the last 10 years. However, only

25 involve linear concentrating technology, which shows that the market penetration

of medium temperature plant is slow and difficult. Moreover, only two of them are

larger than 1000 m2: one in Arizona of 3.5 MW of PTC with pressurized water for
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Frito Lay company in operation since 2008 and one in China (Tianjin) of 1.05 MW

of PTC using thermal oil for Procter&Gamble company in operation since 2016.

Existing solar DSG plants are not numerous and are listed in section 2.2. This dif-

ficult development is due to: unstable oil prices does not enable forecast investment

for ship plants; the applicability of solar heat sources depends on the geographical

location (concentrated technology needs high Direct Normal Irradiation(DNI)) and

the other market barrier penetration are listed in chapter 1.

3.3.2 Integration Concept

Within IEA SHC Task 49, an integration guideline has been developed where

the different possible solar integration points are listed and discussed [30]. The first

distinction is the difference between the integration at supply and at process level.

The first one has the strong advantage to be a simple integration: standardized

approach could be used and the process specificity becomes less crucial. Moreover,

at supply level the heat potential is large as the generated steam would deserve

each process of the plant. On the other hand, the largest heat potential at supply

level, which is the integration at the steam boiler outlet (point D in figure 3.3),

would require concentrated solar technology such as LFR or PTC. They are more

expensive technologies and require Direct Normal Irradiation (DNI). At process

level, discussed at point E, the integration is more complex and a full understanding

of the process is required but heat could be generated close to the needed process

temperature. Figure 3.3 summarizes 5 integration points:

A : Pre heating of make-up water. This integration point has a large heat

potential for the case of open processes, where contaminated steam has to

be replaced. The low temperature range of the make-up water is a strong

advantage for solar thermal technology such as flat plat collector or evacuated

tube. Nevertheless, the heat potential could be strongly reduced with efficient

heat recovery measures. Thus, this integration point is very promising for

open processes for which no heat recovery is possible.

B : Heating of feed-water. Increasing the water inlet temperature of the

deaerator would reduce the steam consumption to reach saturation condition.
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Figure 3.3: Solar heat integration points with a simplified heat generation scheme

The temperature range, 80 ◦C-100 ◦C, leads to low efficiency for low tempera-

ture solar technology. Despite a relatively low temperature difference, the heat

potential could be large as a very large mass flow rate flows to the deaerator.

Moreover, this integration would be efficient only if the free available flash

steam from the condense line is fully used in the process.

C : Pre-heating of boiler feed water. The entire mass flow has to be heated

to generate steam into the boiler. This integration point consists in preheating

of the water inlet, for instance from 100 ◦C to 150 ◦C, to reduce the fuel con-

sumption. Nevertheless, this integration is not possible with advanced steam

boilers which use an economizer to cool down the outlet hot flue and concen-

trating collectors are required.

D : Steam generation in parallel with the boiler. A large heat potential

is available and it is not affected by the installation of advanced heat recov-

ery systems. Nevertheless, it requires concentrating collectors thus DNI is

required. This integration concept is the one discussed in this PhD and the

one with the largest potential.

E : Process level integration. The solar integration at the process level would

allow to reduced the working temperature in the solar loop. In fact, steam
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is used to transfer the heat in numerous processes which have low required

temperature. For example, dyeing processes have large water and energy con-

sumption due to multiple sub-cycles. Nowadays, heat is usually delivered to

the inlet dyeing water (eg. 40 ◦C) with internal steam heat exchanger to the

required temperature. Nevertheless, the inlet water temperature of this sub

cycle could be pre-heated to 60 ◦C to ensure the necessary dyeing quality and

to reduce the steam consumption [49]. This solar heat integration is possible at

low temperature thus by using flat plate solar collectors. The main drawbacks

of this integration point is the need for a deep knowledge of the process and

the lower heat demand than the heat demand at supply level which includes

all the plant processes.

3.3.3 Specificity of industrial heating process for solar DSG

Solar DSG for integration into industrial heating processes is usually applied at

the integration point D, called SLS,PD according to the classification of the IEA SHC

Task 49 [30]. Practically, the saturated steam generated by the solar plant would

be integrated into the process steam line, so the solar field operates in parallel to

the existing steam boiler. An increase of the solar steam generation reduces the

required steam from the conventional boiler and vice versa when the solar steam

is reduced. Due to non continuous solar irradiation availability, the solar system

should be designed (size of drum volume) according to the modulation capacity of

the steam boiler.

Historically, the solar DSG technology has been developed and optimized for

CSP applications (power production), see chapter 2.2. Thus, the development of

medium temperature DSG should be based on the knowledge acquired in this field.

Nevertheless, it is crucial to highlight the specificity of industrial applications and

the main technical differences of using solar concentrated technology in industrial

processes instead of power production. A non exhaustive list is presented below:

• Saturated steam is required instead of superheated steam. The superheated

part is the most stressed region for the absorber. For instance, the highest

temperature differences occur in the superheating section [36]. Thus, removing

this section simplifies the safety control of the plant.
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• In the present analysis we had a lower steam quality target than the value

suggested by Eck et al. (0.7-0.8), which is recommended for CSP applications

since it allows the use of different type of separators (cyclone and baffle) and

enables superheated collectors to be run in their ideal operation ranges [50].

For industrial heating processes, there is not any superheated region thus

steam quality at the absorber outlet could be reduced.

• Lower pressure range is required, from 3 to 30 bar-g, ie. 140 ◦C-240 ◦C, instead

of 55-110 bar-g in case of power generation, see section 2.2. Thus, lower

pressure rating and a lower insulation efficiency can be used.

• For industrial process, the solar plant should be installed close to the end user.

It could be an issue if the target area is not suitable for concentrating solar

technology (low DNI, no space available ...)

• Smaller installations are installed due to smaller heat load and due to smaller

available area (ie. rooftop installation), industrial processes are frequently

located on places where buildings are densely packed.

• Lower steam stability is required. In fact, for power generation the steam

generation has to be very stable at the steam turbine inlet. For industrial

process, the steam variation should only match the boiler modulation capacity

and its characteristic time.

• At the contrary of power generation, for which the solar loop is closed, the in-

dustrial application is an open loop. Feed-in water is continuously evaporated

and the concentration of ions in the steam boiler increases. Thus, a frequent

blow-down of the steam drum should be scheduled in order to maintain the

water aggressiveness in the design range.

• For CSP plant the return liquid is similar to saturation condition whereas for

the industrial processes it is a mix of feed-water and recirculate condensate.

Advanced control strategy to reduce night heat losses could be performed by

using the ”colder” water available, see section 7.4.

Thus, on the one hand industrial application looks to be simpler and more flexible

than power application but on the other hand the installation of smaller system
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would limit the economy of scale. Moreover, in the power application dedicated

maintenance technicians are available on site while industrial application the main-

tenance technicians are not specialized on solar technology.
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Chapter 4

Numerical Models

4.1 Objectives

In order to study the physical phenomena which take place in solar DSG plant

and affect its generation and performance, a specific class of mathematical models

has been developed and implemented in this PhD.

Numerous two-phase flow models have been developed in the last decades. A

state of the art of existing models that could be used for solar DSG plants is pre-

sented, in section 4.3. The advantages and drawbacks of the system simplifications,

such as one or three dimensional, the number of conservation equations or dynamic

versus steady state are done in order to select the suitable approach. Once some of

theses simplifications are applied, some physical phenomena such as heat transfer

rate, pressure drops or flow pattern can not be computed anymore and have to be

modeled trough empirical or semi-empirical correlations. The most suitable corre-

lations (heat transfer rate, pressure drops and flow pattern) to model a solar DSG

plant are presented in the section 4.4.

Based on the literature review presented in the section 4.3 and 4.4, three numer-

ical models have been developed:

• A first model (steady state Model 1), see section 4.5, is developed to study

performance and behavior (pressure drops, steam drum level, flow pattern) of

existing solar DSG plants. It is applied to the test laboratory (chapter 5) and

to a specific case study (chapter 6).
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• A second model (dynamic Model 2) is developed to analyze the potential

harmful conditions at the absorber outlet due to fast moving evaporation start

point within the absorber, see section 4.6.1.

• A third model (dynamic Model 3) is developed to characterize and quantify

the night heat loss of the solar DSG plant and the potential energy saving due

to optimized control strategy, see section 4.6.2.

4.2 Physical description of DSG application

The so-called solar DSG (Direct Steam Generation) is the concept, where steam

is generated directly inside the absorber through concentrating solar collectors. The

absorber is a long horizontal stainless pipe where the evaporation takes place. Sub-

cooled water flows at the absorber inlet where solar heat is transferred to the fluid.

The water temperature increases while water flows in the absorber until the water

reaches the saturated temperature where flow boiling starts. The two-phase mixture

at the outlet of the absorber flows to the steam drum where the two phases (liquid

and steam) are separated. A more detailed description of the solar direct steam

generation has been done in section 2.3.

The research project is aimed at the development of a solar DSG system concept

optimized for the specific industrial heating processes. Indeed, a system operation

with two-phase flow requires a specific optimization to limit the pressure losses,

maximize the heat transfer rates and avoid the harmful flow patterns. One of the

major difficulties in the modeling of two phase flows is to determine the geometry of

the flow, i.e., the liquid and gas distribution over the cross section, called two-phase

flow pattern. Flow pattern can not be predicted a priori and it affects the other

design parameters such as heat transfer rate and pressure drops. In the following

two sections, the observed flow patterns in two-phase flow in horizontal tube are

presented and then discuss in the context of solar DSG.

4.2.1 Flow pattern description

Two-phase flow pattern has been firstly defined for vertical flow. In horizontal

tubes, they are similar but the liquid is influenced by gravity force and this grav-
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ity force tends to stratify the liquid phase in the bottom part of the tube. The

characterization of flow patterns, based on the Alves description [51], are described

below and are represented in the extracted figure 4.1 from Collier and Thome’s book

”Convective boiling and condensation” [8]:

• Stratified flow: the boundary between stratified vs non-stratified flow pat-

terns are defined using the transition mechanism developed by Taitel and

Dukler [52]. Kelvin-Helmholtz instability tends to transit out from stratified

flow pattern whereas the gravity force tends to maintain the flow in this equi-

librium condition. In fact, two phenomena are competing: on the one hand

the gas is accelerating above the crest and leads to pressure reduction (due

to Bernoulli effect) and thus the wave tends to grow; on the other hand the

gravity force is pushing the liquid phase on the bottom part of the tube. Thus,

the criterion to understand which of the two forces is dominating determines

if the flow pattern is stratified or not.

– Stratified: complete separation of the liquid and gas flow appears at low

mass flow rate. The interface between the liquid and gas is smooth and

perfectly horizontal.

– Wavy Stratified: the liquid phase is mainly on the bottom part of the

tube but the interface is disturbed by liquid waves that climb up the side

of the tube. The crest do not reach the top the tube and the gas core is

not blocked. At high steam quality, the top of the tube appears dry at

very high mass flow rate, which characterize the dry-out region.

• Intermittent flows: Once non-stratified flow pattern condition is reached the

flow could be intermittent or annular. The transition criterion evaluates the

possibility to have the gas core blocked at any location by the liquid (Barnea’s

unified model [53]). It could happen in two different conditions: due to the

instability of the liquid film at the wall perimeter; due to the result of large

supply of liquid in the film.

– Bubbly: the vapor bubbles are dispersed in the liquid. In horizontal flow,

bubbly flow patterns appear mainly at high mass flow rate. In fact, at
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low mass flow rate the bubbles are in the upper half of the pipe whereas

they are dispersed in the tube when the inertia force are dominating.

– Plug: this flow pattern, also called elongated bubble, is characterized by

elongated bubble along the top of the pipe separated with liquid phase

whereas the bottom part of the tube is continuously liquid.

– Slug: the elongated bubble becomes similar in size with pipe diameter

then the bottom part is also affected by this discontinuous phase change.

• Annular: this stable condition is reached when the flow pattern is non-

stratified and transition criteria see above are not reached.

– Annular flow: a continuous liquid film is formed around the whole pipe

and the gas phase is flowing in the middle of the tube. For horizontal

pipe the liquid film is thicker at the bottom part.

Mist flow pattern occurs at very high steam velocities and leads to strip all the liquid

from the wall and the drops are mixed into the uniform gas phase. This condition

is not reached in the specific application of solar DSG.

4.2.2 Flow pattern characteristics

As mention before, the prediction of liquid and steam distribution in the flow

channels is crucial in DSG plant where possible harmful conditions could appear

such as stratified or dry-out flow patterns.

Stratified flow must be avoided since this unfavorably affects the absorber tube

temperatures due to high differences in heat transfer between wetted and dry sections

of the tube [54]. It is well known that the desire flow pattern for solar DSG is the

annular flow pattern. In fact, this flow pattern leads to stable flow condition and

the heat transfer rate is high and uniform along the absorber perimeter which avoids

any thermal and mechanical stress of the system.

Dry-out conditions must be avoided due to the risk to have very high absorber

and fluid temperatures which can become harmful to hydraulic components, if the

design temperature is lower. At high temperature, the different thermal dilatation

between absorber tube and glass cover could damage the sealing and compromise

the vacuum.
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of a gas core with a liquid film around the periphery of the pipe. The 
film may not be continuous around the entire circumference but it will, 
of course, be thicker at the base of the pipe. Alves also delineated a spray 
or drop flow region where the majority of the flow was entrained in the 
gas core and dispersed as droplets. 

Figure 4.1: Flow pattern description in horizontal flow [8]
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Pye in PhD thesis [10] declares that ”slug” and ”plug” regimes are undesirable

because the large variations in fluid momentum between the gas and the liquid

”slugs” results in large forces when the flow encounters resistance in the form of

pumps, heat exchangers, pipe bends and other equipment. Based on the literature

review of mechanical instability of two-phase flow, Miwa shows that ”slug” and

”churn” (typical for vertical pipe) flow regimes have the strongest fluctuation com-

pared to other flow regimes [55]. Nevertheless, the absorber is a long horizontal pipe

and fluid momentum has a limited impact if the intermittent flow regime does not

reach the outlet piping bend.

In the case of stratified wavy flow pattern, the top part of the pipe could stay dry

for a limited period and generate (in some extends) a small dis-uniform temperature

profile along the pipe perimeter.

To conclude to ensure the safe operation of solar DSG, we desire the largest

share of annular flow, avoiding stratified and dry-out conditions in the whole solar

field and avoiding the intermittent flow pattern at the level of special piece of the

solar field (pipe bends, sensor, thermal below, ...). In case intermittent regime could

reach the outlet of the solar field a flow mixer should be installed.

4.3 Two-phase flow models

Two-phase flow in tube is a subject largely studied. In fact, the prediction of

two-phase flow behavior is crucial in numerous fields as thermal machine design

(e.g. steam boilers or refrigerant system), offshore oil production or more recently

nuclear power stations. As a result, numerous studies have been conducted into

computational modeling of two-phase flow.

To model two-phase flow (solar field) with a good accuracy and an appropriate

degree of complexity is a real issue. Thus, according to the specific objective, differ-

ent assumptions have to be done in order to simplify the modeling For instance, the

detail required for nuclear applications is lot greater than the specific application

of solar concentration. In fact, the driving force behind fast transitory is reduced

since heat flux are many times lower. The characteristic time in nuclear sector could

reach few milliseconds whereas time characteristics of solar application is of few sec-
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onds/minute. Thus, it is safe to say that the complexity used in nuclear sectors is

not needed.

4.3.1 System of equations

The three conservation equations written as differential equation are defined on

the general form as eq. 4.1, eq. 4.2 and eq. 4.3

∂ρ

∂t
+ ~5 · (ρ~w) = 0 (4.1)

ρ

(
∂ ~w

∂t
+ ~w · ~5~w

)
= ~B + ~5 · ~σ (4.2)

ρ

(
∂e

∂t
+ ~w · ~5e

)
= −~5 · ~q + q

′′′
+ ~5 · (~σ · ~w) (4.3)

where ~w is the fluid velocity [m/s], ρ is the density [kg/m3], ~B is the body force [N],

~5 · ~σ is the surface force [N], e is the total energy per unit of mass [J/kg], ~q is the

heat flux vector over the surfaces [J/m2], q
′′′

is the heat rate generation per unit of

volume [J/m3], ~5 · (~σ · ~v) is the energy dissipation per unit of volume [J/m3]

The two-phase flow numerical models used for this work are based on a control

volume approach. The system of equations on the integral form is composed of

6 conservation equations, ie. three conservation equations for each phase. The

equation of continuity, the equation of change of momentum and the equation of

conservation of energy are written in Appendix A in the form used in this application.

Different degrees of model complexity can be used and the main system simpli-

fications usually applied to solar DSG are listed below (non exhaustive list) :

• The number of conservation equations used. Model using the 6 con-

servation equations allows the full description of the two-phase flow for each

cell: velocity, acceleration and temperature of each phase. In particular, sub-

cooling, superheating and a velocity ratio (the ratio between the steam and

liquid velocities) different from one are allowed in the control volume. The

simplification of the system of equations down to 3 conservation equations for

the liquid/steam mixture is generally applied for solar DSG application.

• The choice of the dimensional description. The most advanced approach

is the 3 dimensional approach, called Computational Fluid Dynamics (CFD),
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which consists in the discretization of the flow domain in fine meshes. This

methodology is very expensive in terms of computation costs but reaches the

most accurate results. Two-phase flow model is often simplified in 1D model,

however it represents a strong simplification on the resolution of the flow field.

In fact, phenomena such as pressure drops or heat transfer rate are the results

of fluid velocity vector at the level of external boundary (internal wall). This

information is not available for 1D model as real vector variables are projected

to the main flow direction. Thus, 1D models are completed by empirical or

semi-empirical correlations, presented in the section 4.4.

• Steady state or dynamic approaches. With steady state approach the

system of equation is assumed time independent, which means that the sys-

tem inertia is low compared to the analyzed time characteristic. Transient

phenomena can be observed only with the dynamic approach.

4.3.2 State of the art of solar DSG modeling

In the specific case of solar DSG, lots of works have been done for power gen-

eration, ie. with a superheated section. We can distinguish two kind of models:

those focusing on control system optimization, where transient phenomena have to

be modeled, and those focusing on system design optimization. Very few numerical

models have been developed for longterm analysis such as the performance evalua-

tion tool used in the chapter 6.

To model two-phase flow is complex thus the model has to be built according to

the objective. In the following sections, the models for two different objectives, ie.

Control system and design optimization, are presented.

4.3.2.1 Control system optimization

In the context of control system analysis, an appropriate degree of complexity

should be found for the developed model. Very detailed and accurate models, such

as the one used in nuclear sector, are too expensive in terms of computation costs to

be of practical use; on the other hand a correct description of transient phenomena

should be characterized.
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Example of models using an appropriate degree of complexity are presented

below. They have been classified in two categories: those focusing on the flow

boiling in a horizontal pipe and those focusing on the steam drum.

Absorber. In this section the central part of the model is the flow boiling in the

absorber. In the 60’s, for the application of once-through boiler in large central

station power plants, Adams describes the modeling techniques and compares mod-

els and field test transients, indicating the model’s validity for control studies [56].

For a control purpose he used the finite volume method using mean value for each

section, called lumped parameter models. It is the simplest approach to model two

phase flow, which replaces complex spatially-continuous processes with simplified

processes involving a small number of concentrated entities.

Ray in 1980 presented a lumped model [57] for a once-through sub-critical steam

generator. A typical tube has been modeled in three sections: sub-cooled water,

biphasic mixture and superheated steam. The three control volumes are time varying

and used to developed the model equations. Steady state approach is applied and

it defined several equilibrium points for different irradiation intensities. Around

these points a linearisation is done and transient responses of step disturbances are

presented.

In this context, Lippke developed a transient model to analyze the frequently

changing irradiation conditions and clouds passing the solar field of a once-through

DSG system [54]. The model have been validated with lab-scale results and scaled

to larger system. The model is assuming an homogeneous mixture, one dimensional

approach and the momentum equation assumed as quasi-stationary.

In the framework of the DISS project [16], Hirsh presented a two-phase flow

model [58] to study the transient behavior of parabolic trough power plants in re-

circulation mode. It has been developed on the Modelica environment, equations

are based on homogeneous equilibrium for one dimensional approach. The thermo-

dynamics variables are transformed into explicit equations. After model validation,

the control system is optimized under solar irradiation disturbance and keeping the

boundary conditions constant: mass flow rate and specific enthalpy at the inlet and

pressure at the outlet. Optimizations focused on the liquid loads on field separator

and drainage system in the case of irradiation disturbances. Follow-up articles using
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the developed dynamical model are presented to optimize the feed water control, the

minimum recirculate rate and the temperature control at the end of the superheated

section [ [59], [60]].

Casella developed a dynamic model of two-phase flow in a diabatic pipe in the

object-oriented modeling environment [61]. It has been implemented in the Modelica

library ThermoPower, which is available as an open-source code [62]. The tube is

discretized in finite volume and a strong focus on the computation methodology is

done in order to avoid non-physical artefacts due to phase boundary crossing the

discretization nodes. It is done thanks to the exact computation of the mean density

in volumes where phase transition appears. This model, called object in Modelica

environment, has been used in the dynamic Model 2 described in the section 4.6.1.

To conclude the numerical models used for control optimization purpose are

usually one dimensional approach (fluid properties are uniform at any given cross

section), using the dynamic approach and 3 conservation equations applied to the

fluid mixture. It leads to only one mixture velocity, i.e. the velocity ratio is not

characterized, and both phases are always in thermal equilibrium. Other system

simplifications are done such as axial heat flow along the pipe wall is neglected, the

dynamic effects of gas-pressure changes are negligible and the momentum equation

is simplified (quasi-stationary or stationary).

Transient phenomena of few minutes to several hours are analyzed with good

accuracy. Nevertheless, flow pattern is not part of the analysis of this kind of model.

Drum. In this section the central part of the model is the steam drum. Astrom’s

model describes the complex dynamics of Drum-boiler including drum, down-comer

and riser components [63]. The liquid-steam is assumed at thermal equilibrium

and the metal temperature variation is correlated with the change of saturated

temperature. The energy and mass balances capture the gross behavior of boiler

such as the pressure variation. Nevertheless, the distribution of steam and water in

the system is required to obtain a model which can describe the behavior of the drum

level. The steam distribution in the riser is solved under the steady state assumption

for a homogeneous mixture with a dimensional approach. Boiling is assumed to start

at the inlet of the riser. The article has been thought for a steam boiler system but

could be extend to solar DSG. The main differences are a longer riser (higher ratio
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between
Vriser
Vdrum

) and variable specific enthalpy at riser inlet which leads to variable

start point of boiling. These latter points generate strong instability of the system,

i.e. large pressure and level variation during start-up.

For the dynamic simulation of charging and discharging, the thermal equilibrium

model is not suitable to get an accurate pressure description. In fact, during dis-

charging the evaporation process leads to a lower pressure in the accumulator than

predicted with the equilibrium model and vice versa during the charging. Thus, non-

equilibrium model is developed based on mass and energy balances of each phase

by Stevanovic to quantify this phenomena [64].

4.3.2.2 Design optimization

Literature review shows that design optimization has been performed using dif-

ferent levels of details for component analysis (such as absorber) and for system

design. The following two paragraphs describe these two types of models

Absorber characteristics. Optimization of detailed engineering for a precom-

mercial DSG solar thermal power plant have been performed by Eck [36]. Ther-

mohydraulic analysis defines the maximum temperature difference and maximum

stress (pressure and irradiation) under dissymmetric heat flux in order to select

the right wall thickness and material of the absorber. Some studies, as ones of

Lobon [65], [66], modeled the absorber pipe with CFD approach under steady state

condition. Results are validated and show a very good agreement with experimental

data. It quantifies temperature gradient of absorber under non uniform insolation.

Nevertheless, Lobon indicates that fully converged solutions are achieved in roughly

4 h per collector which could be a strong barrier for numerous application.

System sizing. Numerical models, mainly in steady state condition, have been

developed in the framework of DSG for CSP applications, to evaluate the pressure

drop and two-phase flow patterns in absorber tubes [ [67], [35], [68], [69], [10], [70]].

These models investigate the critical operating conditions and have been used to

optimize the running operation, eg. flow conditions under different radiation level,

Ledinegg instability, tube diameter, optimal flow rate, pump sizing and solar field

layout.
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Odeh introduced a general model of heat loss of Parabolic trough collector (PTC)

which is based on wall temperature and in principle applicable for any working fluid.

Its model is applied: to quantify and optimize absorber heat loss [67], to study pres-

sure drops based on Martinelli correlation and flow pattern based Taitel and Dukler

correlations [35], to investigate the critical operating conditions and to optimize

steady-state operation [68], to evaluate the potential of different configuration of so-

lar field (orientation, inclined collectors, appropriate spacing between collector) [69].

Pye developed a transient numerical models to design a new Compact Linear

Fresnel Reflector [10]. For instance the transient two-phase flow model was used to

size the orifices to avoid the Ledinegg instability, and then to size the control valve

and recirculation pump [34]

Lately, Sun presented his steady state model based on thermal equilibrium, Tai-

tel and Dukler flow pattern correlation and internal heat transfer rate calculated

according to the flow pattern [70]. The model is validated with INDITEP’s data

and DISS’ data. The originality of his analysis is the optimization process based on

two parameters the DNI and the steam quality at the separator level. Moreover,

it shows that water and absorber temperature difference is very low in the boiling

section compared to other section superheated and liquid.

To conclude, system sizing optimizations for power generation are usually done

under steady state condition, with the one dimensional approach and by using a

set of three equations of conservation. Moreover, flow pattern correlations are al-

ways based on the formula of Taitel and Dukler [41], which was developed in case

of adiabatic two-phase flows rather than for diabatic processes of evaporation or

condensation. In the context of the industrial heating processes, new boundary

conditions have to be used: saturated steam, smaller solar field, lower operation

pressure than CSP. Chapter 7.2 presents the optimization process of a MW solar

DSG plant for industrial sector based on flow pattern analysis. A methodology to

define the optimal mass flow rate and solar field layout is described [71].
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4.4 Existing two-phase flow correlations applica-

ble to DSG

Different correlations for heat transfer rate, pressure drop and flow pattern of

two-phase flow are available in literature. In the following sections, the most suitable

correlations for modeling solar Direct Steam Generation are presented.

4.4.1 Heat transfer rate

The heat transfer rate prediction of force convection boiling in a horizontal tube

is used to quantify the temperature difference between the fluid and the internal wall

of the absorber, see eq. 4.4. In fact, solar heat is transfered from the hot absorber

surface according the internal convection coefficient inside the pipes. Inaccuracy of

heat transfer rate overestimates or underestimates the wall temperature and thus

slightly affects the evacuated tube heat loss. Nevertheless, the overall performance

and the plant behavior is only slightly affected due to the fact that heat gain is two

orders of magnitude higher than heat losses at nominal condition. For instance, for

a fluid at 200 ◦C for conventional evacuated tube, the expected linear heat loss of

the absorber is approximatively 0.04 kW/m whereas the peak linear heat gain for a

DNI of 1000 W/m2 and an optical efficiency of 60% is approximatively 3.3 kW/m.

Q̇trans = hconv,w · A · (Tabs − Tw) (4.4)

where Q̇trans is the heat transfered to the fluid [kW], hconv,w is the water convective

heat transfer [kW/m2.K] and A is the superficial area [m2].

Collier and Thome [8] provide a description of the different heat transfer regions in

the case of vertical tube. From subcooled liquid to Dry-out condition the heat trans-

fer rate is increasing passing trough different heat transfer regions: liquid convective

heat transfer, subcooled nucleate boiling, saturated nucleate boiling and two-phase

force convective. The heat transfer rate increases with higher steam quality in the

liquid and boiling regions. But, once it reaches the dry-out region is suddenly drops

to expected value for dry saturated vapor. The simplified figure 4.2 extracted and

modified from the book Convective boiling and condensation [8] for the specific case
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of solar linear concentrated technology shows the variation of the heat transfer co-

efficient with steam quality and with two different heat fluxes (Q̇i < Q̇ii).

Figure 4.2: Variation of heat transfer coefficient with quality with increasing heat
flux as parameter [8]

4.4.1.1 Subcooled

Historically single-phase liquid heat transfer for smooth pipes typically is pre-

dicted using dimensionless correlation, see eq. 4.5: the Nusselt number (Nu) defined

as eq. 4.6 and 4.7, Reynolds number (Re) defined as eq. 4.8 and Prandtl number

(Pr) defined as eq. 4.9.

hconv =
k ·Nu
D

(4.5)

Nu = 4.36 in laminar flow (4.6)

Nu = 0.023 ·Re4/5 · Prn with n =0.3 (heating) in turbulent flow (4.7)

Re =
G ·D
µ

(4.8)

Pr =
µ · cp
k

(4.9)

where hconv is the convective heat transfer [kW/m2.K], k is the thermal conductivity

[kW/m.K], D is the pipe diameter [m], G is specific mass flow rate [kg/s.m2] , µ is

dynamic viscosity [kg/m.s], cp is the specific heat capacity [kJ/kg.K].

However, in 50’s forced convection heat transfer correlations in pipes are strongly
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improved by Petukhov correlations [72] as accuracy in the range 0.5 < Pr <200 is 6%.

These correlations are valid for high Re number (Re>104) and in 1976 Gnielsinki [73]

extended the range of validity down to 2300 by making small adjustment, see eq. 4.10

and eq. 4.11.

f =
1

(1.82 log10Re− 1.64)2
(4.10)

Nu =
(f/8) (Re− 1000)Pr

1 + 12.7
√
f/8 (Pr2/3 − 1)

(4.11)

where f is the friction factor [-].

4.4.1.2 Two phase boiling

The heat transfer coefficients could be calculated in the boiling region with two

different approaches.The first one takes into account the type of boiling: nuclear

and convective; whereas the second one takes into account the flow pattern of the

fluid.

The first model is an extension of vertical tube methods with some adaptations

to characterize stratified flow patterns. To calculate the heat transfer rate a strong

effort have been made to differentiate between nucleate boiling and convective boil-

ing. For heat transfer rate calculation, the first one is mainly affected by heat flux

whereas for the second one mass flow rate and flow quality are the main parameters.

In both cases, the heat transfer rate is defined based on a dimensional analysis and

proportional to the liquid only heat transfer rate, see eq. 4.12. For vertical pipes,

two dimensional numbers are used: Convection number, Co, that combines all ar-

guments related to the pressure gradient as quality and density ratio see eq. 4.13;

Boiling number, Bo that characterizes the effect of heat flux on nucleate boiling

(ratio between actual heat flux and the overall heat flux to get fully vapor). When

nucleate boiling is dominating (low steam quality) the convection number (Co) is

large and the ratio
hconv,bi
hconv,lo

is proportional only to boiling number (Bo) and almost

independent to Co. In the opposite, when convective boiling is dominating (higher

steam quality) the ratio is proportional to the inverse of Co.
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The most important additional parameter for horizontal tube is the Froude num-

ber, Frlo, which characterizes the strength of the flow’s inertia respect to the gravi-

tational forces that drives the separation of the liquid and vapor phases. The Froude

number is required to adapt the heat transfer rate when the top of the tube becomes

relatively dry which is characterized by a low Froude number. In this specific case

correlation for vertical tubes overestimate the heat transfer rate.

hconv,bi
hconv,lo

= f (Co,Bo, Frlo) (4.12)

Co ≡
(

1− x
x

)0.8

·
(
ρg
ρl

)
(4.13)

Bo ≡

(
Q̇w

G · hlat

)
(4.14)

Frlo ≡
(

G2

ρ2lo · g ·D

)
(4.15)

where hconv,bi is the convective heat transfer rate of the two-phase flows [kW/K.m2],

hconv,lo is the convective heat transfer rate of liquid only [kW/K.m2], x is the steam

quality [-], ρg is density of the steam phase [kg/m3], ρl is density of the liquid phase

[kg/m3], Q̇w is the water heat flux [kW/m2], G is the specific mass flow rate [kg/s.m2]

and g is the gravitational acceleration [m/s2].

Numerous correlations have been defined in the last century based on this model,

hereafter a non exhaustive list is presented. Chen developed the first correlation in

the 60’s [74] to represent boiling heat transfer based on two mechanisms of micro and

macroconvective heat transfer. The interaction between the two mechanisms was

defined based on dimensionless functions (Re, Martinelli parameter and a bubble-

growth suppression function). In 1982 Shah updated this methodology, in order to

use it for boiling in both vertical and horizontal channels. His method is in the

form of a graphical chart [75]. Four years later Gungor and Winterton [76] found a

new form of Chen form validated on a large database (3693 points) covering both

the nucleate and convection dominated boiling regimes for fluid such as water and

refrigerants.

And finally in 1990 Kandlikar [77] refined this approach to get more accurate
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results. His method consists in calculating both heat transfer rate for nucleate,

see eq. 4.16, and convective boiling, eq. 4.17, and the largest value is chosen. The

Kandlikar correlations lead to mean deviation of ±16% for water and are valid for

uniform heat flux, steady state condition and steam quality lower than 0.8 (no dry-

out conditions). It does not include the effect of partial dryout on the top perimeter

of the tube.

hconv,bi
hconv,lo

∣∣∣∣
nbd

= (1− x)0.8 ·
(
0.6683 · Co−0.2f0 + 1058 ·Bo0.7F

)
(4.16)

hconv,bi
hconv,lo

∣∣∣∣
cbd

= (1− x)0.8 ·
(
1.136 · Co−0.9f0 + 667.2 ·Bo0.7F

)
(4.17)

with:

F = 1 for stainless steel tubing (4.18)

f0 =

1 for Frlo ≥ 0.04

((25Fr0.3lo )) for Frlo < 0.04

(4.19)

The second model takes into account the flow pattern of the fluid, defined by

Kattan-Thome-Favrat [ [78], [79]]. It has been developed as the foregoing flow

boiling correlations are not very accurate for stratified types of flows nor for local

conditions with partial dryout on the top perimeter of the tube. Their method is

based on their own two-phase flow pattern map for horizontal evaporating flows

(described in section 4.4.3).

4.4.2 Pressure drops

Pressure drops prediction for single and two phase flow is a topic well documented

as used in the design phase in numerous field (hydraulic components, piping, ...).

Nevertheless, expected accuracy in flow boiling is in the range of ±30% [80] it is the

reason why a suitable correlation has to be used for the specific application of solar

DSG.
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4.4.2.1 Single liquid phase

For single phase the pressure drops is calculated based on the following eq. 4.20,

and the different existing correlations are used to define the friction factor, f in the

different conditions.

dp =
1

2
f
L

D

G2

ρ
(4.20)

where f is the friction factor [-], L is the length [m], D is the diameter [m], G is

the specific mass flow rate [kg/s.m2], ρ is the density [kg/m3].

In laminar flow condition, i.e. Re < 3000, the friction factor is defined as

f = 64/Re in case of laminar flow. For turbulent flow, Re > 3000 and when pipe

roughness is negligible the Petukhov correlation 4.10 could be used. For rough pipes,

the friction factor is calculated solving iteratively the non linear Colebrook equation.

For higher Re number (> 104), algebraic equation defined by Haaland [81] can be

computed, see eq. 4.21.

f =
1(

1.8 log10

(
6.9
Re

+
(
ε/D
3.7

)1.11))2 (4.21)

where ε is the wall roughness [m].

4.4.2.2 Two-phase flow

Two-phase pressure drops,

(
dp

dx

)
Bi

, are calculated through the calculation of

the head loss of liquid phase,

(
dp

dx

)
l

, and multiplied by a parameter, see equation

4.22. This coefficient depends on the model used: Friedel, Lockhart and Martinelli,

Gronnerud, Chisholm, Bankoff, Chawla or Muller-Steinhagen and Heck.

(
dp

dx

)
Bi

= Φ2

(
dp

dx

)
l

(4.22)

Whalley [82] made an extensive comparison between various published correla-

tions, and large database to provide a methodology to support the choice of corre-

lation (from Collier and Thome’s book [8]). The recommendations he made are as

follows:
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• When (µl/µg) < 1000 and G < 2000kg/(sm2) then the Friedel (1979) [83]

correlation should be used.

• When (µl/µg) > 1000 and G > 100kg/(sm2) then the Chisholm (1973) [84]

correlation should be used.

• When (µl/µg) > 1000 and G < 100kg/(sm2) then the Lockhart and Martinelli

(1949) [85] correlation should be used.

For the specific application of water in the pressure range from 1 to 30 bar the

ratio (µl/µg) = [5; 20] is lower than 1000 and specific mass flow rate is always lower

than 2000 kg/(sm2), therefore the Friedel correlation looks to be the most suitable

correlation.

In the case of Friedel correlation, the parameter Φ is calculated according to

dimensional numbers as Froude number, eq. 4.15, that represents the ratio between

flow inertia and gravity and as Weber number, eq. 4.25, that represents the ratio

between the fluid’s inertia compared to its surface tension. The parameter Φ is

calculated based on eq. 4.23.

Φ2 = A+ 3.43x0.695 (1− x)0.24
(
ρl
ρg

)(
µg
µl

)0.22(
1− µg

µl

)0.89

Fr−0.447l We−0.0334l

(4.23)

A = (1− x)2 + x2
(
ρl · fGO
ρg · fLO

)
(4.24)

Wel =
G2 ·D
ρl · σ

(4.25)

where µg is the dynamic viscosity of the steam phase [Pa/s], µl is the dynamic

viscosity of the liquid phase [Pa/s], ρg is the density of the steam phase [kg/m3],

µl is the density y of the liquid phase [kg/m3], x the steam quality [-], fGO is the

friction factor of the steam only [-], fLO is the friction factor of the liquid only [-]

and σ is the surface tension for water[N/m].

4.4.3 Two-phase flow pattern

Flow pattern maps are used to predict local flow pattern in a tube. Semi-

empirical correlations defined different regions of these maps where each of them
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indicates a specific flow pattern. Historically, flow pattern maps were built for

adiabatic two-phase flows. In the specific case of horizontal tubes, the correlations

of Backer (1954) [86] and Taitel and Dukler (1976) [52] are the most widely used. The

baker map is based on empirical analysis done for air/water mixture at 25 ◦C and

atmospheric pressure and pipe diameters of 25 and 51 mm. The Taitel and Dukler

correlations introduced flow transition mechanism and empirical parameters in order

to generalize and extend the correlations. Then later on in 1986, Barnea combined

existing transition mechanism with empirical correlation to create a unified model

that incorporates the effect of fluid properties, pipe size and angle of inclination.

Lately in the 90’s, Steiner adapted existing adiabatic correlation to specific case of

diabatic condition by predicting the onset of dry-out for the top part of tube in the

case of annular regime [87]. Most of the recent two-phase flow regime maps found

in the literature are Steiner’s type flow maps, i.e. with quality on the horizontal

axis and mass flux on the vertical axis. Finally, the Kattan, Thome and Favrat

(KTF) correlations [ [88] [78]] and its updated version [89] have been developed and

tuned for large number of points: five type of refrigerants have been used (R-134,

R-123, R-402A, R-404A R-502) and various heat flux, pipe diameter, specific mass

flow rate and pressure have been tested, see summarized table 4.1. This updated

version developed by Zurcher, Thome and Favrat, called modified KTF map in this

work and in the Wolverine textbook [78] are described in Appendix B.

Table 4.1: Test condition range for modified KTF map [88], [89]

Variables Unit Min Max

Heat flux kW/m2 0.44 58

Pressure bar 1.12 8.88

Diameter mm 8 14

Specific mass flow rate kg/(s.m2) 20 500

Steam quality - 1% 99%
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4.5 Model 1: Detailed steady state model

A detailed steady state mathematical model developed for MW solar DSG plant

sizing purposes [71] has been further worked out to define the expected plant behav-

ior. The model outputs are: energy performance evaluation over the studied period

and a detailed analysis of the plant behavior such as pressure drops analysis, steam

drum level variation, flow pattern analysis and steam quality at the absorber outlet.

Algebraic equations of the plant components have been developed and implemented

in MATLAB environment. In the following section the full model is described.

4.5.1 General Description

P2

V2

Make-up water 

(eg. 60-105°C)

P1 V1

Steam Drum 0 m

Zabs

ZBoP

Height

Sat. steam grid

(eg. 5-25 bar)

IN

OUT

1

23

4 6
5

7

CS1
CS2

Liq1

I1 Bi1

Bi2
Liq2

Liq3

Figure 4.3: Simplified Solar DSG scheme of Model 1

A new steady-state model is implemented, suitable to simulate the operating

conditions of a solar heating plant for Industrial process. The recirculation loop is

divided 8 different sections : Liq1, Liq2, Liq3, CS1, I1, CS2, Bi1, Bi2, as shown in

figure 4.3 where for each section the parameters such as diameter, length, insula-

tion thickness and conductivity property, height and local pressure drops coefficient

are defined. Figure 4.3 shows the serie configuration where each LFR module are

installed in an unique row. It is possible to simulate parallel rows by using a lower

mass flow rate in the sections Liq3, CS1, I1, CS2, and Bi1. For instance, the sce-

nario with 2 parallel rows leads to a mass flow rate split in half in the section from
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Liq3 to Bi1 in the condition of a perfect balanced solar field. Only one row of the

solar field is simulated assuming that the other rows have similar behavior. Thus,

only symmetric solar field can be simulated. The steam drum is the last node of

Model 1 which is assumed at thermal equilibrium and defined as the reference height

level. The steam drum parameters such as diameter, height, insulation thickness and

thermal conductivity have to be defined. The recirculation pump, called P2 in the

figure 4.3, is assumed to be an ideal pump which increases the pressure drops to

balance the loop pressure drops without any thermal heat gain.

The recirculation pump (P2) of the solar DSG is switched on and off by the

control system. When the system is inactive (eg. due to low irradiation) the mass

flow rate is null and is called in this study stand-by mode. When the pump is

active, the mass flow rate is positive and this condition is called active mode.

Therefore, there is a case distinction for the calculation methodology to obtain the

pressure and specific enthalpy along the recirculation loop. In fact, the methodology

to describe the plant behavior is very different if the mass flow rate is null or not.

Figure 4.4 shows the Model 1 framework.

Data ProcessingMODEL 1 

(p, h) along recirculation loop

at each timestep

Post-processing

Active 

mode

Stand-by 

mode

Figure 4.4: Model 1 framework

In the active mode, a spatial discretization of the ordinary differential equations

has been implemented. It allows to analyze the physical phenomena within the

absorber tube, which result in pressure losses and heat transfer.

In the standby mode, the pressure and enthalpy calculation is done using the

temperature and pressure inputs at the characteristic points from 1 to 6 along the

recirculation loop and shown by white circle in figure 4.3.
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The post-processing model uses two state variables (pressure and specific en-

thalpy) defined along the recirculation loop for both modes. The two state variable

selection allows the calculation of all fluid properties in terms of these variables

thanks to IAPWS IF97 standards formulation [90].

Assumptions: The following assumptions have been used to build the mathemat-

ical model in both modes:

• Steady-state: the model output is assumed time independent, i.e. it should

not be affected by previous time step.

• Finite volume: the recirculation loop is discretized in fixed finite volumes

for the whole simulation.

• One-dimensional approach is used, i.e. uniform condition over the pipe cross

section and thus only uniform heat flux can be modeled.

• Homogeneous distribution in each two-phase finite volume, i.e. velocity

ratio between the two phases is equal to one.

• Thermal equilibrium of the phases within the reference volume.

• Pressure drops are lumped downstream of the reference volume. Momen-

tum pressure drops are neglected and a simplified static pressure drop is used.

4.5.1.1 Active mode model

As the fluid is flowing, the thermodynamic states are calculated iteratively based

on the previous node and starting from input data (P1 and T2)

Input. Figure 4.5 shows the 5 inputs of the active mode model:

• P1: drum pressure at the bottom [bar];

• T2: inlet temperature of the recirculation pump [◦C];

• ṁ3 = ṁrec: recirculation mass flow rate [kg/s];

• Ta: ambient temperature [◦C];

• Q̇in: Gross heat at the absorber [kW].
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Figure 4.5: Recirculation loop - Input active model 1 (green dots)
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Figure 4.6: Spatial discretization of pipes/absorber;
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Methodology. The coefficients dpi (overall pressure drop) and hconv,i (heat trans-

fer rate) are calculated for each finite volume i, based on the fluid dynamics in the

previous volume i-1, see figure 4.6.

The overall pressure drop is composed of four variables: pressure drops in com-

ponents (local pressure drops), linear, static and momentum pressure drops. The

linear pressure drop is calculated by the Petukhov correlation [72] for liquid phase,

whereas the Friedel correlation [83] is applied in case of biphasic flows. The mo-

mentum pressure drop is neglected whereas the geostatic pressure distribution is

simplified in three levels: Steam drum, Balance of Plant container (BoP) and Ab-

sorber. The steam drum level has been chosen arbitrary as the reference level. And

finally, the pressure drops in components are calculated in each section based on

valve characteristics (local pressure drops from data sheet) and piping installation

(curves, Tee, ...). The correlations are defined in the section 4.4.2.

In the single (liquid) phase, the heat transfer rate is calculated by the Gnielinski

correlation [73], as long as the Reynolds number is in the range [2.3 · 103; 5 · 106].

In the biphasic flow, the Kandlikar correlation [77] is applied. The correlations are

defined in the section 4.4.1.

The linear heat gain (Q̇in) is an input of the model. Whereas the heat losses

(Q̇L) are a result of the model, calculated based on pipe insulation in case of piping

(thickness and conductivity at specific temperature) or absorber heat loss coefficients

in case of absorber tubes [91].

4.5.1.2 Stand-by mode model

For the stand-by mode, when the forced recirculation by the pump is stopped, the

previous approach (active mode) is not suitable to calculate the specific enthalpy

along the recirculation loop. In fact, neighboring nodes only slightly impact the

reference volume (only small natural circulation and heat conduction). On the

contrary, the local heat losses strongly affect this specific enthalpy, but are difficult

to estimate with a good accuracy.

The Model 1 is built as a steady state model thus the chosen methodology has

to be independent of the previous time step, ie. inputs defined at time t have to

be sufficient to calculate the two state variables (p, h) along the recirculation loop.
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Due to this constraint, stand-by mode has to use numerous inputs defined along

the recirculation loop. Then, temperature distribution of each section is defined by

using the most similar temperature input point. For instance, it has been used the

temperature input 2, see figure 4.3, to define the temperature of the liquid section

Liq1.

The pressure distribution is calculated using the same approach and by using the

three plant levels (BoP, Steam drum and absorber). Finally, the specific enthalpy

along the recirculation loop can be calculated by using the temperature and pressure

distribution. In the specific case where the temperature in a specific section is higher

or equal to the saturated temperature (calculated with the pressure distribution),

then it is assumed that the considered section is liquid at saturation condition.

This methodology defines a rough approximation of the pressure and specific

enthalpy of each finite volume of the recirculation loop based on inputs defined at

the specific time step. The validation of this approximate model is done thanks to

the Temperature profile analysis at start-up and shut down in the case of RAM plant,

see section 6.3.1. This model is also compared and validated to the semi-empirical

dynamic model 3 of night cooling in the section 7.4.1.

4.5.1.3 Post processing model

The previous two modes define the pressure and specific enthalpy for the whole

recirculation loop at each time step of the analyzed period. Based on the two state

variables, further analysis is applied with the post-processing model. The input

nomenclature and positions are defined in figure 4.3. The post processing model is

usually applied with monitoring data and leads to the comparison between expected

and measured results.

Mass and Enthalpy of solar system. Once the pressure and enthalpy in the

recirculation loop are known, the density is calculated for each volume, based on

IAPWS IF97 standards formulation [90]. Thus, the water mass and enthalpy in

the piping and absorber pipes are calculated. The mass and enthalpy of the steam

drum content are calculated based on liquid level, temperature and pressure mea-

surement. Metal enthalpy is calculated based on the plant configuration (wall thick-
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ness, diameter and length of piping, absorber and steam drum) assuming a density

of 8000 kg/m3 and specific heat capacity of 0.5 kJ/(kg K). The metal temperature is

calculated in active mode, see eq. 4.40, while in stand-by mode it is assumed equal

to the water temperature. The overall water mass of the solar system is the sum of

fluid inside the recirculation loop and in the steam drum. And the overall enthalpy

includes the water enthalpy plus the one of the metal.

Mass balance and Level variation. A mass balance over the studied period is

applied on the overall solar system, see eq. 4.26. The inlet feed-in water ((Min)meas)

and the outlet steam ((Mout)meas) are input data and integrated from tini to tend.

The integration time is selected when the whole recirculation loop is liquid. Initial

time, tini, is set just before start-up. For instance for the case study in chapter 6,

it has been chosen 10 min before the activation of the recirculation pump. Final

time, tend, could be set just before shut down when the pump still pressurized the

recirculation loop ( approach used for temperature profile analysis, see section 6.3.1)

or after shutdown once the flashing disappears, used for Model 1. For instance for

the case study, tend equals 1 h after shut down. The solar system mass is composed

by the recirculation loop ((Mrec)sim) and by the steam drum ((MD)sim ) calculated

with eq. 4.29.

A mass balance of the solar system is applied over the studied period and a mass

deviation coefficient εM is defined, see eq. 4.30. Theoretically this deviation should

always be zero. However, when the Model 1 uses measured data as input, it is not

always true. In fact, the inaccuracy in the measurement data or leakage of the solar

system could generate a positive or negative coefficient.

The drum level is calculated for each time step under perfect mass balance as-

sumption, i.e. εM equals zero and the drum water content mass at time t is the

unknown. The initial simulated drum level is set equal to the measured one at the

beginning of the day. Two artificial simulated drum levels are introduced. The first

one, called LSF=Steam, represents the drum level if the whole solar field (SF), i.e.

the section from CS1 to Bi2 are full of saturated steam at the pressure measured in

the drum. The second one, called LSF=Liq, represents the drum level in the case the

fluid in the piping and solar field is liquid saturated at drum pressure.
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∆M = [Min −Mout]meas −
[
(Mrec −MD)tend − (Mrec −MD)tini

]
sim

(4.26)

(Min)meas =

tend∫
tini

ṁindt (4.27)

(Mout)meas =

tend∫
tini

ṁoutdt (4.28)

(MD)sim = ρl(T1, P1, LD,1)LD,1 + ρg,sat(P1) [VD − LD,1] (4.29)

εM =
∆M

(Min)meas
(4.30)

where the variables not defined above are : ṁin the inlet mass flow rate [kg/s],

ṁout the outlet mass flow rate [kg/s], LD,1 the drum level in volume [m3], VD is the

volume drum defined as a parameter [m3], ρl the liquid density [kg/m3], ρg,sat the

saturated steam density [kg/m3].

Energy performance analysis. The energy performance analysis quantifies the

deviations between the expected and the measured delivered energy, see eq. 4.31.

The expected energy gain (Qgain)sim is the solar gross heat Q̇in, including optical

loss and partial load behavior minus the heat loss of the overall system QL,tot, in-

cluding steam drum heat loss and absorber heat loss for the whole active mode. The

start-up loss (Qstart−up)sim is defined as the enthalpy difference of the solar system

between tini and tend defined in the previous section. And finally, the real energy

gain (Qnet,gain)meas is the energy difference between the delivered saturated steam

at the pressure P1 (monitored data) and the inlet energy from feed-in liquid water

at the temperature T3 (monitored data) at atmospheric pressure, see eq 4.32. To

quantify the energy deviation between expected and measured, the coefficient εQ is

defined, see eq. 4.35.
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∆Q = (Qnet,gain)meas − [Qgain −Qstart−up]sim (4.31)

(Qnet,gain)meas =

tend∫
tini

[ṁouthg,sat(P1)− ṁinhf (T3, Pa)] dt (4.32)

(Qgain)sim =
[
Q̇in −QL,tot

]
sim

(4.33)

(Qstart−up)sim = [Hrec +HD]tend − [Hrec +HD]tini (4.34)

εQ =
∆Q

[Qgain −Qstart−up]sim
(4.35)

where the variables not defined above are : ṁin the inlet mass flow rate [kg/s],

ṁout the outlet mass flow rate [kg/s], hg,sat the specific enthalpy of saturated steam

[kJ/kg], hf the specific enthalpy of the feed-in water [kJ/kg], Hrec the enthalpy of

the recirculation loop (metal and content) [kJ], HD the enthalpy of the steam drum

(metal and content) [kJ].

Flow pattern analysis. Once pressure, temperature and steam quality distribu-

tion have been calculated for the whole recirculation loop, the flow pattern distri-

bution in each finite volume of the solar field is analyzed.

Historically, flow pattern maps were built for adiabatic two-phase flows, see sec-

tion 4.4.3. In more recent years, new flow patterns specific to evaporation (diabatic)

in horizontal tubes and tuned for refrigerants in small-diameter pipes have been

developed by Kattan, Thome and Favrat (KTF) [88] and then modified by Zurcher,

Thome and Favrat [89]. In the present study, the modified KTF correlations have

been adapted to water flow in larger diameter pipes (70 mm compared to 8-14 mm).

These semi-empirical correlations are based on the diameter, pressure and heat flux

and they define different regions for each flow pattern (e.g. stratified, wavy strati-

fied, intermittent, annual and mist flow). Based on the specific mass flow rate and

the steam quality of the reference volume, the modified KTF correlation can effec-

tively define the associated flow pattern. These correlations are not defined for very

low steam quality, lower than 0.01 see table 4.1, thus this condition is added extra

to the previous flow pattern list. The flow pattern distribution consists in defining

the flow pattern expected for each node of the absorber. This analysis is iterated
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for each time step and shows the evolution of the flow pattern during the studied

period into the solar field.

Pressure drops of the whole system. The pressure head of the recirculation

pump is measured as the difference of P2 and P3, pump inlet and outlet pressure.

The expected pressure drops are compared for each time steps to the real measure-

ment.

4.5.2 Numerical description

4.5.2.1 Active mode model

The pressure of each node is calculated based on the conditions in the previous

node (eq. 4.36, eq. 4.37). Starting from the bottom of the steam drum, the pressure

distribution in the recirculation loop could be defined from node to node along the

loop iteratively to the pressure at the outlet of the biphasic pipe, i.e at the entrance

of the steam drum. The start and end pressures in the recirculation loop should

match, because it is a closed loop. Thus, a second iteration is applied to the pressure

distribution, by changing the hydraulic head of the pump.

if i = pump

Pi = Pi−1 + dppump

(4.36)

if i 6= pump

Pi = Pi−1 − dpfri,i(hi−1, Pi−1) · dy

− dpcomp,i(hi−1, Pi−1)− dpstat,i(hi−1, Pi−1))

(4.37)

where dpfri,i is linear friction pressure drop [bar/m], dpcomp,i is the singular pres-

sure drop [bar] and dpstat,i is the geostatic pressure drop [bar], dppump is the hydraulic

head of the pump [bar]

The Linear friction dpfri,i is calculated based on existing correlations defined in

the section 4.5.1.1 according to the fluid conditions (liquid or two-phase), and the

geostatic dpstat,i and singular pressure drops dpcomp,i are calculated with eq 4.38 and

eq 4.39:
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dpcomp,i(hi−1, Pi−1) =
ζ · ṁ2

rec · 10−5

2A2 · ρ(hi−1, Pi−1)
(4.38)

dpstat,i(hi−1, Pi−1) = ∆z · ρ(hi−1, Pi−1) · g · 10−5 (4.39)

where ζ is the component pressure loss coefficient [-], ṁrec is the recirculation mass

flow [kg/s], A is the inner cross section in the component [m2], ∆z is the height

difference in [m], g is the gravitational acceleration [m/s2], and is the ρ density of

the fluid [kg/m3].

In each finite volume i, energy balance is applied to two different systems: the

pipe or absorber metal (eq. 4.40) and the fluid inside the absorber (eq. 4.41).

Mm,iCp,m
∂θi
∂t

= Q̇in,i − Q̇L,i − Q̇trans,i (4.40)

∂Mihi
∂t

= Q̇trans,i + ṁinhin − ṁouthout (4.41)

where Mm,i is the metal mass in node i [kg], Cp,m is the specific heat capacity of

the metal [kJ/kg.K], and θi is the temperature in the metal [◦C], Mi water mass of

volume i, hi is the average specific enthalpy of volume i, Q̇in,i is the heat gain (Model

input) [kW], Q̇L,i is the heat losses of node i see eq. 4.43 [kW] and Q̇trans,i is the

water heat gain see eq. 4.42 [kW].

For the case study in chapter 6, the input Q̇in,i is the linear optical gain of the

LFR and for the experimental activity in chapter 5 is the electrical consumption of

the heaters.

Q̇trans,i = πD · hconv,i · [θi − Ti] · dy (4.42)

Q̇L,i =
[
U1 · (θi − Ta) + U4 · (θi − Ta)4

]
· dy (4.43)

where D is the internal diameter [m], U1 is convective and conductive heat loss

coefficient [kW/m.K], U4 is the radiative heat loss coefficient [kW/m.K4], dy is the

finite volume length [m], Ti is the water temperature of finite volume i [◦C] and θi

is the metal temperature of finite volume i [◦C]

The convective heat transfer rate hconv,i is calculated based on existing corre-
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lations defined in the section 4.5.1.1 according to the fluid conditions (liquid or

two-phase). For the piping section, the coefficient U1 is calculated based on thick-

ness and conductivity of the insulation, see eq. 4.44, whereas U4 is set to zero. For

the absorber section the coefficients defined in the absorber tube datasheet have

been used [91].

U1 =

[
1

2π · kins
· ln
(
D + 2 · spins

D

)
+

1

hconv,a · π · ((D + 2 · spins)

]−1
(4.44)

where kins is the insulation conductivity [kW/m.K], D is the internal diameter [m],

spins is the insulation thickness [m], hconv,a is the convective heat transfer rate of the

air [kW/K.m2]

Thanks to the steady state approach, the mass flow rate is assumed constant

throughout the loop and the time derivatives of the absorber metal temperature

and of the average enthalpy of the finite volume are neglected. Inside each finite

volume, the thermodynamic parameters are assumed uniform thus the outlet specific

enthalpy equals the average specific enthalpy of this specific volume whereas the

inlet specific enthalpy equals to the one of the previous volume. Thus, eq. 4.40 and

eq. 4.41 can be expressed as eq. 4.45 and eq. 4.46.

Q̇in,i

dy
= πD · hconv,i(hi−1, Pi−1) [θi − Ti(hi−1, Pi−1)] +

[
U1 (θi − Ta) + U4 (θi − Ta)4

]
(4.45)

hi = hi−1 +
πD · hconv,i(hi−1, Pi−1) · [θi − Ti(hi−1, Pi−1)] · dy

ṁrec

(4.46)

For each time step two iterations are applied, the first one to solve this non-

linear system of equations for each finite volume and the second one to maintain the

constraint of the initial and final pressure being equal for a closed loop. The same

system of equations is applied for all the sections (liquid, biphasic and solar field).

In the specific case of liquid and biphasic pipes: the heat gain (Q̇in,i) is zero, U1

is calculated on the base of insulation thickness, U4 is neglected. Moreover, a finer

discretization is applied to the absorber compared to the liquid and biphasic pipes.
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4.5.2.2 Standby mode model

To estimate the specific enthalpy distribution over the whole recirculation loop,

defined in figure 4.3, the temperature and pressure inputs from position 1 to position

6 are used. Specific enthalpy for the liquid pipe from the steam drum outlet to the

pump inlet (Liq1) is calculated thanks to the pressure and temperature at position 2.

For the pipe from the pump outlet to the absorber inlet (Liq2 and Liq3), the pressure

P3 and the average temperature of T3 and T4 are used. From the absorber outlet

to drum inlet (Bi1 and Bi2) the temperature and pressure at the position 6 is used.

And finally, for the absorber sections a more complex approach is developed. In

fact, the linear heat loss are smaller for the absorber than the pipes. Thus, when

there is no flow, the temperature inputs at position 4 (absorber inlet), at position 5

(between the two collector strings) and at position 6 (absorber outlet) underestimate

the temperature within the absorber. In fact, the temperature inputs on the edge of

the absorber have higher heat losses since heat losses is higher in the pipe than in the

evacuated tube. To model this higher temperature inside the absorber than on the

edge, a theoretical temperature is defined called Tteo,abs. Tteo,abs is assumed equal to

the minimum between the saturated temperature at the pressure at position 5 (P5)

and the temperature at position 5 plus a empirical temperature difference. Start-up

temperature profile analysis, defined in section 6.3.1.1, quantifies this temperature

difference. For instance, in the specific case of RAM plant it has been tuned equal

to 8 ◦C, see section 6.3.1.3. Then, a linear distribution is assumed to connect the

monitored inlet temperature, the assumed inside temperature of the absorber and

the monitored outlet temperature. Hence, for the first half of the solar field T4

(inlet), T5(outlet) and Tteo,abs(inside) are used whereas for the second half T5(inlet),

T6(outlet) and Tteo,abs(inside) are used.

In the specific case where the temperature in a specific section is higher or equal

to the saturated temperature (calculated with the pressure distribution), then it is

assumed that the considered section is liquid at saturation condition. Thus, the

water is assumed liquid for the whole recirculation loop and the specific enthalpy

could be calculated thanks to IAPWS IF97 standards formulation [90].
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4.6 Dynamic model

Two dynamic models have been developed to study two transient phenomena of

solar DSG plant. The first one, called dynamic Model 2, is developed to analyze the

potential harmful conditions at the absorber outlet due to fast moving evaporation

start point within the absorber, see section 4.6.1. The second model, called dynamic

Model 3, is developed to characterize and quantify the night heat loss of the solar

DSG plant and the potential energy saving due to optimized control strategy, see

section 4.6.2. Figure 4.7 shows the two different model boundary.
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Figure 4.7: Boundary of Dynamic models

4.6.1 Model 2: Absorber

The Model 2 focuses on the physical phenomena that happen inside the absorber

during transient condition. In fact, the objective is to observe the steam quality and

mass flow rate at the outlet of the absorber when the model inputs are varying.

In particular, when the inlet temperature at the absorber or the linear heat flux

decreases or increases suddenly.

4.6.1.1 General description

One of the difficulties of Solar DSG system is the interaction of the different

components that leads to hardly understand unexpected phenomena, as for example

the one described in the section 2.3.3. Within the objective to study only the impact
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of fast moving evaporation start point within the absorber, the model focuses only on

the diabatic two-phase flow in a pipe where the boundary conditions are controlled

externally. The boundary conditions are listed below:

• Specific enthalpy at absorber inlet (position 4).

• Mass flow rate at absorber inlet (position 4).

• Pressure at the absorber outlet (position 6).

• Optical heat flux.

• Ambient temperature.

The model parameters are pipe diameter, pipe length, absorber heat loss coefficients.

The two main model outputs are the mass flow rate and specific enthalpy at the

absorber outlet (position 6).

4.6.1.2 Assumption

Based on the state of the art of existing model for transient phenomena, see

section 4.3, Model 2 has been built as a one dimensional approach, based on homo-

geneous mixture and thermal equilibrium in each finite volume. The heat transfer

rate between the tube and the mixture is assumed constant in this study since it

has only a minor impact in the overall results. In fact, the numerical model simpli-

fication presented in section 7.2.5.1 shows a relatively low impact of this parameter.

For instance, for the case study in section 7.3 it has been chosen a convective heat

transfer rate equals to 10 kW/(m2K), value in the expected heat transfer range from

the absorber inlet and absorber outlet. The pressure drops calculation is lumped

downstream and defined based on a the simplified correlation based on operation

point. The heat loss of the evacuated tube is calculated based on the correlations

defined by the DLR’s test [91], also used in Model 1, see eq.4.43.

4.6.1.3 Numerical model description

The models of fluid flow in pipes using finite volume and one dimensional ap-

proach, described in section 4.3.2, result accurate if the fluid properties do not change

drastically across each finite volumes. In the specific case of two phases flow this
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hypothesis does not hold anymore. In fact, strong discontinuity appears in volumes

containing a phase change boundary thus non-physical artefacts will be generated.

This discontinuity is emphasized during fast moving of evaporation starting point

within the absorber that strongly stress the model. In order to tackle this issue,

Casella presented a two-phase fluid flow model [61], developed in an object-oriented

environment publicly available [62]. This model is based on the exact computa-

tion of the mean density in volumes where phase transition occurs. This approach

avoids the non physical artefacts and strongly smooths the resolution of system of

equations.

The mathematical description of the model is presented in the Casella’s work [62]

and the main concept is summarized here below. The mass balance of the reference

finite volume is defined in eq. 4.47:

π
D2

4

∂ρ

∂x
+
∂ṁ

∂t
= 0 (4.47)

The density function is very stiff according to the time variable at the evaporation

starting point. The idea consists in using the pressure and specific enthalpy as two

state variables, which have smooth variation according to the time. And then in

calculating the partial derivative of the density according to the two state variables,

see eq. 4.48.

π
D2

4

[
∂ρ

∂h

∂h

∂t
+
∂ρ

∂p

∂p

∂t

]
= −∂ṁ

∂x
(4.48)

Integrating the eq. 4.48 over the small finite volume i and assuming small variation

of h and p along the reference volume, eq. 4.49 and eq. 4.50 are obtained. The

peculiarity of this model is the exact computation of the mean density, ρ̄i, in each

reference volume, in particular where phase transition occurs. Thus, the average

density is continuous with their partial derivatives with respect to the two selected

state variables (p, h). This property improve the stability of the system and avoid

any numerical artefact during the moving of start evaporation point.
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π
D2

4
dy

[
∂ρ̄i
∂h

∂h̃i
∂t

+
∂ρ̄i
∂p

∂p̃i
∂t

]
= ṁj − ṁj−1 (4.49)

ρ̄i =
1

dy

idy∫
(i−1)dy

ρdx (4.50)

This two-phase fluid flow model uses as thermal connector (”input”) the heat

transmitted to the fluid. Thus, the metal inertia and the heat loss function of the

evacuated tube are not included. The model has been completed by adding an

energy balance on the absorber pipe (metal), see eq. 4.51. The effect of the thermal

conductivity in the absorber is simulated with eq.4.52 and eq.4.53. Then, the heat

loss of the evacuated tube has been simulated by using eq.4.54. And finally, the

heat transmitted to the fluid needed by the two-phase fluid flow model is calcualted

with eq. 4.55.

∂θvol,i
∂t

=
Q̇int,i + Q̇ext,i

ρmπdy
(
D2
m,ext−D2

m,int

4

) (4.51)

Q̇int,i =
km · (2πdy) · (θint,i − θvol,i)

log
(
Dm,int+Dm,ext

Dm,int

) (4.52)

Q̇ext,i =
km · (2πdy) · (θext,i − θvol,i)

log
(

Dm,ext
Dm,int+Dm,ext

) (4.53)

0 = Q̇ext,i + Q̇L,i − Q̇in,i (4.54)

0 = Q̇int,i + πDm,int · hconv · (Tw,i − θint,i) · dy (4.55)

Q̇L,i is defined as eq. 4.43, hconv is the constant internal heat transfer rate (=10

kW/(m2K)), km is the metal conductivity (15 W/(mK)), ρm is the metal density

(8000 kg/m3).

The numerical model has been implemented in Dymola environment using the

already existing models (object flow1DFV2ph and object MetalTubeFV ) from the

Thermopower library [62]. Figure 4.8 shows the result of the implemented Model 2.
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Figure 4.8: Model 2 in Dymola environment

4.6.2 Semi-empirical Model 3: Night cooling

The Model 3 has the objective to quantify the night heat loss and the improve-

ment of the new control strategy.

4.6.2.1 General description

To optimize the night heat loss, a dynamic semi-empirical lumped model of the

overall system, called Model 3, is built based on plant configuration (volume and

pipe length), theoretical heat loss coefficient values (U1, U4), and correction factors

for each node. These coefficients, called c1, are tuned experimentally thanks to the

temperature profile analysis during start-up.

For instance, for the RAM plant the heat loss tunning has been done in section

7.4.1. Table 4.2 summarizes the parameters used in the case study presented in

section 7.4.

Table 4.2: Volume and heat loss coefficient of RAM plant

Node nb. Name V [L] c1·L·U1 [kW/K] L·U4[kW/K4]

1 Liq1 21 6.2E-03 0

2 Liq2 35 7.5E-03 0

3 Liq3 31 4.6E-03 0

4 CS1 123 6.5E-03 2.94E-10

5 Int1 24 1.5E-03 0

6 CS2 123 6.5E-03 2.94E-10

7 Bi1 10 7.8E-04 0

8 Bi2 2 1.9E-04 0

9 Drum 2000 8.9E-03 0
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4.6. DYNAMIC MODEL

The model is applied when the feed-in water and steam outlet flow rates are zero

for the whole night, i.e. the solar DSG plant is a closed system during the night.

A lumped model is used, where each node of the model represents a section of the

recirculation loop, see figure 4.3.
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Figure 4.9: Scheme Model 3

As Model 1, two modes, called active and stand-by mode, are developed to

distinguish when the recirculation pump is active or not.

For the active mode, the lumped model is composed of one node with the two

phases assumed at thermal equilibrium for the whole system. The recirculation loop

contains liquid saturated water. And the overall heat loss is the sum of heat losses

in each section at saturated temperature.

When the system is in stand-by mode, the lumped model is composed of 8

liquid nodes along the recirculation loop and one two-phase node at thermal equi-

librium for the steam drum. The energy balance is applied for the 8 liquid nodes

based on heat loss of the specific section (proportional of node temperature). Then,

pressure and specific enthalpy of the steam drum is calculated with the energy and
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mass balance on the steam drum. The liquid nodes are only slightly influenced by

the pressure variable, thus it is assumed an uniform pressure for the whole system

equals to drum pressure. Density and hence the mass are calculated for the 8 liq-

uid nodes. Then, based on mass balance on the closed system, the mass inside the

steam drum is calculated. The steam drum pressure is the last degree of freedom

to match the two-phase thermal equilibrium density function with expected density,

calculated as steam drum mass divided by steam drum volume. During night cool-

ing, the mass content of the recirculation loop increases slowly and the steam drum

mass decreases proportionally . This mass flow rate is low and could be neglected for

simplify numerical model, a quantification of this effect is shown in the section 7.4.

Nevertheless, in the framework of Model 3, a simplified approach is used to model

the mass flow rate from the Drum to the recirculation loop. In fact, it is assumed

that the liquid saturated water from the steam is integrated in each node accord-

ing to its mass increase. A more realistic approach would be to respect the piping

connection of the recirculation loop, but it looks to be an excessive effort in compar-

ison to the result improvement. The natural circulation between the different nodes

due to non uniform density is neglected. In fact, in the solar DSG plant a correct

stratification is observed (warmer water in the absorber and colder in the BoP) thus

the water tends to stay in its position. The only non stratified node is the steam

drum, as it is the warmest node situated below the top absorber. Nevertheless, no

circulation is expected as a motorized valve or a siphon isolate these two nodes.

4.6.2.2 Numerical model description

The Model 3 is composed of two modes, described below.

Active mode The mass and energy balances are applied to the unique node of

the closed system, see eq. 4.56 and eq. 4.57.

∂ρsys(Psys, hsys)

∂t
= 0 (4.56)

Vsysρsys
∂hsys
∂t

= −Q̇L,sys (4.57)
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where ρsys is the average density of the whole system [kg/m3], Psys is the pressure at

the drum level [bar], hsys is the average specific enthalpy of the system [kJ/kg] and

Vsys is the fixed volume of the system (the sum of each section) [m3]

The heat loss of the overall system, Q̇L,sys, is the sum of the heat loss of each

section at saturated temperature, see eq. 4.58. Integrating eq. 4.56, the DAE used

in the Active Mode is set as follow where the two state variables are Psys and hsys :

Q̇L,sys =
9∑
i=1

[
c1,i · L · U1,i (Tsat − Ta) + L · U4,i (Tsat − Ta)4

]
(4.58)

ρsys(Psys, hsys) = M0,sys (4.59)

∂hsys
∂t

=
−Q̇L,sys

M0,sys

(4.60)

where M0,sys is the initial water mass of the solar system [kg].

Stand-by mode The mass increase of each liquid nodes during cooling phase is

balanced with the mass decrease in the steam drum. Thus, the outlet mass flow of

the steam drum is the sum of the inlet mass flow rate of each liquid node (closed

system), see eq. 4.61. The mass and energy balances are applied for each node, see

eq. 4.63, 4.64, 4.65 and 4.66 where heat loss is calculated with eq. 4.62. The water

and metal temperatures are assumed to be equal.

ṁout,D =
8∑
i=1

ṁin,i (4.61)

Q̇L,i =
[
c1,i · L · U1,i (Tsat − Ta) + L · U4,i (Tsat − Ta)4

]
for i=1...9 (4.62)

where ṁout,D is the mass flow rate at the drum outlet [kg/s], ṁin,i is the mass flow

rate at the inlet of the section i [kg/s], c1,i · L · U1,i is the semi-empirical convective

and conductive heat loss coefficients of node i [kW/K], L · U4,i is the radiative heat

loss coefficient of node i [kW/K4].
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Vi
∂ρi
∂t

= ṁin,i for i=1...8 (4.63)

Viρi
∂hi
∂t

+ hiVi
∂ρi
∂t

= −Q̇L,i + ṁin,ihL,D for i=1...8 (4.64)

VD
∂ρD
∂t

= −ṁout,D (4.65)

VDρD
∂hD
∂t

+ hDVD
∂ρD
∂t

= −Q̇L,D − ṁout,DhL,D (4.66)

where Vi is volume of section i [m3], ρi is the average density of section i [kg/m3],

hi is the specific enthalpy of the section i [kJ/kg], Q̇L,i is the heat loss of section i

[kW], hL,D is the liquid saturated specific enthalpy of the steam drum [kJ/kg], Q̇L,D

is the heat loss of the steam drum [kW].
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Figure 4.10: Interpolation of water density variation in liquid phase

The density of liquid nodes, ρi, is assumed independent of the pressure and it

can be interpolated with a polynomial equation according to the specific enthalpy.

A good accuracy is obtained with a third degree equation with a3 = 1.56e − 7,

a2 = −2.99e − 4, a1 = −1.99e − 3 and a0 = 1.00e3 see eq. 4.67 and figure 4.10,

calculated for a pressure of 5 bar-a. Thus, the mass flow rate inlet into each liquid

node is an equation of only its specific enthalpy, see eq. 4.69.
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ρi = a3 · h3 + a2 · h2 + a1 · h+ a0 (4.67)

∂ρi(hi)

∂h
= 3a3 · h2i + 2a2 · hi + a1 (4.68)

ṁin,i = Vi ·
∂ρi(hi)

∂h
· ∂hi
∂t

(4.69)

To conclude for the stand-by mode, the 10 unknown variables are the specific

enthalpy of 8 liquid nodes and the pressure and specific enthalpy of the steam drum.

The specific enthalpy of each liquid node is obtained solving eq. 4.70. The pressure

and specific enthalpy of steam drum are obtained solving the last two differential

equations, eq. 4.71 and 4.72.

∂hi
∂t

=
−Q̇L,i(hi)

Vi

[
ρi(hi)− ∂ρi(hi)

∂h
· (hL(pD)− hi)

] for i=1...8 (4.70)

∂hD
∂t

=
−Q̇L,D(hD, pD)

VD [ρD(hD, pD)− ṁD(h1, ..., h8) · (hD − hL(pD))]
(4.71)

∂ρD(pD, hD)

∂t
= −ṁD(h1, ..., h8)

VD
(4.72)
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Chapter 5

Experimental Activity

5.1 Objectives

A DSG bench was developed at the department of Energy of Politecnico di Mi-

lano (POLIMI), with the objective to validate Model 1 and some of its assumptions:

• pressure distribution over the recirculation loop;

• head loss correlations implemented in the numerical model;

• validation of flow pattern map outside of its boundary conditions.

The latter is the most original point as the flow pattern map used in Model 1 is

an extension of the modified KTF correlations [ [88], [89]] which have been devel-

oped and tuned for refrigerant in small diameter pipe at low pressure. The map

is compatible for refrigerants and it is not demonstrated that they are suitable for

steam-water systems as its surface tension and density ratio are high with respect to

the refrigerant database. In the present study, the modified KTF correlations have

been used outside their boundary conditions for water flow in larger diameter pipes

(70 mm compared to 8-20 mm) and higher pressure (3-25 bar compared to 1.1-8.9

bar). Moreover, for the specific application of solar DSG for industrial heating pro-

cesses, the flow patterns involved are: intermittent, stratified wavy and annular. An

experimental campaign with the objective to validate the use of water instead of

refrigerant for these specific transition curves is performed. The validity of pressure

and diameter extrapolations to real case study are discussed in section 5.2.3.
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5.2 Facility

The DSG laboratory is described in this section with installed components and

sensors presentation and test methodology and boundaries discussion.

5.2.1 DSG Test Bench Description

5.2.1.1 General description

A laboratory test bench developed at the department of Energy of Politecnico

di Milano has been built to study solar DSG applications into process heat. It has

the role to complete and validate the numerical model developed in the previous

section 4.5. As already highlighted, two-phase flow is a subject largely studied.

Nevertheless, the existing flow pattern correlations have not been validated under

the conditions of solar DSG. Thus, existing semi-empirical correlations are extended

in the numerical Model 1 and have to be validated experimentally. On the one hand

it would be ideal to apply this validation on real scale system but on the other hand

numerous barriers would not allow a full validation. In fact, due to size limitation, to

uncertainty on solar heat flux, to damage risk or to interference with real industrial

process, it is real issue to validate the flow pattern maps on the solar DSG condition.

For this specific reason, a test bench has been developed in a laboratory context in

order to validate flow pattern boundaries for a diabatic two phase flow under new

conditions. It has been focused only on the conditions typical of solar application,

i.e. intermittent, stratified wavy and annular flow pattern, see figure 5.5.

The laboratory should characterize the water evaporation in a horizontal pipe

and it should maximize different boundary conditions:

• Pipe diameter and design pressure as close as possible of the standard absorber

diameter (66 mm) and average industrial process pressure [5 - 30 bar-g].

• Flexibility to reach various points of modified KTF maps (specific mass flow

rate and steam quality) to characterize flow pattern.

• Generate steady state condition

• Measured steam quality and mass flow rate and identified flow pattern with

the highest accuracy possible.
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• Limited investment cost, eg. chiller is out of the available budget.

Moreover, the requirements of maximum pressure and temperature of each compo-

nent have to be respected.

In order to generate various two phase flow conditions, a variable and controllable

pump/inverter and electrical heater are chosen. Electrical heaters are chosen due to

the following advantages: high heat flux density, easily controllable and measurable,

economic and easy installation.

In order to simulate the linear heat flux of solar irradiation, the electrical heaters

are installed along the tested horizontal pipe. In the specific case of Linear Fresnel

Reflector (LFR), the heat flux over the cross section is not uniform. The circum-

ferential distribution of irradiation on the absorber tube has been calculated via

Raytracing for the Mirroxx’s LFR for different projected transversal angle of the

sun [92]. It shows larger heat flux on the bottom of the tube respect to the top for

each sun position. This non uniform heat distribution leads to non uniform tempera-

ture distribution over the cross section. However, it is expected a lower temperature

dis-uniformity for LFR than PTC since the highest heat flux is always on the bot-

tom part of the tube which is in contact with liquid phase for each flow patterns

(excepted dry-out condition) thus in the area where the internal heat transfer rate

is high.
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Figure 5.1: Cross Section evaporated pipe: configurations to generate non uniform
heat flux (left: Straight elec. heater - installed along the pipe, right: Spiral elec.
heater installed around the pipe)

For large pipe diameter, it could be thinkable to install more straight electrical

resistance on the bottom part of the pipe or add a small resistive layer between

the spiral electrical heater and the top of the pipe, in order to increase the contact

79



CHAPTER 5. EXPERIMENTAL ACTIVITY

resistance heat transfer in the upper part of the pipe, see figure 5.1.

Nevertheless, uniform heat flux (figure 5.2) has been chosen for three main rea-

sons:

• First, the density heat flux has to be maximized due to space restriction which

is not the case in the two proposed configurations in figure 5.1.

• Then, the modified KTF correlations have been defined for uniform heat flux

thus the extension process of the validity range has to be done by changing

only one parameter at the time. For this test bench, it is tested the use of

water.

• And finally, for small pipe diameter (eg. 15 mm) this dis-uniformity is negli-

gible since the distance between the hottest and the coldest in small.
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Figure 5.2: Cross section of evaporation pipe

The DSG test bench could be divided in three sections, see figure 5.3:

• the recirculation loop composed by the pump, the connecting pipes and the

horizontal evaporation pipe with electrical heater, called by analogy absorber

• a larger pipe to store the generated steam, called steam drum

• the pre-vessel and vessel tank to absorb the liquid dilatation.

Generate steady state condition is an issue as the heat gain is not dissipated

trough a chiller. Steady state condition is reached if the inlet temperature of evapo-

ration pipe, mass flow rate and electrical heat flux stays almost constant during the

whole test period. The innovative approach is to maintain saturated temperature

at the absorber inlet and to control the pressure increase. Steam generated into the
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Figure 5.3: Simplify laboratory scheme

absorber would condense in the cold water store in the tank and the liquid saturated

water should recirculate to the absorber. Thus the two-phase flow inlet is installed

at the bottom part of the steam drum. A strong stratification is generated: the

bottom part at saturated condition and the top at cold temperature. In fact, ini-

tially the whole tank is cold (eg. 25 ◦C - ambient temperature) and the steam first

condense in the bottom part and slowly the boundary between hot and cold water

goes up during the test. The liquid water of the system is warmed-up during the

whole test and the thermal dilatation is absorbed through an over-sized vessel tank.

A manual valve, called V5, is used to by-pass the steam drum during the warm-up

of the recirculation loop in order to emphasize the stratification.

To select the proper design condition (pressure, heat gain, diameter and mass

flow rate) a sensitivity analysis is done over the modified KTF correlations. The

two flow pattern boundaries, Stratified/Wavy Stratified (called ṁS−SW ) and Inter-

mittent/Annular (xInt/An), are defined only according to the pressure variable. The

flow pattern boundary, Annular/Mist (ṁAn/Mist), is proportional to the pressure and

pipe diameter. This specific boundary is not used in the solar DSG context. And

finally the last flow pattern boundary between the Wavy stratified and Intermittent-

Annular (ṁSW/Int−An ) is proportional to the three variable inputs (pressure, tem-
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perature and linear heat flux) and is the only one including the effect of diabatic

condition. Figure 5.4 shows the influence of these three inputs over the modified

KTF correlations. Two conditions are compared: the first one based on an example

of a real case study at 20 bar-a, 66 mm and 3.3 kW/m and the second one based

on an example of laboratory condition, i.e 2 bar-a, 15.7 mm and 2.5 kW/m. At

lower pressure the four boundary correlations are pushed to lower steam quality. In

fact, at low pressure conditions the two phase mixture has a lower density. Thus

an equivalent specific mass flow rate generates higher volume flow rate, ie. a more

turbulent flow. Hence, stratified or wavy stratified flow pattern, appear at lower

specific mass flow rate. The linear heat flux influences only the wavy stratified

boundary at high steam quality, which defines the dry-out area. At high linear heat

flux, the dry-out area increases. And finally the diameter reduction has two effects.

The first one is to increase the specific heat flux and thus Dry-out area. The second

one is to increase the ability to maintain the water on the wall (Weber coefficient).

Thus, a lower specific mass flow rate is required to generate annular flow pattern.
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Figure 5.4: Modified KTF correlations variation according to Temperature, Pressure
and heat flux

The choice of the design pressure defines the design temperature of the system

(saturated condition). For temperature higher than 120-150 ◦C, the components are

composed by more resistant and expensive materials. Thus, it has been chosen a

design pressure relatively low to minimize the investment cost. Based on investment

cost available and space available (7 m), the overall heat gain is chosen equal to 15.6
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kW (13 electrical heaters). To keep temperature lower than 125 ◦C the maximum

pressure is fixed at 2.3 bar− a. An inner absorber diameter of 15.7 mm is chosen to

maximize the diameter size but still reach steam quality in order to validate the flow

pattern boundaries: Stratified / Wavy Stratified, Wavy Stratified / Intermittent-

Annular and Intermittent / Annular. The flow pattern is observed trough a sight

tube of 15.0 mm. And lastly, the mass flow rate is calculated to reach a value between

25 to 1000 kg/s.m2. Figure 5.5 (with log axis) defines the test area for a pressure

around 1.9 bar-a, a sight tube of 15.0 mm and a linear heat flux of 2.5 kW/m (15.6

kW / 6.25 m).

Antoine Frein
Department of Energy 

antoine.frein@polimi.it
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Figure 5.5: Test area of modified KTF flow pattern

5.2.1.2 Components

The DSG laboratory consists of 13 electrical heaters of 1.2 kW each, installed

in series in spiral over a stainless pipe of DN15, see figure 5.6. The electrical heater

has an external gain in stainless steel and can be used until 750 ◦C. This product

is particularly interesting for this application, since the power generated is only

slightly influenced by working temperature and the initial straight resistance could

be curved with a low curvature radius (min 3.5 mm).

The whole plant is insulated with 32 mm of mineral wool which has a maxi-

mum running temperature of 400 ◦C and a thermal conductivity proportional to the
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Figure 5.6: Left: Electrical Resistance (Lorenzoni - LR 3.3x3.3 L.1800), Middle:
Sight tube T (Visilum STB-015-A), Right: pump (Grundfoss CR 1S-2)

temperature, as shown in table 5.1 A thicker insulation layer is installed over the

Table 5.1: Temperature dependency of mineral wool thermal conductivity

Temperature Thermal conductivity (λ)

◦ C W/mK

10 0.039

25 0.043

120 0.052

220 0.075

320 0.111

420 0.149

resistance to ensure that a large share of the electrical heat is transferred to the

fluid (between 90-96%), see figure 5.2. Two layers of insulation have been installed:

the first one is 40 mm of mineral wool and the second one is 12 mm of ceramic fiber

blanket.

The mass flow rate is controlled trough a centrifugal pump combined with an

inverter. Figure 5.7 shows the characteristic curve of the pump model CR1S-2. It

matches with the extreme working conditions of the recirculation loop: (0.01 m3/h;

1.0 m), (0.55 m3/h; 7.5 m) and (0.70 m3/h; 2.2 m). The pump and inverter (CUE

0.55) are selected from Grundfoss’ manufacturer.

The system regulation and data monitoring are developed in Labview and im-
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Dati invio

PROGETTO:

RAPPRESENTANTE:
INGEGNERE:
APPALTATORE:

UNIT TAG:
TIPO DI UTILIZZO:
IVIATO DA:
APPROVATO DA:
N° D'ORDINE:

QUANTITÀ:

DATA:
DATA:
DATA:

Attenzione: le foto e i disegni sono solo indicativi

CR 1S-2

Pompe multistadio centrifughe verticali

Condizioni d'uso

Port.:

Prev.:

Efficienza:

Liquido:

Temperatura: 20 °C

NPSH richiesto:

viscosità:

Densità: 1.000

Dati Pompa

Max pressione alla temperatura citata: 16 bar /  120 °C

Gamma temperatura del liquido: -20 .. 120 °C

Max temperatura ambiente: 40 °C

Approvazioni: CE,TR

Tenuta meccanica: HQQE

Flangia standard: OVALE

Attacco tubazione: Rp 1

Codice prodotto: 96515537

Dati Motore

Potenza - P2: 0.37 kW

Voltaggio: 220-240 D/380-415 Y V

Frequenza di rete: 50 Hz

Classe protez.: 55 (Protect. water jets/dust)

Classe Isolam.: F

Protez. motore: Nessuno

Motore tipo: 71A

Motor_efficiency: 78,5 %
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Figure 5.7: Characterisctic curve of the Grundfoss pump, model CR1S-2

plemented in National Instrument device, Compact RIO 9073. A discrete regulation

of the generated power is controlled trough the activation of each resistance. An

over-sized vessel tank of 80 L is installed to absorb the thermal dilatation of the

liquid water and the water evaporation. Stainless steel pipes are installed in order

to maintain the water transparency (clean) and allow the flow pattern identification

trough visual techniques. And finally, the flow pattern is observed trough 4 trans-

parent sight tubes of 15.0 mm diameter and 120 mm length, see figure 5.6. The

position of the sight tubes is shown in figure 5.8. They are mounted inline with

the pipe of 15.7 mm. The sight tubes are not heated but the flow pattern observed

is the one leaving directly the absorber, thus diabatic flow pattern conditions are

analyzed.

5.2.1.3 List sensors

The DSG bench is equipped with 6 temperature sensors, 3 pressure sensors

and one flow rate sensor distributed over the recirculation, see figure 5.8. Three

electrical meters are installed to measure the power given to the three section of

electrical heaters (R1 to R6, R7 to R10 and R11 to R13). The table 5.2 summarizes

the uncertainty of each installed sensor.

5.2.1.4 Installation & practical experiences on the test bench

This section has the objective to highlight good practices during the installation

of the DSG test bench.
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Figure 5.8: Sensor positions in the DSG test bench

Dirty sight tube To identify the flow pattern the sight tube has to be clean.

Unfortunately, the sight tubes get dirty with dust and oil (used to cut and thread

the pipes). After several cleaning processes and numerous steam generations, the

sight tubes are transparent (clean) but this effort could have been avoided with a

more careful installation of the piping. Use of flanges has been useful to remove

easily the sight tubes and clean them manually.

Table 5.2: DSG Bench list sensors

Measure Sensor type Accuracy

Water flow rate Electro-magnetic
flow meter

0.5% reading if >0.06 m3/h;
2.5% reading if <0.06 m3/h

Water temperature Pt100 Class A EN 60751

Pressure sensors Endress-Hausser,
Cerabar M

0.15 % of span

Electrical meters IME. Cod TM8P 0.5 % reading EN 50470-3
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Figure 5.9: Sight Tube - Dirty

Avoid pump cavitation The saturated liquid from the steam drum flows at the

pump inlet. In order to avoid cavitation at the recirculation pump, the pump has

to be installed some meters below the bottom part of the steam drum, in order to

compensate the NPSH of the specific pump in each flow conditions, see figure 5.8.

Empty easily the plant Manual valves (Va in figure 5.8) in the top part of DSG

bench have been installed to help the air entrance. Horizontal biphasic pipes have

been installed slightly tilted to let the water fall to outlet valve.

High temperature condition Some components, as pump, pressure sensors and

vessel tank have a maximum working conditions very close or lower than the max-

imum design temperature. For the circulation pump a safety control strategy has

been implemented in order to stop the electrical heater and the recirculation pump

itself when we reach the maximum temperature of the pump, 120 ◦C. On request,

the maximum temperature of the pump could be designed to 180 ◦C. The pressure

sensors are designed for a maximum temperature of 125 ◦C, thus a siphon is always

installed between the connection point and the pressure sensor to avoid any contact

between the steam and the sensors. The vessel tank has a maximum working tem-

perature of 80 ◦C, thus a pre-vessel tank has been installed to protect the internal

membrane. Its size is equal to the water evaporation of absorber, biphasic pipe and

2/3 of the steam drum, 36 L, see figure 5.10.

Improvement contact resistance The ratio between heat gain and heat loss of

the electrical heater should be as high as possible in order to reach higher steam

quality and higher accuracy. It is done trough an accurate installation of the elec-

trical heater minimizing the contact heat transfer resistance and maximizing the

insulation to the atmosphere.
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Figure 5.10: Vessel tank protection

The 5 figures 5.11, 5.12, 5.13, 5.14, 5.15 show the different steps of the installa-

tion. First, pre-design spiral with the correct radius of curvature, is installed over

the evaporation pipe. To minimize thermal bridge, a small layer of insulation is

installed between the piping support and the pipe. The second step consists in

maximizing the area of contact of the hot source with the pipe. I did it in three

steps: by stretching the electrical heater, adding the aluminum foil in the spiral gap

and holding the whole system with metal hose clamp, see figure 5.12. The third step

consists in covering the resistance with an aluminum foil to avoid dust contact due

to mineral wool, see figure 5.13. The fourth and fifth steps consist in installing the

two layers of insulation with an external aluminum foil, see figure 5.14 and 5.15.
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Figure 5.11: Heater installation: step 1

Figure 5.12: Heater installation: step 2
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Figure 5.13: Heater installation: step 3

Figure 5.14: Heater installation: step 4
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Figure 5.15: Heater installation: step 5

Figure 5.16: Overall installation
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5.2.2 Flow pattern detection

The flow pattern detection is a real issue due to arbitrary description of each

flow pattern and due to the fact that flow pattern transition is a gradual process.

5.2.2.1 State of the art

Several methodologies are used to identify the two-phase flow pattern. We can

distinguish between the non invasive methods, as visual and the ones based on

photon attenuation, and invasive methods as the ones based on pressure measure-

ment, electrical conductivity and refractive index. A good description of existing

methodology is presented in the chapter 1 of Hewitt’s book: Multiphase Science and

Technology [52].

Visual methods: the simplest method is the visualization trough transparent

sight tube and it is the most used in the works to build flow pattern maps. For

example of Kattan Thome and Favrat works used high quality video to define the

so called KTF correlations [88]. At low flow rate, eye visualization can be sufficient

whereas specific photographic methods are useful at high flow rates. Jassim et al.

developed an automatic methodology based on image recognition which classifies a

large number of images into either liquid, intermittent, stratified or annular flow [93].

Based on this approach, a probabilistic flow pattern maps have been developed for

refrigerant condensation in horizontal tube [94]. A good agreement with existing

correlation have been achieved.

Methods based on photon Attenuation: the use of X-ray or gamma-ray atten-

uation methods lead to more direct measurement of void distribution. The two most

diffuse techniques are the ”one shot” method and the neutron scattering method.

These methods lead to high accuracy but the main limitation is their high cost and

the need for careful installation and operation to ensure safety.

Method based on pressure measurement: the wall pressure fluctuation char-

acterizes the manner in which the liquid and gas are distributed in the pipe and

their velocities. Hubbard and Dukler [95] applies a power spectral density of the

wall pressure fluctuation to characterize flow pattern. Three basic spectra have been
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characterized. The first one includes stable flow pattern, as stratified and annular

pattern, where liquid and steam area are always separated. The second one consid-

ers intermittent flow (eg. plug, slug) where the wall pressure is strongly influenced

by the slug passage frequency. And finally, flow pattern as bubbly or mist flow does

not show strong wall pressure dependency according to spectral frequency. Thus

this methodology could be used to define the intermittent flow pattern region. But

it is not suitable for the annular/wavy stratified transition curve.

Methods based on Electrical conductivity: to measure flow pattern, the use

of wire mesh is one of the most diffuse technology as the one proposed by the research

center Helmhotz Zentrum Dresden Rossendorf [96]. It allows a fast visualization and

quantification of two-phase and multiphase flows thanks to two parallel electrode

grids [97]. It is based on strong difference of water electrical conductivities in liquid

and steam phases.

Methods based on refractive index: the local void fraction can be measured by

a miniature resistive prove, a U-shaped fiber-optical sensor or a hot-wire anemome-

ter. An optical probe is sensitive to the change in the refractive index of the sur-

rounding medium. If the refractive index of the measured point is higher than 1.15,

which is the case of the liquid water, than the light is refracted and the phototransis-

tor is not exited. In the contrary when fluid refractive index is lower than 1.15, which

is the case of steam water, than the incident ray is reflected to the phototransistor

sensor.

5.2.2.2 Selected approach

Facility: The methodology developed and applied during his PhD is based on

Jassim’s methodology [93], where the facility is composed by a standard camera

(with 640x480 pixel resolution and 30 frame per second shutter speed), a sight tube,

a light and a diffuser. The diffuser is a white paper with black vertical lines of 2 mm

width and distant of 3 mm. The striped background serves to enhance the image.

Figures 5.17 and 5.18 show the flow visualization facility.

93



CHAPTER 5. EXPERIMENTAL ACTIVITY
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Figure 5.17: Scheme - Flow pattern detection facility

Figure 5.18: Photo - Flow pattern detection facility

94



5.2. FACILITY

Figure 5.19: Liquid - test 0201

Figure 5.20: Stratified - test 0301

Figure 5.21: Wavy Stratified - test 0304

Figure 5.22: Elongated bubble (Plug) - test 0204

Figure 5.23: Intermittent 1 - test 0408

Figure 5.24: Intermittent 2 - test 1006

Figure 5.25: Annular - test 1013

Figure 5.26: Dry-out - test 1310
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Qualitative Flow pattern identification: To classify each flow pattern some

qualitative criteria have been used and defined below.

• Liquid: all the vertical lines are observed at the different height of the sight

tube.

• Stratified (limit S-WS): in the bottom and upper part of the tube, vertical

lines are observed and the interface between the liquid and steam phases is

smooth. This condition has small waves thus we are expecting to see this

condition in the boundary of stratified and wavy stratified flow pattern.

• Wavy Stratified (limit WS-Slug): liquid is observed on the bottom part of the

tube and some vertical lines are observed in the top part. The interface is

disturbed by liquid waves that climb up the side of the tube. Wavy stratified

is defined if the crest does not reach the top the tube. In this scenario, it

happens from time to time but not as often as the Intermittent 1 description

where the vertical lines are never observed in the top part.

• Elongated bubble (Plug): elongated bubbles are observed in the top part of

the tube. In the remaining part of the tube, vertical lines are observed trough

liquid phase.

• Intermittent 1 - Plug at high frequency: vertical lines are observed only in the

bottom part (only liquid). Indeed, the liquid steam mixture flows very fast,

thus the camera does not manage to focus and it is not possible to observe

vertical lines in the upper part.

• Intermittent 2 - Slug: this flow pattern is an extension of intermittent 1.

Elongated bubble becomes similar in size with pipe diameter and so the bottom

part is also affected by this discontinuous phase change. The flow is unstable

and ”black” slug is observed.

• Annular: as intermittent 2, no vertical lines are observed but in this scenario

the flow is very stable (no ”black slug”). On the top and bottom part of the

tube a black interface is observed.
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• Dry-out: vertical lines are observed in the middle of the tube (steam). A small

liquid layer is observed in the bottom and top of the tube and it characterized

the differences with superheated steam.

In order to avoid to be influenced by the expected results, videos are watched in

random order and successively. This process is repeated twice to reduce subjective

judgment and when the identification is not clear the video is defined NaN .

5.2.3 Extrapolation of modified KTF correlations

The experimental activity done in the laboratory has the objective to validate

the use of modified KTF correlations for the specific application of solar DSG into

industrial process. Nevertheless, due to size limitation only a partial validation is

applied. The use of water instead of refrigerant is tested only for small pipe diameter

(15.0 mm) and low pressure (around 1.9 bar-a). This section has the objective

to ”justify” the extrapolation to higher pressure and to larger diameter. Three

considerations have been described below. They are not sufficient to demonstrate

the full extrapolation of the correlation to solar DSG applications but justify why

we could expect similar results.

The modified KTF correlations are semi-empirical and based on fluid properties

(density of liquid and steam, viscosity and surface tension of liquid phase), based

on flow conditions (diameter, pressure and heat flux) and based on dimensionless

numbers as Froude and Weber ratio of liquid phase. In particular, the ratio Froude-

Weber takes into account the high surface tension of water respect to gravity force.

The modified KTF correlations are defined for this ratio in the range of [0.8; 6338].

In laboratory condition, this ratio is 38 and around 1000 for the real case study. In

both conditions the ratio Froude-Weber for the liquid phase is inside the modified

KTF correlation boundary, thus the use modified KTF correlations for water in the

solar DSG conditions seems reasonable.

Modified KTF correlations are defined for small diameter however historically

these correlation are developed based on Backer’s correlations [86], which have been

developed for large diameter, between 25 and 51 mm. Thus we could expect that

the physics behind these new flow pattern maps are acceptable for water/steam with

a diameter of 66 mm.
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Figure 5.4 shows the influence of pressure, diameter and heat flux on the modified

KTF correlations. In the case of laboratory sizing (blue line) the correlations are

”pushed” to lower steam quality and specific mass flow rate. These conditions

are strongly different from the conditions of refrigerant data [88]. For instance the

transition curve from intermittent to annular is varying between 0.25 and 0.4 for the

different refrigerant data and equals to 0.09 in the laboratory condition. Whereas the

real solar DSG conditions (black line) have the modified KTF correlations defined

close to the condition where the equations have been tuned, eg. 0.26 in figure 5.4.

Thus, if the flow pattern map defined in laboratory condition is validated, we could

expect a good agreement of modified KTF correlations in less restrictive conditions.

5.3 Methodology

The methodology consists to generate various steady state conditions of mass

flow rate - steam quality at the absorber outlet and then identify the flow pattern

according to the criteria defined in the section 5.2.2.2. These points should cover

a large share of the test area defined in Figure 5.5. It is quite straight forward

to measure the mass flow rate, since the electromagnetic sensor installed at the

pump outlet is used to measure the volume flow rate. For the steam quality is

more complex as no direct sensor could measure it. To measure indirectly the steam

quality three approaches would have been possible:

• measure the liquid mass flow rate at the inlet and outlet of the absorber. The

outlet liquid phase should be separated before to measure it.

• cool the two-phase flow mixture to sub-cool condition and quantify this energy.

• calculate the steam quality thanks to the monitored electrical heater.

All of them would lead to same order of magnitude of uncertainties thus it has been

chosen the third one which is more economic. A specific model to calculate the

net heat gain to the fluid is developed and calibrated trough 10 calibration tests.

Once the calibration is done, the steam quality could be calculated for each steady

state test thanks to numerical Model 1, described in section 4.5. The steam quality
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uncertainty of this approach is estimated for the different conditions of the test area,

see section 5.3.4.

5.3.1 Test condition

A steady state test is defined at stable conditions of mass flow rate and temper-

ature inlet for a duration of at least 30 s with a constant heat flux. More than 100

steady state tests have been carried out, with different mass flow rate and electrical

heat rate. A strong instability is observed for the conditions with ”low” mass flow

rate (< 100 kg/s m2) and ”high” steam quality (> 0.3).

To generate stable test conditions, the following methodology is applied for each

test. First, the whole system is filled with cold water at ambient temperature (eg.

25 ◦C). The valve V5, defined in figure 5.8, is opened to by-pass the steam drum and

the pump recirculates the water at high mass flow rate. All the electrical heaters

are activated and the pressure is maintained around 1.4 bar− a. First the air vents

(Va in figure 5.8) then the manual valve V3 are opened to control the pressure

increases due to water thermal dilatation. Once outlet temperature of the absorber,

T7, equals to 90 ◦C, then manual air vents and valve V5 are closed and the hot water

flows to the steam drum. At this point the system is closed, which corresponds to

point A in the figure 5.27, where only the electrical heaters used for the test are

activated. Once T1 equals to 110 ◦C, then the pump inverter is set to the required

test condition. The video starts once the mass flow rate is stabilized and it lasts at

least two minutes.

Thus, at initial condition (point A), the tank water is cold (e.g 25 ◦C), the re-

circulation loop is hot at 90 ◦C and the pressure equals to 1.4 bar-a at steam drum

bottom. To highlight the role of the vessel tank, the thermal phenomena are split

in different steps, which could happen at the same time in reality:

• A - B: thermal dilation of the recirculation loop from 90 ◦C to 120 ◦C

• B - C: water evaporation of the absorber (eg. 0.9 L for the test DSG bench)

and biphasic pipe (eg. 15.9 L for the test DSG bench)

• C - D: thermal dilation of the steam drum from 25 ◦C to 120 ◦C. In reality the

bottom part of steam drum is at saturated condition thus the volume of cold
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water is smaller.

• D - E: water evaporation in the steam drum to reach the maximum pressure

(eg. 2.2 bar-a for the test DSG bench). The expected water evaporation in

the steam drum is 11 L.
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Figure 5.27: Pressure variation expected (simplified approach) and monitored during
steady state test

The analysis of the monitored pressure variation (sensor P1) of a real steady

state test highlights the real plant behavior. The example of the test bench is used

to highlight the phenomena that happens at the same time. Figure 5.27 shows

that the phenomena A-B and B-C happen at the same time and most of the inlet

steam condenses at the beginning of condition C-D. Then, the steam drum warms-

up and the steam condensation is reduced and the remaining steam is accumulated

in the top. In the range 2.0 - 4.5 kWh, the pressure increases slowly and reaches a

maximum increase of 0.12 bar-a/kWh. In the following section 5.3.2, the condition

of steady state is discussed based on this maximum increase rate. Moreover, the

final monitored steam level, equals to 12 L, is in agreement with the calculated water

evaporation of the steam drum, 11 L.

5.3.2 Modeling approach

The steam quality is calculated for each steady state test thanks to numerical

Model 1 and a heat flux model.
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5.3.2.1 Heat flux model
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Figure 5.28: Cross Section of evaporation piping with insulation and electrical re-
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Figure 5.29: Heat flux model for evaporation piping

The heat flux model is a lumped steady state model where the boundary con-

ditions are ambient temperature Ta, water temperature Tw and electrical heater

consumption Q̇in. The objective is to quantify the ratio Q̇trans
Q̇in

, i.e. to quantify the

ratio of the monitored electrical consumption transferred to the fluid in the different

flow conditions. This ratio is used as an input of the Model 1 to calculate water

flow boiling. The model has 6 nodes presented in figures 5.28 and 5.29. Based on

the size and material properties, five resistive components have been included in the

model:

• Convective air resistance (Rair): calculated based on convective heat trans-

fer rate, see eq. 5.1. Initially the convective heat transfer rate hconv,a is cal-
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culated thanks to Morgan correlation [99] in quiescent room condition. The

value is varying between 4 W/m2.K to 6 W/m2.K for each electrical heater in

the different flow conditions. This parameter is not sensitive (see figure 5.32

and figure 5.33) and is kept and constant equal to 5 W/m2.K for the first two

resistances and to 4 W/m2.K for the rest.

• Conductive resistance of insulated layer (Rins): calculated based on

thermal insulation properties, see eq. 5.2. The thermal conductivity kins of

the insulation has a strong temperature dependency, as defined in table 5.1.

Thus, it is calculated iteratively based on Tres. For the test bench, it has been

used the values from the component data sheet, which have been calculated

in accordance with EN 14303:2009.

• Contact Resistance from electrical heater (also called electrical re-

sistance) to stainless pipe (Rres): calculated based on the thermal con-

tact conductance hcont,res, see eq. 5.3. From literature for stainless steel /

stainless steel contact, a high heat transfer rate is found in the range of 2000-

3700 W/m2.K. This very large uncertainty range is due to numerous empir-

ical parameters which affect this value. In fact, the contact pressure is the

most influence factor, but material roughness, surface deformation and sur-

face cleanliness can also affect this value. As presented in section 5.2.1.4 the

steps 1 to 3 are done to improve the heat transfer contact. Nevertheless, the

resistance contact area represents 1/4 of the overall pipe external area, thus a

first guess of the thermal contact conductance would be between 500 W/m2.K

and 1000 W/m2.K referred to the external area of the pipe. This value has a

strong uncertainty and the calibration process focuses on the setting of thermal

contact conductance of each resistance.

• Conductive resistance of stainless pipe, called absorber (Rab): is cal-

culated based on a constant thermal conductivity for stainless steel kab, equal

to 17 W/m.K, see eq. 5.4.

• Convective resistance between the internal pipe and the water flow

(Rw): is calculated based on the heat transfer rate hconv,w, see eq. 5.5. Model 1

defines the convective heat transfer rate according to the flow conditions (mass
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flow rate, specific enthalpy and pressure). For further information see the

description of Model 1 in section 4.5.

Rair =
1

π ·Dins,o · hconv,a
(5.1)

Rins,i =
1

2π · kins(Tres) · ln
(
Dins,o

Dins,i

) (5.2)

Rres,i =
1

π ·Dpipe,o · hcont,res
(5.3)

Rab =
1

2π · kab · ln
(
Dab,o

Dab,i

) (5.4)

Rw =
1

π ·Dab,i · hconv,w
(5.5)

Tres =

Q̇in,i +
Tw,i

Rres,i +Rpipe +Rconv,i

+
Ta,i

Rins,i +Rair

1

Rres,i +Rpipe +Rconv,i

+
1

Rins,i +Rair

(5.6)

Q̇trans =
Tres − Ta

Rres,i +Rpipe +Rconv,i

(5.7)

Q̇L =
Tres − Tw,i
Rins,i +Rair

(5.8)

5.3.2.2 Model 1 application

This section describes how Model 1 is applied to the laboratory context and

discuss its assumptions. Only the active mode is used for the test condition thus

the model inputs are: Drum pressure at the bottom (P1); inlet temperature at the

recirculation pump (T2); recirculation mass flow rate (ṁrec); ambient temperature

(Ta) and linear heat gain defined trough heat flux model, see section 5.3.2.1. The

sensors position and the different sections of the DSG test bench are represented in

figure 5.30 and the parameters are summarized in table 5.3
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Figure 5.30: Scheme of DSG test bench implemented in Model 1

Table 5.3: DSG bench parameters for Model 1.

Name Z [m] L [m] D [mm] ζ [-] U1 [kW/K.m]

Liq1 -1.2 2.5 30.1 5.5 2.1E-04

Liq2 -1.2 2.2 30.1 58.5 2.1E-04

Liq3 0.0 3.6 18.0 4.5 2.8E-04

R1 ..6 3.8 2.9 15.7 0.0 *

Int1 3.8 0.2 15.0 0.1 1.6E-03

R7..10 3.8 2.0 15.7 0.0 *

Int2 3.8 0.3 15.0 0.1 1.6E-03

R11..13 3.8 1.5 15.7 0.0 *

Int3 3.8 0.6 15.0 3.6 1.6E-03

Bi1 3.8 5.8 38.9 0.6 3.5E-04

Bi2 0.0 4.1 38.9 6.7 3.5E-04

Steam Drum 0.0 2.6 101.3 - 1.4E-03

*heat flux model

Assumption: Numerical Model 1 is described in section 4.5. This paragraph

discusses the two main model assumptions:

104



5.3. METHODOLOGY

• One dimensional model. Since the linear heat flux is uniform over the cross

section, we expect an uniform distribution of thermodynamic state variables

over the cross section. Moreover, the pipe diameter (15 mm) is two orders of

magnitude lower than the evaporation length (6.9 m) thus the state variable

variation in the cross section (eg. variation of specific enthalpy) is negligible

in comparison to the state variable variation from the inlet to the outlet of

the absorber. The assumption is reasonable due to the two reasons described

above.

• Steady state approach. The steady state approach is used when the system

inertia is negligible, i.e. the intern energy variations of the metal (pipe and

resistance) and of water are negligible compared to net heat gain to the fluid.

The metal inertia variation is proportional to saturation temperature varia-

tion when internal heat transfer rate is constant (it is acceptable assumption

except for dry-out transition), see eq. 5.9. In section 5.3.1, the test condition

analysis shows that measured pressure increase per unit of electrical heat is

approximatively 0.12 bar-a/kWh, i.e. an increase of the saturated tempera-

ture of approximatively 2.0 ◦C/kWh. Assuming the stainless steel pipe and

stainless heaters as unique component, the intern energy increase, calculated

based on eq. 5.9, represents less than 0.1% of electrical heat gain.

The water internal energy is strongly dependent to the density value in each

finite volume. Let’s assume two extreme scenarios: the water in the absorber

is fully liquid saturated in the first case and fully saturated steam in the second

scenario. Due to the pressure increase, internal energy variation, calculated

based on eq. 5.10, is respectively 0.35% of electrical heat gain for the first

scenario and 0.0001% for the second one.

Thus, the two time derivatives can be neglected for the test conditions and

the steady state approach is reasonable.

∂Um
∂t

=
∂ [Cp,mMmθm]

∂t
≈ Cp,mMm

∂Tw,sat
∂t

� Q̇in (5.9)

∂Uw
∂t

=
∂ [ρwhw − pwVw]

∂t
≈ ∂ρw,sathw,sat

∂t
� Q̇in (5.10)
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5.3.3 Calibration

The accuracy of the heat flux ratio is crucial in order to maximize the accuracy

of Model 1 in particular the steam quality calculation. Thus, the five parameters

of the heat flux model should be tuned under the steady state test condition before

being used for the steam quality extrapolation. Unfortunately, it is not possible to

measure with a good accuracy the real heat gain with a two-phase flow. Thus, the

calibration of the model parameters is done when the water is liquid all along the

absorber and the sensitive heat could be measured. The calibration approach is the

following.

• First, it is highlighted that the contact heat transfer rate hcont,res is the pa-

rameter with the highest uncertainty compared to the other four parameters.

Thus, the calibration process has to tune this parameter for each electrical

heaters.

• Then, it has been performed a sensitivity analysis to show the relevance of

the test calibrations, since the test calibrations are performed under different

conditions than the real test conditions. The sensitivity analysis shows that

the ratio Q̇trans
Q̇in

is independent from the fluid state and from laboratory external

condition thus the calibration of hcont,res could be done when the water is liquid

all along the absorber.

• And finally, test methodology and calibration results are described.

5.3.3.1 Parameter uncertainty

Heat flux model uses the following 5 parameters to characterize the heat flux

ratio: kab, kins, hconv,a, hconv,w and hcont,res. Three levels of uncertainty are defined.

• The highest level of accuracy is for the first two parameters, which are defined

based on literature review and component data sheet (EN 14303).

• Then, the next two parameters are depending to existing empirical correlations

and they should lead to relatively good approximation. In the case of hconv,w

for the active heater, we could expect values between 0.5 and 6 kW/K.m2
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during the 10 calibration tests and between 1 and 22 kW/K.m2 during the

steady state tests, see figure 5.31.

• The worst level is for the last parameter (hcont,res), which is strongly depen-

dent to installation quality thus it could lead to strong uncertainty. It is the

parameter that has to be tuned with the calibration tests.

Figure 5.31: heat transfer rate variation hconv,w along recirculation loop for the 10
calibration tests (left) and for 10 representative steady state test (right)

Table 5.4 defines one representative condition for the calibration and one for the

steady state test. The variation range of each parameter is defined in order to apply

the sensitivity analysis in the next section.

Table 5.4: Initial Value of heat flux model parameters for sensitivity analysis under
calibration and test conditions

Parameter Condition Unit Value Range

Tw Calibration ◦C 80

Tw Test ◦C 120

hconv,w Calibration W/m2.K 2.5e3 500-6.25e3

hconv,w Test W/m2.K 10e3 2e3-25e3

kab Cal. and Test W/Km 17 12-22

hcont,res Cal. and Test W/m2.K 500 100-1250

kins Cal. and Test W/Km 0.11 0.039-0.183

hconv,a Cal. and Test W/m2.K 5 3-9
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5.3.3.2 Sensitivity analysis

A sensitivity analysis is applied to the heat flux model parameters to figure

out if the calibration under sensible heat gain could be extrapolated to the test

condition. The sensitivity analysis consists into the variation of the 5 parameters of

the heat flux model around the calibration and test conditions, see table 5.4. Then

the variation of the ratio Q̇trans
Q̇in

is analyzed.
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Figure 5.32: Sensitivity analysis of heat flux model in calibration condition
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Figure 5.33: Sensitivity analysis of heat flux model in test condition

Figure 5.32 and figure 5.33 show that thermal contact conductance and the

insulation thermal conductivity are the two most sensible parameters. Low water

convective heat transfer rate slightly impacts this ratio, this condition happens only
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for few calibration tests. Nevertheless, hconv,a and hconv,w have a low variation over

the heat flux ratio. Thus, we could consider the ratio Q̇trans
Q̇in

independent from the

fluid state and from laboratory external condition. Hence, the calibration of hcont,res

can be applied with a good accuracy under sensible heat gain.

5.3.3.3 Calibration test methodology

Water at constant temperature is fed to the system thanks to the tap water.

Valve V1 and V3 are opened and valve V4 is closed, see figure 5.30. Once the whole

system is at the tap water temperature (between 15-25 ◦C) and the pressure is stable

then the calibration test can start. Electrical heaters are activated and the sensible

heat gain monitored for at least 50 min. Then, the electrical heaters are switched off

and the sensible heat gain is monitored until it reaches a new steady state condition

very close to initial state.
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Figure 5.34: Example of Test 2 with the heat flux ratio calculated instantaneously
with power and cumulated with the energy

Figure 5.34 shows the example of test calibration with all the 13 resistances

activated. The number of active electrical heater is modified to generate all the con-

figurations. The mass flow rate is set to get a large temperature difference between

the inlet and outlet of the absorber and to maintain the water into liquid phase.

Ten calibration tests are performed and table 5.5 summarizes the test conditions.
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Table 5.5: Calibration test conditions

TEST Ta Res Active vrec Tin ∆T

◦C - m3/h ◦C ◦C

1 23.1 R1 - R13 0.58 18.2 21.1

2 23.3 R1 - R13 0.84 16.8 14.5

3 23.6 R1 - R13 0.16 17.4 76.1

4 24.2 R1 - R13 0.17 18.5 70.5

5 23.7 R1 - R10 0.15 20.0 63.1

6 23.6 R1 - R3 0.07 23.6 39.8

7 23.3 R1 - R7 0.14 23.5 44.0

8 23.0 R1 - R2 0.05 23.6 35.7

9 23.5 R1 - R5 0.12 24.0 38.3

10 24.1 R1 - R4 0.10 24.9 39.2

5.3.3.4 Calibration results

Once ten calibration tests are performed, the transmitted heat flux and electrical

heat are calculated over the whole period. The first one integrates the sensible gain

plus the variation of intern energy of the water and metal between the beginning

and the end. Intern energy variation is lot smaller than sensible gain. The second

one integrates the meter electrical consumption during the whole period. The ob-

jective is to calibrate the contact thermal conductance of each resistance in order

to minimize the difference between the expected and measured ratio. An objective

function is applied in Matlab, called lsqnonlin, to tune the 13 hcont,res. A minimum

and maximum boundaries are defined, equal to: 15 W/m2.K and 1500 W/m2.K and

seven extra constraints are defined below (see eq. 5.11 to eq. 5.15):

Rres,1 = Rres,2 = Rres,3 (5.11)

Rres,4 = Rres,5 = Rres,6 (5.12)

Rres,7 = Rres,8 (5.13)

Rres,9 = Rres,10 (5.14)

Rres,12 = Rres,13 (5.15)
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Table 5.6: Thermal contact conductance after calibration process

Num. Res. hcont,res

- kW/m2.K

1 0.175

2 0.175

3 0.175

4 0.260

5 0.260

6 0.260

7 1.318

8 1.318

9 1.483

10 1.483

11 1.488

12 1.479

13 1.479

Figure 5.35: Test calibration results

Table 5.6 shows the result of the optimization. The first block of electrical heaters

(from 1 to 6) has low contact thermal conductance. This result was expected since

during the installation before the steps 2 and 3 the electrical heaters were activated

and only the first block of heaters turned to black red (500 -600 ◦ C). It indicates

a bad contact between the electrical heater and the pipes. After the steps 2 and 3,

presented in section 5.2.1.4, it was not the case anymore but this block did not reach
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the efficiency of the other two blocks. Figure 5.35 shows the comparison between

the expected and measured results. The left figure shows the ratio comparison with

a maximum error of ±2% for the 10 calibration tests. The right figure shows the

energy gain comparison where a good agreement is observed between expected and

measured.

5.3.4 Uncertainty range
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Figure 5.36: Sensitivity of modified KTF map in the laboratory test range

The steady state tests generate three dimensional points, composed by steam

quality, specific mass flow rate and flow pattern. They are compared to the modified

KTF flow pattern maps defined for a diameter of 15.0 mm, pressure of 1.9 bar-a and

a linear heat flux of 2.5 kW/m, see results in figure 5.40. Nevertheless, these points

are generated for various pressure in the range 1.75 to 2.0 bar-a and the stainless

steel pipe has an intern diameter of 15.7 mm. Figure 5.36 shows the effect of pressure

and diameter variations from (1.75 bar-a, 15.0 mm) to (2.0 bar-a, 15.7 mm). The

variation of the transition curves are negligible except for the annular/mist boundary

which is not analyzed in this work.

The effect of diameter variation between the sight tube and the steel absorber

has no effect in the transition curve calculation but affects the calculation of the

specific mass flow rate. In fact, the specific mass flow rate calculated in the sight

tube is 9.6% higher than the one calculated in the absorber. For instance, a specific

112



5.3. METHODOLOGY

mass flow rate of 300 kg/s m2 in the sight tube corresponds to a specific mass flow

rate of 274 kg/s m2 in the absorber. Thus, this diameter variation introduces a small

uncertainty on the specific mass flow rate calculation, nevertheless it has been chosen

to use the specific mass flow rate at the point of observation of the flow pattern (ie.

sight tube).
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Figure 5.37: Uncertainty map

Steam quality uncertainty is calculated based on the sensor uncertainty and

on the heat flux model uncertainty. The calibration process shows an absolute

uncertainty of heat flux ratio lower than ±2%. To be conservative it has been used

±3%. Then, the sensor uncertainties, defined in table 5.2, are propagated using

standard deviation in order to quantify the steam quality uncertainty. Figure 5.37

shows the steam quality uncertainty on the overall test area which turns to be very

competitive respect to other methodologies to calculate the steam quality.
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5.4 Results

5.4.1 Pressure distribution over the recirculation loop

Figure 5.38 shows the pressure distribution validation. The expected pressure

variation along the recirculation loop (full blue line) is compared with the three

pressure sensors installed at the bottom of the drum (P1), at the absorber inlet (P4)

and outlet (P6). A good agreement is observed for the two selected steady state tests,

see figure 5.38. No static pressure difference is observed trough pressure sensors P1

and P6. It means that the vertical downward pipe from the absorber outlet to the

drum inlet is fully liquid-steam mixture. This phenomena increases the pressure

head of the pump as the pressure decrease due to upward pipe is not compensate by

the pressure increase in downward pipe. Nervetheless, the pressure distribution over

the recirculation loop is only partially validated as no pressure sensor is installed at

the pump inlet and outlet. The pressure drops due to friction (dashed black line) are

shown in figure 5.38. The latter shows the pressure distribution in the theoretical

condition where the static pressure is not considered, i.e the whole plant is at the

same level.
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Figure 5.38: Pressure distribution along recirculation loop with 13 active electrical
heaters (left) and 7 active electrical heaters (right)
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5.4.2 Pressure drops

To extend the pressure drops analysis, the expected pressure drop of the absorber

for each steady state is compared to the measured one. Figure 5.39 shows that most

of the points are within the interval ± 25%.
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Figure 5.39: Comparison between expected and measured pressure drops for the
Steady state tests

5.4.3 Modified KTF flow pattern map

5.4.3.1 Modified KTF flow pattern map validation

The DSG test bench, presented in section 5.2.1 to extend the flow pattern map

outside of its usual operating conditions. In fact, KTF correlations [88] then latter its

modified version [89] have been developed and tuned for refrigerant in small diameter

pipe at low pressure. However, in the present study, the modified KTF correlations

have been used outside their validity range for water flow in larger diameter pipes (70

mm compared to 8-20 mm) and higher pressure (3-30 bar compared to 1.1-8.9 bar).

The experimental activity has the objective to validate the use of water instead of

refrigerant for the flow pattern transition curves in typical conditions for solar DSG
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between intermittent, stratified wavy and annular. Figure 5.40 shows the results

of the steady state tests and a good agreement is observed with the modified KTF

theory. Indeed, most of the points are within the expected area. This result validates

the use of the modified KTF correlations in the case of water for the studied test

area.
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Figure 5.40: Flow pattern maps validation for water as medium

It would be interesting to extend further the test area in order to increase

the number of points at the transition curve intermittent/annular and stratified

wavy/annular. Nevertheless, the latter area is difficult to test under diabatic condi-

tion as unstable mass flow rate would not allow to generate steady state condition.

In fact, the black dots represent non stable conditions where the flow transits from

Annular to Dry-out flow patterns and vice versa. Figure 5.41 shows the example of

three unstable tests (not constant volume flow rate during the test) that correspond

to previous cited black dots.

5.4.3.2 Instability region

Numerous two-phase flow instabilities have been characterized in literature. Rus-

pini [100] did an updated review in 2014 of two-phase flow instabilities including
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Figure 5.41: Volume flow rate and pressure drops variation of three unstable tests

experimental and analytical results regarding density-wave and pressure-drop oscil-

lations, as well as Ledinegg instability. For flow boiling, the Ledinegg instability [101]

is one of the most analyzed instabilities in literature. It is the basic phenomena as-

sociated with a flat or even decreasing characteristic curve (pressure drop versus

mass flow rate).

Figure 5.42: Charactateristic curve of DSG bench at maximum power

Figure 5.42 shows the characteristic curve of the test bench (full line) with all

the linear electrical heaters activated (conditions of high steam quality). At low

mass flow rate (ie. G < 150 kg/s m2), the characteristic curve is very steep, thus the

phenomena observed could not be classified as the Ledinegg instability.

This phenomena is classified as a flow pattern transition instability. The instabil-

ity region appears for low mass flow rate (ie. G < 150 kg/s m2) which corresponds

to relatively low heat transfer rate since the heat transfer rate is proportional to

mass flow rate. The sensitivity analysis, see figure 5.33, shows that the heat flux
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ratio (result of the heat flux model) is sensitive to low heat transfer rate between

fluid/liquid. Moreover, the heat transfer rate decreases significantly from annular to

dry-out flow patterns. Thus, the water steam quality is expected to decrease from

annular to dry-out condition since the quantity of transfered energy to the flow is

sensitive to low heat transfer rate.

Figure 5.43 shows the cycling phenomena taking place in the transition from

annular to dry-out. Once the flow reaches annular flow pattern the heat transfer

rate increases: an increase of steam quality is expected. Thome’s pressure drops

model according to flow pattern [102] shows that in case of refrigerant the linear

pressure drops always increases as a function of steam quality (except for mist flow

pattern). Thus, a mass flow rate would decrease to match pump characteristic curve.

The new equilibrium is found once the pressure drops increase due to the increase

of the steam quality which is balanced with the pressure drop decrease due to mass

flow rate decrease. Nevertheless this new equilibrium would be at lower mass flow

rate and higher steam quality and could enter in the dry-out flow pattern area and

thus the heat transfer rate would be reduced suddenly.
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Figure 5.43: Flow pattern maps validation for water as medium
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Chapter 6

Case Study

6.1 Objectives

A system operation with biphasic flow requires a specific optimization to limit

the pressure losses, maximize the heat transfer rates and avoid the harmful flow

patterns. Requirement as pump cavitation protection, avoiding the flashing of the

solar field and pressure stability should be satisfied for each plant condition. This

analysis is applied to a real case study for two distinct periods one in winter (two

weeks) and one in summer (two weeks). It is based on the comparison between a

validate numerical model and monitored data. The first step consists on a daily

analysis of the mass and energy balance for the two specific periods, called global

analysis. Then a detailed analysis is applied to one sunny day in winter (2015/12/25)

and one in summer (2016/07/03), where the mass and energy balance are within

the uncertainty range.

6.2 Description

This section describes the installed system (components ans sensors) and evalu-

ates the uncertainty range of the indicators used in the following section.

6.2.1 Plant description

Industrial solar installed a solar system of 18 linear Fresnel modules in serial

for a total aperture area of 394 m2 in 2015 at RAM Pharmaceutical Industries
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Co. Ltd (RAM Pharma), a pharmaceutical manufacturing company in Amman

(Jordan) [28], [27], see figure 6.1. The solar steam is delivered in parallel with the

steam boiler on the supply level, as described in the integration guideline of IEA SHC

task 49 [30], with a maximum peak capacity of 222 kWth. For the integration concept

of direct solar steam generation, a steam drum is used that is fed by a two-phase flow

of steam and liquid water from concentrating collectors. A 2 m3 Steam Drum has

been installed to separate the biphasic fluid, stabilize the operation of solar steam

generation, and work as a buffer storage to decouple the load from the generation.

Boiler feed water is fed to the solar heating system through a feed pump in order to

maintain the drum liquid level setpoint. A mixture of the accumulated water and of

feed water, in comparison the coldest, is fed to the collector loop where it is partially

evaporated. In case of sufficient pressure in the steam drum, the steam is fed into

the conventional steam circuit. A controlled valve is used to maintain the required

pressure in the factory’s steam grid. While solar steam is fed into the existing circuit,

the conventional steam boiler reduces its steam production. In this specific case

study, the solar steam is sufficient, so that the conventional steam boiler switches

off for the whole daylight during sunny days. The plant parameters as pipe length,

diameter, height, insulation thickness and characteristics, and component pressure

drops, which all have been implemented based on the as-build plant, summarized in

table 6.1

Figure 6.1: RAM plant photos ( c©: S. Anders)

The recirculation loop is divided in sections as shown in figure 6.2. The piping

section connecting the steam drum with the inlet of the absorber pipes of the solar

collector field is called Liq, since it is always filled with liquid water below saturation

conditions. The recirculation pump is in that section as well as the tee piece, where
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Table 6.1: Solar DSG parameters - RAM case study

Name Z
[m]

L
[m]

D
[mm]

ζ
[-]

U1

[kW/K.m]
U4

[kW/K4.m]

Liq1 -6.3 17.8 38.4 53.3 7.6E-05 0

Liq2 -6.3 21.6 38.4 15.7 7.6E-05 0

Liq3 0.0 26.7 38.4 2.7 7.6E-05 0

CS1 4.5 36.0 66.0 0.0 1.8E-04 8.2E-12

Int1 4.5 7.5 56.3 6.8 8.6E-05 0

CS2 4.5 36.0 66.0 0.0 1.8E-04 8.2E-12

Bi1 4.5 4.0 56.3 0.9 8.6E-05 0

Bi2 0.0 1.0 56.3 20.0 8.6E-05 0

Steam
Drum

0.0 2.6 1000 - 7.8E-04 0

feed water is mixed into the recirculation flow on the suction side of the recirculation

pump. The sections called CS1 and CS2 represent the two Collector Strings of the

solar field, where heat is gained by absorption of solar irradiation during collector

operation, while it is just a piping section with heat loss during standby. The

interconnection piping between the collector strings is called Int. The piping section

connecting the outlet of the solar collector field with the inlet of the steam drum is

called Bi, because during collector operation it is leading the two-phase mixture of

steam and liquid water from the solar collector to the steam drum. In spite of the

name, this piping section usually is filled up with liquid water in standby mode.

6.2.2 Study Framework

The analysis of the case study has the objective to quantify performance devia-

tion, to characterize unexpected behaviors and to optimize existing system. Thus,

an expected behavior has to be defined and it is done based on the numerical Model 1

defined in section 4.5. The Model 1 is run every 2.5 min using average monitoring

data. Then the results from numerical model and from data processing are com-

pared. Two indicators on mass, εM , and on energy balance, εQ, lead to a global

analysis on several days. Then a detailed analysis is applied on some specific days

where expected and measured system pressure drops, liquid level variation of the
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Figure 6.2: RAM scheme.

steam drum are compared. And finally, flow pattern analysis, not available from

monitoring data, is done based on existing correlations, see summary figure 6.3.

The full orange lines from the monitoring data to Model 1 represent the active

model inputs whereas the dashed ones are extra variables used for the stand-by

model. The green full lines from monitoring data to data processing are the inputs

used to elaborate the measured indicators.

Each of the model assumptions are evaluated in this specific case study boundary:

• One dimensional finite volume model. This simplification is possible as

the recirculation loop length (> 120 m) is three orders of magnitude higher

than the pipe diameter (38.4 mm - 66 mm, depending on pipe section) but it

limits the study to only uniform heat flux.

• Steady state approach. In this specific case study the inertia of the re-

circulation loop is small compared to the simulation time step [2.5 - 5 min].
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In fact, with a flow rate of 1.0 - 1.5 kg/s, the fluid in the recirculation loop

is exchanged after less than 4 min, when the system if completely filled with

liquid water, and after only 2 min during direct steam generation conditions.

Moreover, the ratio between the overall metal inertia and the heat gain during

operation is small thus could be neglected. For instance at peak power, the

linear heat gain is 3.1 kW/m and for a metal heat capacity of 1.7 kJ/(m.K)

the ratio is lower than 0.6 s/K.

• Homogeneous distribution and thermal equilibrium of the two phases in

the flow. Homogeneous distribution implies a slip ratio of 1 between the liquid

and the steam phases. Under these assumptions, a common set of conserva-

tion equations can be used for single-phase and two-phase flow. In reality, this

slip ratio should increase with the steam quality, as presented for instance by

Chisholm correlation [103]. Nevertheless, the error by homogeneous assump-

tion is low for low steam quality and steady state model. In fact, a higher slip

ratio would lead to a decrease of the void fraction, and thus homogeneous as-

sumption leads to an underestimation of the density. In this numerical model

the density of a biphasic volume element is used to calculate the recirculation

mass that will be underestimated. It leads to a small overestimation of the

expected steam drum level variation. In specific boundary of RAM plant, the

expected level under homogeneous assumption and the one with a slip ratio

calculated with Chisholm correlations [84] are compared. In the worst con-

dition, we could expect a maximum difference equal to 22 L which could be

neglected in this specific case study but it has to be verified for larger system.

• Momentum equation is treated in a stationary manner. In fact, the prop-

agation of pressure disturbances is much faster than the process of mass and

energy transport.

The numerical Model 1 inputs of the active model are listed in figure 4.5. Based

on the sensors installed in this specific case study, see figure 6.2, the following inputs

have been used:

• Bottom drum pressure: Top pressure (P1) and liquid level (L1) of the drum.

• Inlet pump temperature: T2.
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• Recirculation mass flow rate: ṁrec.

• Linear heat flux: proportional to DNI (see following paragraph)

• Ambient temperature: Ta.

For the stand-by model the recirculation loop state is described thanks to all the

sensors installed on the field, i.e. temperature sensors T2, T4, T5 and T6 and

pressure sensors from P2 to P6 and assuming a system fully liquid, see sensor position

in figure 6.2.

The linear heat transfer gain is calculated based on DNI, sun position [104], and

the overall IAM of the collector, which is calculated as the product of two different

IAMs related to transversal and incident angles [105], [106] and [107], see equation

6.1. The IAM values have been provided by the manufacturer (Industrial Solar), who

obtained them from raytracing analysis. The IAM values are defined by assuming

an overall error of 3 mrad in the raytracing model, accounting for the statistically

independent errors such as shape error, tracking error, alignment error, position

error and torsion. Nevertheless, the mirror are assumed fully clean thus a deviation

between measured and simulation solar gain is expected if the system is not cleaned

with a sufficient frequency. Industrial Solar introduced a partial load function into

the control strategy to deal with the condition where the solar gain is higher than the

load and the pressure system reached the maximum pressure. In this specific case

a small share of the reflectors are unfocused to match the solar gain with the load.

The number of reflectors unfocused is a know variable and it is used to modify the

expected solar gain as a linear proportion between the number of reflectors focused

and unfocused. This approach is assuming an uniform contribution of the reflector

which is a simplification. It would lead to an higher uncertainty of the expected

gross solar gain (no thermal loss), Q̇in,i.

Q̇in,i = η0 · IAML(θi) · IAMT (θT ) · Q̇DNI ·W · L ·
Mon

Mall

(6.1)

The coefficients width (W), length (L), the number of mirrors (Mall), optical effi-

ciency (η0) and the longitudinal and transversal Incidence Angle Modifiers (IAML

and IAMT ) are parameters defined based on component characteristics. Whereas

DNI heat flux (Q̇DNI) and number of active mirrors (Mon) are monitored data
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6.2.3 Measurement apparatus

The solar system is equipped with 8 temperature sensors, 7 pressure sensors, 1

water level sensor and 3 flow rate sensors distributed in the hydraulic circuit, see

figure 6.2. A weather station is installed, where ambient temperature, direct, diffuse

and global irradiation are monitored. The monitoring data are registered every

second from May 2015 to nowadays. The sensor accuracy and typology are listed in

table 6.2.

Table 6.2: Sensor List of RAM plant

Measure Sensor type Accuracy

Water flow rate
(v̇in)

Electro-magnetic
flow meter

±0.2% of reading if > 0.064 m3/h;
±0.5% of reading if <0.064 m3/h

Water flow rate
(v̇rec)

Electro-magnetic
flow meter

±0.3% of reading

Saturated Steam
flow rate (v̇out)

Target principle
flow meter

±2% of reading, if >20% fs; ±2 % of
fs, if < 20% fs

Water tempera-
ture (T1 ... T7)

Pt100 Class A EN 60751

Ambient temper-
ature (Ta)

±0.15 % of reading

Pressure sensor
( P1)

±0.25 % of span

Pressure sensor
( P2 ... P7)

±0.5 % of span

Water level sen-
sor (L1)

Guided Radar
(TDR) Level
Transmitter

± 10 mm

Direct Nor-
mal Irradiation
(DNI)

Photodiodes So-
larmeter

Global: ±5 W.m−2, ±12% of reading;
Diffuse: ±20 W.m−2, ±15% of read-
ing; Cos. corr.: ±10% of incoming
radiation over 0 - 90◦ Zenith angle

The sensor uncertainties are propagated, using standard deviation, in order to

quantify the uncertainty of global and detailed analysis indicators. The uncertainty

calculation has been applied for four characteristics days: the two days selected for

the detailed analysis and the days with the lowest and the highest steam generation

in the studied period.
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The fluid properties (density, saturated enthalpy) which are used in the mass

and energy calculation are influenced by the sensor uncertainties. To quantify this

deviation the relative uncertainty is calculated at nominal condition, table 6.3. This

relative uncertainty is assumed constant for the rest of the uncertainty propagation.

Table 6.3: Measurement uncertainties of thermodynamic variables due to sensor
measurement uncertainties at nominal condition.

Variable Nominal
condition

Absolute
value

Relative
uncertainty

Absolute
uncertainty

Units

hV P = 10 barg 2781 0.01% 0.15 kJ/kg

hL P = 10 barg 782 0.11% 0.9 kJ/kg

hfeed T = 60 ◦C,
P = 1 barg

252 0.50% 1.1 kJ/kg

ρL P = 10 barg 883 0.02% 0.2 kg/m3

The mass indicator, εM , is defined in equation 4.30. Its uncertainty is calculated

combining the following three uncertainties:

• [Min −Mout]meas: Inlet and outlet mass into the solar system , which is cal-

culated using the flow rate sensors uncertainty at each time step and each

absolute uncertainty is sum up for the whole day.

• [MD,tend −MD,tini ]sim: Mass difference into the steam drum between start-up

and shut down, which is the combination of the level uncertainty (refer to the

level setpoint) and the density uncertainty calculated at nominal condition.

• [Mrec,tend −Mrec,tini ]sim: Mass difference into the recirculation loop between

start-up and shut down. Its uncertainty is assumed equal to the one estimated

with the temperature profile approach, see section 6.3.1.

Table 6.4 summarized εM and [Min −Mout]meas for the 4 selected days as they are

daily dependent. The uncertainties of mass difference between start-up and shut

down are assumed constant for this specific period and equals to 12 kg for the steam

drum and to 15 kg for the recirculation loop.

Thus, for days with low mass inlet or outlet, the uncertainty of mass difference

has a strong impact on the mass balance indicator. This uncertainty decreases for
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Table 6.4: Measurement uncertainties of Mass balance indicator

Day Variable Absolute
value

Absolute
uncertainty

Units

16/12/2015
[Min −Mout]meas 102.1 ±2.3 kg

εM 17.0% ±14.2% -

25/12/2015
[Min −Mout]meas 53.8 ±11.3 kg

εM 4.0% ±5.3% -

30/06/2016
[Min −Mout]meas -24.5 ±30.5 kg

εM 3.0% ±2.9% -

03/07/2016
[Min −Mout]meas -5.1 ±19.3 kg

εM 0.5% ±3.8% -

sunny days and tends to the asymptote of 2% which is the average relative uncer-

tainty of steam flow rate sensor, i.e. the uncertainty of mass difference between

start-up and shut down becomes negligible.

The energy indicator, εQ is defined in equation 4.35. Thus, four elements con-

tribute to the calculation of the energy indicator uncertainty:

• [Qgain]sim: Simulated heat gain, its relative uncertainty is assumed equal to the

relative uncertainty of the gross heat, DNI value by LFR efficiency. The mon-

itoring DNI is obtained as the difference between global and diffuse horizontal

irradiations divided by the cosinus of the zenith angle, θz. The uncertainty of

the gross heat has to be calculated all along the days as it changes with the

sun position and with the ratio global/diffuse irradiations. It is higher during

the morning and the evening when the cosinus values is low, see figure 6.4.

Nevertheless, this higher relative uncertainty has a low impact on the daily

uncertainty since the gross heat gain is low when zenith angle is high (lower

efficiency of solar collector at higher zenith angles).

• [Qnetgain]meas: Measured net heat gain, its uncertainty is calculated with the

uncertainties of inlet and outlet daily mass, see table 6.4, plus the relative

uncertainty of the specific enthalpies (liquid and saturated steam) at nominal

condition.
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• [HD,tend −HD,tini ]sim: Energy difference of the Steam Drum between start-up

and shut down. Its uncertainty is calculated combining the uncertainties of its

mass and of its specific enthalpy. The uncertainty of average specific enthalpy

of the drum is assumed equal to the relative uncertainty of the liquid saturated

specific enthalpy at nominal condition.

• [Hrec,tend −Hrec,tini ]sim: Energy content of the recirculation loop. Its uncer-

tainty is calculated by using the mass content uncertainty defined above and

assuming an error of ±5◦C for the average temperature calculation of the

recirculation loop.
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Figure 6.4: Relative uncertainty of 3 sensors on the 2016/07/03

The absolute uncertainties of the energy difference between start-up and shut

down is assumed constant and equal to ±3.7 kWh/day for the steam drum and

4.1 kWh/day for the recirculation loop. The other two contributions, list above,

are affected by the days profile. Thus, they are calculated for each of the four

characteristic days. The strongest contribution comes from the simulated heat gain

since it strongly depends to the DNI sensors which has a very low accuracy. Table 6.5

shows the results of [Qgain]sim, [Qnetgain]meas and the energy indicator for the four

selected days.

Finally, the measured indicators as overall pressure drops and the level variation

(in volume) are calculated. The pressure drops calculation is the pressure difference

of sensors P3 and P2. It fluctuates between 1.2 bar and 1.8 bar whereas the absolute
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Table 6.5: Measurement uncertainties of Energy balance indicator

Day Variable Absolute
value

Absolute
uncertainty

Units

16/12/2015

[Qgain]sim 181 ±53.6 kWh/day

[Qnetgain]meas 72.0 ±1.6 kWh/day

εQ 43.3% ±46.3% -

25/12/2015

[Qgain]sim 585 ±128 kWh/day

[Qnetgain]meas 384 ±8.5 kWh/day

εQ 24.7% ±25.9% -

03/07/2016

[Qgain]sim 765 ±165 kWh/day

[Qnetgain]meas 685 ±15.1 kWh/day

εQ 5.5% ±22.8% -

30/06/2016

[Qgain]sim 1023 ±215 kWh/day

[Qnetgain]meas 1037 ±23 kWh/day

εQ 6.4% ±22.3% -

uncertainty is 0.04 bar, i.e. relative uncertainty between 2% and 3%. The absolute

uncertainty of level sensor L1 is 0.01 m and the liquid level in the steam drum

varies between 0.3 m and 0.8 m thus we could expect a relative uncertainty between

1.3% and 3.3%. The liquid volume in the steam drum is calculated as a function

proportional to the square of the level measurement, thus its uncertainty is evaluated

between 1.8% and 4.7%.

6.3 Performance analysis

The performance analysis has been applied to two distinct periods, one in winter

and in summer. The first one consists of 13 days in December 2015, from the 16th

to the 28th, and the second one of 14 sunny days from the 24th June 2016 to the 7th

July 2016. The first analysis consists in an original evaluation of start-up and shut

down thermodynamic conditions (enthalpy and mass) of the recirculation loop and

steam drum. The second and third analyses consist in comparing the measured and

expected mass and energy performance. The numerical Model 1 is applied with a

time step of 5 min. In figure 6.8 and figure 6.9, cleaning days have been indicated
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in red, raining days in orange, and the days where a detailed analysis have been

applied in green color.

6.3.1 Start-up heat loss

The objective is to evaluate the start-up losses used in the mass and energy

balance analysis. It is done by comparing the enthalpy and mass of the recirculation

loop and of the steam drum at the beginning of the day and at the end of the previous

day. For the steam drum the enthalpy calculation is based on level, temperature

and pressure sensors. In the specific case of the recirculation loop, the enthalpy

evaluation is more complex as specific enthalpy is not uniform in the different pipe

sections and absorber. The approach developed in this section is based on the

temperature analysis during one recirculation of the water at start-up and shut down,

approximatively 300 s for a flow rate of 1.45 kg/s. Temperature sensors installed

in the recirculation loop are used to evaluate the enthalpy and mass content in the

different sections.

6.3.1.1 Temperature profile methodology:

The first step consists in identifying the integration period during the start-up

and shut down periods. Start time, called t1, is defined when the recirculation

pump is activated and stop time, called t4, is defined when the recirculation pump

is stopped in the evening. The integration stop times (t2,L, t2,SF ) during start-up

should be defined. The volume of water that flowed trough the sensor T4 (absorber

inlet), called Vliq, and at the sensor T6 (absorber outlet), called Vabs, are counted.

Time t2,L is set when Vliq equals the design volume of the liquid sections (Liq 1, 2 and

3) and time t2,SF is set when Vabs equals the design volume of the solar field sections

(CS1, I1, CS2), see the example of the morning of the 26th December with figure 6.5.

The same approach is used to define the integration start times (t3,L, t3,SF ) during

shut down. The volume of water that flowed trough the sensor T2 (pump inlet),

called Vliq, and at the sensor T4 (absorber inlet), called Vabs, are counted. Time

t3,L is set when Vliq equals the design volume of the liquid sections (Liq 1, 2 and 3).

Time t3,SF is set when Vabs, equals the design volume of the solar field sections (CS1,

I1, CS2), see the example of the evening of 25th December with figure 6.6. Then the
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Start-up 26/12/2015

t2,SF

t1

t2,L

Figure 6.5: Temperature profile - Start-up of 2015/12/26
Shut down 25/12/2015

t4

t3,SF t3,L

t4

Figure 6.6: Temperature profile - Shut down of 2015/12/25

mass content of the liquid and solar field sections are obtained integrating the mass

flow rate (ṁrec) during these two intervals. Enthalpy of the respective two sections

for start-up and shut down are obtained integrating the product mass flow rate,

specific enthalpy during these two intervals. Specific enthalpy is calculated by using
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the corresponding temperature sensors: T2 for liquid section during shut down, T4

for liquid section during start-up and solar field section during shut down and T6

for solar field section during start-up. For the steam drum, mass and enthalpy are

calculated at the times t1 and t4 based on level, temperature and pressure sensors.

Start-up loss is the cumulated heat loss over night which is calculated as enthalpy

difference between shutdown and start-up.

6.3.1.2 Temperature profile assumptions:

This approach is feasible as the monitoring time step is very short 1 s and

temperature sensors have a fast response. The section volume inaccuracy over or

under estimates the start-up heat loss. Nevertheless, these assumptions have a good

accuracy as the temperature difference in the different section is high (> 10◦C)

during start-up and it is easy to visualize the end of a section. In fact, integration

stop time t2,L should be set before drum saturated liquid reaches the inlet absorber

(T4), characterized with a fast temperature increase. The integration stop time

t2,SF is characterized by a temperature decrease when cold water from liquid section

reaches sensor T6.

The recirculation loop is assumed fully liquid. It is safe assumption in the morn-

ing after the whole night cooling and in the evening when the recirculation pump is

still active and the reflectors are unfocused. In fact, saturated liquid from the drum

is pressurized and remains liquid in the solar field.

And finally, the biphasic pipes are neglected in this approach as the outlet so-

lar field temperature is used. It is not an issue as the pipes called Bi represent

approximatively 2 % of the recirculation loop mass.

6.3.1.3 Temperature profile results:

The analysis of the start-up temperature profile (in particular sensor T6) shows

an average temperature difference of 8 ◦C between the value T6 before start-up and

the temperature peak which happens 60 s after the start-up (water that remains

inside the absorber the whole night), for instance see figure 6.5.

The start-up analysis is applied to the winter and summer periods for the nights

associated to the two detailed days. The start-up heat loss of the recirculation
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Figure 6.7: Temperature profile analysis

loop is divided in three sections: liquid pipes, solar field and drum. As expected

the start-up heat loss is higher in winter than in summer due to several reasons,

see figure 6.7. A warmer ambient temperature in summer and a shorter stand-by

duration reduce the night heat loss. However, this heat loss reduction is also due to

an optimized control strategy, described in section 7.4, which has been implemented

the 15th April 2016. It reduced the heat loss of the recirculation loop (liquid and

solar field sections). The quantification of the effect of the optimization is done

thanks to the validate dynamic Model 3 in the section 7.4.

6.3.1.4 Temperature profile uncertainty:

The main uncertainty of the temperature profile approach is the liquid and ab-

sorber volumes which impact the integration periods. This uncertainty is reduced

by the tuning of the integration interval based on temperature profile analysis. An

uncertainty of ± 5 sec is assumed for the calculation of mass content in the liquid

section and solar field section. A mass flow rate of 1.5 kg/s leads to a recirculation

mass uncertainty (liquid plus absorber sections) of ± 15 kg. Thus, mass variation

of the recirculation loop has an absolute uncertainty of ± 21 kg by using standard

deviation. The calculation of the start-up heat loss uncertainty is done combining

the mass content uncertainty defined above and the temperature sensor uncertainty.

For a standard night heat loss of 35 kWh, the absolute uncertainty is ± 2.9 kWh.
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6.3.1.5 Stand-by model validation:

The stand-by model is using the same volume defined in the temperature profile

approach. Thus, it is assumed that the mass calculation and mass variation of the

recirculation loop have an absolute uncertainty of ± 15 kg and ± 21 kg. For the

calculation of the start-up heat loss uncertainty, the average temperature is not

measured with the temperature profile approach but interpolated with the sensors

installed all over the recirculation loop. It is assumed an error of ±5◦C in the average

temperature calculation of the recirculation loop. For a standard night heat loss of

35 kWh, the absolute uncertainty is ± 4.1 kWh.

We expected that the night start-up heat loss calculated with the stand-by model

approach be lower than the one calculated with temperature profile approach. In

fact, in the stand-by model tend is set 1 hour after t4, see section 4.5.1.3 for more

details. Thus, the night duration is shorter for the stand-by approach and the

missed heat loss of the recirculation loop is approximatively 3 kWh. This lower

start-up heat loss has a low impact on the performance evaluation as it represents

less than 1% of measured solar gain for the two detailed days. Including this missed

energy, the two approaches have a very good agreement with a deviation lower than

±4 kWh/day. In the uncertainty section, it has been used ±5 kWh/day.

6.3.2 Mass balance
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Figure 6.8: Mass balance for winter and summer periods.
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To apply further analysis, it is crucial to verify the mass balance of the system.

Figure 6.8 shows the measured steam delivered, the mass balance indicator and the

uncertainty measurement area of the mass balance indicator. This area is referring

to table 6.4 and is proportional to the daily steam delivered. Thus, a mass balance

indicator out of the uncertainty measurement area means that the deviation between

expected and real measurement could not be explained by uncertainty propagation.

For the first 6 days of December, the mass balance accuracy is low as εM is higher

than 10% and slightly out of the uncertainty measurement area thus they would be

excluded of further analysis, e.g. energy balance. For the rest of the days, except

the 24th of June the mass balance is on the edge of measurement uncertainty and

are very accurate for the last 8 summer days. Nevertheless, figure 6.8 reports that

the mass balance is mainly positive which means that the water inlet is higher than

the outlet. There are several possible reasons for a positive mass balance, which

all have been observed, but could not be quantified. One such reason can be a

measurement inaccuracy caused by a small steam mass flow rate below 0.01 kg/s,

where the sensor is insensitive, which sometimes occurs, when the steam valve is not

fully shut at ”shut position”. Also the amount of manual blow down from the drum

is not measured and increases the mass balance indicator. In fact, the technicians

of the RAM factory have been observed by Industrial Solar to draw hot water from

the recirculation circuit out of a manual drain valve to fill up a bucket in order to

have hot water for cleaning purpose. In all cases this ”missing” water mass has

been taken from either hot condensate or even steam, and hence some of the energy

generated by the solar system does not show in the measurements, so the measured

real energy gain is underestimated.

6.3.3 Energy balance

The mass balance inaccuracy affects strongly the accuracy of the energy balance

during the first 6 days of December and for the first one of summer, thus they are

excluded for the rest of the energy analysis. Figure 6.9 shows the measured energy

gain, the energy balance indicator and the uncertainty measurement area for the

energy indicator, εQ. This area is defined in table 6.5 and is very large due to

an inaccurate DNI sensor. As expected the steam generated in summer is higher,
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Figure 6.9: Energy balance for winter and summer periods.

nevertheless the solar steam delivered in winter is significant. The energy balance

shows that for 14 days out of 21 days, the measured energy balance is within the

uncertainty range of the model, and for the other 6 days, measured energy balance is

outside of uncertainty range, which is likely due to bad cleaning conditions. In fact,

figure 6.9 shows an increase of 45% in the measured daily energy balance in summer

after cleaning. A strong effect like this was expected, as the previous cleaning day

was 33 days before, and air can be dusty in summer in Jordan. In this specific case,

the potential steam generation is often higher than the required steam, so there is

no need for RAM Pharma to clean the solar field more frequently. The cleaning

frequency is planned in function of their order situation and hence production load.

In figure 6.9, a slow decrease in efficiency in the days following the cleaning can be

seen, which could be explained by dust deposit. In fact, the winter period is on the

edge of the uncertainty range as the last cleaning day was on the 17th of December

and after 10 days the energy indicator is outside of the range.

137



CHAPTER 6. CASE STUDY

6.4 Detailed analysis

One sunny day in winter (2015/12/25) and one in summer (2016/07/03), where

the mass and energy balance are within the uncertainty range, have been selected

for a detailed analysis.

6.4.1 Power analysis
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Figure 6.10: Daily power comparison of the 2015/12/25
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Figure 6.11: Daily power comparison of the 2016/07/03

As expected, the daily power analysis shows, that the measured net gainQgain,Meas,

is slightly shifted in time compared to the simulated net gain Qgain,Sim. In fact, the

solar heat in the morning first compensates the night heat losses, before the system
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reaches the required pressure to provide steam to the user. The first delivered steam

appears approximately two hours after the start of the active mode, a value expected

as IAM efficiency is very low due to a low sun position and due to a short collector

string length (36m) causing comparatively high end losses at early morning. The

start-up time would decrease for longer collector strings such as used for larger solar

fields. The real gain is very stable in summer and very unstable in winter. This

instability is due to the daily specific load on one side, and due to solar system pres-

sure variations on the other. The reason for the second issue is discussed later on,

where also some solutions are proposed on how to smooth this pressure variation.

6.4.2 Specific enthalpy and pressure distribution3/07/2016 – at 12:30
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Figure 6.12: Pressure (a:left) and specific enthalpy (b:right) distribution at 12:30
pm for the 2016/07/03)

Figure 6.12 shows an example of the pressure and specific enthalpy distribution

along the recirculation loop, for 2016/07/03 at 12:30 pm. The variables Psim,frict and

hL are introduced and represent respectively the pressure distribution neglecting the

geostatic pressure and the liquid saturated specific enthalpy at the corresponding

simulated pressure. The figure 6.12 reports a good match between the simulated

pressure (blue line) and the measured pressure (red dots). The sensors P4 and P6,

see figure 6.2, get damaged at the end of April, thus data are not available for the

summer period. The effect of geostatic pressure is significant as the pump basement

is 6.3 m below the drum and the absorber tube is 4.5 m above the drum. In fact,
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a pressure difference of 1.0 bar can be reached whereas the overall head loss due to

friction is around 1.2 bar. To quantify geostatic pressure variation is complex, as the

fluid density in those vertical pipes which could carry a biphasic flow is unknown.

For the upward vertical pipes from C to D and from D to E the fluid is liquid as

they are on the pressure side of the pump without any heat gain. But the downward

pipes from A to B and from I to J could be biphasic thus reducing geostatic pressure

gain. Figure 6.12 shows, that the specific enthalpy at the pump inlet (point B) is

far away from the point of cavitation. In this specific case, due to geostatic gain and

to mixing with ”cold” feed water, the specific enthalpy at point B is 30 kJ/kg below

the value for liquid saturated water. Moreover figure 6.12 shows that the energy

gain due to the waste heat of the recirculation pump is negligible, and finally that

the first steam appears at the end of the first solar collector string, after a distance

of 90 m piping length from the steam drum.

6.4.3 Analysis of head loss

Figure 6.13 shows the overall pressure drop over the recirculation loop. The head

losses, monitored every second and simulated in time steps of 2.5 min, are averaged

over 10 minutes to filter the noise. A good agreement between simulation and mea-

surement during active steam production can be observed, and the measured values

stay within the measurement uncertainty range (0.09 bar) of the simulated values.

During the start-up and shut-down period the simulated overall pressure drop is

underestimated compared to the measurement. Five specific points on 2015/12/25

are analyzed in detail.

The first, third and fourth points (indicated by black lines in figure 6.13, left side)

show a good agreement between simulation and monitored data, see figure 6.14. The

first case, which was still during standby in the early morning, shows a system fully

liquid, where the solar field is at a lower pressure than the steam drum due to

geostatic height difference. The other two cases at the end of start-up and at noon

during active steam production have a solar field pressure equal or higher than the

drum pressure.

Then for the second and fifth point (indicated by orange lines), the model does

not match with the monitoring data, see figure 6.15. For each of those two the
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Figure 6.13: Overall pressure drop on 2015/12/25(left) and on 2016/07/03 (right).

difference is due to a wrong density calculation for the downward pipes. In the

first one on the left of figure 6.15, the simulation calculates the fluid from I to J

as liquid, whereas in reality during the start-up this vertical pipe is immediately

biphasic. Which is caused by steam back flow from the drum to the collector outlet

when the motor valve between the collector and the drum is opened. In fact, the

measured value of sensor P6 (absorber outlet) is slightly higher than P1 (drum

pressure) whereas the position of P6 is 4.5 m above P1, and the pressure drop from

I to K could not compensate this geodetic height difference. The figure on the right

has two differences: the first one, already seen with the point at 7:45 am, where

the downwards pipe from I to J is assumed liquid instead of biphasic; the second

one is with the downward pipe from A to B, where the model assumed liquid phase

instead of biphasic. In fact, data showed that the measured value of P2 (pump inlet

pressure) is similar to the value of Psim,friction.

In order to study the risk of cavitation, the comparison of the temperature

sensors at the bottom of the drum (T1) and at the inlet of the pump (T2) with

the equivalent saturated temperature have been done. It shows the boiling of the

vertical pipe from A to B during shut-down and a short period of cavitation, see

figure 6.16. The steam drum operates as a small steam accumulator. During the

charging period, some temperature stratification is building up in the steam drum.

This stratification disappears during the discharging period where the liquid tem-

perature reaches thermal equilibrium temperature even seems to be slightly above
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Figure 6.14: Pressure distribution at 7:20am (top), at 9:42am (middle), at 12:36pm
(bottom) on 2015/12/25.
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Figure 6.15: Pressure distribution at 7:45 am (left), at 15:06 pm (right) of the
25/12/2015.

in the last hour of the day. During these small intervals, e.g at 15h06, the water

at the pump inlet is at saturated condition, hence cavitation appears as the pump

could not maintain the setpoint of 1.5 kg/s and dropped down to 1.0 kg/s in spite

of the controller turning up the pump drive to maximum speed.

To avoid excessive biphasic fluid in the downward pipes from drum outlet (A)

to the pump inlet (B) and to protect the recirculation pump from cavitation, three

design recommendations are proposed:

1. to use larger pipe diameter from A to B;

2. to do the mixing of recirculated condensate with feed water directly beneath

the outlet of the steam drum;

3. to either use a continuous feed water flow instead of switching the feed water

pump on and off or to use a small mixing vessel to mix the feed water with

the recirculation water and thereby achieve more constant temperature at the

pump inlet, which is below saturation.

The first alternative layout would reduce the fluid velocity, thus the dynamic pres-

sure reduction. In case of low pressure (eg. 3 bar− a), an increase of the pipe

diameter from DN32 to DN50 reduces the pressure reduction from 0.024 bar− a to

0.003 bar− a, see table 6.6. Thus, the saturated temperature decrease is reduced

from 0.27 ◦C to 0.03 ◦C and the risk of flashing inside the pipe from A to B is reduced.
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Figure 6.16: Identification of saturation condition at steam drum and at pump inlet
on 25/12/2015

At higher pressure, the saturated temperature decrease is lower thus the need to use

a larger pipe is lower. The second alternative would cool down this downward pipe

below saturation condition and hence avoid boiling during fast pressure decrease.

For the downward pipe from the absorber outlet (I) to the steam drum inlet (J), it

is recommended to install a siphon that would avoid initial steam back flow from

the drum to the collector outlet and thereby reduce the extra pressure drop during

start-up.

6.4.4 Level variation analysis

The heart of the solar DSG control strategy is the Drum level control. In fact,

the drum level can vary strongly due to phase change in the solar field, due to mass
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Table 6.6: Saturated temperature in section ”liq1” for Drum pressure and pipe
diameter

Pdrum,bot bar-a 3 10 20

TL,drum : TL(P1,bot)
◦ C 133.5 179.9 212.4

ρL kg/m3 932 887 850

mdot kg/s 1.5 1.5 1.5

Dliq1 mm 30.1 52.5 30.1 52.5 30.1 52.5

vliq1 m/s 2.26 0.74 2.38 0.78 2.48 0.82

∆pv bar 0.024 0.003 0.025 0.003 0.026 0.001

TL,liq1 : TL(P1,bot −∆pv)
◦ C 133.3 133.5 179.8 179.9 212.3 212.4

TL,drum − TL,liq1 ◦ C 0.27 0.03 0.11 0.01 0.07 0.01

balance variation or due to the night cooling of the solar system. Homogeneous

assumption used for the mass calculation of the recirculation loop underestimates the

expected steam drum level. Nevertheless, its impact is negligible in the specific case

of RAM plant since the main flow pattern is wavy stratified flow pattern which has

a low slip ratio (close to 1). Figure 6.17 and figure 6.18 show very good agreement

on the level variations during active steam production, from 11 a.m. to 3 p.m.

on December 25th and from 8 a.m. to 5 p.m. on July 3rd. Thus, it validates

the numerical model during active steam production. The expected rate of level

decrease due to night cooling is similar to the measured one, varying from 3.5 l/h at

the beginning of the night to 1.5 l/h at the end. This level decrease is caused by an

increase in the liquid water density throughout the recirculation loop due to cooling.

The final level difference on December 25th is due to a small error in the overall mass

balance. In fact, when liquid is drawn by technician like for blow-down, it would

not be monitored and would affect the overall mass balance (e.g. at 14.5 h of the

25th: unexpected Drum level decrease). During start-up and shut-down periods the

simulated level is higher than the monitored one, i.e. the simulated solar field seems

to contain more steam. This gap is higher than the measurement uncertainty of the

measured level. Thus this error comes from model uncertainty, which is high when

the steam quality is low. In fact, a small error in the pressure or specific enthalpy

calculation would lead to have steam instead of liquid or vice versa. Moreover, the

heat flux uncertainty is higher when the sun is low, see figure 6.4, i.e during start-
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up and shut down. The black and grey lines show the level variation due to mass

balance and pressure variations. The black line shows the simulation result under

the assumption that all absorber pipes are filled with steam only, while the grey

line shows the simulation result under the assumption that all absorber pipes are

filled with liquid water only. When there is a biphasic flow in the absorber pipes,

the measured values should always be between the black and the grey lines. Their

slow increase (black and grey lines) during start-up is due to pressure increase, the

fast increase is due to feed water and lastly level decreases when steam is delivered.
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Figure 6.17: Level drum variation of the 2015/12/25
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Figure 6.18: Level drum variation of the 2016/07/03
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Within the given accuracy of the measurement data, four interesting aspects

could be observed thanks to the analysis of the steam drum level.

During the start-up, the analysis of the simulation results with regard to head

losses shows that the downward pipe from absorber (I) to the drum (J) is mainly

biphasic, nevertheless the monitored drum level data analysis shows that the recir-

culation loop is almost liquid, so the measured level (blue line in figure 6.17 and

figure 6.18) stays close to the gray line. From simulation point of view, it is an op-

posite analysis, the downward pipe is expected to be liquid thus the pressure in the

solar field is lower compared to the drum and some steam could be generated. For

an advanced level control, knowing the exact water mass in your system is crucial.

As second aspect, during mode transition, from active to stand-by mode, the

recirculation pump stops and an unexpected flashing inside the absorber pipes of

the solar field is observed, as shown for the 25th of December. After this behaviour

had been observed, the control strategy has been changed in April 2016 to prevent

this phenomena. With the new control strategy, just before this transition of oper-

ation modes, some feed water, which is much colder compared to the recirculated

condensate, is fed into the system and mixed with the recirculated condensate wa-

ter to replace the hot water from the recirculation loop. After this replacement,

the water in the absorber pipes, resembling the geodetically highest point in the

system, is cold enough, that the pressure reduction in the absorber pipes after stop-

ping the recirculation pump does not cause any re-evaporation As an advantage,

the hot water and steam is now stored in the well-insulated steam drum overnight,

and heat losses over night are reduced. Especially removing any steam from the

absorber pipes is reducing heat losses, because now the absorber pipe content can

cool down by sensible heat only instead of latent heat, so the temperature will drop

more swiftly and the heat losses will drop accordingly. But in the same time, this

should be done carefully to avoid large level increase or condensation of steam in

the drum. Figure 6.18 shows that the flashing effect disappeared with this new

control, which had been implemented in April 2016, and hence the saturated steam

inside the drum does not condense quickly, as the measured pressure stayed almost

constant overnight, see figure 6.26.
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Figure 6.19: Level drum variation of the 2015/12/25
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Figure 6.20: Level drum variation of the 2016/07/03

The third of the four observations show a strong impact on level variation of an

inaccurate feed-in mass flow rate control. Especially in winter (see figure 6.17), due

to a low pressure in the solar system and comparatively lower solar steam generation,

it is important to feed a smaller quantity of mass flow rate, see figure 6.19. Because

of a too high feed water flow rate, the evaporation starting point in the absorber

pipes moved strongly in the solar field whenever the feed water pump was turned

on or switched off, leading to non-intuitive large level variations in the drum (ie.

initial level decrease when feed water pump is activated). In fact, water is fed to

the system to increase the drum level and balance the steam delivered but a too
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high mass flow rate would firstly reduce the drum level. This issue is negligible in

summer as the solar system pressure is higher which leads to lower mass flow rates

in the biphasic piping sections, and as the solar gain is higher, the evaporation start

point in the solar field is much less affected. This issue could technically be solved

by either improving the control of feed water mass flow rate to match the solar

steam generation and system pressure or by integrating a mixing vessel to smooth

the temperature variation of inlet water into the solar field.

And lastly the fourth observation was a level increase, when the first steam of the

day is delivered at the steam exit valve to the user’s steam grid. This non-intuitive

effect was expected as the fast pressure decrease leads to flashing inside the solar

field, which drives liquid water from the solar field to the drum and hence increases

the liquid level inside the drum.

6.4.5 Daily flow pattern analysis

The flow pattern analysis is crucial in DSG plant where possible harmful con-

ditions could appear such as stratified or dry-out flow patterns. In fact, they can

cause thermal stress on the absorber tube, see section 2.4.1 for more detailed. This

analysis would be supported by a numerical model as no flow pattern sensor has

been installed on the real plant.
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Figure 6.21: Final steam quality on 2015/12/25 (left) and on 2016/07/03 (right).

To determine the flow pattern within the absorber, the correct steam quality

should be figured out. The expected monitored steam quality, x2, is calculated

149



CHAPTER 6. CASE STUDY

based on measured pressure P5, which is the pressure sensor between the two solar

fields, and on the simulated specific enthalpy calculated with the numerical Model

1. This modified steam quality is analyzed at the absorber outlet, called Xend2,

and compared to the simulated steam quality, Xend1. Figure 6.21 shows that the

steam quality based on measured pressure is positive for a shorter period, due to

pressure distribution error during start-up and shut-down periods, described in the

previous section 6.4.3. This fact is coherent with the level variation analysis, which

predicted steam in the solar fields during start-up LSim, whereas monitoring data

indicate liquid water LMeas.
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Figure 6.22: Flow pattern distribution along the receiver on 2015/12/25 based on
simulation
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Figure 6.23: Flow pattern distribution along the receiver on 2015/12/25 based on
monitoring data
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Figure 6.24: Flow pattern distribution along the receiver on 2016/07/03 based on
simulation
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Figure 6.25: Flow pattern distribution along the receiver on 2016/07/03 based on
monitoring data

The flow pattern distribution defined in section 4.5.1.3 has been applied for each

time step of the simulation using the absorber outlet temperature as input of the

modified KTF correlations [79], [89]. Two modified KTF correlations are defined.

The first one used simulation output whereas the other one used the measured data

of the outlet solar field temperature sensor, T6. Then, based on the specific mass

flow rate and steam quality, simulated x1 for the first case and x2 for the second

case, the flow pattern of each node is obtained.

In figures 6.22, 6.23, 6.24 and 6.25 the flow pattern conditions along the absorber

pipes during the whole active mode is shown. As expected, start-up and shut-down
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present strong deviations, whereas in the time between, during steam production,

the results are consistent. For the first opening of the steam exit valve to the user’s

steam grid, at 10:10 am of 25th and at 08:05 am of the 3rd, a flashing appears inside

the absorber as described in the fourth point in the level analysis. They show that

the first 10% of the solar field is always liquid whereas the rest experiences mainly

stratified wavy flow pattern. The main result of this flow pattern analysis is that the

harmful flow patterns, as stratified and dry out, described in [71], are successfully

avoided during the whole days which could result in a longer lifetime of the solar

fields. They also show the impact of feed water mass flow, where the evaporation

start point moves, and the absorber on 25th of December is completely filled up by

liquid water, everytime when the feed water pump is switched on, and the expected

weaker effect on 3rd of July, when the solar collector power is higher in summer and

hence the movement of the evaporation start point is reduced. Rapid movement

of the evaporation start point downstream could destabilize the DSG operation, as

the outlet mass flow rate is significantly lower than at the inlet. In fact, the last

section of the absorber would have a low mass flow rate with high linear irradiation

thus some harmful flow pattern as stratified pattern or dry-out could appear. For

the size of a system as the one under consideration, this is not an issue, because

the biphasic region can be filled very quickly by the recirculation pump, less than

2.5 min in the worst case. Based on the dynamic Model 2, a more detailed analysis

is done in the section 7.3. The impact of fast moving of evaporation start point is

quantified for larger system.

6.4.6 Pressure analysis

The daily pressure analysis shows a strong pressure decrease during start-up,

when the cold water from the solar fields is mixed with the thermal equilibrium

water of the drum. The steam condenses until reaching a new equilibrium. The

measured pressure drop has been 2.0 bar in 14 min on 25th of December, and with

1.7 bar in 13 min slightly smaller on 3rd of July. The expected pressure drop is

calculated using perfect mixing assumption, as shown in section 2.3.3. The ratio
Vdrum
Vabs

equals to 5.3 in the specific case of RAM plant and the initial conditions

are summarized in table 6.7. By using, stand-by model to calculate the average
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Table 6.7: Plant condition before start-up

Initial Condition Unit 2015/12/25 2016/07/03

Tav,rec
◦C 63.2 66.5

Ldrum m3 1.3 1.45

Pdrum bar-a 4.4 3.7

temperature of the recirculation loop, pressure drops of 1.9 bar on the 25th and of

1.2 bar on the 3rd are obtained. As expected the pressure drops is slightly smaller

in summer and this methodology slightly underestimate the pressure reduction as

metal inertia of the recirculation loop is neglected. Two solutions to avoid this

strong pressure drop are thinkable. One solution would be to by-pass the steam

drum during this warm-up period. The second solution would be a re-design of the

steam drum, so that the incoming colder liquid water from the solar field during

start-up does not mix, but rather stratify on the bottom of the drum instead.
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Figure 6.26: Pressure variation, left: 2015/12/25 and right: 2016/03/07

For both of the days, which have been analyzed in detail, the steam boiler is

shut down during the day time and the steam is provided only by the solar system.

Also in both cases, the user’s steam grid pressure stays in the pressure requirement

range, despite variations of the solar system pressure due to the gliding pressure

design of the steam drum as 15-min steam accumulator. In summer, the user’s

grid pressure variations are reduced, when the solar system is used, compared to

operation by the conventional steam boiler. Whereas in winter, the observed drum

pressure variation would not allow the same accuracy. This pressure variation in
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winter was caused by strong temperature variations at the inlet of the solar field,

due to control of feed water mass flow rate, as described in section 6.4.4. The

mixing tank at the inlet of the pump or a precise control of feed water mass flow,

as described in section 6.4.4, would smooth the pressure variations in winter to

reach the same stability as in summer. But it must be stated, that the pressure

fluctuations in winter have never been problematic, since the pressure fluctuations

during operation of the conventional steam boiler are even higher.

154



Chapter 7

System Optimization

7.1 Objectives

The overall objective of this chapter is to apply the three numerical models,

developed in chapter 4, to improve the solar DSG design and control strategy for

the specific application of industrial process heat. The discussion consists of different

levels of optimization:

• The first one focuses on the methodology to design the solar field layout (par-

allel vs series, ideal mass flow rate) applied to a MW plant based on Model 1.

• The second and third optimizations are used for design purposes and control

strategy optimization and they focus on unexpected behaviors highlighted in

the case study presented in chapter 6:

– the second one analyzes the effect of fast moving evaporation start point

impact with the numerical Model 2. It highlights possible harmful situ-

ations in some specific conditions at the absorber outlet when the inlet

absorber temperature decreases suddenly; Two simple indicators are de-

fined as benchmarks for these phenomena.

– and third one analyzes how night heat loss can be reduced with an im-

proved control strategy. It consists in injecting cold water in the evening

in the recirculation loop to push the hot water in the well insulated steam

drum. The improvement quantification is done with Model 3.
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7.2 Solar field optimization: Example of MW plant

The optimization process of a MW solar DSG plant is presented hereafter, based

on numerical Model 1, where the inputs of active model are arbitrary fixed. This sec-

tion gets inspiration from Odeh’s analysis, a thermal-hydraulic study of solar DSG

for CSP power plant [ [67], [35], [68], [69]], with relevant change in the boundary

conditions: industrial process heat application and use the modified KTF correla-

tion. Results have been published in 2016 [71]. The plant at issue is a second case

study: the generated steam is integrated in the existing saturated steam line at

20 bar-g of a tire manufacturing facility in Brazil. The solar field is made of 16

Linear Fresnel Reflectors with vacuum absorber, with an overall collector surface

of 2400 m2. The technical characteristics of the solar plant, which are the starting

point of the optimization process, are reported in table 7.1.

Table 7.1: Solar DSG parameters - 1 MW case study

Name Z [m] L [m] D [mm] ζ [-] U1 [kW/K.m] U4 [kW/K4.m]

Liq1 -6.0 10.0 70.3 55.0 1.2E-03 0

Liq2 -6.0 50.0 70.3 20.0 1.2E-03 0

Liq3 0.0 10.0 70.3 10.0 1.2E-03 0

CS1 0.0 190.0 66.0 0.0 1.8E-04 8.2E-12

Int1 0.0 7.5 56.3 5.0 1.6E-04 0

CS2 0.0 190.0 66.0 0.0 1.8E-04 8.2E-12

Bi1 0.0 10.0 107.7 10.0 1.5E-03 0

Bi2 0.0 50.0 107.7 30.0 1.5E-03 0

The optimization process of a MW solar DSG plant has the objective to define:

• the optimal recirculation mass flow rate;

• the best solar field layout (series vs parallel);

The approach used in this section is the following. First, characteristic scenarios are

defined to apply the optimization. Then, the criteria to define an optimal mass flow

rate are discussed. And finally, the optimization analysis is applied for two solar

plant layouts: series and parallel rows.
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7.2.1 Scenario selection

A methodology to select the operating conditions to be analyzed is proposed

hereafter. The ambient temperature and the feed-in water temperature are set

constant, respectively 25 ◦C and 105 ◦C. The other three inputs, linear heat flux,

feed-in mass flow rate and pressure are defined according to four scenarios defined

in table 7.2. In the first extreme scenario, hereafter called Scenario A, the highest

steam quality is achieved. This occurs under high irradiation when the specific

enthalpy at the absorber inlet is close to saturation condition, ie. the recirculate

water from the steam drum is not mixed with cold water. This phenomena could

happen during start-up operation at noon. Indeed, during the start-up no feed-in

water is supplied to the loop, thus the fluid at the inlet of the absorber tubes is the

saturated liquid from the drum.

Then the next three scenarios (B, C & D) are obtained using different irradiations

when saturated steam is supplied to the process line, and an equivalent mass flow

rate of water is fed into the recirculation loop. This equivalent mass flow rate is

approximated based on eq. 7.1. Scenario B represents the full load scenario and

Scenarios C and D represent part load conditions at 80% and 50% of the full load.

ṁin =
Q̇in

hsat,g(p)− hin
(7.1)

where ṁin is feed-in mass flow rate [kg/s], Q̇in is the solar gross heat gain [kW],

hsat,g the specific enthalpy of the saturated steam [kJ/kg], hin is the specific enthalpy

of the feed-in water[kJ/kg].

The pressure of the DSG plant fluctuates during the day due to the difference

between the steam generation and the real load. Three different running pressures

are defined: maximum (26 bar-a), nominal (21 bar-a) and minimum (15 bar-a). The

saturated steam density is reduced with low pressure and it leads to higher pres-

sure drops. In order to characterize the maximum pressure drops the scenario A is

performed at the minimum pressure. The other three scenarios are defined to char-

acterize the nominal condition thus the nominal pressure is used for these scenarios.

The maximum pressure condition is less restrictive for pressure drops calculation

and is not used to define the four scenarios.
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Table 7.2: Operating conditions (Inputs of Model 1) for the four scenarios

Scenario A B C D

Pressure Min. pressure Nom. pressure

Linear heat flux 100% 100% 80% 50%

Feed-in mass flow rate 0 ∼ ṁout , see eq 7.1

Ambient temperature 25 ◦C 25 ◦C

Feed-in water temperature 105 ◦C 105 ◦C

7.2.2 Optimal mass flow rate definition

For a given boundary condition, the choice of the recirculation mass flow rate

has an impact on the overall pressure drops and on the flow pattern in the boiling

zone. The optimal mass flow rate is set to achieve the following objectives:

• Pressure drops has to be minimized. The pressure drops has to be minimized

mainly in order to maximize the stability of the plant for a chosen pressure

rating.

First, the pressure rating of the hydraulic components has to be chosen. The

first requirement is to be at least higher than steam line process pressure.

Then, the cost/benefit optimization consists in determining how much should

be the differences between the steam line process pressure and the condition

of full load. In fact, on the one hand an upgrade of the pressure rating is very

costly but one the other hand a high maximum pressure of the steam drum

allows a better stability of the system.

Once the pressure rating is selected, the pressure range of the steam drum (ie.

difference between the minimum and maximum running pressure) should be

maximized. The minimum drum pressure is defined as the minimum required

pressure to be able to feed steam into the process steam line. Whereas the

maximum drum pressure is defined based on the pressure rating and on the

pressure drops from the pump to the drum. In fact, the outlet pressure of the

pump (the highest pressure of the recirculation loop) is the most restrictive

condition for pressure rating. This value is defined backwards starting from

maximum drum pressure plus the expected pressure drops from the pump to

the drum. Thus, for lower pressure drops an higher maximum drum pressure
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could be used to respect the pressure rating at pump outlet. This is the main

reason why the pressure drops should be minimized.

• Harmful flow pattern has to be avoided. The originality of this methodology

is to complete the optimization process with a flow pattern analysis. In fact,

some of the flow patterns, such as stratified, dry-out and in some extent wavy

stratified, generate a thermal stress on the absorber, see section 2.4.1.

The intermittent flow pattern avoids this thermal stress but it could generate

some mechanical stress due to vibration and water-hammer-like phenomena.

Based on the literature review of mechanical instability of two-phase flow,

Miwa shows that slug and churn flow regimes have the strongest fluctuation

compared to other flow regimes [55]. Therefore, he recommends to minimize

slug flow pattern, when operating under two-phase flow condition. In order

to diminish the collision effect, sharp-tuning elbow section should be avoided.

Thus, a suitable anti-vibration procedure should be elaborated to diminish the

vibrations on the weakness point of the solar field.

The flow pattern optimization should maximize the annular flow pattern as it

cools down the absorber and avoid any water-harmer effect. This optimization

is applied based on flow pattern description for the whole absorber at different

mass flow rates, eg. figure 7.2. This figure represents the local flow pattern

for each discretized volume of the absorber.

7.2.3 Solar field layout - series configuration

Once the number of Linear Fresnel Reflectors (LFR) has been defined, the solar

field layout has to be optimized: as mentioned above, the pressure drop and electrical

consumption has to be minimized and harmful flow pattern avoided. For a MW solar

plant, there are two alternatives for the solar field layout: the series configuration

(all absorber connect in a unique loop), or the two parallel rows, defined in the next

section 7.2.4.

Mass flow rate is a critical parameter and needs a specific optimization, par-

ticularly in a solar system where operating conditions are variable. In the present

analysis, a lower steam quality is targeted than the value suggested by Eck et al.
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(0.7-0.8) [108]. Low steam quality means a high flow rate, so the risk of harmful

flow patterns - stratified and dry-out - can be avoided. On the other hand, an exces-

sive mass flow rate leads to large electricity consumptions and to large liquid pipe

diameter. At high flow rate the intermittent and wavy-stratified are the main flow

patterns.

Figure 7.1: Average fluid conditions for each finite volume of the absorber (diamond)
for Scenario A on modified KTF flow pattern map

The optimization process to find the suitable mass flow rate of the second

case study has been done for specific mass flow rate in the range 200 kg/s.m2 -

1250 kg/s.m2, ie. 0.68 kg/s - 4.28 kg/s, under constant boundary conditions (irradi-

ation, pressure and diameter) in the four scenarios defined above.

The modified KTF map can effectively show the flow pattern according to the

specific mass flow rate and the steam quality. An example, related to Scenario A, is

presented in figure 7.1. Each diamond represents a section of the absorber and four

specific mass flow rates are analyzed. In steady state condition, the specific mass

flow rate is constant over the whole absorber and the steam quality increases from

0 at the inlet to the final steam quality at the outlet of the absorber (eg. 0.75 for

a specific mass flow rate of 200 kg/s.m2 in scenario A). Under constant boundary

conditions, the final steam quality is function only of the mass flow rate. It increases

with low specific mass flow rate.

Nevertheless, to find the suitable mass flow rate another representation is used.

The vertical axis represents the absorber length in percent, where water inlet is at
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0% and absorber outlet at 100%. Each vertical bar is done for a fixed specific mass

flow rate (represented on the horizontal axis), figure 7.2.

Figure 7.2: Flow pattern distribution in the four scenarios for the series configuration

Based on the analysis of flow pattern, an optimal range for the mass flow rate

rather than an optimal value has been defined. In scenario A, annular flow pattern is

obtained at the absorber outlet for a specific mass flow rate from, 200 to 500 kg/s.m2.

However, in this range, the wavy stratified flow pattern is large. Thus, to maximize

the annular flow pattern, the wavy stratified flow pattern region has to be increased.

In scenarios B and C, the annular flow pattern region appears for a lower mass flow

rate range. However, the wavy stratified region at 200 kg/s.m2 is more than 50%

of the overall absorber, thus 350 kg/s.m2 would be preferred. In scenario D, the

annular region could not be reached and the optimal specific mass flow rate is in

the range 350-650 kg/s.m2. Thus, the common optimal specific mass flow rate for

each scenario is in the range 350-500 kg/s.m2, ie. 1.2-1.7 kg/s. In this range, the

superheated steam and stratified flow pattern are avoided. In order to minimize the

pressure drops and electrical consumption, the lowest mass flow rate should be used

thus 1.2 kg/s would be preferred. Moreover, the liquid region increases with the

161



CHAPTER 7. SYSTEM OPTIMIZATION

mass flow rate increase. This is due to higher absorber inlet pressure thus higher

liquid saturated specific enthalpy. Scenarios B, C and D have a high liquid region,

since ”colder” water is fed to the system to balance the steam generation.

7.2.4 Solar field layout - two parallel rows

Figure 7.3: Flow pattern distribution in the four scenarios for parallel rows config-
uration

As presented in previous section 7.2.3, for a MW solar plant two alternatives solar

field layout exist: the series configuration (presented above) and two parallel rows.

The latter one has the objective to minimize the pressure drops inside the absorber

at equivalent pump mass flow rate. However, the instability of transient flows of

evaporating fluid in parallel pipes must be considered [41]. Since for asymmetric

heating the mass flow rate is larger in the absorber with smaller heating [43], the

steam quality unbalance is emphasized between the two lines. As a consequence

more complex control systems can be required.

Hereafter, a similar methodology to the one for series configuration is used to

find the optimal range analysis, in which the four scenarios presented above are
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analyzed. The steady state analysis is assuming that the pump mass flow rate is

divided fairly between the two rows and an uniform heat flux is used for the two

strings. Figure 7.3 shows the flow pattern distribution analysis for the four scenarios

in parallel configuration

In the present case study, the mass flow rate has to be drastically increased to

avoid a large share of stratified wavy pattern. Moreover the annular flow pattern

cannot be obtained. The optimal mass flow rate is in the range of 475-625 kg/s.m2,

ie. a mass flow rate of 3.3-4.3 kg/s at pump outlet. In order to minimize the

pressure drops and electrical consumption, the lowest mass flow rate should be used

thus 3.3 kg/s would be preferred. Thus, to maintain a satisfactory flow pattern

distribution, the optimal mass flow rate in parallel configuration (3.3 kg/s) is higher

than the one in series configuration (1.2 kg/s). So the expected pressure drop

decrease due to the split of the mass flow rate is partially balanced by an higher

mass flow rate at the pump outlet. Figure 7.4 shows how the overall pressure drops

is calculated in the specific case of scenario A and table 7.3 summarizes the overall

pressure drops for the two optimal mass flow rates.

(a) (b)

Figure 7.4: (a) Characteristic curve of the series configuration. (b) Characteristic
curve of the parallel configuration.

The overall pressure drop is composed by four sections: the liquid pipe (liq)

from the Drum to the absorber inlet, the absorber (abs) from the inlet to the outlet

of the absorber, the biphasic pipe (biph) from the absorber outlet to the drum

inlet and finally the static pressure drops which is null for this second case study
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Table 7.3: Overall pressure drops for the two solar field configurations under optimal
mass flow rate.

Scenario A B C D

Serie at 1.2 kg/s 2.6 bar-a 1.4 bar-a 1.2 bar-a 0.86 bar-a

Parallel at 3.3 kg/s 1.8 bar-a 1.1 bar-a 1.0 bar-a 0.84 bar-a

since the absorber is at the same level than the steam drum. Figure 7.4 shows the

contributions of each section for the example of scenario A for the series and parallel

configuration. This analysis highlights that the contribution of liquid piping pressure

drop is lower for the series configuration at optimal mass flow rate condition (< 3%

) than the one of parallel configuration which represents 20%. Thus pipe diameter

could be downsized to reduce the investment cost in the series configuration.

To summarize this solar field layout analysis, three points are highlighted and

justified the use of series configuration for a 1 MW plant :

• higher mass flow rate is required in the parallel configuration in order to main-

tain a satisfactory flow pattern distribution;

• overall pressure drop is reduced in the parallel configuration but less than

expected due to higher optimal mass flow rate;

• higher investment costs for parallel configuration are expected due to higher

piping cost and complex control systems.

7.2.5 Additional results of optimization work

7.2.5.1 Numerical model simplification.

In the numerical model here presented, the heat transfer rate is calculated for

each node and based on specific correlations according to the fluid condition. Given

the solar radiation, the heat transfer rate determines the temperature difference

between the wall and the fluid. A higher wall temperature means higher thermal

losses. Anyway, thanks to the effective insulation of absorber tubes, the impact of

the increase of wall temperature on overall losses is limited except for dry-out region.

Thus, for design purposes, the Model 1 could be simplified by using a simplified heat

transfer rate for the whole absorber.
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In the specific case of this plant configuration with a mass flow rate of 1.2 kg/s in

the scenario B, the internal heat transfer rate is around 4 kW/K m2 for sub-cooled

water at the absorber inlet and increases along the absorber up to 12 kW/K m2 at the

absorber outlet. The simplification to use the heat transfer rate correlation of liquid

flow in the whole recirculation loop has been investigated. By using a lower mass

flow rate (approx 4 kW/K m2) for the whole absorber, the average wall temperature

and heat losses increase. Nevertheless, this heat loss increase is negligible, since the

overall net solar gain is underestimated just by 0.05%. Thus, to use a simplify form

of the heat transfer for the whole absorber strongly reduce the computational effort

and at the same time does not affect strongly the system performance.

A similar simplification has been applied for the Model 2, where it has been

chosen a constant value for the heat transfer rate of 10 kW/K m2 in the range of

[4 kW/K m2; 12 kW/K m2].

7.2.5.2 Variable absorber tube diameter to minimize the harmful flow

pattern.

Figure 7.5: modified KTF map with variable diameters

As shown in Figure 7.2, the tube length where wavy stratified flow pattern occurs

cannot be reduced by varying the flow rate without decreasing also the length of

annular flow pattern. A way to overcome this problem can be the use of different

absorber tube diameters, in order to increase the specific mass flow rate just in the
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first section of the solar field. For example, with a mass flow rate of 1.2 kg/s, if the

diameter of the first 200 m of absorber tubes is reduced by 20%, from 53 mm to

66 mm, the tube length affected by wavy stratified pattern is strongly reduced in

the four scenarios, see table 7.4. For instance, in scenario A the wavy stratified flow

pattern region decrease from 20% to 1% with variable pipe diameter. Nevertheless,

this diameter reduction increases the pressure drops between 26% to 46% which

reduces pressure range of the steam drum thus reduce slightly the stability of the

system, see table 7.4.

Moreover, this concept is a theoretical consideration and the technical application

of this concept has not been considered.

Table 7.4: Effect of smaller diameter (53 mm) for the first 200m of the solar field.

Scenario A B C D

WS [%]: D. const. at 1.2 kg/s 20% 25% 31% 48%

WS [%]: D. var at 1.2 kg/s 1% 3% 8% 31%

dp rec variation +46% +26% +33% +28%

7.3 Moving Evaporation start point impact

A transient simulation, based on Model 2, is presented in this section. The objec-

tive is to analyze fast movement of the evaporation start point inside the absorber.

More precisely the purpose is to study the movement generated when the two-phase

region into the absorber is reduced due to fast temperature decrease at the inlet

of the absorber tube. This phenomena is of crucial importance for solar DSG as

a fine control of the feed-in water pump is an issue due to very large operation

condition. For instance it could happen condition with low mass flow rate and high

hydraulic head or vice versa (ie. high mass flow and low hydraulic head). Thus, an

non accurate feed-in control of the mass flow rate could generate a fast temperature

decrease at the absorber inlet. This fast movement of evaporation start point leads

to low mass flow rate in the two-phase flow region thus high specific enthalpy could

be reached and could generate harmful conditions at the absorber outlet.

This non-intuitive effect has been discussed by Eck et al. in the case of super-

heating generation with a local solar irradiation decrease [ [16], [59]]. In fact, by
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shading a mirror in the evaporator region the expected result is to see a temperature

decrease at the superheating region exit whereas it has been observed an increase

of temperature during transient conditions.

In this work an approach in three steps to tackle the problem through simulation

is presented:

• First, a qualitative analysis is performed to define two simple correlations in

order to indicate if harmful conditions could appear.

• Then, the monitoring data of RAM plant is used as boundary condition. The

outlet specific enthalpy and mass flow rate are calculated for the two selected

days: the 25th of December and the 3rd of July.

• Finally, the analysis is extended to a 1 MW solar system. The transient

responses for a 40 ◦C decrease of the inlet temperature is analyzed and potential

harmful conditions are highlighted. An optimization scenario is proposed by

using a mixed tank at the inlet of feed-in water to smooth the temperature

variation and protect the absorber to high specific enthalpy condition.

7.3.1 Qualitative analysis

Within the absorber, rapid movement of the evaporation start point downstream

could destabilize the DSG operation, as the outlet mass flow rate is significantly

lower than the inlet one, as illustrated in figure 7.6. This phenomenon could be

generated by a linear irradiation decrease (first case) or inlet temperature decrease

(second case) :

• This first case has been analyzed by Eck et.al for superheating steam [ [16],

[59]]. In the case of industrial application, this phenomena is not relevant

as no harmful condition is expected. In fact, for industrial sector, the solar

fields are smaller than for CSP. Thus, moving cloud (which generates sudden

irradiation decrease) covers a large part of the solar field thus we could expect

that the last section of the absorber has a low mass flow rate with low linear

irradiation. The latter condition does not generate any harmful condition.
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• Whereas for the second one, the risk of having harmful condition is higher as

low mass flow rate and high heat flux could generate high specific enthalpy

at the absorber outlet. Low mass flow rate and high specific enthalpy char-

acterized harmful condition such as stratified or dry-out flow patterns. This

phenomena is not intuitive as we could expect that a decrease of the inlet

temperature leads to a decrease of the specific enthalpy at the absorber out-

let. However, during transient condition, this temperature decrease at the

absorber inlet could generate a specific enthalpy increase.
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Optimization : Moving Starting Evaporation point
Dynamic model developed in Dymola.
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 harmful conditions Figure 7.6: Moving evaporation start point (blue liquid and orange two-phase mix-
ture)

The objective of this section is to understand if and when a large temperature

variation could generate harmful conditions. In order to understand when this

phenomena could appear, three novel indicators have been defined: ∆L, τw and τm.

The evaporation start point moves toward the pipe outlet when the inlet temperature

decreases. The displacement length of evaporation start point before and after the

step change is defined as ∆L, see eq. 7.2. In the volume generated by movement of

evaporation start point (∆L ·A), the two-phase mixture is replaced by liquid water.

Thus, the mass of the finite volume increases, and the inlet mass flow rate is higher

than the outlet mass flow rate. τw defines the minimum required time lapse to fill this

volume, ie. when the outlet mass flow rate is null, see eq. 7.3. The internal energy

of metal absorber decreases in the sub-cooled region during this transition period.

This energy variation causes the increase of the heat flux transmitted to the fluid.

Thus, the transition boundary does not move instantaneously to the steady state

condition and the outlet mass flow rate is not null but only reduced. Nevertheless,

the metal inertial is low. To quantify this phenomena, the metal temperature is

calculated. If thermal loss is neglected then the energy balance equation of metal

absorber can be solved as a differential equation of first order, and we obtain the eq.

7.4. The decay characteristic time, τm, is defined as eq. 7.5. Thermal equilibrium is
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reached after 5τm as the metal temperature equals 99.3% of the final value.

∆L =
ṁrec · Cp,w ·∆Tw

Q̇in,lin

(7.2)

τw =
A · Cp,w ·∆Tw · ρw,l

Q̇in,lin

(7.3)

θm(t, x) =

[
Tw,sat − Tw(x) +

Q̇in,lin

πDhconv

]
· e
−t
τm + Tw(x) (7.4)

with τm =
Cp,m · ρm · Am
πD · hconv

(7.5)

∆Tw is the water inlet temperature decrease [ ◦C], Tw is the water temperature [

◦C], θm is metal temperature [ ◦C], ṁrec is the mass flow rate at the absorber inlet

[kg/s], Cp,w is the specific capacity of the liquid water [kJ/kg.K], Cp,m is the specific

capacity of the metal absorber [kJ/kg.K], Q̇in,lin is the linear heat flux [kW/m], ρw,l

is density of liquid water [kg/m3], ρm is density of metal absorber [kg/m3], hconv is

convective heat transfer rate [kW/K.m2].

Hereafter, some comments on the previous equations. For a given linear Fresnel

reflector and a given solar irradiation, the linear heat flux is fixed and defined as a

parameter of the test condition. Thus, τw is a function of only one variable, ∆Tw. A

higher temperature decrease at the absorber inlet would increase the time required

to fill this volume. Moreover, this characteristic time is independent of the mass

flow rate. τm is proportional to metal inertia, defined as absorber parameter, and

to the convective heat transfer rate. The convective heat transfer rate calculation is

complex, see section 4.4.1, but is proportional to the mass flow rate and fluid state.

And finally, ∆L is function of mass flow rate and inlet water temperature variation.

High specific enthalpy at the absorber outlet is reached if a long section of the

absorber has a low mass flow rate for a long period. In other words, if the two-phase

region after the evaporation start point region is long and is heated for a sufficient

duration significant to increase strongly the metal pipe temperature. This condition

is true if
∆L

Ltot
� 1 and

5τm
τw
� 1. Thus, harmful condition appears for low ṁrec,
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large plant size (Ltot) and large ∆Tw, see eq. 7.6 and eq. 7.7.

∆L

Ltot
=
ṁrec · Cp,w ·∆Tw
Q̇in,lin · Ltot

� 1 (7.6)

5τm
τw

=
5Cp,m · ρm · Am

A · Cp,w ·∆Tw · ρw,l
Q̇in,lin

πD · hconv
� 1 (7.7)

The indicators are calculated for the three case studies defined in this PhD work:

• DSG bench used in chapter 2,

• RAM plant defined in chapter 6

• Theoretical 1 MW plant described in section 7.2

Table 7.5: Qualitative analysis of fast temperature decrease at the absorber inlet:-
40 ◦C

Scenario DSG lab. RAM plant MW plant

Q̇in (kg/s) 2.5 3.2 3.2

ṁrec (kg/s) 0.088 1.2 1.2

Labs(m) 5.9 72 313

5*τm (s) 7.5 4 4

τw (s) 11.3 169 169

∆L

Ltot
(-) 1.0 0.9 0.2

5τm
τw

(-) 0.66 0.02 0.02

No harmful condition is expected for the first two real case studies as the two condi-

tions defined above are not reached (see table 7.5). For the DSG bench, experimental

activity confirms that this transient condition is not observed. For the RAM plant,

the Model 2 confirms that no harmful behavior is expected, see following section

7.3.2. Whereas for the theoretical MW plant we could expect some harmful condi-

tions. This specific case study is analyzed more in details in the next section 7.3.3.

7.3.2 RAM case study analysis

An accurate control of the feed-in water is a strong issue for solar DSG, as shown

in section 6.4. The qualitative analysis of previous section shows that no harmful
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condition is expected for the case study of RAM. In this section, Model 2 is used

to quantify the impact of this inaccuracy on the outlet specific enthalpy for the two

selected days.

7.3.2.1 Input
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Figure 7.7: INPUT Model 2 for RAM case study on 2015/12/25

0

4

8

12

16

20

0
20
40
60
80

100
120
140
160
180
200

7 8 9 10 11 12 13 14 15 16 17

O
u

tl
et

 P
re

ss
u

re
 [

b
ar

-a
] 

-

In
le

t 
m

as
s 

fl
o

w
 r

at
e 

[k
g

/s
]

In
le

t 
A

b
so

rb
er

 T
em

p
. 

[°
C

]

S
o

la
r 

H
ea

t 
g
ai

n
 [

k
W

]

TIME [h]
T_in Q_in ṁ_rec P_out

Figure 7.8: INPUT Model 2 for RAM case study on 2016/07/03

Figure 7.7 and figure 7.8 show the four input variables based on monitoring

data. Inlet temperature (sensor T4), inlet mass flow rate (sensor ṁrec) and outlet

pressure (sensor P6) use directly the measured values whereas solar heat gain is a

result of Model 1 (DNI sensor by LFR efficiency). The inlet temperature decrease

is approximatively 40 ◦C on the 25th of December and is 30 ◦C on the 3rd of July.
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7.3.2.2 Partial validation
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Figure 7.9: Comparison of absorber mass on the 2015/12/25
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Figure 7.10: Comparison of absorber mass on the 2016/07/03

Only a partial validation is possible as numerous outputs of the model (steam

quality, outlet mass flow rate, specific enthalpy at the absorber outlet) are not

monitored in the real case study. Nevertheless, thanks to the post processing model

of Model 1, a rough estimation of the absorber mass variation could be obtained at

each time step. In fact, the water mass variation contained in the absorber (Mabs)

is indirectly measured as a function of water mass in the steam drum (MD), inlet

feed-in water (ṁin) and outlet steam mass flow rate (ṁout), see eq. 7.8. Where the

water mass in the steam drum is a function of the measured liquid level, temperature

and pressure of the steam drum.
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Mabs(t)−Mabs(0) =

MD(t)−MD(0)−
t∫

0

ṁin(t) +

t∫
0

ṁout(t)

 (7.8)

Figure 7.9 and figure 7.10 show the comparison of the ”measured” and expected

(Model 2) mass variation in the absorber for the two selected days. A relatively

good agreement is observed in the peak variation. The initial and final mismatch

between the simulated and measured absorber mass variation are mainly due to

solar heat gain uncertainty. In fact, solar heat gain uncertainty has a strong impact

on the mass variation close to saturation condition. Indeed, a lower heat flow in the

real case study than in the simulation one leads to steam in the simulated absorber

whereas the fluid remains liquid for the real absorber. Nevertheless, the model

focuses on inlet temperature variation during nominal condition, which corresponds

to the peak variations. Thus, Model 2 can be considered validated to highlight the

physical phenomena of moving evaporation start point.

7.3.2.3 Results
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Figure 7.11: Inlet and outlet specific enthalpy of the absorber on the 2015/12/25

At the first step of result analysis, the outlet specific enthalpy is calculated under

steady state condition where input data are the average of measured data (every 1s)

for 3 min. Then the outlet specific enthalpy calculated based on the Model 2 and

based on the steady state approach are compared to quantify the effect of transient

173



CHAPTER 7. SYSTEM OPTIMIZATION

700

750

800

850

900

950

7 8 9 10 11 12 13 14 15 16 17S
p
ec

if
ic

 E
n

th
al

p
y
 [

k
J/

k
g
]

TIME [h]

hin (Model 2) hout (Model2) hout SS 3 min

Figure 7.12: Inlet and outlet specific enthalpy of the absorber on the 2016/07/03

condition. Figure 7.11 and figure 7.12 show very small deviation between these two

variables and this behavior agreement confirms the use of steady state approach in

chapter 6. Thus, the inlet temperature variation (between 30 ◦C -40 ◦C) does not

generate any harmful conditions in RAM plant, ie. high specific enthalpy and high

steam quality are not observed.

7.3.3 MW plant case study

The case study in issue is the MW plant defined in section 7.2. A deeper analysis

is performed since the qualitative analysis showed possible harmful behavior due to

fast temperature decrease at absorber inlet, see table 7.5.

7.3.3.1 Boundary Condition

This ”fast” temperature decrease at absorber inlet is illustrated with an inlet

temperature decrease of 40 ◦C, from 160 ◦C to 120 ◦C, in 40 seconds as the one

observed on the 25th of December in the RAM plant. The step change is applied

after 4 min. The solar heat gain is set constant for the whole simulation and equal

to 1 MW. The same linear heat flux as the one of the RAM plant at peak power is

used. In fact, the heat flux is proportional to the LFR type and solar irradiation

and thus it is independent of plant size. Thus, the absorber length is calculated as

the ratio between the peak power capacity and the linear heat flux. The absorber is

discretized in 60 finite-difference nodes. The inlet mass flow rate and outlet pressure
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are kept constant and equal to 1.2 kg/s and to 7 bar− a.

7.3.3.2 Result
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Figure 7.13: Transient response of mass flow rate variation due to ”fast” inlet tem-
perature decrease with a mass flow rate of 1.2 kg/s
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Figure 7.14: Transient response of specific enthalpy due to ”fast” inlet temperature
decrease with a mass flow rate of 1.2 kg/s

Steady-state is seen to be re-established approximately 9 min after the step-

change, i.e. 3 times longer than the minimum characteristic time, τw, calculate in

table 7.5 with an instantaneous step change. Transient response in fluid specific

enthalpies (in 5 different nodes) and mass flow-rate are given in figures 7.13 and

7.14. It can be seen from the transient response that the mass flow rate peaks reach

0.4 kg/s before returning to a steady-state condition of 1.2 kg/s. This mass flow

rate variation leads to a maximum outlet specific enthalpy equals to the saturated

steam. Moreover, the steam quality is higher than 0.8 for duration longer than 2 min.

This condition can be harmful due to stratified or dry-out flow pattern conditions,

characterized with high steam quality and low mass flow rate.
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• For stratified flow pattern, a strong temperature difference is expected in ab-

sorber cross section.

• For dry-out flow pattern, the heat transfer rate decreases strongly thus metal

temperature is expected to reach high temperature.

Nevertheless, Model 2 is not able to quantify this thermal stress. In fact, the one

dimensional approach would not show the temperature difference into the cross

section. Moreover, the simplification that consists into using constant heat transfer

rate does not allow to characterize dry-out condition.

7.3.3.3 Optimization

The extreme flow condition during transient has to be minimized in order to have

the system working properly. Two alternatives exist: improve the system response

or minimize this temperature step change:

1. First, to improve the system response the two ratios defined above (
∆L

Ltot
and

5τm
τw

) should be maximized. This can be achieved by increasing the recircu-

lation mass flow rate. With a mass flow rate of 2.5 kg/s,
∆L

Ltot
increases to

0.4 (instead of 0.2 in table 7.5) but
5τm
τw

remains very low. As expected, the

transient duration is independent of the mass flow rate and equals to 9 min

with 1.2 kg/s and 2.5 kg/s, see figure 7.15. This high mass flow rate condition

is not sufficient to avoid specific enthalpy peak, see figure 7.16. Nevertheless,

the minimum mass flow rate and maximum specific enthalpy remains within

the design range, see figure 7.15 and figure 7.16. However, the optimal mass

flow rate, defined in the section 7.2 based on pressure drops and flow pattern

analysis, leads to lower mass flow rate.

2. Thus, the second option is developed to maintain the ”optimal” mass flow

rate or if maximizing the ratios is not sufficient then the step change should

be minimized. It could be done technically by either improving the control

of feed water mass flow rate to match the solar steam generation and system

pressure (not easily applicable) or by integrating a mixing vessel to smooth

the temperature variation of inlet water into the solar field, see figure 7.17.
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Figure 7.15: Transient response of mass flow rate variation to ”fast” inlet tempera-
ture decrease with higher mass flow rate (2.5 kg/s)
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Figure 7.16: Transient response of specific enthalpy to ”fast” inlet temperature
decrease with higher mass flow rate (2.5 kg/s)

With a mixing vessel of 100 L, the temperature decrease from 160 ◦C to 120 ◦C

is done in 5 min instead of 40 s without any mixing vessel. The improvement

of an ideal mixing vessel of 100 L is quantified thanks to Model 2. Figure 7.18

shows that outlet mass flow rate variation is smooth (minimum mass flow

rate is 0.8 kg/s) but it lasts 12 min, ie. more than the scenario without any

mixing tank. Thus, the outlet specific enthalpy reaches lower value and the

temperature decrease does not generate harmful conditions during transient,

see figure 7.19. Moreover, the design optimization presented in section 7.2 is

still applicable.
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Figure 7.17: Mixing vessel configuration
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Figure 7.18: Transient response of mass flow rate variation to ”fast” inlet tempera-
ture decrease with mixed tank with a mass flow rate of 1.2 kg/s
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Figure 7.19: Transient response of specific enthalpy to ”fast” inlet temperature
decrease with mixed tank with a mass flow rate of 1.2 kg/s
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7.4 Control Strategy: Night cooling impact

The objective of this section is to analyze, quantify and then optimize the night

heat loss. The plant in issue is the solar plant installed at RAM by the manufacturer

Industrial Solar, described in details in chapter 6. First, a four steps tuning and

validation procedure has been performed for Model 3. Then, an optimized control

strategy has been proposed and implemented into the real plant in April 2016 to

minimize the start-up losses of RAM installation. The saved energy of this optimized

control strategy is quantified with Model 3 on the night between the 3rd and the

4th of July. And finally, the expected theoretical energy saving of an ideal control

strategy during winter is analyzed based on a representative day, 25th of December

2015.

7.4.1 Model validation

Model 3, presented in section 4.6.2, has the purpose to describe the real plant per-

formance. Thus, a model tuning and a validation in three steps have been performed.

First, tuning coefficients are used to match the theoretical heat loss calculation with

the real one (section 7.4.1.1). The temperature cooling curve of a standard winter

night is used to tune the heat loss coefficients. The validation of the heat loss of each

section is an issue. Thus, the validation is performed in two different conditions, in

active (section 7.4.1.2) and in stand-by (section 7.4.1.3) modes, and the expected

pressure variation is compared with the measured one. The two modes are described

in section 4.6.2. If both conditions lead to a good agreement between the model and

the measurement then the heat loss coefficients of each section are considered valid

to perform the optimization of the control strategy. And finally, the night heat loss

is compared to the other two methodologies (section 7.4.1.4) based on Model 1 and

the temperature profile approach, see section 6.3.1.

7.4.1.1 Tuning coefficient:

The heat loss, calculated as eq. 4.62, underestimates the expected heat loss

since no thermal bridges and an ideal installation (ie. dry insulation, all hydraulic

components insulated, average wind load ...) are assumed. The tuning coefficients

179



CHAPTER 7. SYSTEM OPTIMIZATION

have been applied to all the piping sections where local installation was performed

and could generate extra pressure drops. For instance, the vacuum of evacuated

tube has been generated during the production process in the factory and heat loss

coefficients are not affected by the local installation. Thus, the heat loss coefficients

of the evacuated tubes are not adjusted. Then, correction factors are tuned thanks

to the temperature sensors installed along the recirculation loop. Each node of the

lumped model represents a section of the recirculation loop, described in chapter 6

(see figure 6.2). The liquid section is characterized with the pump inlet temperature

(sensor T2); the sensor installed between the two collector strings is used (sensor

T5) for the interconnection I1 and drum temperature sensor is used for the steam

drum. The tuned coefficients have been obtained in order to match the measured

and simulated temperatures in the morning of the 26th December. The following

correction factors have been chosen:

• Coefficients of the liquid sections, ie. liq1, liq2 and liq3, equal to 2.5.

• Interconnection coefficient equals to 1.3.

• Steam drum correction factor equals to 2

• Remaining nodes, CS1, CS2, Bi1 and Bi2 equal to 1 (no correction).

Figure 7.20 shows the result of the tuning phase with the four temperature sensors. A

good agreement is observed between the different cooling curves. Nevertheless, this

approach is not sufficient to validate the model as the temperature sensor selected

could be an non-representative temperature of the specific section. The overall heat

loss of each node, including the correction factors, are summarized in table 4.2.

7.4.1.2 Active mode validation: cooling curve test

To validate the correction factors, the first step consists in evaluating the overall

heat loss in active mode. Active mode is defined when the recirculation pump is

activated and water of the solar system is uniform along the recirculation loop and

its temperature equals to the saturated temperature. A cooling curve test has been

performed by Industrial Solar during the night of 2016/10/18.
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Figure 7.20: Cooling curve during stand-by mode - 2015/12/25

Cooling curve procedure: The solar system is warmed-up to the maximum

temperature condition to validate the heat loss for a large temperature range. Then,

the reflectors are unfocused and the system is closed (no feed water and steam

generation) for the whole cooling curve test.

In the 2016/10/18 the saturated temperature decreased from 195 ◦C at the be-

ginning of the cooling curve test to 120 ◦C after 17 hours. The monitored pressure

is compared to expected pressure decrease. The initial condition of dynamic model

is based on monitored sensors when the recirculation loop is fully liquid. To be sure

to have liquid in the recirculation loop, the recirculation mass flow rate is increased

to 1.8 kg/s before being set a 1.0 kg/s during the test.

Cooling curve result: Figure 7.21 shows the test performance result. On the

left, the mass analysis confirms that the system is closed during the test as the

monitored mass in the steam drum remains almost constant (calculated based on

level and temperature sensors in the drum). The right figure shows the decrease of

monitored pressure at Drum level (black curve) and the expected pressure (dashed

blue curve). A good agreement is observed between the two curves.

And finally, figure 7.22 confirms the assumption of Model 3 which assumes that

the two phases of the whole system are at thermal equilibrium, ie. the temperature

of the system is uniform and equals to saturated condition.
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Figure 7.21: Cooling curve test result on the 2016/10/18. Left: Mass variation;
Right: Pressure variation

Figure 7.22: Cooling curve test result on the 2016/10/18: Temperature variation
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7.4.1.3 Stand-by mode validation

During stand-by mode, the mass flow rate is zero and corresponds to standard

night control. In this condition the temperature of the recirculation loop decreases

faster than the one of the steam drum. Unlike the active mode where temperature

is uniform, this dis-uniform temperature distribution leads to a another validation

scenario. Figure 7.23 shows the good agreement of pressure decrease on 2015/12/25

and 2016/07/03, which are the two days selected in chapter 6 to apply a detailed

analysis.

Figure 7.23: Pressure decrease during stand-by mode. Left: the night of 2015/12/25;
Right: the night of 2016/07/03

In the description of Model 3, in section 4.6.2, the mass variation due to thermal

expansion is assumed to be low compared to the overall system mass. For the two

selected days, the mass increase of the recirculation loop is approximatively 25 kg
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in a winter night of 16.5 h and approximatively 15 kg in a summer night of 11.5

h. Since the overall water mass is approximatively 1500 kg, the model assumption

seems correct (mass variation is two orders of magnitude higher than the overall

mass). In fact in Model 3, the mass increase of each node is directly balanced with

saturated liquid without respecting the piping configuration but it will not affect

strongly the overall result.

Furthermore, this cooling curve test highlights how crucial is to stop the pump

during the night in order to keep the system pressurized. In fact once the solar

system is closed (ie. no water inlet and steam outlet) the smooth pressure decrease

due to night cooling is higher on the 2016/10/18 where the pump is active all

the night, see figure 7.21, than when the pump is stopped, eg. 2015/12/25 and

2016/07/03, see figure 7.23.

7.4.1.4 Model comparisons
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Figure 7.24: Model comparison of night heat loss

The last part of the model validation is the comparison of the night heat loss re-

sults with two other approaches. In section 6.3.1, the temperature profile approach

is described. It analyzes the temperature variation during start-up and shut-down.

The second approach is the one developed with Model 1 in stand-by mode. As

presented in section 6.3.1.5, the Model 1 result has to be slightly adjusted to be

compared with the other approaches. Due to different integration time, the night

duration is shorter for the stand-by approach and the missed heat loss of the recir-
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culation loop is approximatively 3 kWh. Thus, in order to have comparable Model 1

results, this extra energy is added to the Model 1 results. Figure 7.24 shows the com-

parison of the three different approaches presented in this work during four nights.

Model 3 has a relatively good accuracy but it slightly overestimates the night heat

loss compared to the other two approaches. However, Model 3 is sufficiently accurate

to quantify the effect of optimized control strategy and can be considered validated.

7.4.2 Optimization Start-up heat loss

7.4.2.1 Control strategy description

An optimized control strategy has been proposed and implemented in April 2016

to minimize the start-up loss of RAM installation. With the new control strategy,

just before to shut down the plant for the night, some feed water, which is much

colder compared to the recirculated condensate, is fed into the system to replace the

hot water from the recirculation loop. As an advantage, the hot water and steam is

now stored in the well-insulated steam drum overnight, and heat losses over night

are reduced.

7.4.2.2 Quantification summer improvement

To quantify the effect of the new control strategy, Model 3 is used. The night

heat loss of two scenarios, with and without the new control strategy, are compared.

The first one uses the real monitoring sensors to initialize Model 3. The second

one is initialized with the monitoring data before feed water is added to the system

and removing this extra mass to the overall initial mass. Figure 7.25 shows the

temperature variation of the recirculation loop with the new control strategy. It

shows that recirculation loop is filled with water at 120 ◦C instead of 160 ◦C. The new

control strategy of injecting some cold water in the evening saved approximatively

8.3 kWh/day in the 3rd of July. The saving represents approximatively 20% of

start-up losses and 1.5 % of steam generated in 3rd of July.
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Figure 7.25: Shut down temperature sensor variation on the 2016/07/03

7.4.2.3 Quantification of optimized winter night

In winter, an ideal control strategy is defined. It is assumed that the hot recircu-

lation water is replaced with 100% of feed-in water at 60 ◦C (average feed-in water

temperature at RAM plant). The hot water is pushed to the well insulated steam

drum. It would have a strong benefit as start-up loss reaches 19% of net energy

gain. In fact, on the 25th of December 2015 such control strategy would decrease

the start-up losses by 25 kWh/day, which is 43% of start-up losses and 11% of the

steam generated. But in the same time, it should be done carefully in order to avoid

large level increase or condensation of steam in the drum.
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In the last decades, numerous research projects (DISS, INDITEP) demonstrated

the feasibility of the Direct Steam Generation (DSG) in horizontal parabolic trough

collectors. Its advantages such as thermal performance, economic improvements

and environment constraint reduction have been highlighted for power generation.

However, the available know-how focuses mainly on power applications. The latter

implies different levels of temperature and steam quality compared to other appli-

cations, such as industrial process heat. In literature, published performance results

from existing ”real” operating solar DSG installations are yet scarce.

The peculiarity of the use in the industrial sector respect to the conventional CSP

application are: the use of saturated steam at lower pressure [3; 30 bar-g] instead

of [55-110 bar-g]; smaller solar plant installed close to the end user; lower steam

stability required; and finally a colder sub-cooled water at the absorber inlet. The

industrial sector has been identified as a high-potential and still largely unexplored

application for solar thermal.

• High-potential, since the industrial sector represents a large share of the overall

energy consumption. Moreover, a large share of this energy is heat at low and

medium level temperature which is suitable for the solar application.

• Unexplored, since only few Solar Heating for Industrial Processes (SHIP) plants

have been installed all over the world. In January 2017, of the 195 ship plants

listed in the IEA SHIP plants database [48], only 25 plants are larger than

1000 m2. This difficult development is due to several technologies barriers [6]

from which unstable oil prices does not enable forecast investment for ship

plants, concentrated technology needs Direct Normal Irradiation which is not

everywhere available in abundance and the lack of technology reliability.
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Mathematical modeling and numerical implementation

In order to study the physical phenomena which take place in solar DSG plants and

affect the generation and their performance, a specific class of mathematical models

has been developed and implemented in this PhD. Based on the literature review

presented in the section 4.3 and 4.4, three numerical models have been developed.

• A first model (steady state Model 1), see section 4.5, is developed to study

performance and behavior (pressure drops, steam drum level, flow pattern) of

existing solar DSG plants. It is applied to the test laboratory (chapter 5) and

to a specific case study (chapter 6).

• A second model (dynamic Model 2) is developed to analyze the potential

harmful conditions at the absorber outlet due to fast moving evaporation start

point within the absorber, see section 4.6.1.

• A third model (dynamic Model 3) is developed to characterize and quantify

the night heat loss of the solar DSG plant and the potential energy saving due

to an optimized control strategy, see section 4.6.2.

Experimental activities

A DSG bench was developed at the Energy department of Politecnico di Milano

(POLIMI), with the objective to validate Model 1 and some of its assumptions:

• pressure distribution over the recirculation loop;

• head loss correlations implemented in the numerical model;

• validation of the extension of the flow pattern map outside its validation range.

The latter is the most original point as the flow pattern maps used in Model 1 are

an extrapolation of modified KTF correlations [ [88], [89]] which have been devel-

oped and tuned for refrigerant in small diameter pipes at low pressure. The modified

KTF correlations have been used outside their boundary conditions for water flow in

larger diameter pipes (70 mm compared to 8-20 mm) and higher pressure (3-30 bar
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compared to 1.1-8.9 bar). An experimental campaign validates the use of water in-

stead of refrigerant for the transition curves encounter with solar DSG for industrial

heating processes (ie. intermittent, stratified wavy and annular flow patterns).

Real case study

Once Model 1 is validated on a lab-scale, it has been applied to a real case study: the

plant in Amman-Sahab / Jordan at RAM Pharmaceuticals Company. The so-called

RAM plant has been installed by Industrial solar in 2015 and it is composed of 18

linear Fresnel modules, connected in serial, for a total aperture area of 394 m2 [ [28],

[27]]. A generation performance analysis is carried out for two distinct periods one in

winter (two weeks) and one in summer (two weeks). It consists in the comparison of

expected and measured results. It shows that most of the measured energy balance

is within the uncertainty range of the model. Moreover, the impact of bad cleaning

conditions is highlighted with an increase of 45% in the measured daily energy

balance (εQ) after cleaning, in one occasion after a long period of non-cleaning.

Nevertheless, due to a low accuracy of the irradiation sensor, the uncertainty range

is large and does not allow a deeper analysis.

Then a detailed analysis is applied to one sunny day in winter (2015/12/25) and

one in summer (2016/07/03), where the mass and energy balance are within the

uncertainty range.

Head loss analysis shows a good agreement between simulation and measurement

during active steam production. Whereas, during the start-up and shut-down period

the simulated overall pressure drop is underestimated compared to the measurement.

This discrepancy is due to the presence of steam in the downward vertical pipes

whereas it was expected liquid phase. Small design improvement has been proposed

to limit this effect (siphon, larger pipe diameter)

Within the given accuracy of the measurement data, several interesting aspects

have been observed thanks to the analysis of the steam drum level. For instance,

that flashing appears in the solar field when the recirculation pump stops or when

the steam valve opens for the first time. The strong level variation due to the

water temperature decrease at the absorber inlet is observed (due to the difficulty

to control the feed-in water pump). A more detailed analysis is performed with a
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transient model.

The flow pattern analysis shows that harmful flow patterns as stratified and

dry out are successfully avoided by the existing control strategy, and the main flow

pattern in the steam region is expected to be stratified wavy, as a result of the

simulation.

Optimization processes

An optimization process has been applied to improve the solar DSG design and

control strategy for the specific application of industrial process heat. The approach

consists of different levels of optimization.

• The first one focuses on the methodology to design the solar field layout (par-

allel vs series, ideal mass flow rate) for a MW plant based on Model 1.

• The second and third optimizations focus on unexpected behavior highlighted

in the case study, with two transient models:

– Effect of fast moving evaporation start point: it highlights possible harm-

ful situations in some specific conditions at the absorber outlet when the

inlet absorber temperature decreases suddenly; Two simple indicators are

defined as benchmarks for these phenomena.

– Night heat losses: a new control strategy devoted to energy savings is

presented. It consists in injecting cold water in the evening in the recir-

culation loop to push the hot water in the well insulated steam drum.

It has been implemented in April 2016 at RAM plant by Industrial So-

lar. The saving represents approximatively 20% of start-up losses and

1.5% of steam generated in summer. In winter, an ideal control strategy

would decrease the start-up losses by 25 kWh/day, which is 43% of start-

up losses and 11% of the steam generated. This new control strategy

has the advantage to push the hot water and steam in the well-insulated

steam drum overnight and to avoid possible flashing in the recirculation

when the recirculation stops.
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It is concluded that solar Direct Steam Generation has been successfully mod-

eled, experimentally evaluated (in a laboratory scale and in a real case study) and

system optimizations have been proposed for the design and control scheme. The

analysis shows that solar DSG is a feasible alternative to introduce renewable en-

ergy into industrial processes in the region with high DNI, when the design is done

properly.

Further developments:

In order to pursue the analysis of the solar DSG integration into industrial heating

processes the following ideas can be developed:

• The validation range of the modified KTF correlations could be extended to

reduce the gap between laboratory condition and real case study:

– For instance, the validation procedure could be applied for larger diame-

ters at higher pressure and for higher steam quality than the one used in

this PhD work.

– The impact to use uniform heat flux instead of real dis-uniform solar heat

flux could be analyzed.

– The use of more advanced flow pattern sensor (eg. wire mesh) on a large

case study would be a very innovative approach to analyze the real flow

pattern. In this specific application, the steam quality at the absorber

outlet has to be measured with a different approach than the one proposed

in this PhD.

• The case study analysis could be extended to a larger solar plant (1 MW)

for a longer period. It is recommended to use accurate DNI sensor and to

monitor the cleaning day frequency. This analysis would demonstrate further-

more the feasibility of the Direct Steam Generation (DSG) process in medium

temperature concentrating collectors.
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Nomenclature

SYMBOLS

p pressure (bar)

h specific enthalpy (kJ/kg)

ṁ mass flow rate (kg/s)

v̇ volume flow rate (kg/s)

G specific mass flow rate (kg/(s.m2))

Q thermal energy (kWh)

Q̇ thermal power (kW)

t time coordinate (h)

T temperature (◦C)

V volume (m3)

A surface area (m2)

D diameter (m)

L liquid level in volume (L)

y length along recirculation loop (m)

z Height (m)

U1 convective heat loss coefficient (kW/(K.m))

U4 radiative heat loss coefficient (kW/(K4.m))

Mon Number of active mirrors (-)

Mall Number of mirrors (-)

u relative uncertainty (-)

g gravity acceleration, 9.8 (m/s2)

cp Specific isobaric heat capacity (kJ/kg.K)

hconv Convective heat transfer rate (kW/K.m2)

195



NOMENCLATURE

hcont Thermal contact conductance (kW/K.m2)

k Thermal conductivity (kW/K.m)

dpfri friction pressure drop (bar)

dpcomp component pressure drop (bar)

dpstat static pressure drop (bar)

dppump hydraulic pump head (bar)

f friction factor (-)

IAML Longitudinal Incidence Angle Modifier [-]

IAMT Transversal Incidence Angle Modifier [-]

GREEK SYMBOLS

η efficiency (-)

εM mass balance indicator [-]

εQ energy balance indicator [-]

η0 optical efficiency (-)

ρ mass density (kg/m3)

µ Dynamic viscosity [Pa/s]

σ surface tension for water[N/m]

∆ difference (-)

θ wall temperature (-)

Θinc incidence angle (◦)

Θtra transversal angle (◦)

ε roughness [ µm]

ζ singular pressure drop coefficient [-]

SUBSCRIPT

A..H point along the recirculation loop

f feed-in water

D Steam drum
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NOMENCLATURE

rec recirculation loop

ins thermal insulation

ab,i Intern absorber pipe

ab,o Outer absorber pipe

res electrical heater

meas measurement result

sim simulation result

m metal

t thermal (eg. efficiency)

e electrical (eg. efficiency)

a ambient

in inlet

out outlet

lat latent

sat saturation condition

sens sensible

lo liquid only

nbd nuclear boiling dominant

cbd convective boiling dominant

L loss

SF=Steam solar field is assumed full of saturated steam

SF=Liq solar field is assumed full of saturated liquid

SUPERSCRIPT

w water fluid medium

l liquid phase

g steam phase

bi biphasic phase
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NOMENCLATURE

ACRONYMS

KTF Kattan Thome and Favrat

CSP Concentrate Solar Power

LFR Linear Fresnel Reflectors

PTC Parabolic Trough Collector

DSG Direct Steam Generation

BoP Balance of Plant

SHIP Solar Heating for Industrial Processes

SS Steady State approach

FP Flow Pattern

S stratified flow pattern

WS wavy stratified flow pattern

Int Intermittent flow pattern

An annular flow pattern

Dry Dry-out flow pattern

Mist Mist flow pattern

SF Solar Field

CS Collector String

Liq Liquid pipe

Bi Biphasic pipe

R electrical heater

Co Convective number

Bo Boiling number

Fr Froude number

We Weber number

Re Reynolds number

Nu Nusselt number

Pr Prandlt number

NPSH Net Pressure Suction Head
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Appendix

A System of equation

The two-phases flow numerical models used for this work is based on a control
volume approach. The system of equations on the integral form applied to the
control volume is composed of 6 conservation equations, ie. three conservation
equations for each phase. The equation of continuity eq. A.1, the equation of change
of momentum eq. A.2 and the equation of conservation of energy eq. A.3 are written
for steam phase and the equations are similar for the liquid phase by changing the
index g ↔ l and ε→ (1− ε)

d
(
V · 〈ρg · ε〉cell

)
dt

=
∑

allfaces

A · 〈wg · ρg · ε〉face + ṁl→g − ṁg→l (A.1)

d
(
V · 〈ρg · wg · ε〉cell

)
dt

=
∑

allfaces

A · 〈wg · wg · ρg · ε〉face +
∑

allfaces

A · cos(γ) · 〈ε · p〉face

− V 〈ρgε〉cell g · cos(θ) + Fg,ext + wl · ṁl→g − wg · ṁg→l

+ Fwall→g + Fl→g
(A.2)

d
(
V · 〈ρg · eg · ε〉cell

)
dt

=
∑

allfaces

A · 〈eg · wg · ρg · ε〉face +
∑

allfaces

A · 〈wg · ε · p〉face

− p · d 〈V · ε〉cell
dt

+ 〈ug · (ṁl→g − ṁg→l)〉cell
+ 〈p · vg · (ṁl→g − ṁg→l)〉cell + Q̇wall→g + Q̇int→g + Q̇dissipation

(A.3)

where :

V is the control volume [m3]

A is the cell faces [m2]

w is the fluid velocity [m/s]

ρ is the density [kg/m3]

ṁl→g is the evaporation mass flow rate [kg/s]

ṁg→l is the condensation mass flow rate [kg/s]
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p is the pressure [Pa]

ε is the void fraction

γ is the angle between the normal vector of the cell face
and the main flow direction [rad]

g is gravity acceleration [kg/s2]

Fg,ext is external force [N]

Fwall→g is friction force [N]

Fl→g is interfacial friction force [N]

〈ug · (ṁl→g − ṁg→l)〉cell is internal energy submitted by phase transition [W]

〈p · vg · (ṁl→g − ṁg→l)〉cell is displacement work by phase transition [W]

Q̇wall→g is wall heat transfer [W]

Q̇int→g is interfacial heat transfer (heat from gas-liq inter-
face) [W]

Q̇dissipation is thermal ernergy produced by dissipation (friction)
[W]
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B. KATTAN THOME FAVRAT’S FLOW PATTERN MAP

B Kattan Thome Favrat’s flow pattern map

A two-phase flow pattern map for flow boiling in horizontal tubes has been pub-
lished by N.Kattan, J.R.Thome and D.Favrat in 1998 [88]. This section summarizes
the transition boundary curves use in this PhD work, ie. the boundaries for the
following flow patterns : stratified, stratified wavy, intermittent and annular.

• The transition boundary curve between annular and intermittent flows to
stratified-wavy flow is defined in eq. B.1.

ṁSW↔A−I = [C1 · C2]
0.5 + 50 (B.1)

C1 =
16A3

Gd · g · di · ρl · ρg
x2π (1− (2hLd − 1)2)0.5

(B.2)

C2 =
π2

25 · h2Ld
· (1− x)−F1(q̇) ·

(
We

Fr

)−F2(q̇)

l

+ 1 (B.3)

with: AGd defined as the non-dimensional cross section [-], hLd defined as
the non-dimensional the reference liquid level[-],q̇: the heat flux over the cross
section [kW/m2], di: internal tube diameter [m], ρl: liquid density [kg/m3],
ρg: steam density [kg/m3], x: steam quality [-].

where the ratio between the Weber and Froude number is defined as eq. B.4(
We

Fr

)
l

=
g · d2i · ρl

σ
(B.4)

with g: the gravity acceleration [m/s2], σ: surface tension for water [N/m]

The two non-dimensional functions are defined in eq. B.5 and eq. B.6.

F1(q̇) = 646.0

(
q̇

q̇DNB

)2

+ 64.8 ·
(

q̇

q̇DNB

)
(B.5)

F2(q̇) = 18.8 ·
(

q̇

q̇DNB

)
+ 1.023 (B.6)

with the nucleate boiling q̇DNB [kW/m2] defined as eq. B.7

q̇DNB = 0.131ρ0.5g · hlat · (g · (ρl − ρg) · σ)0.25 (B.7)

• The transition boundary curve between stratified-wavy flow and fully stratified
flow is defined in eq. B.8

ṁS↔SW =

[
226.32 · ALd · AGd · ρg · (ρl − ρg) · µl · g

x2(1− x)π3

]1/3
(B.8)

with µl: the dynamic viscosity of liquid phase [Pa/s]

• The vertical transition boundary curve between intermittent flow and annular
flow is defined for a fixed value of Martinelli coefficient equal to 0.34. Solving
the equation boundary steam quality is defined in eq. B.9.

xI↔A =

[(
0.2914 ·

(
ρg
ρl

)−1/1.75(
µl
µg

)−1/7)
+ 1

]−1
(B.9)

with µg: the dynamic viscosity of steam phase [Pa/s]
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Figure B.1: Cross-sectional and peripheral fractions in a circular tube [88].

The non-dimensional cross section AGd and the non-dimensional reference liquid
level hLd are defined below by solving the following system of equations. The six
unknown are defined below in eq. B.10

hLd =
h

di
, PLd =

PL
di
, PGd =

PG
di
, Pid =

Pi
di
,

ALd =
AL
d2i
, AGd =

AG
d2i

(B.10)

Then, the system of 6 equation is defined below. The form of the first four
equations depend to the variable hLd whereas the eq. B.19 and eq. B.20 are used for
each value of hLd.

If hLd ≤ 0.5 :

PLd =
8 (hLd)

0.5 − 2 (hLd · (1− hLd))0.5

3
(B.11)

PGd = π − PLd (B.12)

ALd =

(
12 (hLd · (1− hLd))0.5 + 8 (hLd)

0.5) · hLd
15

(B.13)

AGd =
π

4
− ALd (B.14)

If hLd > 0.5 :

PLd = π − PGd (B.15)

PGd =
8 (1− hLd)0.5 − 2 (hLd · (1− hLd))0.5

3
(B.16)

ALd =
π

4
− AGd (B.17)

AGd =

(
12 (hLd · (1− hLd))0.5 + 8 (1− hLd)0.5

)
· (1− hLd)

15
(B.18)
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Pid = 2 · (hLd · (1− hLd))0.5 (B.19)

X2
tt =

[(
PGd + Pid

π

)0.25

·
(

π2

64 · A2
Gd

)
·
(
PGd + Pid
AGd

+
Pid
ALd

)]

·
(

π

PLd

)0.25

·
(

64 · A3
Ld

π2 · PLd

) (B.20)

with the Martinelli parameter defined as eq.B.21

Xtt =

(
1− x
x

)0.875

·
(
ρg
ρl

)0.5

·
(
µl
µg

)0.125

(B.21)

In 1999, Zurcher, Thome and Favrat study [89] extended the range of validity
of the KTF flow pattern map proposed by Kattan, Thome and Favrat [88], called
modified KTF in this document. They show that the boundary curve between
stratified / wavy statified was too low at high steam quality, see eq. B.22, whereas
the stratified wavy to annular flow was too high at high steam quality, see eq. B.23.

ṁS↔SW,modified = ṁS↔SW,KTF + 20 · x (B.22)

ṁSW↔A−I,modified = ṁSW↔A−I,KTF − 75 · e
(x2−0.97))2

x·(1−x) (B.23)

(B.24)
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