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Abstract

CONTROL of robot interaction with the environment, generally re-
ferred to as robot force control, is required to face the inadequacy of
pure motion control for the successful execution of those robot tasks

involving contact with a surface. Widely popular since the early 1980s, re-
search on force control algorithms employing a conventional single arm
robot has gradually lost its appeal during the last decade, despite the grow-
ing employment of robots in finishing and machining operations would
strongly benefit from increased controllers’ performance. At the same time,
the recent diffusion of new industrial robotic platforms, like dual-arm light-
weight robots, has driven research on robot force control towards the exe-
cution of complex and dexterous robotic tasks, such as bimanual automated
assembly.

This thesis provides contributions in two main areas of robot force con-
trol: performance improvement in implicit force control (an implementa-
tion of hybrid force-motion control for position controlled robots) for tra-
ditional industrial manipulators and force controlled bimanual assembly
based on trajectory generation for lightweight dual-arm robots.

Force regulation with improved settling performance and absence of
force overshoots is achieved by presenting a constrained control approach
related to the ideas of invariance control, which is subsequently applied
to the implicit robot force control problem. Controller robustness to com-
pliance uncertainties is further addressed. Deterioration of force controller
performance connected to environment modeling and identification is pre-
vented by employing a data-driven control design approach. An on-line
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implementation of the controller identification problem is presented, while
an outer Model Predictive Controller (MPC) acting as command governor
is introduced to further enhance the closed-loop performance.

When a dual-arm lightweight robot is used to perform parts assembly,
force controlled bimanual assembly can be treated as a trajectory gener-
ation control problem fulfilling force control requirements. A constraint-
based trajectory generation framework is exploited for this purpose, while
estimation of the interaction force enables sensorless execution of the as-
sembly operation. The presented approach is developed and experimentally
validated in a peg-in-hole insertion task and in a cap rotation task.
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Symbols and Abbreviations

In this thesis, all scalar quantities are described by plain letters (e.g. ∆x,
y, γ). Bold small and capital letters are used for vectors and matrices,
respectively (e.g. q, x, J ).
Time derivatives of low order are denoted by a number of dots above the
respective symbol: ẏ := dy

dt
, ÿ := d2y

dt2
and time derivatives of higher order

are denoted by y(i) := diy
dti

.
The first order Lie-Derivative Lfh(x) is the directional derivative of the
scalar function h(x) in the direction of f :

Lfh(x) =
∂h

∂x
f

Higher-order Lie-Derivatives Lifh(x) are defined recursively.

Symbols

Several variables in the following list appear in this thesis with different
subscripts, superscripts, additional symbols, and various dimensions. Here,
the quantities are listed and generally described without further specifica-
tion. The specific meaning becomes clear when the respective variable is
introduced in the text.

Note that this list of variables is not complete, but it only contains quantities
which appear at several places in the thesis or are of prominent importance.

1



Contents

i, j Indices for numbering
u, uc Subscripts for constrained and unconstrained directions
n Vector of constrained direction
J Jacobian matrix
q Vector of joint angles
x Vector of Cartesian coordinates
τ Vector of joint torques
µ Vector of forces/moments at the end effector
F Force
K Stiffness
C Compliance
ω Bandwidth
ζ Damping ratio
ξ State vector of the output dynamics
Φ Invariance function
r Relative degree
γ Controller parameter
p Taylor polynomial
G Admissible set
∂G Boundary of G
M Reference model
ρ Vector of controller parameters
Cρ Controller transfer function

Abbreviations

DoFs Degrees of Freedom
CNC Computer Numerically Controlled
MPC Model Predictive Control
I-O Input-Output
SISO Single-Input Single-Output
MIMO Multi-Input Multi-Output
QP Quadratic Programming
HQP Hierarchical Quadratic Programming
VRFT Virtual Reference Feedback Tuning
LTI Linear Time-Invariant
TVP Trapezoidal Velocity Profile
PID Proportional-Integral-Derivative
TCP Tool Center Point
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CHAPTER 1

Introduction

Robot force control, i.e. control of the interaction between a robot ma-
nipulator and the environment, is required to face the inadequacy of pure
motion control for the successful execution of a number of practical tasks
where the robot end effector has to manipulate an object or perform some
operation in contact with a surface.
The contact force, arising from the interaction between the robot and the
environment, produces a deviation of the end effector motion from the de-
sired trajectory. This deviation is counteracted by the position control sys-
tem, eventually leading to a build-up of the contact force until saturation of
the joint actuators or breakage of the parts in contact occurs.
Robot force control overcomes this unpleasant situation by ensuring a com-
pliant behavior for the robot during the interaction task. It is therefore re-
quired in a variety of industrial tasks where traditional single-arm robots are
employed, e.g. polishing, deburring, machining or assembly, and becomes
mandatory for modern robotic platforms interacting with unstructured en-
vironments.
The crucial importance of robot force control for practical manipulation
tasks, makes it one of the most deeply and widely addressed topics in
robotic research community since the early 1980s.

This chapter introduces the reader to the overall topic of the present
thesis. After an overview in Sec. 1.1, based on the classification in [1],
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Chapter 1. Introduction

of the most effective control strategies, that have now become a paradigm
when dealing with robot force control with traditional industrial manipu-
lators, the state-of-the-art for modern robotic platforms is summarized in
Sec. 1.2. Chapter 1 ends with the research contribution of this thesis and
the overview of the content (Sec. 1.3).

1.1 Classical Control Approaches

Robot force control approaches aim at ensuring a compliant behavior for
the robot during interaction with the environment. Robot compliant behav-
ior at contact can be achieved either in a passive or in an active way.

In passive interaction control the trajectory of the robot end effector is
modified by the interaction force/moment due to the inherent compliance of
the robot. The most widely adopted mechanical device with passive com-
pliance in industrial applications is the well known Remote Center of Com-
pliance (RCC) [2]. The RCC, mounted on the robot end effector, is gen-
erally used in quasi-static assembly operations to prevent deadlocks during
part insertion. Although simple and cheap, since force/torque sensors are
not required, the passive approach to interaction control lacks on the other
hand flexibility.

In active interaction control, the compliance of the robotic system is
mainly ensured by a purposely designed control system. Active interaction
control strategies can be grouped into two categories: those performing
indirect force control and those performing direct force control.

The first category achieves force control via motion control, without
an explicit closure of a force feedback loop. To this category belongs
impedance control. The general concept of impedance control was intro-
duced by Hogan in the seminal work [3–5] and can nowadays be considered
a classical control approach in robotics. A desired dynamic behavior is im-
posed to the robot-environment interaction, e.g., a model with forces acting
on a mass-spring-damper, so that the robot can mimic the human arm be-
havior moving in an unknown environment. While impedance control is
developed for torque-controlled robots, the equivalent control approach for
position-controlled robots, is admittance control. Based on measurements
of the generalized environmental forces a desired set point for the inner po-
sition control loop is generated. Note that admittance control is well suited
for industrial robots that are generally equipped with proprietary position
or velocity controllers, while no joint torque or motor current interfaces are
provided for the user. Special cases of impedance and admittance control
are stiffness control and compliance control [6], respectively, together with
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1.1. Classical Control Approaches

damping control [7].

Direct force control instead allows to control the contact force and mo-
ment to a desired value, thanks to the closure of a force feedback loop. The
most widely adopted strategy belonging to this category is hybrid force-
motion control, which aims at controlling the motion along the uncon-
strained task directions and force (and moment) along the constrained di-
rections. Differently from indirect force control, an explicit model of the
interaction task is now required. In fact, the user has to specify the desired
motion and the desired contact force and moment in a consistent way with
respect to the constraints imposed by the environment. The concepts of
natural (i.e. imposed by a rigid environment) and artificial constraints (i.e.
imposed by the controller) and of compliance frame were introduced in
[8]. These ideas have been systematically developed in [9] within the task
frame formalism and generalized with iTaSC (instantaneous Task Specifi-
cation using Constraints) [10], consisting in a systematic constraint-based
methodology to specify complex tasks. The original hybrid force-motion
control concept was introduced in [11], relying on the natural and artificial
constraint task formulation and on a purely kinematic robot model. Based
on this task decomposition, hybrid force-motion control allows simultane-
ous control of both the contact force and the end effector motion in two mu-
tually independent subspaces. Simple selection matrices acting on both the
desired and feedback quantities serve this purpose for planar contact sur-
faces, whereas suitable projection matrices, derivable from the explicit con-
straint equations [12–14], must be used for general contact tasks. Several
implementation of hybrid force-motion control schemes are available, e.g.,
based on inverse dynamics control in the operational space [15], passivity-
based control [16], or outer force control loops closed around inner motion
loops, typically available in industrial robots [9]. A detailed description of
the control implementation in [9], hereafter referred to as implicit force con-
trol, will be given in Chapter 2. If an accurate model of the environment is
not available, the force control action and the motion control action can be
superimposed, resulting in a parallel force/position control scheme [17]. In
this approach, the force controller is designed so as to dominate the motion
controller; hence, a position error would be tolerated along the constrained
task directions in order to ensure force regulation.

Finally, adaptive and robust control algorithms have been proposed for
both indirect and direct force control methods to overcome uncertainties in
the dynamic parameters of the robot manipulator and in the environment
geometry, see e.g. [18–20] and [21–23].
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Chapter 1. Introduction

1.2 Current Research Challenges

During the last decade robotic research has been mainly driven by the birth
of new robotic platforms, e.g. light-weight robots and collaborative robots
(Cobots), humanoids, mobile and aerial manipulators, which allow for the
execution of a wide variety of complex tasks, that can not be performed
by a traditional robot. As a consequence, the type of interactions requiring
force control algorithms has considerably changed from traditional indus-
trial applications.

Interaction with an unstructured environment is indeed the main chal-
lenge for legged humanoid robots, where force control is generally em-
ployed in grasping and object manipulation: think of a door opening task
[24, 25], but (indirectly) also in locomotion [26, 27]. Similarly, Unmanned
Aerial Vehicles (UAVs) require to actively perform tasks involving mechan-
ical interactions with external environments/objects/humans, see [28, 29].

In recent years, indirect force control approaches, especially impedance
control, have been extensively employed compared to direct force control
methods. This is mainly due to their effectiveness in executing complex
tasks where high accuracy is not a requirement. In this respect, when
impedance control is applied to a manipulator, whose redundancy is ex-
ploited to simultaneously perform multiple task with a given order of prior-
ity, null space projections affect the passivity of the system. Approaches to
restore the passivity for null space impedance and compliance control can
be found in [30, 31]. It is also worth noticing that research on impedance
control for physical Human-Robot Interaction (pHRI) has been recently
motivated by the impedance modulation strategies typical of living beings.
Adjustment of the impedance/admittance parameters on the basis of the in-
ferred human intention has been extensively investigated [32–34]. Also in
surgical and rehabilitation scenarios, stiffness regulation plays an important
role to ensure accuracy and safety during interaction with unpredictable dy-
namic environments. An energy tank approach to reproduce time-varying
parameters in impedance and admittance control for surgical robotics can
be found in [35, 36]. These topics are also of interest in the applications
where Cobots are employed.

A not comparable effort has been put instead in research on force con-
trol for typical industrial robots, i.e. manipulators neither redundant nor
collaborative. In recent years, industrial attention (unlike research atten-
tion), although originally driven by automotive assembly, has mainly fo-
cused on machining and finishing applications, such as polishing [37]. As
a matter of fact, an industrial manipulator can provide a more constant force
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1.3. Research Contributions and Overview

than a human being while preventing the risk of injuries inherent in a long
day of hand polishing. Moreover, industrial manufactures now offer force
control packages [38], e.g. ABB’s Integrated Force Control [39], KUKA
ForceTorqueControl [40], Fanuc force sensor [41]. On the other hand, it is
generally accepted that robot arms, which inherently lack the stiffness of a
machine tool, will not be able to perform precision machining operations
comparable to Computer Numerically Controlled (CNC) machines. As a
common trend instead, force controlled robots are progressively employed
in rough pre-machining operations, leaving only a single pass on CNC ma-
chine for finish machining [37].

Finally, the commercial availability of redundant light-weight Cobots,
e.g. Willow Garage PR2, Rethink Robotics Baxter, Kawada Nextage and
the ABB YuMi (one of the experimental platforms in this thesis), has re-
cently opened up the possibility to include robotic systems in automated
industrial assembly processes, as a part of a highly efficient production
line [42, 43]. The redundancy and the lower inertia combined with the
compliant structure of this new type of robots provides an intrinsic degree
of safety with respect to the environment, which is desirable in cooperative
assembly operations. On the other hand, the consequent lower position ac-
curacy makes the application of force control algorithms even more crucial
for a successful task execution compared to traditional industrial manipu-
lators. Examples of dual-arm collaborative assembly can be found in [44],
while recent examples of robotic assembly using contact force control and
estimation with the ABB Yumi are [45–47].

1.3 Research Contributions and Overview

Two main areas of control of robot interaction with the environment are
covered in this thesis: direct robot force control for traditional industrial
robots and force controlled robotic assembly for bimanual light-weight
robots.

As outlined in the last section, comparatively few works have been pub-
lished in the last decade in force control for traditional robots. Nevertheless,
the growing employment of robots in finishing and machining operations,
that would strongly benefit from increased controllers’ performance, de-
mands for further research on direct force control methods.

At the same time, the spread of new industrial robotic platforms, such as
dual-arm light-weight robots, that allow to perform more dexterous robotic
tasks, motivates research on automated assembly operations.
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Chapter 1. Introduction

In this regard, the present thesis provides the following contributions:

I - Performance improvement in implicit force control, a state-of-the-
art implementation of hybrid force-motion control for position con-
trolled industrial robots, is addressed in the first Part of this work
(Chapters 2-4).

(i) A constrained control strategy is proposed related to the ideas
of invariance control, where set invariance conditions are ex-
ploited to achieve output regulation with fast convergence speed
and absence of output overshoots (Chapter 3). Its application
and experimental validation to robot implicit force control are
presented, while robustness to compliance uncertainties is pro-
vided in an adaptive fashion, and alternatively by ensuring ro-
bust set invariance.

(ii) A data-driven control design approach is proposed to prevent
deterioration of the force controller performance connected to
environment modeling and identification (Chapter 4). An on-
line implementation of the controller identification problem is
additionally presented, while a hierarchical control architecture
is introduced to enhance the closed-loop performance.

II - In the second Part of the thesis (Chapters 5-6), force controlled bi-
manual assembly for light-weight dual-arm robots is treated as an
equivalentconstraint-based trajectory generation control problem ful-
filling force control requirements. The presented approach is devel-
oped and experimentally validated in a peg-in-hole insertion task and
in a cap rotation task.

The organization of this thesis is summarized in the following.

Chapter 2 provides background knowledge on the implicit force control
approach. The robot used in the experiments is presented in this chapter,
together with the interface available for control. The inherent limitations
of state-of-the-art implicit force control are analyzed and corresponding
performance improvements are highlighted.

Chapter 3 addresses the problem of force regulation with improved set-
tling performance and absence of force overshoots by means of constrained
control and set invariance theory. After some details on the invariance con-
trol approach, a control strategy is introduced overcoming its main perfor-
mance limitations. The proposed control approach is applied to implicit
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1.3. Research Contributions and Overview

force control and experimentally validated. Additionally, on the second
part of this chapter, robustness with respect to compliance uncertainties is
treated in more details, showing how the proposed controller can be prop-
erly modified to deal with this type of uncertainty.

Chapter 4 presents a data-driven control approach to be applied to im-
plicit force control in order to prevent performance deterioration connected
to a rough identification of the environment or to the presence of unmod-
eled dynamics. The proposed data-driven controller is based on the Vir-
tual Reference Feedback Tuning (VRFT) approach. Advantages over stan-
dard model-based implicit force control are discussed and demonstrated.
An on-line implementation of VRFT algorithm is further presented, based
on the Recursive Least Squares (RLS) estimation method, while an outer
Model Predictive Controller (MPC) acting as a command governor is ap-
plied to the VRFT closed-loop system aiming at enhancing closed-loop
performance.

Chapter 5 provides details on the constraint-based trajectory generation
control framework in [48], here exploited for bimanual robotic assembly.
The dual-arm robot used for the experimental validation and its control
interface are presented, together with the employed model-based observer
of interaction forces.

Chapter 6 treats two bimanual force controlled assembly tasks: peg-in-
hole insertion and cap rotation, as a constraint-based trajectory generation
problem ensuring force control specifications. Admittance control is ex-
ploited within the presented control approach to the peg-in-hole insertion
problem, while the introduced constraint on the interaction force, arising
during the cap rotation task, allows for a successful task execution in pres-
ence of robot-environment contact model uncertainties, in addition to force
measurement noise and surface uncertainties.

The research findings reported in this thesis resulted in the journal article

[J-1] M. Parigi Polverini, D. Nicolis, A. M. Zanchettin, P. Rocco, “Implicit
Robot Force Control Based on Set Invariance”, in IEEE Robotics and
Automation Letters, vol. 2, no. 3, pp. 1288-1295, 2017

and in the following conference papers

[C-5] M. Parigi Polverini, D. Nicolis, A. M. Zanchettin, P. Rocco “Robust
Set Invariance for Implicit Robot Force Control in Presence of Con-
tact Model Uncertainty”, in IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS), pp. 6393-6399, 2017
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[C-4] M. Parigi Polverini, A. M. Zanchettin, F. Incocciati, P. Rocco “Ro-
bust Constraint-Based Robot Control for Bimanual Cap Rotation”, in
IEEE/RSJ International Conference on Intelligent Robots and Systems
(IROS), pp. 4785-4790, 2017

[C-3] M. Parigi Polverini, S. Formentin, L. A. Dao, P. Rocco, “Data-Driven
Design of Implicit Force Control for Industrial Robots”, in IEEE Inter-
national Conference on Robotics and Automation (ICRA), pp. 2322-
2327, 2017. Best Student Paper Award Finalist

[C-2] M. Parigi Polverini, R. Rossi, G. Morandi, L. Bascetta, A. M. Zanchet-
tin, P. Rocco, “Performance Improvement of Implicit Integral Robot
Force Control through Constraint-Based Optimization”, in IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS),
pp. 3368-3373, 2016

[C-1] M. Parigi Polverini, A. M. Zanchettin, S. Castello, P. Rocco, “Sen-
sorless and Constraint-Based Peg-in-Hole Task Execution with a Dual-
Arm Robot”, in IEEE International Conference on Robotics and Au-
tomation (ICRA), pp. 415-420, 2016

Figure 1.1 maps these publications into the Chapters of the thesis.

The following publications, related to the author’s contributions in Human-
Robot Interaction, are not part of the present thesis.

- M. Parigi Polverini, A. M. Zanchettin, P. Rocco, “A Computationally
Efficient Safety Assessment for Collaborative Robotics Applications”,
in Robotics and Computer Integrated Manufacturing, vol. 46, pp. 25-
37, 2017

- R. Rossi, M. Parigi Polverini, A. M. Zanchettin, P. Rocco, “A Pre-
Collision Control Strategy for Human-Robot Interaction Based on Dis-
sipated Energy in Potential Inelastic Impacts”, in IEEE/RSJ Interna-
tional Conference on Intelligent Robots and Systems (IROS), pp. 26-
31, 2015. Best Student Paper Award Finalist
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Figure 1.1: Graphical overview of the Chapters, the main topics, and the relation to the
publications.
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CHAPTER 2

The Implicit Force Control

In usual industrial scenarios, robots are typically equipped with proprietary
position (or velocity) controllers, while no joint torque sensing or direct
motor current interfaces are provided for the user. Moreover, the interaction
forces and torques are generally measured by means of 6 DoFs force/torque
sensors mounted at the robot end effector. This kind of setting allows for
the application of robot direct force control [1] algorithms, i.e. regulation
of the contact force and moment to a desired value thanks to the closure of a
force feedback loop, typically required in robotic polishing, deburring and
machining. Hybrid force-motion control [11] is the most popular control
approach amongst those performing direct force control. Its implementa-
tion for typical industrial position controlled robots [49], as the experimen-
tal platforms in this thesis, is hereafter referred to as implicit force control.

Implicit force control is described in Sec. 2.1. After the robotic platform
used in the experiments is presented in Sec. 2.2, the considered interaction
model, accounting for robot joint and link compliance together with envi-
ronment compliance, is treated in Sec. 2.3. The complete robot controller
structure is given in Sec. 2.4. Finally, Sec 2.5 underlines the limitations
inherent in implicit force control and consequently defines corresponding
controller performance improvements.
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Chapter 2. The Implicit Force Control

2.1 Control Approach

Implicit force control was originally proposed in [49]. It relies on the task
specification introduced in [9] and is based on an external force control
loop, closed around the inner robot positioning system.

The inner position control loop tends to decouple and linearize the robot
dynamics, therefore it results in a system which is easy to model and easy
to control for the external controller.

Figure 2.1: Compliant robot-environment contact situation.

Assuming a purely elastic contact situation, see Fig. 2.1, the robot displace-
ment ∆xc along the direction elastically constrained by the environment
(hereafter denoted with subscript c)

∆xc = xc − x0 (2.1)

i.e. the difference between the actual robot position xc and the position of
the environment x0, produces a contact force via stiffness K0

Fc = K0 ∆xc (2.2)

Although the contact force acts as a disturbance on the position control
loop, this effect can be neglected assuming the environment stiffness to be
small compared to the servo stiffness. The sensor dynamics can also be
neglected assuming that the structural resonance frequency introduced by
the force sensor lies well enough above the position loop bandwidth.

Fig. 2.2 shows the general 1 dimensional external force control scheme:
the error between the desired force F c and actual force Fc is fed into the
force controller gc(s), which generates an end effector position command
xc. Note that, the inner position control loop can be considered stiff, while
the outer loop is responsible for the compliance. In the remainder of the
chapter the end effector unconstrained directions are assumed to be posi-
tion controlled according to the hybrid force-motion control paradigm; their
representation will be therefore omitted in the reported control schemes.
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2.1. Control Approach

Figure 2.2: 1-dimensional external force control: simplified scheme.

If the closed loop transfer function of the internal position control sys-
tem h(s) is known, the external force control law can be designed with
standard techniques. According to [49], we hereafter assume h(s) to be
linear and second order

h(s) =
ω2
n

s2 + 2ζnωns+ ω2
n

(2.3)

where ωn and ζn are the position control bandwidth and damping ratio,
respectively. It is highly desirable in all position controlled robot systems
to have ζn to avoid overshoots. Finally note that, by denoting with ∆xc
the desired end effector displacement with respect to the position of the
environment

∆xc = xc − x0 (2.4)
the control scheme in Figure 2.2 is equivalent to the control scheme in
Figure 2.3 where the force controller gc(s) generates the end effector dis-
placement command ∆xc.

Figure 2.3: 1-dimensional external force control: equivalent scheme.

2.1.1 Integral Force Controller

Purely integral control [49, 50], the simplest control method yielding no
steady state error and ensuring a robust behavior with respect to time de-
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lays, e.g. due to filters on the force measurement [51, 52], will be consid-
ered as a baseline controller for this thesis, and described with some details
hereafter. Hunting limit cycles induced by static friction can be prevented
by employing an I-controller with dead-zone, see e.g. [53]. For the sake
of fairness, note that the negative effects of time delay and uncertainties
on contact stiffness can be counteracted also by means of PID-like con-
trollers [54, 55].

In addition to the integral action, the force controller gc(s) needs to con-
tain a compensation factor for the environment stiffness K0, i.e.

gc(s) = C0
KI

s
(2.5)

where C0 = K−1
0 is the environment compliance and KI is the integral

gain. The optimal gain can be therefore determined by means of standard
control design techniques, leading to

KI ≈ 0.5 ωn (2.6)

The resulting bandwidth of the closed force loop, which is directly set by
the choice of the integral gain, is about half the position loop bandwidth.
Improving the performance of this controller with the novel tools developed
in this thesis is one of our targets.

2.2 Robot and Interface

The experimental setup consists of a 6 degrees of freedom (DoFs) COMAU
Smart Six robot, see Fig. 2.4: a 6 kg payload position controlled industrial
manipulator manufactured by COMAU, equipped with the open version of
the COMAU C4G controller, programmable in C environment.
In the open version, C4G (client) is linked to a real-time external PC through
a real-time ethernet connection based on RTnet protocol. The real-time ex-
ternal PC (server) is based on RTAI Linux real-time extension. The indus-
trial joint position controller sampling rate is 500 Hz (2 ms sampling time
Ts). A second order low-pass filter, with bandwidth ωf = 75.4 rad/s and
unitary damping ratio ζf , is present on the joint reference signal to avoid
the excitation of the mechanical resonance frequencies of the robot.

The COMAU Smart Six is equipped with a wrist mounted six DoFs ATI
Gamma SI-130-10 force/torque sensor. The sensor communicates with the
external PC through a DAQ board that is managed by the RTAI system,
thanks to a real-time extension of the Comedi drivers.
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2.3. Compliant Contact Model

Figure 2.4: The COMAU Smart Six, 6 kg payload position controlled industrial manipu-
lator, used for experimental validation.

2.3 Compliant Contact Model

Assuming a compliant contact situation, when a contact force is exchanged
between the environment and the robot end effector, the elastic deforma-
tions of robot joints and links, together with the environment deformation,
can be reported to the contact point as an equivalent end effector displace-
ment, see [50, 53]. Note that the approach in [50, 53] has been validated on
the same experimental platform used in this thesis, described in the previ-
ous Section.

By modeling the system as an equivalent series of springs at the end
effector, the total compliance CT (q) ∈ R along the direction constrained
by the environment is given by the following expression

CT (q) = nT
(
CJ(q) + CL(q)

)
n+ CE (2.7)

where q ∈ R6 are the (link-side) robot joint coordinates, n ∈ R6 is the vec-
tor representing the constrained direction, e.g. for the case of z constrained
direction n =

[
0 0 1 0 0 0

]T . Finally, CE ∈ R is the environment
compliance, while CJ(q), CL(q) ∈ R6×6 are the joint and link compliance
matrices, respectively.
Since this modeling approach is not an original contribution of the present
thesis, the reader can refer to [50] for details on the analytical expression
and parameter identification for the joint and link compliance matrices.
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The resulting (motor-side) end effector displacement ∆xc that corre-
sponds to the contact force Fc is given by

∆xc = xc − x0 = −CT (q) Fc (2.8)

where xc ∈ R is the (motor-side) end effector constrained position, while
x0 ∈ R is the end effector position on the environment undeformed surface,
which is hereafter assumed to be known with accuracy of approx. 1 mm.

Under the assumption of small displacements, the corresponding (motor-
side) joint increment ∆qc can be computed through simple kinematic in-
version

∆qc = J(q)−1n ∆xc (2.9)

where J(q) ∈ R6×6is the robot Jacobian matrix.
Finally, according to [53], the environment compliance CE can be esti-

mated based on the following expression

ĈE = −∆xc F
−1
c − nT

(
ĈJ(q) + ĈL(q)

)
n (2.10)

where ĈJ(q) and ĈL(q) are the off-line estimated robot joint and link com-
pliance matrices [50]. Note that the estimation of the environment compli-
ance ĈE can be performed either off-line by means of Least Square Esti-
mation (LSE) or on-line by means of an Exponentially Weighted Recursive
Least Squares (EWRLS) algorithm.

2.4 Robot Force Controller

Based on Sec. 2.1 and on the contact model described in the previous Sec-
tion, the robot force controller gc(s) contains an integral action combined
with the compensation of the robot and environment stiffness

gc(s) = ĈT (q)
KI

s
(2.11)

where KI ∈ R is the integral gain and ĈT (q) is the estimated total com-
pliance, according to [53]. The force controller generates the end effector
displacement command ∆xc ∈ R, which is in turn translated in an equiv-
alent joint displacement command ∆qc ∈ R6 through kinematic inversion,
see (2.9). Fig. 2.5 shows the resulting 1 dimensional robot force control
scheme.
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Figure 2.5: 1-dimensional external force control: complete scheme.

Although not represented in Fig. 2.5, the actual input of the robot posi-
tion control loop q ∈ R6 is given by

q = q0 + ∆qc + ∆quc (2.12)

where q0 ∈ R6 is the initial robot configuration in contact with the en-
vironment, while, according to the hybrid force-motion control approach,
∆quc ∈ R6 represents the joint displacement command responsible for the
end effector motion in the unconstrained directions (hereafter denoted with
subscript uc).

Furthermore, in the following the second order low-pass input filter on
the joint reference signal will be considered as an approximation of the
closed loop transfer function of the inner position control loop h(s), see
(2.3), therefore

ωn ≈ ωf

ζn ≈ ζf
(2.13)

where ωf = 75.4 rad/s and ζf = 1, according to Sec. 2.2.

2.5 Control Limitations and Performance Improvement

Although effective, implicit force control as described before shows some
inherent limitations that will be highlighted in the following remarks.
This discussion is supported by experimental results from force regulation
experiments in presence of a step reference signal F c of 15 N performed
on the presented experimental platform (Sec. 2.2). The environment setup
(KE ≈ 105 N/m) consists of a set of commercial springs that sustain an
aluminum plate, whose normal is parallel to the end effector z Cartesian
direction, see Fig. 2.6. No additional displacement in the unconstrained di-
rections, has been assigned, thus ∆quc = 0. The control schemes analyzed
in this thesis rely on the assumption that the manipulator end effector is in
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Figure 2.6: Implicit force control experimental setup.

contact with the environment and that this contact is not lost, therefore ev-
ery experiment shown hereafter is performed after having established con-
tact between the robot end effector and the environment surface.

- Remark 1: As it can be noticed from Fig. 2.7, by increasing the inte-
gral gain a clear trade-off arises between rise time and occurrence of
force overshoots. As a matter of fact, even for controller gains well
below the optimal gain determined by standard control techniques
(KI ≈ 0.5 ωn), a decrease in the rise time occurs at the expense of os-
cillations in the force response. On the other hand, it is worth pointing
out that typical industrial application of implicit force control, such as
polishing, would benefit of both absence of force overshoots, in order
to avoid damages to the workpiece, and low settling time, to speed up
the task execution.

- Remark 2: An accurate description of the robot-environment interac-
tion model is beneficial in implicit force control. On the other hand,
while the model of the robot is known with enough precision, a de-
tailed description of the environment is generally difficult to obtain;
this eventually affects the force control performance, as it will be
shown in the following.
Even in presence of a purely elastic environment K0, a rough envi-
ronment model identification, leading to an under-estimate of the en-
vironment stiffness, i.e. K̂0 < K0, results in an increased integral
gain

KI = KI Ĉ0 K0 > KI (2.14)
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time [s]
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Figure 2.7: Experimental results: impact of the value of integral gain KI on rise time and
on the occurrence of force overshoots.

potentially inducing force overshoots, as shown in the previous re-
mark, or even instability of the system, see [53]. Conversely, an over-
estimate of the environment stiffness, results in a lower integral gain
that will consequently decrease the convergence speed.
Possible unmodeled dynamics, e.g. environment damping and/or fil-
ters on the force measurements, produce a mismatch between the ideal
closed-loop behavior, i.e. without under-modeling, and the achieved
closed-loop behavior. This can be clearly noticed in Fig. 2.8, where
the measured force response, produced by an integral controller with
KI = 1.5, is compared with the expected step response, given by the
first order closed-loop transfer functionMKI

(s) resulting from stan-
dard control design techniques, i.e.

MKI
(s) =

KI

s+KI

The inherent limitations of implicit force control, highlighted in the previ-
ous remarks, correspond to control performance objectives that could have
beneficial implications on typical industrial applications. Based on this dis-
cussion, two requirements for an improved control performance are intro-
duced in the following and analyzed in the next Chapters.

- Requirement 1: Fast convergence speed with absence of force over-
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Figure 2.8: Experimental results: comparison between actual force response with integral
controller KI = 1.5 (solid line) and expected first order force response (dotted line).

shoots (addressed in Chapter 3);

- Requirement 2: Avoidance of environment modeling and identifica-
tion (addressed in Chapter 4).
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CHAPTER 3

Implicit Force Control Based on Set Invariance

The first performance requirement introduced in Sec. 2.5, i.e. fast con-
vergence speed with absence of force overshoots, can be treated as a con-
strained control problem formulated with respect to the output, i.e. the
interaction force, of the robot-environment system. The constrained con-
trol approach presented in this chapter relates to the ideas of invariance
control and is based on [56–58]. The main objective is to develop a control
law to be applied to the implicit force control problem, that guarantees the
considered performance requirements.

After an overview on control methods for constrained systems and their
application to robot control problems in Sec. 3.1, fundamentals on the in-
variance control approach are provided by Sec. 3.2. In Sec. 3.3, a control
strategy is proposed related to the ideas of invariance control, where set
invariance conditions are fully exploited to achieve output regulation with
fast convergence speed and absence of output overshoots. Its application
to robot implicit force control and its subsequent experimental validation
are shown in Sec. 3.4. Controller robustness to compliance uncertainties,
addressed in Sec. 3.5, is first ensured in an adaptive fashion in Sec. 3.6,
while Sec. 3.7 proposes a modification of the constraint on the interaction
force that can provide smooth convergence to the reference.
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3.1 Introduction

A selection of the established methods to address constrained control prob-
lems spans: anti-windup/override control [59], theory of constraint admis-
sible/invariant sets [60], optimal control/model predictive control [61, 62],
the reference governor approach [63], backstepping using barrier func-
tions [64] and invariance control [65, 66].

A first cathegory of control methods explicitly takes into account state
constraints during the controller design procedure. For example, in [64] a
backstepping approach is proposed that seeks to reshape control Lyapunov
functions using barrier functions that grow to infinity on the constraints.

Alternatively, the command signal can be modified on-line to prevent
constraint violations. A very successful example of such methods in the
framework of optimal control is the well known Model Predictive Control
(MPC), where an open loop optimal control problem is repeatedly solved to
determine the control signal satisfying input, state and output constraints.
Stability and robustness properties are usually guaranteed by a terminal set
constraint: a sub-level set of a Lyapunov function, therefore control invari-
ant. Note that invariant set theory [60] is connected to MPC stability and to
the feasibility of the control problem at all time instants [67]. Although ef-
ficient explicit solutions of the optimal control problem exist for linear sys-
tems [62], the application of general MPC techniques to high-dimensional
nonlinear systems with strict real-time requirements can often be computa-
tionally expensive, especially in presence of fast system dynamics, as in a
robotic manipulator. Additionally, the behavior within the admissible set is
difficult to predict in advance during the controller definition phase.

The reference governor approach is tightly related to MPC techniques
and relies on the definition of an override supervisor (the governor) that
promptly adapts the references, fed to an inner closed loop system, to pre-
vent constraint violation in transient phases [63]. In [68] the authors in-
troduce a more general formulation of this technique that does not require
the definition of Lyapunov functions or set invariance. While its add-on
nature makes it a popular choice for existing control schemes, the extensive
numerical simulation often required to check for constraint admissibility
might compromise its applicability [69].

Of particular interest in this thesis is the invariance control approach,
proposed in [65,66], which has proved to be particularly suitable for robotic
applications [70–72]. Here the constrained control problem is addressed
by making a constraint admissible set positively invariant through Input-
Output (I-O) Linearization and switching control. Note that a set is said to
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be positively invariant with respect to a dynamical system if a trajectory,
with initial condition in the set, remains therein for all future times [60].
Using this method, that will be described in details in Sec. 3.2, a nominal
controller ensures stability of the system with respect to the tracking error
neglecting the constraints, while the invariance controller monitors the state
of the system and modifies the control signal on the boundary of an invari-
ant set. For single input systems, this results in a switching action between
the nominal control mode and the corrective control mode.

Concerning robot control, constrained control has been mainly applied
to navigation scenarios requiring collision avoidance. Robot motion in a
constrained environment is achieved in [73] by defining overlapping colli-
sion free sets. The related control laws enable to drive the robot towards
the goal, if a suitable control switching occurs in the overlapped regions.
A similar approach is used in [74] where a potential function in each set
drives the robot in the direction of an outlet face that guarantees progress
towards the goal. Both approaches avoid the occurrence of local minima,
however the second one requires to recompute the local control laws each
time the goal changes.

Although originally employed in path tracking problems, examples of
constrained control approaches can be also found in robot force control. In
[75], the authors apply the so called prescribed performance approach, in-
troduced in [76]. A state feedback control law is derived ensuring the force
tracking error to be bounded between two exponential functions, shaped
in order to achieve desired transient and steady state performance speci-
fications. The tracking performance of the developed scheme is fully de-
coupled by both the control gains selection and the robot dynamic model.
This technique offers relevant robustness results, however the tuning of
the parameters is not always straightforward. In [77] the authors present
a particular application of the constraint based trajectory generation control
framework proposed in [78,79] to a force-motion tasks performed by a dual
arm redundant robot. Similarly to the invariance control approach, here the
nominal control action is constrained by upper and lower bounds on the
measured force, although resulting in a smaller invariant set compared to
the one derivable from [66]. Finally, in [80, 81] an optimization based con-
trol strategy is proposed to track a reference force signal, that relies on the
indirect force controller available in the used experimental platform. The
force tracking requirement is represented as a constraint for an optimization
problem expressed on the reference joint coordinates. Although simple and
intuitive, this method is yet unsuitable for high precision task.
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3.2 The Invariance Control Approach

In the following we summarize the main results of [65, 66, 70] to provide
an introduction on invariance control.

Consider the nonlinear control affine system:{
ẋ = f(x) + g(x)u

yout = hout(x)
(3.1)

with x ∈ Rn, u ∈ R, yout ∈ R, while f , g : Rn → Rn, and hout : Rn → R
are sufficiently smooth functions to apply Input-Output (I-O) Linearization.
A nominal control unom is chosen to ensure stability of the system with
respect to the tracking error e = yout − yd, based on the assumption that
there exists a positive definite Lyapunov function guaranteeing stability.

The considered m state constraints are defined by means of an output
function for each constraint

yi = hi(x) ≤ 0, 1 ≤ i ≤ m (3.2)

which is equal to zero exactly on the constraint and negative within the
admissible set.

3.2.1 Input-Output Linearization

By denoting with ri the relative degree of the output function yi, the first
ri−1 time derivatives of yi do not algebraically depend on the control input,
while y(ri)

i depends on u through

y
(ri)
i = Lrif hi(x) + LgLri−1

f hi(x)u (3.3)

As a matter of fact, rather then being calculated by the function hi from the
state, the output yi can be alternatively interpreted as generated by a chain
of ri integrators, illustrated in Fig.3.1, that is fed by a nonlinear function of
the state and the control input.
Equation (3.3) allows to compute the input to this integrator chain for a
given control input. Conversely, introduction of the pseudo control input
y

(ri)
i and inversion of (3.3) leads to a feedback control law that allows to set
y

(ri)
i to the desired value y(ri)

i by proper choice of the control input. The
described procedure is well known from Input-Output Linearization, but
in invariance control, the linear description of the output dynamics is not
directly used for control design but to construct an admissible set that can
be made invariant by proper choice of the control input on its boundary.
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Figure 3.1: Structure of Input-Output Linearization.

3.2.2 The Invariance Function

Let’s denote with ξi the state space of the output dynamics

ξi =
[
yi ẏi . . . y

(ri−1)
i

]T
(3.4)

and assume that the output derivative y(ri)
i is upper bounded by a constant

controller parameter γi < 0 for some open time interval τ ∈ (0,∆)

y
(ri)
i (t+ τ) ≤ γi (3.5)

The future output trajectory is upper bounded by the Taylor series pi(τ, ξi, γi)
affine in ξi

yi(t+ τ) ≤ pi(τ, ξi, γi) :=
τ ri

ri!
γi +

ri−1∑
k=0

τ k

k!
y

(k)
i (3.6)

The admissible region for the i-th constraint can be now defined by means
of the so-called invariance function Φi(ξi).

The invariance function for the output yi is obtained by taking the max-
imum of (3.6) for τ ≥ 0 , i.e.

Φi(ξi) := max
τ≥0

pi(τ, ξi, γi) (3.7)

This maximum gives a worst case estimation for the future output trajectory
as long as the pseudo control input y(ri)

i = γi is applied and for Φi(ξi) ≤ 0
defines the admissible region for the i-th constraint.

For low relative degrees, i.e. ri ≤ 3, the invariance function can be
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analytically computed as follows

ri = 1 : Φi(ξi) = yi

ri = 2 : Φi(ξi) =

{
yi ẏi ≤ 0

− 1
2γi
ẏ2
i + yi ẏi > 0

ri = 3 : Φi(ξi) =


yi ẏi ≤ 0 ∧ ÿi ≤ 0

yi ÿi − 2ẏiγi ≤ 0

pi(τmax, ξi, γi) otherwise

τmax = − ÿi
γi

+

√
ÿ2
i

γ2
i

− 2
ẏi
γi

(3.8)

On the other hand, for higher relative degrees the invariance function needs
to be evaluated by means of a numerical procedure.

In this respect, a numerical approach is here proposed to compute the
invariance function for constraints with high relative degrees, based on
[58]. The proposed approach directly relies on the output of a root-finding
method to determine the real roots of polynomial

ṗi(τ, ξi, γi) :=
dpi(τ, ξi, γi)

dτ
(3.9)

required by (3.7).
In order to show an example of such method, we here consider an out-

put function with relative degree ri = 4. The corresponding polynomial
pi(τ, ξi, γi) is a quartic function, while ṗi(τ, ξi, γi) is a cubic function.
Let’s now denote with τ roots the vector of real roots of the cubic func-
tion ṗi(τ, ξi, γi), provided at time instant t by the numerical root-finding
method. Note that for a cubic function the cardinality n(τ roots), i.e. the
number of real roots, can be either 1 or 3. Therefore, in case n(τ roots) = 1,
the only real root is also the maximum of pi, since γi < 0, and it will be
denoted with τmax. Instead, in case n(τ roots) = 3, let’s denote with τmax1

and τmax2 the real roots corresponding to the two maxima of the polynomial
function, with τmax1 < τmax2.

Based on the vector of real roots τ roots, together with the state vector ξi
and the design parameter γi, it is now possible to determine the invariance
function Φi(ξi) according to Algorithm 1.
Fig.3.2 shows an example of the output of Algorithm 1 when n(τ roots) = 3,
with τmax1 < 0 and τmax2 > 0.
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Algorithm 1 Output constraint with relative degree ri = 4

Input: τ roots, ξi, γi < 0
Output: Φi(ξi)

1: if τmax ≤ 0 then . n(τ roots) = 1
2: Φi(ξi) = yi
3: else
4: Φi(ξi) = pi(τmax, ξi, γi)
5: end if

6: if τmax2 ≤ 0 then . n(τ roots) = 3
7: Φi(ξi) = yi
8: else if τmax1 ≤ 0 then
9: Φi(ξi) = max

(
pi(τmax2, ξi, γi), yi

)
10: else
11: if pi(τmax1, ξi, γi) ≥ pi(τmax2, ξi, γi) then
12: Φi(ξi) = pi(τmax1, ξi, γi)
13: else
14: Φi(ξi) = pi(τmax2, ξi, γi)
15: end if
16: end if

Figure 3.2: Relation of y(t), the quartic polynomial pi(τ, ξi, γi) with γi < 0, and the
invariance function Φi(ξi) returned by Algorithm 1.

It is worth pointing out that the proposed approach can be applied to ar-
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bitrary relative degrees by conveniently modifying the numerical procedure
in Algorithm 1.

3.2.3 Switching Invariance Control Law

The admissible set for the constrained system is the set of m state vectors,
for which every invariance function Φi(ξi), related to the considered state
constraint, takes a non-positive value

G = {x ∈ Rn | Φi(ξi) ≤ 0, 1 ≤ i ≤ m} (3.10)

The boundary ∂G of set G is given by all state vectors, for which at least
one invariance function is equal to zero and the others take a non-positive
value. By defining with I(x) the set of active invariance functions

I(x) = {i ∈ {1, 2, . . . ,m} | Φi(ξi) = 0}. (3.11)

the boundary ∂G is given by

∂G = {x ∈ I(x)} (3.12)

As shown in [65, 66], when the state is on the boundary ∂G, the set (3.10)
is positively invariant for the controlled system, if each invariance function
is decreasing on the boundary, thus

Φ̇i(ξi) :=
dΦi(ξi)

dt
≤ 0, ∀i ∈ I(x) (3.13)

This is fulfilled if one of these two conditions holds

y
(r)
i (x) < 0, 1 ≤ r ≤ ri − 1 (3.14)

y
(ri)
i (x, u) ≤ γi (3.15)

By applying I-O Linearization through (3.3) and denoting

ai(x) = LgLri−1
f hi(x), bi(x) = Lrif hi(x) (3.16)

condition (3.15) can be rewritten as

ai(x)u+ bi(x) ≤ γi (3.17)

Finally, according to [70], compliance with the state constraints is achieved
by a switching control action determined by the following constrained min-
imization problem

minu‖u− unom‖2
2

s.t.AK(x)u+ bK(x) ≤ γ (3.18)
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where K is the set of active constraints

K = {i ∈ {1, 2, . . . ,m} | Φi(ξi) ≥ 0} (3.19)

whileAK(x) = [ai(x)], bK(x) = [bi(x)] and γ = [γi] with i ∈ K.
This ensures that the corrective control equals the nominal control unom,
whenever no constraint is active and that the corrective control is as close
as possible to the nominal control in the sense of the Euclidean distance.

3.3 Proposed Invariance Control Law

The controller we present here, based on [56, 58], extends the results of
invariance control by exploiting set invariance conditions for output regula-
tion purposes. According to the performance requirement addressed in this
chapter, see Sec. 2.5, a first control objective is to avoid the definition of
the nominal controller unom which, in addition to demanding a control de-
sign effort, is not explicitly related with settling performance. Furthermore,
output overshoots with respect to the reference signal should be simultane-
ously prevented.

3.3.1 Regulation Error Constraint

Consider a number of state constraints of the general form (3.2) and their
related invariance functions (3.8). The admissible set G to be made posi-
tively invariant is defined according to (3.10).
As proposed in [56], an additional constraint on the regulation error is in-
troduced by means of the output function

ye = he(x) ≤ 0 (3.20)

and its associated invariance function Φe(ξe), where he(x) represents the
regulation error for the output yout, i.e.

he(x) = yout − yd = hout(x)− yd (3.21)

while
ξe =

[
ye ẏe . . . y

(re−1)
e

]T
(3.22)

is the state space of the output dynamics
The aim of the regulation error constraint, which contributes to the def-

inition of the set G, is to prevent output overshoots with respect to the ref-
erence signal yd. It is also worth pointing out that in [56] this constraint
has been employed within the original invariance control approach, thus in
presence of a nominal controller.
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3.3.2 Invariance Function for Output Regulation

Assuming that the output ye has relative degree re = 2, the state ξe = 0
belongs to the boundary ∂G of the admissible set, see Fig. 3.3. At the same
time, since regulation to zero of the error e = yout − yd is required, ξe = 0
is also an equilibrium state for the controlled system.

Figure 3.3: Subdomain of the set G bounded by Φe(ξe) = 0 and level sets of Lyapunov
function Ve(x) introduced in (3.23).

Based on these considerations, the main idea behind the proposed approach
is to entirely exploit set invariance conditions to drive the system state to
the boundary ∂G and then to the equilibrium ξe = 0 without leaving ∂G.

In order to obtain a control law with guarantees of stability, the invariance
function Φe(−ξe) can be considered as a candidate Lyapunov function

re = 1 : Ve(x) := Φe(−ξe) = −ye

re = 2 : Ve(x) := Φe(−ξe) =

{
−ye ẏe ≥ 0

− 1
2γe
ẏ2
e − ye ẏe < 0

(3.23)

where γe < 0 is the related controller parameter.
Although (3.23) is not positive definite on the whole state space, by lim-
iting the analysis to set G and assuming that the control action satisfies
the set invariance property, the Lyapunov function is positive definite, with
Ve(x) = 0 in the equilibrium ξe = 0, see Fig. 3.3.
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Its time derivative V̇e(x) is given by

re = 1 : V̇e(x) = −ẏe

re = 2 : V̇e(x) =

{
−ẏe ẏe ≥ 0

−
(
ÿe
γe

+ 1
)
ẏe ẏe < 0

(3.24)

By requiring V̇e(x) ≤ 0 simple Lyapunov stability yields

re = 1 : ẏe ≥ 0 (3.25a)

re = 2 :

{
ÿe | u ≤ u ≤ u ẏe ≥ 0

ÿe ≥ −γe ẏe < 0
(3.25b)

where the control constraints have been additionally considered.

u ≤ u ≤ u (3.26)

For re = 1, asymptotic stability can be achieved whenever (3.25a) holds as
a strict inequality, while imposing ẏe = 0 in the equilibrium.
For re = 2 however, see (3.25b), it can be noticed that

V̇e(x) = 0, ∀ye | ẏe = 0 (3.27)

In order to apply LaSalle’s principle the following must be ensured

S , {ξe(t) | V̇e = 0} = {ξe(t) = 0, t ≥ 0} (3.28)

i.e. S contains no perturbed trajectory except for the desired equilibrium
ξe = 0. This in turn requires a non-zero ÿe whenever ẏe = 0 and ye <
0. For the second inequality of (3.25b), the equality sign can be accepted
because LaSalle’s principle is again satisfied.
Lyapunov asymptotic stability can therefore be ensured by the following
choice of y(re)

e

re = 1 :

{
ẏe = 0 ye = 0

ẏe > 0 else
(3.29a)

re = 2 :


ÿe | u ≤ u ≤ u ẏe > 0

ÿe ≥ −γe ẏe < 0 ∨ (ẏe = 0 ∧ ye < 0)

ÿe = 0 ẏe = 0 ∧ ye = 0

(3.29b)
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3.3.3 Selection of Control Actions

As previously stated, the choice of control actions satisfying (3.29) must
also ensure positive invariance of G.
Define the set of active invariance functions

I(x) = {i ∈ {1, 2, . . . ,m, e} | Φi(ξi) = 0}. (3.30)

If both (3.29) and (3.13) hold, asymptotic stability of the desired equilib-
rium can be achieved along with control invariance of G.

Define the set of pseudo inputs y(ri)
i with i ∈ {1, 2, . . . ,m, e} fulfilling

(3.29) and (3.13)

Y(x) = {y(ri)
i (u) | V̇e(x) ≤ 0 ∧ Φi(ξi) ≤ 0, ∀i ∈ I(x)} (3.31)

and the corresponding set of feasible stabilizing control actions

U(x) = {u | y(ri)
i ∈ Y(x) ∧ u ≤ u ≤ u} (3.32)

Note that U(x) is not empty if the defined constraints are not conflicting
and the parameters γe and γi are chosen so that the control constraints are
not violated, i.e. by calculating a priori the control action in the whole set
G and on its boundary.

Finally, according to the settling performance requirement addressed in
this chapter, the control action can be chosen in order to maximize conver-
gence speed as follows

u | {y(ri)
i = maxY(x)} ∧ u ≤ u ≤ u (3.33)

which is given by either maxU(x) or minU(x) depending on the sign of
LgLre−1

f he(x).

Again, it is worth pointing out that, compared to the original invariance
control, the controller presented here does not require anymore the defini-
tion of the nominal controller unom. Fast convergence speed and absence
of output overshoots with respect to the reference are in fact achieved by
entirely exploiting set invariance conditions (3.13) and Lyapunov stability
conditions (3.29), where the only parameters that require tuning are γi, γe.

Finally note that the resulting control law produces a bang-bang switch-
ing of the pseudo control input y(re)

e to the I-O linearized system with state
ξe. Nonetheless, bang-bang control is a well known solution to the time-
optimal control problem for a linear system with bounded control by apply-
ing Pontryagin’s maximum principle (PMP) [82] or Bellman’s principle of
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optimality [83]. Consequently, if the number of switches is no larger than
the system order, the proposed controller can further achieve minimum-
time output tracking.

3.3.4 Extension to MIMO Systems

A formal extension of the proposed controller to Multi-Input Multi-Output
(MIMO) systems under multiple state and input constraints is provided in
the following.

Consider the nonlinear control affine system of order n with m inputs

ẋ = f(x) +
m∑
k=1

gk(x)uk (3.34)

where x ∈ Rn, u ∈ Rm, smooth vector fields f , gk : Rn → Rn, and
yout ∈ Rp are outputs that need to be regulated to a reference yd ∈ Rp.

For each of these outputs their respective regulation error constraint
(3.20), invariance function and associated Lyapunov function (3.23) are de-
fined

ye,j = he,j(x) ≤ 0

Φe,j(ξe,j) ≤ 0 1 ≤ j ≤ p

Ve,j(x) = Φe,j(−ξe,j)
(3.35)

According to (3.30), a set Ye,j can be computed for each output, satisfying
the control constraints, the Lyapunov conditions, and the invariance condi-
tion for that specific output.

For each set, the input of the linearized system, that maximizes settling
performance, is chosen as follows

y
(re,j)
e,j = maxYe,j(x), 1 ≤ j ≤ p (3.36)

Therefore, the control vector u can be determined by solving the fol-
lowing constrained minimization problem

min
u

p∑
j=1

‖y(rej)
ej − y(rej)

ej ‖2
2

s.t. y
(rej)
ej ∈ Yej(x), 1 ≤ j ≤ p

Φ̇i(ξi) ≤ 0, ∀i ∈ I(x)

(3.37)
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where the second row of constraints takes into account the invariance con-
ditions that arise from the generic state and output constraints (3.2).
Note that the system is control affine as a result of I-O Linearization

y
(ri)
i = ai(x)Tu+ bi(x)

with ai(x)T =
[
Lg1L

ri−1
f hi(x) . . . LgmL

ri−1
f hi(x)

]
and bi(x) = Lrif hi(x)

(3.38)

Therefore, the optimization problem is linear in the control variables and
can be efficiently handled by state-of-the-art Quadratic Programming (QP)
solvers, e.g. [84].

3.4 Application to Robot Implicit Force Control

In order to apply the controller presented above to robot implicit force con-
trol, the following assumptions are made:

Assumption 1: Since the proposed control law results in a switching
control action, in order to avoid feeding the inner robot position controller
with a switching reference, the selected control action u corresponds to the
reference joint acceleration vector q̈ ∈ R6, instead of the reference joint
positions q ∈ R6.

Assumption 2: The force control bandwidth is well inside the robot joint
position control bandwidth. Therefore, the position control dynamics and
the second order low-pass input filter on the joint reference signal, see Sec.
2.2, will be neglected, i.e.

q ≈ q (3.39)

where q ∈ R6 are the actual joint positions.

Based on these assumptions the system reduces to a double integrator
dq
dt

= q̇
dq̇
dt

= q̈ = u

yout =
[
Fc xuc

]T (3.40)

where Fc ∈ R is the interaction force in the direction elastically constrained
by the environment, while xuc ∈ R5 is the end effector position and orien-
tation in the unconstrained directions.
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Force regulation error constraint: In order to fulfill the performance re-
quirement addressed in this chapter, force overshoots with respect to the
reference signal F c can be prevented by introducing a regulation error con-
straint described by the output function

ye,c = Fc − F c ≤ 0 (3.41)

According to Assumption 2 the following relation exists between the
reference and the actual end effector displacements in the constrained di-
rection ∆xc and ∆xc, respectively

∆xc = xc(q)− x0 ≈ ∆xc = xc(q)− x0 (3.42)

Thus, employing the compliant contact model in (2.8)

Fc = − ∆xc
CT (q)

≈ − ∆xc
CT (q)

(3.43)

where CT (q) is the total compliance introduced in Sec. 2.3.
According to [56], the output constraint in (3.20) can be alternatively

expressed with respect to the reference end effector displacement ∆xc, as
follows

ye,c = −∆xc − CT (q)F c ≤ 0 (3.44)

As a consequence, since ∆xc depends on q, the output relative degree re,c
is equal to 2 and the corresponding state of the output dynamics is given by

ξe,c =
[
ye,c ẏe,c

]T (3.45)

Considering a typical industrial force control task, for which change in the
environment stiffness and big modifications in the robot configuration are
unlikely, CT (q) is hereafter assumed to be constant. Therefore, the cor-
responding invariance function Φe,c(ξe,c) and its time derivative are given
by

Φe,c(ξe,c) =

{
−∆xc − CT (q)F c ẋc ≥ 0

− 1
2γe,c

ẋ
2

c −∆xc − CT (q)F c ẋc < 0
(3.46)

Φ̇e,c(ξe,c) =

{
−ẋc ẋc ≥ 0

−
(
ẍc
γe,c

+ 1
)
ẋc ẋc < 0

(3.47)

where γe,c is the corresponding control parameter, while

ẋc = nTJ(q)q̇ (3.48)
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Note that in this application, the selection of parameter γe,c is simplified
by its kinematical meaning, i.e. the minimum value of acceleration that the
robot end effector should have in the constrained direction to avoid con-
straint violation (Fc > F c) when Φe,c(ξe,c) = 0 and ẋc < 0.

The pseudo control input ÿe,c of the double integrator chain with state
ξe,c can be computed according to (3.36)

ÿe,c = maxYe,c (3.49)

It is worth pointing out that the I-O Linearization equation (3.38), relat-
ing the control variable u = q̈ to the pseudo input ÿe,c, is here represented
by the well known robot kinematics relationship

ÿe,c = −ẍc = −nT
(
J̇(q)q̇ + J(q)u

)
(3.50)

According to the hybrid force-motion control paradigm, position control
of the end effector unconstrained directions is achieved by means of the
following closed-loop inverse kinematic constraint

ye,uc = ë+KD ė+KP e = 0, e = xuc − xuc (3.51)

where ye,uc ∈ R5, KP ,KD ∈ R5×5 are positive definite gain matrices,
while xuc ∈ R5 is the desired end effector position in the unconstrained
directions. Because constraint (3.51) is expressed at acceleration level,
re,uc = 0 and therefore ye,uc = 0.

Position, velocity and acceleration constraints in both the joint and the
Cartesian space, together with joint torque limits [79], can be considered as
additional state constraints, with their related invariance functions Φi(ξi).
By denoting with I(ξi) the set of active invariance functions

I(ξi) = {i ∈ {1, 2, . . . ,m, ec} | Φi(ξi) = 0} (3.52)

the resulting constrained optimization problem is given by

min
u=q̈
‖ÿe,c − ÿe,c‖2

2 + ‖ye,uc − ye,uc‖2
2

s.t. ÿe,c ∈Ye,c
Φ̇i(ξi) ≤0, ∀i ∈ I(x)

(3.53)

Once the optimal control variables q̈ have been determined, the desired
robot joint positions q are computed via double integration and fed to the
inner robot position control loop.

40



3.4. Application to Robot Implicit Force Control
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Figure 3.4: Experimental results with the force regulation error constraint in (3.44): com-
parison among the integral controller [50] (dashed and dashed-dotted lines), invariance
control with force regulation error constraint [56] (dotted line) and the presented con-
troller [57] (solid line).

3.4.1 Experimental Results

Here, an experimental comparison is presented among the original invari-
ance control approach combined with the force regulation error constraint
in (3.44), as proposed in [56], the presented controller [57] and the integral
controller introduced in Sec. 2.4, based on [50].

The force regulation experiments, see Fig. 3.4, have been performed in
presence of a step reference signal F c of 15 N on the same environment
setup described in Sec. 2.5. The C QP library qpOASES [84] has been
exploited to carry out the optimization problem in (3.53), while the envi-
ronment compliance has been estimated off-line by means of Least Square
Estimation (LSE), see Sec. 2.3.

The nominal control law for the invariance control approach in [56], cor-
responds to the integral controller in [50] with integral gain KI = 3. As
it can be noticed from Fig. 3.4, while the force initial transient is equal to
the one produced by the pure integral control with KI = 3, the occurrence
of overshoots with respect to the reference signal is effectively prevented
by the regulation error constraint ye,c. On the other hand, the settling per-
formance with [56] is inherently limited by the selection of the nominal
controller. As a matter of fact, by employing the proposed control law a
considerable decrease in the settling time can be achieved, again prevent-
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ing the occurrence of force overshoots.

3.5 Robustness to Compliance Uncertainty

The dependency of the output function ye,c on the estimated system com-
pliance ĈT (q), according to the formulation in (3.44), is the main source of
fragility of the proposed controller.

The relation between the equilibrium state ξe,c = 0 and the estimated
compliance is given by

ξe,c =

[
ye,c
ẏe,c

]
= 0 =⇒

{
∆xc = −ĈT (q) F c

ẋc = 0
(3.54)

Therefore, by employing the compliant contact model in (2.8), the corre-
sponding value of the interaction force at the equilibrium, i.e.

Fc|ξe,c=0 =
ĈT (q)

CT (q)
F c (3.55)

is directly affected by uncertainties in the total compliance. The integral
controller [50] conversely, ensures zero steady-state regulation error.

As a consequence, assuming an accurate estimation of the robot joint
and link compliance matrices ĈJ(q) and ĈL(q), respectively, a rough esti-
mation of the environment compliance ĈE will eventually produce a mis-
match between the steady state value of the measured force and the desired
force F c. An under-estimate in the environment stiffness results in an in-
creased system compliance, i.e. ĈT (q) > CT (q), and thus in a higher value
for the steady state force. Conversely, an over-estimate results in a lower
value for the steady state force with respect to the reference.

In other to circumvent this limitation an adaptive approach is first pre-
sented in the following section. Alternatively, the formulation of the force
regulation error constraint given in (3.41) is employed in Sec. 3.7 and con-
veniently modified in order to improve controller robustness.

3.6 Adaptive Force Constraint

An adaptive specification of the force regulation error constraint in (3.44)
can be easily obtained by employing an on-line estimation of the system
compliance ĈT (q) within the definition of the corresponding output func-
tion, i.e.

ye,c = −∆xc − ĈT (q)F c ≤ 0 (3.56)
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Figure 3.5: Experimental results with the adaptive constraint specification in (3.56): com-
parison among the integral controller [53] (dashed and dashed-dotted lines), invariance
control with force regulation error constraint [56] (dotted line) and the presented con-
troller [57] (solid line).

According to Sec. 2.3, it is hereafter assumed the robot joint and link com-
pliance matrices ĈJ(q) and ĈL(q), respectively, to be estimated off-line,
while an Exponentially Weighted Recursive Least Square (EWRLS) algo-
rithm is exploited, as proposed in [53], for the real-time update of the envi-
ronment compliance ĈE , see Equation (2.10).

3.6.1 Experimental Results

The same experimental comparison described in Sec. 3.4.1 has been per-
formed employing the adaptive output constraint in (3.56). A forgetting
factor µ equal to 0.995 has been selected for the EWRLS algorithm, while
the environment stiffness has been initialized to an approximate 20% over-
estimate of the real stiffness.

As it can be noticed from Fig. 3.5, although the introduced adaptive
specification now guarantees zero-error regulation, settling performance is
instead inherently affected by the estimator dynamics, eventually leading to
a decreased convergence speed compared to the one achieved in Sec. 3.4.
As a matter of fact, both [56] and [57] effectively prevent force overshoots
but result in a higher settling time, comparable to the one achieved by an
integral controller with KI = 1.5. Nevertheless note that, if a new force
step reference was subsequently applied, the controller performance shown
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in Fig. 3.4 would be successfully recovered.

A relevant issue, related to the adaptive formulation in (3.56), is that
sudden variations on the estimated compliance, mainly due to surface ir-
regularities and noise on the measured force, directly produce expansions
and/or contractions of the portion of the set G bounded by Φe,c(ξec) = 0.
As a consequence of the contraction of G, the system state may end up
outside the set, thus resulting in a constraint violation and compromising
control invariance. Therefore, a possible strategy to handle these situa-
tions, occurring when Φe,c(ξec) > 0, is to employ a recovery procedure by
redefining the force regulation error constraint in (3.56) as follows

ye,c = ∆xc + ĈT (q)F c ≤ 0. (3.57)

This way the state will be driven back towards the interior of the set G and
then to the desired equilibrium.
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Figure 3.6: Force responses from the experiments performed with assigned robot motion
on a plastic (solid line) and plywood (dotted line) surface. During the initial 10 s the
contact force is stabilized and then a 50 smovement of 0.1m is performed on the x−y
plane.

An additional experiment has been performed involving the execution of a
linear path on a soft plastic box (KE ≈ 104N/m) and on a stiff and rough
plywood surface (KE ≈ 106N/m). In the first part of the experiment, the
contact force along the z Cartesian direction is stabilized to a reference
value of 15 N , afterwards a linear motion of 0.1 m is executed on the x− y
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plane, while regulating the contact force. Again, the EWRLS algorithm has
been initialized with an over-estimate of the environment stiffness for both
materials.
Besides highlighting the validity of the proposed controller during a mo-
tion task in contact with a surface, Fig. 3.6 shows the effectiveness of the
introduced recovery procedure in handling constraint violations. This is
particularly evident in the experiment performed on the plywood surface
(solid line) where force peaks occur, corresponding to grooves on the sur-
face.

3.7 Force Constraint Modification

An alternative approach, based on [58], consists in relaxing Assumption 2
in Sec. 3.4 and employing the force regulation error constraint in (3.41),
i.e.

ye,c = Fc − F c ≤ 0

which directly depends on the measured force Fc.
As a consequence of the relaxation of Assumption 2, the relation between
the actual joint position q and the reference joint position q is given by

q = h(s) q (3.58)

where h(s) is the closed-loop transfer function of the inner position control
loop, introduced in Sec. 2.1

h(s) =
ω2
n

s2 + 2ζnωns+ ω2
n

.

being ωn and ζn the position control bandwidth and damping ratio, re-
spectively. Subsequently, the following relation exists between the refer-
ence and the actual end effector displacements in the constrained direction
∆xc = xc(q)− x0 and ∆xc = xc(q)− x0, respectively

∆xc = h(s) ∆xc (3.59)

Note that (3.58) and (3.59) can be expressed in the time domain as follows

ω2
nq = q̈ + 2ζnωnq̇ + ω2

nq

ω2
n∆xc = ẍc + 2ζnωnẋc + ω2

n∆xc
(3.60)

where ẋc = nTJ(q)q̇ and ẍc = nT
(
J̇(q)q̇ + J(q)q̈

)
.

Based on (3.60) and considering as control actions u the reference joint
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accelerations q̈, according to Assumption 1, the following 4-th order system
is obtained 

dq
dt

= q̇
dq̇
dt

= ω2
nq − ω2

nq − 2ζnωnq̇
dq̈
dt

= ω2
nq̇ − ω2

nq̇ − 2ζnωn
dq̇
dt

d
dt
q(3) = ω2

nu− ω2
n
dq̇
dt
− 2ζnωn

dq̈
dt

yout =
[
Fc xuc

]T
(3.61)

Since Fc depends on q through the compliant contact model in (2.8), the rel-
ative degree re,c of the output function ye,c in (3.41) is now equal to 4. Ac-
cordingly the corresponding state of the output dynamics ξe,c is described
by the vector of the 4 integrators chain, whose terms can be obtained by
exploiting the contact model in (2.8) and (3.60), leading to

ξe,c =


ye,c
ẏe,c
ÿe,c
y

(3)
e,c

 =


Fc − F c

− ẋc
CT (q)

−ω2
n∆xc−ω2

n∆xc−2ζnωnẋc
CT (q)

−ω2
nẋc−ω2

nẋc−2ζnωn(ω2
n∆xc−ω2

n∆xc−2ζnωnẋc)
CT (q)

 (3.62)

Furthermore, since re,c = 4, the numerical procedure proposed in Sec.
3.2.2, see Algorithm 1, needs to be exploited in order to compute the cor-
responding invariance function Φe,c(ξe,c).

Unlike the force regulation constraint in (3.44), see Sec. 3.5, now the
equilibrium state ξe,c = 0 is independent of CT (q)

ξe,c =


ye,c
ẏe,c
ÿe,c
y

(3)
e,c

 = 0 =⇒


Fc = F c

ẋc = 0

∆xc = ∆xc
ẋc = 0

(3.63)

This ensures that the value of the interaction of force at the equilibrium
Fc|ξe,c=0 will be equal to the desired value F c despite uncertainties in the
system compliance.

The pseudo control input y(4)
eF of the 4 integrators chain with state ξe,c

can be computed according to (3.30)

y(4)
e,c = maxYe,c (3.64)
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while, following from (3.62), the I-O Linearization equation is given by

y(4)
e,c = − ω2

n

CT (q)
ẍc − ω2

nÿe,c − 2ζnωny
(3)
e,c (3.65)

where the complete expression of ÿe,c and y(3)
e,c can be found in (3.62), while

ẍc = nT
(
J̇(q)q̇ + J(q)u

)
.

The resulting constrained optimization problem

min
u=q̈
‖y(4)

e,c − y(4)
e,c‖2

2 + ‖ye,uc − ye,uc‖2
2

s.t. ÿe,c ∈Ye,c
Φ̇i(ξi) ≤0, ∀i ∈ I(x)

(3.66)

returns the optimal control variables q̈, from which the reference robot po-
sitions are obtained via double integration and fed to the inner robot joint
position controller.

Finally note that, the controller parameter γe,c can be selected as follows

γe,c ≥ y(4)
e,c , ∀y(4)

e,c ∈ Y (4)
e,c (3.67)

where Y (4)
e,c is the set of y(4)

e,c computed through (3.65) for all the admissible
values of ∆xc,∆ẋc,∆xc,∆ẋc, CT (q), ẍc.

3.7.1 Bouncing Reduction

Let’s assume that for some time instant τ = τ0 the system state lies on the
boundary of the set G, so that the following equality holds

pe,c
(
τ0, ξe,c, γe,c

)
= Φe,c(ξe,c) = 0 (3.68)

where pe,c
(
τ0, ξe,c, γe,c

)
is the Taylor series that upper bounds the output

function ye,c, see Sec. 3.2.1.
Based on the definition of invariance function in (3.7) and further assuming
y

(4)
e,c = γe,c, the equality in (3.68) yields

ye,c(t+ τ0) = pe,c
(
τ0, ξe,c, γe,c

)
= 0

ẏe,c(t+ τ0) = ṗe,c
(
τ0, ξe,c, γe,c

)
= 0

(3.69)

but also
ÿe,c(t+ τ0) = p̈e,c

(
τ0, ξe,c, γe,c

)
6= 0

y(3)
e,c (t+ τ0) = p(3)

e,c

(
τ0, ξe,c, γec,

)
6= 0

(3.70)
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Subsequently, the following holds for the state space of the output dynamics

ξe,c(t+ τ0) =


ye,c(t+ τ0)
ẏe,c(t+ τ0)
ÿe,c(t+ τ0)

y
(3)
e,c (t+ τ0)

 6= 0 (3.71)

As a matter of fact, instead of reaching the equilibrium ξe,c = 0, the system
state is driven inside the interior of the set G immediately after touching the
boundary ∂G, coherently with the set positive invariance (3.15).

Figure 3.7: Simulated time evolution of the output function ye,c: bouncing effect (dotted
line) and bouncing reduction within the subset Ĝ (solid line).

As shown by the dotted line in Fig. 3.7, this eventually causes the output
function ye,c to repeatedly bounce off the zero-level curve. This is a well
known result in polynomial trajectory generation [85]: assuming τ0 to be
the final duration of a trajectory that drives the state of the output dynam-
ics to ξe,c(t + τ0) = 0, a polynomial pe,c

(
τ0, ξe,c, γe,c

)
with relative degree

equal to 7 (instead of 4) would in fact be required. On the other hand, this
behavior does not occur with the force regulation constraint in (3.44) since
ÿe,c, which directly relates to the control variable through equation (3.50),
can be instantly set to 0.

Aiming at reducing this undesired effect arising when the set invariance
condition in [65, 66] is employed for output regulation with high relative
degrees, a subset Ĝ of the constraint set G is introduced in order to bound the
higher order derivatives of ye,c in (3.70) that cause the bouncing behavior.
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3.7. Force Constraint Modification

This approach resembles the one proposed in [86] to replace the switching
of the invariance control modes by a continuous transition.

The boundary layer Ĝ on the inside of ∂G can be specified by introducing
a virtual state space of the output dynamics ξ̂e,c, derived from the actual
state ξe,c.

Ĝ = {ξ̂e,c := α(ξe,c) | Φe,c(ξe,c) < Φe,c(ξ̂e,c) = 0} (3.72)

In order to determine ξ̂e,c so that (3.72) holds, useful upper bounds on the
polynomial roots of ṗe,c

(
τ, ξe,c, γe,c) can be exploited, such as the Fujiwara

bound [87], briefly recalled in the following.

Fujiwara bound: Given a polynomial in the generic form

p(x) = a0 + a1x+ · · ·+ anx
n (3.73)

where a0, a1, . . . , an are complex numbers, the Fujiwara upper bound x for
the magnitudes of all polynomial’s roots is given by

x = 2 max
{∣∣∣an−1

an

∣∣∣, ∣∣∣an−2

an

∣∣∣ 12 , . . . , ∣∣∣a1

an

∣∣∣ 1
n−1

,
∣∣∣a0

an

∣∣∣ 1n} (3.74)

Let’s now consider the time derivative of the polynomial function related
to the output function ye,c required for the compuation of Φe,c(ξe,c)

ṗe,c
(
τ, ξe,c, γe,c) = ẏe,c + ÿe,cτ +

y
(3)
e,c

2
τ 2 +

γe,c
6
τ 3 (3.75)

Exploiting (3.74), the Fujiwara upper bound τ of the roots of ṗe,c
(
τ, ξe,c, γe,c

)
is given by

τ = 2 max
{∣∣∣∣3y(3)

e,c

γe,c

∣∣∣∣, ∣∣∣∣6ÿe,cγe,c

∣∣∣∣ 12 , ∣∣∣∣6ẏe,cγe,c

∣∣∣∣ 13} (3.76)

Note that in order to fulfill (3.72), the choice of the virtual state space
ξ̂e,c needs to ensure the Fujiwara bound τ̂ of the roots of the polynomial
ṗe,c
(
τ, ξ̂e,c, γe,c

)
to be greater than τ , so that

Φe,c(ξe,c) = p(τ , ξe,c, γe,c) < Φe,c(ξ̂e,c) = pe,c(τ̂ , ξ̂e,c, γe,c) (3.77)
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This can be achieved by specifying ξ̂e,c as proposed in [58], i.e.

ξ̂eF := α(ξeF ) =


ye,c

(1 + α)ẏe,c
(1 + α)ÿe,c
(1 + α)y

(3)
e,c

 (3.78)

with α > 0, hence leading to the following relation between τ̂ and τ

(1 + α)
1
3 τ ≤ τ̂ ≤ (1 + α)τ (3.79)

that eventually fulfills (3.72).

Figure 3.8: Impact of the virtual state space ξ̂eF on the shape of the corresponding poly-
nomial function pe,c(τ̂ , ξ̂e,c, γe,c) and on the value of the corresponding invariance
function Φe,c(ξ̂e,c).

Fig. 3.8 graphically shows the impact of the introduced virtual state ξ̂eF
on the shape of the corresponding polynomial function, while the solid line
in Fig. 3.7 shows the time evolution of the output function ye,c within the
introduced subset Ĝ. The effect of Ĝ is to bound the higher derivatives of
ye,c, thus resulting in a slower convergence speed, yet effectively reducing
the bouncing effect.

Furthermore, the bounding layer Ĝ can be exploited in order to prevent
constraint violations when additional constraints on the intermediate states
of the integrator chain, i.e. ẏe,c, ẏe,c, y

(3)
e,c , are simultaneously considered.
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3.7. Force Constraint Modification

To this end, a state-of-the-art on-line trajectory generation algorithm [88],
[89] can be adopted to provide a state of the output dynamics ξ̃e,c which is
consistent with all the constraints. Consequently, α can be selected so that
ξ̃e,c belongs to the bounding layer Ĝ, i.e.

α
∣∣ξ̃e,c ∈ Ĝ (3.80)

This way the subset Ĝ is specified, acting on α, according to the output of
a trajectory generator, so that constraint violation is prevented.
Note that for an output function ye,c with relative degree re,c = 3, the pa-
rameter α can be analytically obtained based on the following expression

α ≥
F̈c,max

(
3F̃c

F̈c,max

) 2
3

2Ḟc,max
− 1 (3.81)

where Ḟc,max, F̈c,max are the maximum first and second derivative of the
interaction force, respectively, considered within their related output func-
tions ẏe,c = Ḟc − Ḟc,max ≤ 0 and ÿe,c = Ḟc − F̈c,max ≤ 0, while F̃c is the
value of the force provided by the trajectory generator through ξ̃e,c.

3.7.2 Robustness

Robot joint and link compliance matrices ĈJ(q) and ĈL(q), respectively,
are here assumed to be estimated off-line with good accuracy, although due
to a deterministic uncertainty in the environment stiffness, only a partial
knowledge of the total compliance is available, described by

CT (q) ∈
[
CT,min CT,max

]
(3.82)

where CT,min and CT,max represent a lower and upper bound, respectively.
Based on [58], the problem of guaranteeing robustness to compliance

uncertainties can be traced back to the problem of properly selecting a
value of α that can prevent the bouncing effect in presence of a determin-
istic model mismatch. Following from (3.78), this can be achieved if the
following inequality holds

1 + α

ĈT (q)
>

1

CT (q)
(3.83)

The worst case value of α satisfying (4.42) is thus given by

α =
CT,max
CT,min

− 1 (3.84)
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Figure 3.9: Experimental setup: plastic environment (KE ≈ 104 N/m)

Therefore, by choosing α ≥ α, the same behavior shown in Fig. 3.7 can be
ensured also in presence of compliance uncertainties.

Furthermore, as previously addressed in Sec. 3.6.1, constraint violations
can occur due to force measurement noise. In this case, the recovery pro-
cedure described in Sec. 3.6.1 can be employed by simply redefining the
force regulation error constraint as follows

ye,c = F c − Fc ≤ 0 (3.85)

in order to drive back the state to the interior of the set G.

3.7.3 Experimental Results

Force regulation experiments to a step reference of 15 N have been per-
formed on an environment setup now consisting of a plastic box (KE ≈
104 N/m), see Fig. 3.9, in order to compare the performance of the force
regulation error constraint with bouncing reduction considered in this sec-
tion with the one achieved by the adaptive constraint specification proposed
in Sec. 3.6 and the integral controller with EWRLS estimation of the envi-
ronment compliance [53].

A forgetting factor µ equal to 0.995 has been selected for the EWRLS al-
gorithm, while the environment stiffness has been initialized to an approx-
imate 50% over-estimate of the real stiffness, regarded as the considered
deterministic uncertainty. The invariance function related to the force regu-
lation constraint considered in this section, has been computed by exploit-
ing the root-finding method provided by the GNU Scientific Library [90]
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3.7. Force Constraint Modification

to return vector τ roots in Algorithm 1. Finally, the selected values for the
controller parameters are: α = 3 and γe,c = −1 · 105.

Due to the presence of a further filter on the force measurement, the
identified relation between the reference end effector displacement in the
constrained direction ∆xc and the measured force in the same direction,
can be expressed in the time domain by means of a second order low-pass
filter with bandwidth ŵn = 12.6 rad/s and unitary damping.

− ω̂2
n∆xc
CT (q)

= F̈c + 2ω̂nḞc + ω̂2
nFc (3.86)

As a drawback, a numerical computation of the state space of the output
dynamics needs to be performed, instead of exploiting (3.62)

ξe,c(k) =


ye,c
ẏe,c
ÿe,c
y

(3)
e,c


(k)

=


Fc(k) − F c

1
Ts

(
ye,c(k) − ye,c(k−1)

)
1
Ts

(
ẏe,c(k) − ẏe,c(k−1)

)
− ω̂2

nẋc
CT (q)

− ω̂2
nẏe,c(k) − 2ω̂nÿe,c(k)

 (3.87)

time [s]
0 1 2

F
c
[N

]

0

5

10

15

Integral control - KI = 3
Adaptive force constraint
Proposed force constraint

Figure 3.10: Experimental results on plastic environment: comparison among the integral
controller [53] (dotted line), the adaptive constraint specification in (3.56) (dashed dot-
ted line) and the force regulation constraint in (3.41) addressed in this section (solid
line).

Following from the numerical differentiation of ẏe,c and ÿe,c, stiff contact
situations need to be avoided in order to prevent deterioration of the con-
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troller performance due to numerical noise.

As shown Fig. 3.10, by adopting the force regulation error constraint
in (3.41) with the proposed bouncing reduction, a smoother convergence
to the desired force value is achieved, compared to the adaptive constraint
specification in [57]. As a result, an improved settling performance is now
obtained over [57] and the integral controller in [53] despite compliance
uncertainties.
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CHAPTER 4

Data-Driven Design of Implicit Force Control

In order to avoid the deterioration of the force controller performance re-
lated to a rough identification of the environment model and to possible
under-modeling, as described in Sec. 2.5, a data-driven control design ap-
proach can be exploited to directly tune the force controller using on-line
or off-line Input-Output (I-O) data of the controlled system, without any
need of parametric models of the system. Conversely, model-based control
requires to model the plant, or identify the plant model, and then design the
controller based on the plant model.

In Sec. 4.1, examples of modeling and identification of robot/environ-
ment interaction for robot force control are provided, together with an in-
troduction on data-driven control methods. The Virtual Reference Feedback
Tuning (VRFT) algorithm is described in Sec. 4.2, while its application to
robot implicit force control and subsequent experimental validation are ad-
dressed in Sec. 4.3. In order to overcome the main limitations inherent in a
data-driven approach to the robot force control problem, described in Sec.
4.4, an on-line implementation of VRFT is presented in Sec. 4.5, while
a hierarchical control architecture is proposed in Sec. 4.6 to enhance the
closed-loop performance.

4.1 Introduction

Robot force control has been traditionally addressed in a model-based fash-
ion. As such, modeling of the robot-environment interaction and identifi-
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Chapter 4. Data-Driven Design of Implicit Force Control

cation of the model parameters are necessarily required. Assuming that the
robot and the environment are not perfectly rigid, the implicit force control
approach [49,50], extensively addressed in Chapter 2, belongs to those con-
trol strategies based on compliant interaction models. Robust control [91]
can be applied when prior information on model parameters is missing.
Alternatively, compliance parameters can be estimated and compensated
within an adaptive control strategy, see e.g. [92–94] and the adaptive im-
plementation of implicit force control in [53]. In other works [95–99] esti-
mation and control algorithms are instead strictly interdependent.

The mentioned control approaches rely on simple interaction models, as
the one described in Sec. 2.3 based on [50, 53], accounting for the robot
joints compliance [100, 101] and link flexibility [102, 103] together with
the environment elasticity. In this respect, the identification of compliance
parameters can be performed not only for control but also for simulation,
detection and perception purposes. The identification methods with the
latter goals are generally more accurate and derive from nonlinear complex
models [104–106], while the identification algorithms employed in control
depend on linear models, e.g. Recursive Least Square (RLS) [107, 108],
Extended Kalman Filter (EKF) [109, 110], algorithms based on an active
observer [99], or Model Reference Control (MRC) methods, as the Model
Reference Adaptive Control (MRAC) approach in [95, 97].

Note that in Model Reference Control, a model-based stabilizing con-
troller is combined with an additional controller that minimizes the differ-
ence between the output of the system and a desired output response from a
reference model. As a matter of fact, this relates to the second performance
requirement introduced in Sec. 2.5 that will be addressed in this chapter.
In this regard, various controller design approaches have been proposed
throughout the years for the design of a high performance controller from
the available model, see [111]. However, any model-based controller is not
necessarily optimal when connected to the plant, as the control performance
is limited by modeling errors. Hence, several data-driven controller tuning
techniques have been proposed to avoid the problem of under-modeling
and to facilitate the design of fixed-order controllers (e.g. PIDs) both it-
eratively and non-iteratively, e.g. [112], [113]. Among the other methods,
Virtual Reference Feedback Tuning (VRFT) [114], that will be described in
the following Section, allows the designer to tune a controller in one-shot,
by means of simple least squares-like formulas, without any prior parame-
terization of the plant under control. Moreover, it is robust to measurement
errors and easily applicable to fast PID tuning [115]. For the above reasons,
it was used and showed satisfactory performance on a large number of ex-
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4.2. The VRFT method

perimental applications, see e.g. [113, 116–119]. A thorough comparison
between direct and model-based approaches for model reference control
problem can be found in [120].

4.2 The VRFT method

Virtual Reference Feedback Tuning (VRFT) is a control design method in
which experimental data are directly mapped onto a fixed-structure con-
troller parameters (e.g., PID parameters), without the need of a mathemat-
ical model of the system. The idea of Virtual Reference Feedback Tun-
ing was first proposed in [121] with the name of Virtual Reference Direct
Design (V RD2) and subsequently extended in [114], [122] and [123] re-
spectively for linear time-invariant (LTI), nonlinear and linear parameter-
varying (LPV) systems. In this section, the method for the LTI case will be
reviewed.

Consider the unknown LTI SISO stable plant G(s). In the VRFT ap-
proach, the objective is to design a linear, fixed-order controller Cρ(s), pa-
rameterized through ρ, for which the closed-loop system matches a given
stable strictly proper reference modelM(s). More specifically, let the con-
troller parameterization be

Cρ(s) = βT (s)ρ,

where β(s) is a vector of n linear continuous-time basis functions

βT (s) =
[
β1(s) β2(s) . . . βn(s)

]
for a controller of nth order. More formally, the aim is to find the vector
of parameters ρ that minimizes the (filtered) H2-norm of the difference
between the reference model and the achieved closed-loop system

Jmr(ρ) =

∥∥∥∥( GCρ
1 +GCρ

−M
)
W

∥∥∥∥2

2

, (4.1)

where W (s) is a user-defined frequency-weighting filter.
Consider now that an open-loop collection of input-output (I-O) data

DN = {u(t), y(t)}t=1,...,N

is available and let the output y(t) be affected by the additive noise

v(t) = H(s)d(t),
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where H(s) is an unknown stable LTI system and d(t) is a zero mean white
Gaussian noise with variance of σ2, uncorrelated with u(t).

In standard indirect data-driven or model-based approaches, the above
objective can be achieved by identifying from data a model Ĝ of the plant
and designing a model-based controller K(Ĝ) as

K(Ĝ) =
M

Ĝ(1−M)
. (4.2)

However, K(Ĝ) might be non-causal and unstable. Moreover, it usually
does not belong to the considered controller set, thus non-trivial controller
reduction is needed.

Figure 4.1: The virtual loop and the real plant.

The main idea to minimize (4.1) without identifying G(s) is to build a vir-
tual closed-loop system, shown in Fig. 4.1, where the input and output
signals are equal to u(t) and y(t) and the closed-loop transfer function cor-
responds toM(s). From such a loop, the so-called virtual reference rv(t)
and virtual error ev(t) signals are respectively computed as

rv(t) =M−1(s) y(t)

ev(t) = rv(t)− y(t)
(4.3)

The control design is then reduced to an identification problem, where the
optimal controller generates u(t) when fed by ev(t).
The cost function to be minimized is then

JNvr(ρ) =
1

N

N∑
t=1

(
uL(t)− Cρ(s)eL(t)

)2

(4.4)

where uL(t) = L(s)u(t), eL(t) = L(s)ev(t) and L(s) is a suitable prefilter
such that (4.4) is equal to the second-order Taylor expansion of (4.1) in
the neighborhood of the minimum point [114]. A stability constraint [112]
based on the small-gain theorem can additionally be considered in (4.4),
representing a sufficient condition for closed-loop stability.
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4.3 Application to Robot Implicit Force Control

In order to achieve the second performance requirement described in Sec.
2.5, i.e. avoidance of environment identification and under-modeling, a
mixed model-based/VRFT-based controller for robot implicit force control
is proposed in this Section, based on [124].

4.3.1 Plant Description

Consider as control variable u ∈ R, the (motor-side) end effector displace-
ment ∆xc along the direction elastically constrained by the environment,
see Sec. 2.3

u := ∆xc = xc − x0 (4.5)

where xc is the (motor-side) end effector constrained position and x0 is
the end effector position on the environment undeformed surface, hereafter
assumed to be known with good accuracy. The output variable y ∈ R
in instead represented by the measured force at the end effector along the
constrained direction

y := Fc (4.6)

Denoting with CJ(q), CL(q) ∈ R6×6 the robot joint and link compliance
matrices, respectively, and with GE(s) ∈ R the unknown transfer function,
accounting for the environment behavior and possible unmodeled dynam-
ics, the plant to be controlled G is hence represented by the transfer function

G(s) :=
Y (s)

U(s)
= − 1

nT
(
CJ(q) + CL(q)

)
n+GE(s)

(4.7)

where n ∈ R6 is the vector representing the constrained direction. Note
that, in case of a purely elastic environment, the same expression in (2.8)
would be obtained.

Since the environment frequency response GE(s) is now assumed to be
unavailable, the plant frequency responseG(s) is in turn partially available,
except for the estimate of joint and link compliances ĈJ(q) and ĈL(q), re-
spectively. To compensate for such a lack of knowledge, based on Section
4.2, the VRFT approach would require to run experiments on the plant G
and subsequently use the collected I-O trajectories u and y to solve the
problem of finding a controller minimizing the model reference cost func-
tion.
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4.3.2 Open-loop Experiment

It is worth pointing out that, since the plant’s G transfer function G(s) is
robot configuration dependent, see (4.7), a number of open-loop experi-
ments comparable to the number of possible robot configurations would be
required, in order to apply the VRFT approach. On the other hand, the un-
known environment frequency response GE(s) is inherently robot configu-
ration independent, since it reflects the behavior of the environment only.

Figure 4.2: VRFT open-loop modified control scheme, with the introduced feedback loop.

Based on this consideration and assuming an accurate off-line estimation
of the robot joints and links compliances, i.e.

ĈL(q) ≈ CL(q)

ĈJ(q) ≈ CJ(q)
(4.8)

a feedback loop is introduced on the plant G, shown in Fig. 4.2, with the
following transfer function

H(s) = −nT
(
ĈJ(q) + ĈL(q)

)
n, (4.9)

The modified plant with the introduced feedback loop, see Fig. 4.2, will be
hereafter denoted with Ĝ, being û ∈ R its control input. The plant Ĝ trans-
fer function Ĝ(s) is now entirely dependent on the unknown environment
frequency response.

Ĝ(s) :=
G(s)

1−G(s)H(s)
=

− 1

nT
(
CJ (q)+CL(q)

)
n+GE(s)

1− nT
(
ĈJ (q)+ĈL(q)

)
n

nT
(
CJ (q)+CL(q)

)
n+GE(s)

(4.10)

yielding from (4.8)

Ĝ(s) ≈ − 1

GE(s)
(4.11)
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It is worth pointing out that, apart from making the dependence on the
environment transfer function explicit, the introduced feedback loop on the
plant G has the notable effect that the open-loop experiment on the resulting
plant Ĝ is now robot configuration independent. Therefore, a single robot
configuration needs to be selected in order to run the open-loop experiment.
Furthermore, note that Ĝ can be considered open-loop stable, due to the
presence of the (stable) inner robot joint position controller.

Figure 4.3: VRFT open-loop robot control structure.

As depicted in Fig. 4.3, the end effector displacement command ∆xc ∈ R,
which is in turn translated in an equivalent joint displacement command
∆qc ∈ R6 through kinematic inversion (2.9), is computed as follows

∆xc = û− nT
(
ĈJ(q) + ĈL(q)

)
n y (4.12)

No additional displacement has been applied in the unconstrained direc-
tions. Finally, the input of the robot position control loop q ∈ R6 is given
by (2.12).

4.3.3 Closed-loop Experiment

As proposed in [124], the VRFT algorithm is employed to tune the param-
eters of a PID controller.
Consider now the frequency response of the PID controller

Cρ(s) = β(s)Tρ

where
ρ =

[
KP KI KD

]T
are the parameters to tune and

β(s) =
[
1 1

s
s

1+sTD

]T
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is the corresponding vector of linear continuous-time transfer functions.
The time constant of the derivative part TD is selected as twice the sam-
pling time.
According to [114], the VRFT algorithm provides the parameter vector ρ
starting from the open-loop experiments data set on the system Ĝ and the
desired frequency behavior for the closed-loop system described by the ref-
erence model M(s), where M(s) is given, or, alternatively, it is derived
from user requirements. The VRFT algorithm allows the resulting PID
controller to achieve the desired closed-loop dynamics when it is possible
and, in any case, minimizes a suitable frequency-wise model matching er-
ror, also when the output signal is corrupted by some measurement noise.

Figure 4.4: VRFT closed-loop robot control structure.

The PID controller Cρ(s) tuned by VRFT is finally employed within the
closed-loop system shown in Fig. 4.4, where the end effector displacement
command ∆xc is given by

∆xc = Cρ(s)(y − y)− nT
(
ĈJ(q) + ĈL(q)

)
n y (4.13)

while the reference signal y ∈ R represents the desired value for the inter-
action force in the constrained direction.

4.3.4 Experimental Results

The open-loop experiments have been performed on the same environment
setup described in Sec. 2.5. The chosen open-loop control action û con-
sists in a sequence of end effector displacements with Trapezoidal Velocity
Profile (TVP), along the force controlled direction, i.e. the z Cartesian di-
rection. Time histories of I-O data are shown in Fig. 4.5. The adequacy
of the chosen open-loop profile of û for the Least Squares Estimation prob-
lem in (4.4) has been confirmed by checking that the prefiltered virtual
error eL, obtained from the collected output (4.3), results in a persistently
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Figure 4.5: Open-loop experiment: sequence of applied end effector displacements û
along the direction constrained by the environment (upper plot) and measured force y.

exciting signal [125, 126] with order greater than 3 1 and by computing the
correlation coefficient of the least squares fitting.
The VRFT Toolbox for MATLAB [127] has been exploited to provide the
parameters vector ρ from open-loop experiments. Taking into account the
low-pass filter (ωf = 75.4 rad/s and ζf = 1) applied to the joint refer-
ence, previously described in Sec. 2.2, the reference modelM(s) has been
selected as the following first order low-pass filter

M(s) =
ωc

s+ ωc
(4.14)

where ωc = 1.5 rad/s provides a suitable frequency separation with the
robot position control loop. The PID controller gains identified by VRFT
are: KP = −5.37 · 10−5, KI = −2.53 · 10−4, KD = 1.62 · 10−8.
The force regulation experiments, performed in presence of a step refer-
ence signal F c of 20 N on the same environment setup described in Sec.
2.5, compare the proposed control approach with the purely integral con-
troller in [50]. The chosen value for the integral gain: KI = 1.5 has been
selected so that the related first-order closed-loop transfer function is equal
to the desired frequency behaviorM(s) in (4.14). The environment com-
pliance ĈE required by [50], has been estimated off-line by means of Least

1MATLAB function pexcit has been used: https://it.mathworks.com/help/ident/ref/
pexcit.html
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Square Estimation (LSE), see Sec. 2.3.
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Figure 4.6: Closed-loop experiments. Upper plot: time histories of the measured inter-
action force obtained with the VRFT controller (solid line) and with the integral con-
troller in [50] (dashed-dotted line), compared with the step response of the reference
model M(s) in (4.14) (dotted line). Lower plot: time histories of the error between
the measured interaction forces and the step response ofM(s).

Fig. 4.6(a) shows the measured force time histories obtained with the
proposed controller and the integral controller in [50], compared with the
first-order step response given by the reference modelM(s) in (4.14). The
corresponding error time history is shown in Fig. 4.6(b), whereas Table
4.1 provides the maximum absolute error together with the error standard
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Table 4.1: Maximum absolute value (Max Abs. Error [N]) and standard deviation (Error
SD [N]) of the error between achieved and desired force step response.

Controller Max Abs. Error [N] Error SD [N]

Integral controller [50] 4.05 1.24

VRFT controller 1.58 0.32

deviation (SD).

As a matter of fact, thanks to the proposed data-driven controller [124],
force overshoots and possible instabilities of the controlled system related
to environment modeling and identification (see Sec. 2.5) are inherently
prevented. Furthermore, as shown in Fig. 4.6, an increased matching be-
tween the desired and the achieved closed-loop dynamics can be obtained
compared to the purely integral controller, providing a significant reduction
of the maximum absolute value and standard deviation (SD) of the error be-
tween the measured and the desired force step response, see Table 4.1.

4.4 Discussion

The main limitations inherent in a data-driven approach to the robot force
control problem are summarized in the following remarks.

- Remark 1: The required open-loop collection of input-output data
represents a first issue in the implementation of data-driven methods
on typical industrial robot controller (as the one described in Sec.
2.2) where storage and manipulation of large amount of sensory in-
formation can prevent real-time execution of control algorithms. Fur-
thermore, the MATLAB functions of VRFT Toolbox [127], developed
for off-line identification of the controller parameters, are clearly un-
suitable for real-time applications. Consequently, the open-loop and
closed-loop experiments must be performed separately, in order to run
the VRFT Toolbox in MATLAB environment. Clearly enough, this
time consuming procedure restricts the applicability of the proposed
control strategy in industrial settings. In order to address this issue
an on-line implementation of the VRFT algorithm will be proposed in
Sec. 4.5.

- Remark 2: In direct data-driven control methods, the desired closed-
loop performance (i.e. the bandwidth of the closed-loop system) is set
by the choice of the reference model. Note that if a data-driven con-
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troller has been designed based on a tentative low-performance refer-
ence model, re-tuning of the controller will be necessarily required in
order to increase the closed-loop performance, by changing the refer-
ence model. Moreover, in case a high-performance reference model
is chosen, force overshoots can arise as shown in Fig. 4.7, where the
adopted first-order reference model M(s) with ωc = 4.5 rad/s re-
duces the step response settling time to approximately 1 s compared
to Fig. 4.6. As previously described in Sec. 2.5, output overshoots
in a force control scenario are often connected to potential damages
to the workpiece, and should be therefore avoided. Based on these
considerations and following the work of Piga et al. [128], in Sec.
4.6 an outer model predictive controller (MPC) acting as a reference
governor [63, 129], is applied to the inner VRFT closed-loop system,
aiming at enhancing the closed-loop performance.
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Figure 4.7: Closed-loop experiments choosing an aggressive first-order reference model
M(s) with ωc = 4.5 rad/s: time history of the interaction force produced by the
VRFT controller (solid line) and the step response of the reference modelM(s)(dotted
line).

4.5 On-line VRFT

This section proposes an on-line implementation of the VRFT algorithm
based on the Recursive Least Squares (RLS) estimation method [125, 126]
and shows its application to robot implicit force control.
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4.5.1 RLS Implementation

Consider the discrete time controller parametrization

Cρ(z) = β(z)Tρ

where β(z) =
[
β1(z) β2(z) . . . βn(z)

]T is a vector of linear discrete-
time transfer functions and ρ =

[
ρ1 ρ2 . . . ρn

]T is the n-dimensional
vector of controller parameters. According to the VRFT method (see Sec.
4.2), the relation between the prefiltered control input uL ∈ R and the
prefiltered virtual error eL ∈ R can be written as

uL,k = Cρk(z) eL,k = βTz ρk eL,k (4.15)

where the subscript k denotes the sample index.
By denoting the regressor vector ϕ as

ϕk = β(z) eL,k (4.16)

and considering as parameter vector θ the vector of controller parameters ρ

θk = ρk (4.17)

equation (4.15) can be expressed in regressor form as

uk = ϕTk θk (4.18)

The RLS update equations for the VRFT algorithm are hence given by
θ̂k = θ̂k−1 + Pkϕkεk
εk = uL,k − ϕTk θ̂k−1

Pk = Pk−1 −
Pk−1ϕkϕ

T
k Pk−1

1+ϕT
k Pk−1ϕk

(4.19)

The update of the parameter estimate θ̂ is calculated based on the previous
estimate and the residual term ε, while the update of the adaptation gain
matrix P is given by the last equation. Initialization is required for both the
parameter vector θ̂0 and the adaptation gain matrix P0. Note that a large
norm of P0, meaning that θ̂0 is not reliable, eventually results in a fast con-
vergence.

According to Sec. 4.3.3, consider now a discrete time PID controller with
transfer function

Cρ(z) = KP +
KI

1− z−1
+KD(1− z−1) = βTz ρ (4.20)
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where
β(z) =

[
1 1

1−z−1 1− z−1
]T

(4.21)
and

ρ =
[
KP KI KD

]T (4.22)
The discrete time reference model M(z) corresponding to the first order
low-pass filter in (4.14) is derived as follows

M(z) =
(1− A)z−1

1− Az−1
(4.23)

where
A = 1− Ts ωc

A similar choice of a PID controller combined with a first order reference
model can be found in the AVRFT approach [130], an adaptive version of
the VRFT applied to PID controller design.

In order to apply the RLS algorithm in (4.19), it is necessary to specify
the parameter vector θ̂, the residual term ε and the regressor vector ϕ.
The parameter vector is given by

θ̂ = ρ̂ =
[
K̂P K̂I K̂D

]T
while the residual term ε can be written as follows (neglecting the prefilter,
i.e. uL = u and eL = ev)

εk = uk − ϕTk θ̂k−1

The regressor vector ϕ can be finally computed by means of (4.3) and
(4.16), leading to

ϕTk = ev,k β
T
z =

(
M(z)−1 − 1

)
yk β

T
z (4.24)

By plugging (4.21) and (4.23) in the previous equation, one obtains

ϕTk =

(
1− Az−1

(1− A)z−1
− 1

)[
1 1

1−z−1 1− z−1
]
yk (4.25)

and therefore
ϕTk =

[
ϕp,k ϕi,k ϕd,k

]
(4.26)

where

ϕp,k =
1

1− A
(
yk − yk−1

)
ϕi,k =

1

1− A
yk

ϕd,k =
1

1− A
(
yk − 2yk−1 + yk−2

) (4.27)
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Compared to conventional VRFT, where a database collected from an open-
loop experiment is required, now the amount of past I-O data reduces to:
yk−1 and yk−2 according to (4.27). This, combined with the computation-
ally inexpensive operations in (4.19), clearly allows for real-time execution
of the VRFT algorithm.
Finally note that the proposed RLS implementation of VRFT relies on
the assumption that the (unknown) environment model does not change
during the performed experiments, i.e. the forgetting factor is equal to
1. Nevertheless, in case of a time varying environment behavior: think
of a multi-material surface, an Exponentially Weighted Recursive Least
Squares (EWRLS) implementation of VRFT can be easily obtained from
(4.19), thus allowing for an adaptive update of the controller parameters,
see [130, 131].

4.5.2 Experimental Results

Thanks to the proposed RLS implementation of VRFT, it is now possible
to setup a single force control experiment on the robot system, divided in
the following steps:

Step 1 A sequence of end effector displacements along the force controlled
direction û is applied on the open-loop system according to Sec. 4.3.2,
while PID parameters are simultaneously computed by the RLS algo-
rithm in (4.19).

Step 2 The final parameter estimate (at the end of Step 1) is used as candi-
date PID controller within the closed-loop system in Sec. 4.3.3 and a
force regulation task is subsequently performed.

In analogy to Sec. 4.3, the z Cartesian direction represents the force con-
trolled direction. The adequacy of the chosen open-loop profile û (Step
1) for the RLS estimation problem has been previously addressed in Sec.
4.3.2. Finally, a step reference signal F c of 20 N has been applied to the
closed-loop system in Step 2.

A set of three experiments has been performed on different environment
materials: aluminium, wood, plastic.
Fig. 4.8, Fig. 4.9 and Fig. 4.10 show the time histories of I-O data (upper
plots) and the estimated PID controller parameters (lower plot), obtained
during Step 1 for the aluminium, wood and plastic environment, respec-
tively. The bandwidth of the reference modelM(z) in (4.23) has been set
by choosing A = 0.997 (ωc = 1.5 rad/s), thus corresponding to a step
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response settling time of approximately 3 s as in Sec. 4.3.3.
The following initial estimate of the parameter vector has been chosen:
θ̂0 =

[
0 0 0

]T , while the approximate initialization: P0 = δ · I3 with
δ = 100 has been employed for the adaptation matrix.
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Figure 4.8: Step 1: aluminium. Upper plots: sequence of applied end effector displace-
ments û along the direction constrained by the environment (left) and measured force
y (right). Lower plots: RLS estimated controller parameters (solid lines) and corre-
sponding values returned by the VRFT Toolbox for MATLAB (dashed lines).

The time history of the RLS estimated controller parameters (solid lines in
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Figure 4.9: Step 1: wood. Upper plots: sequence of applied end effector displacements û
along the direction constrained by the environment (left) and measured force y (right).
Lower plots: RLS estimated controller parameters (solid lines) and corresponding val-
ues returned by the VRFT Toolbox for MATLAB (dashed lines).

the lower plots) is compared to the values returned off-line by the VRFT
Toolbox for MATLAB (dashed lines) based on the complete collection of
I-O data. As expected, the values returned by RLS at the end of Step 1,
match with high accuracy (up to 6 significant digits) those returned by the
VRFT Toolbox.
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Figure 4.10: Step 1: plastic. Upper plots: sequence of applied end effector displace-
ments û along the direction constrained by the environment (left) and measured force
y (right). Lower plots: RLS estimated controller parameters (solid lines) and corre-
sponding values returned by the VRFT Toolbox for MATLAB (dashed lines).

Finally Fig. 4.11 shows the time histories of the measured interaction force
during the force regulation task in Step 2, for the three experiments per-
formed on the different environments. The corresponding time history of
the errors between the achieved force responses and the step response of
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M(z) is shown in Fig. 4.11(d). Again, note that a significant matching
between desired and achieved closed-loop dynamics is achieved, see Table
4.2.

time [s]
0 1 2 3

F
c
[N

]

0

5

10

15

20

VRFT controller
Step response of M(z) - A = 0.997

(a) Aluminium

time [s]
0 1 2 3

F
c
[N

]

0

5

10

15

20

VRFT controller
Step response of M(z) - A = 0.997

(b) Wood

time [s]
0 1 2 3

F
c
[N

]

0

5

10

15

20

VRFT controller
Step response of M(z) - A = 0.997

(c) Plastic

time [s]
0 1 2 3

F
c
[N

]

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

Aluminium
Wood
Plastic

(d) Error

Figure 4.11: Step 2: time history of the measured interaction force (solid line) during the
force regulation task employing the VRFT controller estimated in Step 1, compared
to the step response of the reference model M(z) in (4.23) with A = 0.997 (ωc =
1.5 rad/s) (dotted line). The corresponding time history of the error between the
achieved force responses and the step response ofM(z) is shown in the last plot.

Table 4.2: Maximum absolute value (Max Abs. Error [N]) and standard deviation (Error
SD [N]) of the error between achieved and desired force step response.

Material Max Abs. Error [N ] Error SD [N ]

Aluminium 2.55 0.35

Wood 3.10 0.57

Plastic 3.23 0.62
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4.6 Hierarchical Approach

This section aims at further enhancing the closed-loop performance (i.e.
the bandwidth of the closed-loop system) without any need of retuning the
VRFT controller, while simultaneously preventing the occurrence of force
overshoots connected to the choice of a high-performance reference model,
as previously discussed in Sec. 4.4. In this respect a hierarchical control ar-
chitecture is proposed in the following, which relates to the ideas in [128].

Figure 4.12: Hierarchical control architecture: the inner VRFT controller is designed
from data, so that the inner loop matches as much as possibleM(s), whereas the outer
MPC controller enhances the performance.

As shown in Fig. 4.12, the controller is split into two components orga-
nized in a hierarchical fashion. An inner VRFT controller Cρ(z) is first
designed, as described in Sec. 4.3 and Sec. 4.5, to match an achievable
reference model M(z). Then, an outer linear model predictive controller
(MPC) acting as a reference governor [63, 129] selects on-line, and, ac-
cording to a receding horizon strategy, the optimal reference supplied to the
inner closed-loop system in order to improve the closed-loop performance
of the inner loop, without complicating the data-driven design procedure.
By merging together the two controllers in the above hierarchical fashion,
one can choose a low-performance, i.e. with a moderate bandwidth, inner
closed-loop behaviorM(z), while the tasks of optimizing the closed-loop
performance is left to the outer MPC, which can be designed based on the
(known) closed-loop dynamicsM(z).

4.6.1 Outer MPC Design

In the following it is assumed that the inner data-driven controller Cρ(z)
is designed to achieve a low-performance (i.e. with low bandwidth) first
order reference model M(z), see (4.23), whose bandwidth is set by the
parameter A with 0 < A < 1. In order to account for an additional time
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delay, due to robot joint friction effects, the introduced transfer function
M∗(z), describing the stable dynamics of the inner closed-loop system,
will be considered as a prediction model for the outer MPC-based controller

M∗(z) =
(1− A)z−1

1− Az−1
· z−N (4.28)

whereN is the number of sampling periods corresponding to the considered
time delay Td given by

N =
Td
Ts

Ts being the sampling time.
Based on the prediction model in (4.28), the outer MPC controller is de-
signed in order to achieve a high-performance (i.e. with high bandwidth)
closed-loop dynamics, represented by the following high-performance ref-
erence model

M̃(z) =
(1− Ã)z−1

1− Ãz−1
(4.29)

with
0 < Ã < A < 1 (4.30)

In order to allow for real-time implementation, the following horizon-1
MPC problem can be formulated at each time instant t

min
r(t)
Qy
(
ỹ(t+Np)− y(t+Np)

)2

+Qr
(
y − r(t)

)2

(4.31a)

subject to

y(t+Np)=ANpy(t)+(1−A)
∑Np−2

i=0 ANp−i−1r(t−N+i)+(1−A)r(t) (4.31b)

ỹ(t+Np)=ANpy(t)+(1−A)
∑Np−1

i=0 ANp−i−1g(t−N+i)=ÃNp ỹ(t)+(1−ÃNp )y (4.31c)

where y is the output reference (hereafter assumed to be constant) and ỹ
is the output of the high-performance reference model in (4.29), Qy ∈ R
and Qr ∈ R are nonnegative weights, while Np is the minimum prediction
horizon due to the considered delay, given by

Np = N + 1

In the MPC formulation the following terms are penalized in (4.31a):
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1. the tracking error between the output of the high-performance refer-
ence model ỹ and the output y.

2. the error between the reference signal y and the MPC output r.

Due to the considered time delay, the Np-step ahead predictions y(t + Np)
and ỹ(t + Np) can be computed as in (4.31b) and (4.31c), representing the
Lagrange equations for the prediction model M∗(z) in (4.28) and for the
high-performance reference model M̃(z) in (4.29), respectively.
Note that from a practical perspective, while the first penalty term improves
the bandwidth of the closed-loop system, the goal of the penalty on y − r
is to guarantee the absence of output (i.e. force) overshoots with respect to
the reference value.

4.6.2 Stability

Let εN := N−N be the time delay estimation error between the actual time
delay (N ) of the inner closed-loop systemM∗(z,N) and the estimated time
delay (N ) considered in the MPC problem.
Denoting

Q :=
Qr
Qy
∈ [0,+∞)

and

α :=
(1− A)2

(1− A)2 +Q
=

{
1 if Qr = 0

0 if Qy = 0
(4.32)

the following Theorem holds.

Theorem 1. There exists a set of values of the weigthsQy ≥ 0 andQr > 0
ensuring the asymptotic stability of the closed-loop system, for any εN .

Proof. The optimal output of the LTI-MPC in (4.31) can be computed ex-
plicitly, unlike the LPV-MPC in [128], leading to the following expression

r(t) =
(1− A)ỹ(t+Np)− (1− A)ANpy(t) +Qy

(1− A)2 +Q
+

− (1− A)2
∑Np−2

i=0 ANp−i−1g(t−N + i)

(1− A)2 +Q

(4.33)
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which can be rewritten in the discrete-time frequency domain through Z-
transform as

r(z) =

(
α

1−AF1(z) + αQ
(1−A)2

)
y − αANp

1−A y(z)

1 + αF2(z)
(4.34)

where F1(z) is a stable transfer function for Ã < 1

F1(z) :=
1− ÃNp

zNp − ÃNp
(4.35)

while F2(z) is given by

F2(z) : =

Np−2∑
i=0

ANp−i−1z−N+i =
A

z

Np−2∑
i=0

A

z

Np−i−2

=

=
A(zN − AN)

zN(z − A)

(4.36)

Accordingly, the proposed hierarchical control architecture results in the
control scheme shown in Fig. 4.13 that will be employed in the following
proving the stability of the closed-loop.

Figure 4.13: Hierarchical control architecture: equivalent control scheme for stability
analysis.

Denote with

A(z) :=
α

1− A
F1(z) +

αQ
(1− A)2

=

{
F1(z)
1−A if Qr = 0

1 if Qy = 0
(4.37)

and
B(z) :=

1

1 + αF2(z)
(4.38)
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SinceA(z) represents a stable transfer function with off-set, the stability of
the closed-loop system F(z)

F(z) =
B(z)M∗(z,N)

1 + αANp

1−A B(z)M∗(z,N)
(4.39)

can be verified by computing the roots of the related characteristic polyno-
mial, given by

Φ(z) = zN
(
z + (α− 1)A

)
+ αAN+1

(
zεN − 1

)
(4.40)

• For εN = 0 the resulting polynomial

Φ(z) = zN
(
z + (α− 1)A

)
has N roots equal to zero and a stable real root λ ∈ [0, A)

λ =
AQ

(1− A)2 +Q

Since A < 1, see (5.24), asymptotic stability is therefore ensured for
any choice of Qy and Qr. For εN 6= 0, by applying Jury stability
criterion, it can be shown that the characteristic polynomial in (4.40)
corresponds to a stable closed-loop dynamics if the following suffi-
cient condition is satisfied

0 ≤ α < min(α, 1) (4.41)

where α, for εN > 0, is given by

α =
AN+1 − AN +

√
AN(AN+2 − 2AN+1 + 5AN + 4)

2AN+1(AN + 1)
(4.42)

while, for εN > 0, α is obtained by replacing N with N in (4.42).

As a matter of fact, if an exact knowledge of the time delay is avail-
able (εN = 0) the proposed hierarchical control architecture guarantees
the asymptotic stability of the closed-loop system for any choice of the
weights Qy and Qr. Conversely, in presence of time delay uncertainty
(εN 6= 0), asymptotic stability can be guaranteed if Qy and Qr satisfy
condition (4.41). For the sake of fairness, note that deterioration of the
closed-loop behavior can be expected for increasing values of |εN |.

78



4.6. Hierarchical Approach

4.6.3 Experimental Results

The effectiveness of the proposed hierarchical control approach has been
evaluated on a set of three force regulation experiments performed on dif-
ferent environment materials, i.e. aluminium, wood and plastic, according
to the following task execution structure:

Step 1 A sequence of end effector displacements along the force controlled
direction û is applied on the open-loop system according to Sec. 4.3.2,
while PID parameters of the VRFT controller are simultaneously com-
puted by RLS (4.19) based on a low-performance reference model
M(z).

Step 2 The final parameter estimate (at the end of Step 1) is used as can-
didate PID controller for the inner data driven control loop, whose
reference r is set by the outer MPC controller, based on the prediction
modelM∗(z) and the high-performance reference model M̂(z).

In analogy to Sec. 4.3, the z Cartesian direction represents the force con-
trolled direction, while a step reference signal F c of 20 N has been applied
in Step 2. RLS initialization has been performed according to Sec. 4.5.2.
The bandwidth of the low-performance reference model M(z) in (4.23)
has been set by choosing A = 0.997 (ωc = 1.5 rad/s), thus corresponding
to a step response settling time of approx. 3s, as in Sec. 4.3.3. A time delay
Td = 0.08s (i.e. N = 40) has been considered within the prediction model
M∗(z) in (4.28). The bandwidth of the high-performance reference model
M̃(z) in (4.29) corresponds to a step response settling time of approxi-
mately 1s, by setting Ã = 0.985 (ωc = 4.5 rad/s). Finally, the following
values of the MPC weights are used: Qy = 1 and Qr = 0.001 based on the
performed stability analysis.

Fig. 4.14 shows the time histories of the measured interaction force dur-
ing the force regulation task (Step 2) for the three experiments performed
on the different environments. The step responses of the prediction model
M∗(z) (dashed line) and of the high-performance reference model M̃(z)
(dotted line) are shown together with the force time history produced by a
VRFT controller tuned on the high-performance reference model (dashed-
dotted line) and by the proposed hierarchical control approach (solid line).

As it can be noticed, while force overshoots arise employing the stan-
dard VRFT as described in Sec. 4.3, closed-loop performance is effectively
enhanced by the proposed hierarchical control approach, which allows to
achieve a high settling performance simultaneously preventing the occur-
rence of output overshoots.
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Figure 4.14: Step 2: comparison between the time history of the measured interaction
force during the force regulation task employing a VRFT controller tuned on the high-
performance reference model M̃(z) (dashed-dotted line) and the proposed hierarchical
control approach (solid line), together with the step responses of M̃(z) (dotted line)
and of the prediction modelM∗(z) (dashed line).
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CHAPTER 5

Experimental Setup and Control Framework

The recent industrial development of bimanual, or dual-arm, robots (e.g.
Motoman SDA-series, DLR Justin, ABB YuMi, Willow Garage PR2, Re-
think Robotics Baxter, Kawada Nextage) has rapidly captured the attention
of researchers and users on this new class of robotic systems. Besides cost
saving and space saving advantages over single arm systems, the capabil-
ity of independently or synchronously handling objects enables dual-arm
robots to fully employ their increased dexterity in assembly operations. On
the other hand, the growing complexity of robotic tasks, combined with the
inherent redundancy of bimanual robots, makes real-time motion planning
more challenging for this type of platforms.

This chapter provides details on the hardware used for experimental val-
idation and on the constraint-based programming approach responsible for
real-time motion planning. The dual-arm robotic platform used in the ex-
periments and its interface are presented in Sec. 5.1, together with the
chosen method for estimation of the interaction force/torque. Finally, Sec
5.2 describes the constraint-based trajectory generation framework that will
be adopted in Chapter 6 to develop force control algorithms for bimanual
assembly tasks.

5.1 Hardware and Interfaces

This section gives a brief overview of the hardware and interface available
for experimental validation.
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5.1.1 Bimanual Robot

The second robot used in this thesis is the ABB YuMi [132, 133] formerly
known as FRIDA and shown in Fig. 5.1.

Figure 5.1: The ABB YuMi robot used in this thesis inside a collaborative assembly
workcell.

YuMi is a dual-arm robot specifically designed for robotic assembly. Each
of the two arms is redundant with 7 degrees of freedom. Its light-weight
skeleton is covered with a floating plastic casing wrapped in soft padding.
This, combined with power and speed limitations, provides an inherent de-
gree of safety that allows for safe Human-Robot collaboration [134].

Aiming at performing the assembly operations addressed in the following
chapter, the YuMi robot available at the Merlin Lab of Politecnico di Mi-
lano has been equipped with pneumatically actuated grippers on both end
effectors and 3D printed tools designed for the specific assembly operation.

5.1.2 Interface to the Robot

The robot described in the previous section is controlled by the ABB IRC5
control system: each joint is individually position controlled, while a main
computer calculates the joint position reference. Joint velocity reference
and torque feedforward can be additionally sent to the inner joint position
controller [135]. The available measurements include joint positions and
velocities obtained by numerical differentiation and filtering of the joint
positions.
The low-level joint position control loops run at a sampling frequency of
2 kHz, while a research interface for setting the references and reading
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measurements runs at 250 Hz. The external controller using the research
interface is executed on an external PC with Linux and Xenomai for real-
time performance. The external PC communicates with the robot controller
through LabComm protocol [136]. Executable code is generated via the
Simulink Coder, and the compiled program runs as an external controller
using the research interface.

5.1.3 Force Sensing

In its current setup the YuMi robot is not equipped with any wrist mounted
force/torque sensor or joint torque sensors, therefore estimation of the in-
teraction force/torque is required in order to perform assembly tasks, see
[47]. Sensorless force estimation is hereafter performed based on the well
known generalized momentum method [137, 138]. The benefit of using
this method is that (noisy) joint acceleration measurements are not needed,
although knowledge of the robot dynamical model is required.

In the following, details on the YuMi dynamical model and on the esti-
mation method in [137, 138] are provided.

Consider the dynamic model of a rigid robot with n DoFs

B (q) q̈ +C (q, q̇) q̇ + γ (q, q̇) = τ + τ ext (5.1)

where B (q) ∈ Rn×n is the symmetric positive definite inertia matrix, de-
pending on the joint configuration q ∈ Rn. Coriolis/centrifugal forces and
torques are represented by C (q, q̇) q̇ ∈ Rn, while gravity and friction ef-
fects are contained in γ (q, q̇) ∈ Rn. The control torques applied to the
robot are given by τ ∈ Rn. Finally, τ ext ∈ Rn represents the external
torques.
The inertial, centrifugal and gravitational terms for the YuMi used in the
experiments have been assembled on the basis of the dynamic parameters
provided by the manufacturer. The following model [139] has been used to
describe the joint friction torque for the i-th joint τFi which take part in the
definition of γ (q, q̇)

τFi = τOi + τCi tanh (130 q̇i) +

{
D+
i q̇i if q̇i > 0

D−i q̇i if q̇i < 0
(5.2)

where τCi and τOi represent the Coulomb friction and a torque offset, respec-
tively, whilst D+

i and D−i are the viscous coefficients for positive and neg-
ative velocities, respectively. Identification of friction coefficients has been
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performed in [139] via Least Squares (LS) estimation with non-negativity
constraints. In order to account for possible uncertainties, the following
threshold has been additionally applied to the module of τFi

τ thr = τ stilli + τmovei sech (30q̇i) (5.3)

where τ stilli and τmovei are static and viscous terms, respectively.
The identified friction model and the considered threshold for a single joint
are shown in Fig. 5.2.

Figure 5.2: Joint friction torque for the i-th joint: joint friction model (red), considered
threshold (gray shadow) and experimental data (black dots).

Defining p ∈ Rn as the generalized momentum vector

p = B (q) q̇ (5.4)

its time derivative is given by

ṗ = C (q, q̇)T q̇ − γ (q, q̇) + τ + τ ext (5.5)

According to [137], estimation of the external torques τ ext can be per-
formed by computing the residual vector r ∈ Rn

r = KR

[
p−

∫ tk

0

(
τ +CT (q, q̇) q̇ − γ (q, q̇) + r

)
dt

]
(5.6)

whereKR is a symmetric positive definite matrix.
From (5.6), one obtains a first order stable linear relationship between the
external torques τ ext and the residual

ṙ = KR (τ ext − r) (5.7)
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Accounting for robot redundancy and assuming the interaction force/torque
µ ∈ Rm (with m < n) to be applied to the Tool Center Point (TCP), the
following equation can be finally adopted to estimate µ

µ =
(
J (q)T

)†
r (5.8)

where J(q) ∈ Rm×n represents the Jacobian of the TCP frame, while †

stands for the Moore-Penrose pseudo-inverse.

5.2 Real-Time Motion Planning

The dexterity of a dual-arm system clearly allows for the execution of tasks
with an increased level of complexity compared to traditional positioning
tasks. Furthermore, kinematic redundancy can be exploited to simultane-
ously perform multiple task with a given order of priority. On the other
hand, these capabilities introduce additional constraints on the planning
problem of a robot trajectory. Moreover, the robot should be able to modify
its motion in real-time to cope with unpredictable sensory events.
Based on these considerations, the following section provides details on
the constraint-based motion planning algorithm described in [48,140,141],
adopted as control framework in the following of this thesis.

5.2.1 Trajectory Generation Using Constrained Control

The control architecture in [48], shown in Fig. 5.3, is based on a real-
time trajectory generation algorithm combined with an optimization based
reactive controller, feeding the inner industrial joint position/velocity con-
troller. Subscript k refers to the value of the related vector at discrete time
instant tk.

Figure 5.3: Block diagram of the control framework.
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The reactive controller, responsible for kinematic inversion in presence of
redundancy and control constraints, generates the joint position and veloc-
ity reference to the robot position/velocity controller

(
qk+1, q̇k+1 ∈ Rn

)
based on the state of motion in task coordinates provided by a trajectory
generation algorithm [142]

(
xgenk+1, ẋ

gen
k+1 ∈ Rm

)
, the current state of mo-

tion in task coordinates
(
xk, ẋk ∈ Rm

)
and workspace sensing. If this

entails a deviation from the planned trajectory, a new trajectory from the
current state of motion to the target state of motion

(
xtrg, ẋtrg ∈ Rm

)
is

(reactively) generated by the trajectory generation algorithm.

The following assumption is made:

Assumption: The reference joint acceleration vector represents the control
input u ∈ Rn

q̈k = uk

Based on this, the joint space process model reduces to a (discrete-time)
double integrator.

qk+1 = qk + Tsq̇k + 0.5 T 2
suk

q̇k+1 = q̇k + Tsuk
(5.9)

where Ts is the controller sampling time.
By considering the well-known forward kinematic relation between joint
coordinates q ∈ Rn and task variables x ∈ Rm

x = f (q) ẋ = J (q) q̇ ẍ = J̇ (q) q̇ + J (q) q̈ (5.10)

the second order task space process model is given by

xk+1 = xk + TsJkq̇k + 0.5 T 2
s

(
J̇kq̇k + Jkuk

)
ẋk+1 = Jkq̇k + Ts

(
J̇kq̇k + Jkuk

) (5.11)

where Jk = J (qk) and J̇k = J̇ (qk).

A generic constraint, considered within the reactive controller, has the fol-
lowing expression, which is linear in the control input

Ekuk ≤ fk (5.12)

where Ek and fk can be constant or time-varying vectors/matrices. Pos-
sible constraints can account for typical motion planning limitations (i.e.
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joint limits, bounds on the maximum velocities and accelerations in joint
and task space) but also for sensor-related events occurring at time instant
k, see [48, 141].
The considered constraints have been specified according to the invariance
control approach, previously described in Sec. 3.2, assuming a relative de-
gree not greater than 2. It is worth recalling that constraints’ satisfaction
is ensured if set invariance condition (3.15) holds for all active constraints.
This in turn can be expressed consistently with (5.12) by exploiting I-O
Linearization (3.38), leading to

AIuk � bI (5.13)

where I is the set of active constraints at time instant k, AI = [aTi ] and
bI = [γi − bi] with i ∈ I. Finally ai(x)T and bi are defined in (3.38). The
operator � denotes the inequality ≤ for all elements of the vectors.

The complete control architecture is described in Algorithm 2.

Algorithm 2

Input: qk, q̇k,xtrg, ẋtrg, ẋmax, ẍmax,Ek,fk

Output: qk+1, q̇k+1, τ k

1: compute relevant kinematic quantities (Jacobians, task variables, etc.)
2: generate a trajectory, consistent with ẋmax, ẍmax to connect xk, ẋk with xtrg, ẋtrg

3: evaluate the next desired state of motion xgen
k+1, ẋ

gen
k+1

4: solve the following QP problem

min
uk

L
(
ẋk+1 − ẋgen

k+1,xk+1 − xgen
k+1

)
(5.14a)

subject to

xk+1 = xk + TsJkq̇k + 0.5T 2
s

(
J̇kq̇k + Jkuk

)
(5.14b)

ẋk+1 = Jkq̇k + Ts

(
J̇kq̇k + Jkuk

)
(5.14c)

AIuk � bI (5.14d)

5: update the state of motion as in (5.9)

qk+1 = qk + Tsq̇k + 0.5T 2
s uk

q̇k+1 = q̇k + Tsuk

(5.15)

The cost function in (5.14a) weighs the difference between the next state of
motion (xk+1, ẋk+1) and its reference values

(
xgenk+1, ẋ

gen
k+1

)
obtained as an
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output of the trajectory generation algorithm.
A quadratic cost function can be used to this purpose

L (e, ė) = 0.5eTQpe+ 0.5ėTQvė+ eTQp,vė+

+ gTp e+ gTv ė
(5.16)

whereQp,Qv,Qp,v are positive definite matrices, while gp and gv are vec-
tors of suitable dimension.
Constraints (5.14b) and (5.14c) are required to map joint space velocities
and accelerations into their task space counterparts. Finally, (5.14d) repre-
sents the set of all considered constraints accounting for motion planning
limitations and sensor-related events, as previously discussed.
The output of the Quadratic Programming (QP) problem consists in the ref-
erence joint acceleration q̈k, i.e. the control inputuk, according to Assump-
tion 2, from which the corresponding reference position qk+1 and velocity
q̇k+1 can be computed through (5.9) and fed to the inner position/velocity
controller.

In presence of redundant degrees of freedom, as with the dual-arm robotic
platform described in Sec. 5.1.1, or in case of task redundancy, the QP
problem in (5.14) has infinite, and equally optimal, solutions.
Being u0

k any of those optimal solutions, robot redundancy can be exploited
to perform a second task having lower priority with respect to the main task.
This can be obtained only if the alternative solution uk differs from u0

k in
the null space of the task Jacobian [143, 144], i.e. by satisfying the follow-
ing constraint

Jk
(
uk − u0

k

)
= 0 (5.17)

Within an optimization based framework this can be handled by introducing
a second optimization stage acting in the task null space, which inherits
all the constraints in (5.14) together with the optimality criterion in (5.17)

minuk

1

2
uTkQuuk + gTuuk

subject to
Jkuk = Jku

0
k

AIuk � bI

(5.18)

whereQu is a positive definite matrix and gu is a vector of suitable dimen-
sion.
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Several formulations of the cost function in (5.18) can be considered.
By setting

Qu = 2T 2
s In

gu = 2Tsq̇k
(5.19)

joint space velocities q̇k+1 can be minimized, as in the following of this
thesis. Alternatively, kinematic redundancy can be exploited for collision-
avoidance purposes, including self-collision avoidance. Being q̇0

k the vector
of evasive joint displacements, defined as in [145], the candidate cost func-
tion in (5.18) is given by

Qu = 2T 2
s In

gu = 2Ts
(
q̇k − q̇0

k

) (5.20)

As another option, the robot reflected mass could be minimized, according
to [146], in order to decrease the dissipated energy in potential inelastic
impacts.

The sequence of QP problems representing the reactive controller mod-
ule, i.e. (5.14) and (5.18), has been solved with QPOASES [84], or al-
ternatively with the state-of-the-art hierarchical solver presented in [144].
Finally, Reflexxes Motion Libraries [88] have been chosen as real-time tra-
jectory generation algorithm.

5.2.2 Robust Constraints Specification

As proposed in [48, 147], possible uncertainties in the description of the
system kinematics/dynamics or in sensor measurement can be considered
within the constraint specification

Consider a scalar task function p = p (q) ∈ R with relative degree equal to
2. The time derivatives of p are given by

ṗ = Jp (q) q̇, p̈ = J̇p (q) q̇ + Jp (q)u (5.21)

while its dynamics can be represented by the state vector π ∈ R2

π =
[
p ṗ

]T (5.22)

Defining ∆ ∈ R2 and v ∈ R2 as two vectors accounting for state measure-
ment uncertainty and modeling errors, respectively, the (discrete time) state
vector πk+1 is given by the following double-integrator relation

πk+1 = A (πk + ∆k) +Bp̈k + vk (5.23)
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where

A =

[
1 Ts
0 1

]
B =

[
0.5T 2

s

Ts

]
(5.24)

Ts being the sampling time.
Consequently, by assuming ∆k and vk to be bounded and such that ∆k ∈ D
and vk ∈ V, where D and V are generic polytopes, the following reachable
set can be obtained, representing the set of all possible values for the state
vector πFk+1 in (5.23)

πk+1 ∈ Aπk ⊕BP̈⊕AD⊕ V (5.25)

where ⊕ represents the Minkowski sum and

P̈ = {p̈ : |p̈| ≤ γp, γp > 0}
The relation between the different sets, accounting for the considered un-
certainty, is depicted in Fig. 5.4.

Figure 5.4: Geometric interpretation of (5.25)

In case an upper bound on p represents a control requirement

pk ≤ pmax,∀k
the corresponding invariance function Φ(π) can be analytically computed
according to (3.8) leading to

Φ(π) =

{
p− pmax ṗ ≤ 0

p+ ṗ2

2γp
− pmax ṗ > 0

92



5.2. Real-Time Motion Planning

The sub-domain I of the space π bounded by Φ(π) = 0 is shown in Fig.
5.4. To make the set I robustly positive invariant with respect to the given
uncertainties, the controller must select a value p̈k satisfying the set invari-
ance condition in (3.15), such that πk+1 ∈ I.
This can be achieved by monitoring the value of the invariance function
Φ(π) computed with respect to the future state vector πk+1, i.e.

Φ(πk+1),∀ πk+1 ∈ Aπk ⊕BP̈⊕AD⊕ V (5.26)

Since the reachable set in (5.25) is convex, see Fig. 5.4, it is sufficient to
evaluate the invariance function on the vertexes of the reachable state.
Finally, according to invariance control, whenever Φ(πk+1) = 0, positive
invariance of the set I is ensured by condition (3.15), i.e.

p̈k ≤ −γp, ∀k|Φ(πk+1) = 0

which can be translated in the following constraint on the optimization vari-
able through (5.21)

Jp (qk)uk ≤ −γp − J̇p (qk) q̇k (5.27)

Since this constraint is linear in the optimization variable, it is consis-
tent with the generic constraint formulation in (5.12) and can be therefore
plugged into (5.13).
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CHAPTER 6

Force Controlled Bimanual Robotic Assembly
Based on Trajectory Generation

Parts assembly represents the natural application in industrial settings of
bimanual and light-weight robotic systems, like the experimental platform
considered in this chapter (see Sec. 5.1). The inherent compliance of this
type of manipulators provides an intrinsic degree of safety towards manip-
ulated objects, yet negatively affecting position accuracy, especially during
tasks in which interaction between the robot and the environment is in-
volved. For these reasons, while dual-arm robots seem particularly suited
for assembly tasks, the application of force control algorithms is even more
crucial for a successful task execution compared to traditional industrial
robots.

In this chapter a bimanual robotic assembly task is translated in an equiv-
alent trajectory generation control problem fulfilling force control require-
ments. The constraint-based trajectory generation control framework de-
scribed in Sec. 5.2 will be exploited for this purpose, while estimation of
the interaction force/torque (see Sec. 5.1.3) will enable force sensorless ex-
ecution of the assembly operation.
After some state-of-the-art examples of bimanual robotic assembly pro-
vided in Sec. 6.1, together with a description of the considered assembly
use case, the proposed trajectory generation approach to force controlled
bimanual assembly is developed and experimentally validated in a peg-in-
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hole insertion problem (Sec 6.2) and in a cap rotation problem (Sec. 6.3).

6.1 Bimanual Robotic Assembly

Robotic assembly [148] involves a variety of autonomous operations, e.g.
insertion [44,149], folding [150], capping/tapping [151,152], where the ca-
pabilities of a bimanual robotic system can be fully exploited. For example,
by employing a dual-arm robot in a work-cell, the design of task specific
fixtures is no longer required, compared to a traditional single arm system.
Yet, not so many examples of bimanual parts assembly can be found in the
literature.
Bimanual robots have been first employed for automation of the assem-
bly of automotive parts. A pre-programmed gearbox assembly is described
in [153], while [154] describes programming by demonstration for simi-
lar tasks. Another example from the automotive industry is given in [155]
for power-train assembly, whereas an example from the construction in-
dustry is given in [156]. In [157], the authors propose a motion planning
method for dual-arm robots specifically developed for bimanual assembly.
The experimental validation on a peg-in-hole insertion problem has been
implemented in a dual robot setting. A bimanual folding task is performed
in [150] by means of a switched controller combined with a Kalman filter
estimator, which tracks the contact point between the sliding parts. In [158]
a dexterous origami-folding task is performed by a dual-arm manipulator
equipped with multi-fingered robot hands. Additionally, manipulation of
highly deformable objects [159] or material reshaping [160] can be per-
formed with a bimanual platform.
Of particular interest is the work of Stolt et al. [45, 46], where force con-
trolled assembly of an emergency stop button has been performed on an
ABB YuMi robot, the experimental platforms used in this chapter. In [47],
the authors propose a sensorless estimation of the interaction forces at the
end effector from the joint position control errors. The method has been
experimentally verified in a small part assembly task.

The assembly use case considered in this chapter consists in the biman-
ual assembly of an Eppendorf combitip® plastic pipette, generally used in
laboratory automation. An assembly graph for the assembly task is dis-
played in Fig. 6.1.

The assembly can be divided in two parts:

- The plunger should be initially inserted into the body of the pipette.
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Figure 6.1: Assembly graph for the Eppendorf combitip® pipette assembly scenario.

This is a typical peg-in-hole insertion problem that will be addressed
in Sec. 6.2.

- Once the plunger has been inserted, a cap rotation task, treated in Sec.
6.3, should be performed in order to screw the cap on top of the pipette
body. A bayonet mount ensures the fastening between the cap and the
body.

6.2 Bimanual Peg-in-Hole Insertion

This section addresses the peg-in-hole control problem for a dual-arm robot
by merging admittance control (i.e. the implementation of impedance con-
trol for position-controlled robots, see Sec. 1.1) with constraint-based tra-
jectory generation. After a brief introduction on typical control approaches
to peg-in-hole insertion, the proposed control method [161] is presented in
details and experimentally validated on the ABB YuMi robot.

6.2.1 Introduction

Peg-in-hole insertion is a traditional control problem that requires the adop-
tion of force control methods. Its clear relevance in many industrial assem-
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bly tasks makes it one of the most addressed topics in robot force control
since the birth of this research field. The main approaches to the peg-in-
hole problem are traditionally divided in two categories.

The first category includes the so called passive approaches relying on
the adoption of a Remote Center of Compliance (RCC) device [2] located
on the robot gripper. In this respect [162] Kim et al. stress the impor-
tance of the location of the compliance center and the coupling stiffness
element between the translational and the rotational direction for the case
of a multi-fingered robot hand. Alternatively, Yun [163] shows the advan-
tage of passive compliance within a reinforcement learning approach for a
2D peg-in-hole problem.

The second category of methods accomplish the peg-in-hole insertion
task in an active way. Wook et al. [164] use a force/torque sensor within
a control algorithm that enables the robot to continue the task even with
large directional errors. In [165], the authors exploit a geometric descrip-
tion of the environment, including uncertainty, for assembly operations as
a constraint to shape compliant motion strategies. Bruyninckx et al. [166]
specify the alignment motion for arbitrarily large alignment errors, based
on a model of the peg-in-hole contact situation.
Search strategies for peg-in-hole assemblies with position uncertainty are
proposed in [167], whereas in [168] the peg-in-hole task is approached by
employing hybrid control. In [169] an active method using force feed-
back is proposed for a fixtureless peg-in-hole assembly in highly uncertain
environment using two manipulators. Assembly states are described by
extended contact relations and qualitative models for event evolution are
derived from the marking of the Petri net model. Tsumugiwa et al. [170]
propose an admittance control in a carrying task, while torque control is
used in a fitting task. In [171] the authors propose a method to insert a long
peg into a tandem shallow hole using search trajectory generation without
force feedback.
Alternative approaches combine force/torque and visual sensors. Su et
al. [172], present a vision-based and sensorless eccentric peg-in-hole inser-
tion strategy, based on an attractive region constructed in the configuration
space. More recently, Huang et al. [173], inspired by the so-called visual
compliance control, propose a visual servoing approach with a single eye-
in-hand high-speed camera and a visual compliance strategy to deal with
the problem of fast peg-in-hole alignment with large position and attitude
uncertainty [174].
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6.2.2 Trajectory Generation of Compliant Motion

In order to accomplish a peg-in-hole insertion task, a compliant behavior
for the robot is required due to the interaction force/torque arising from the
misalignment between the peg and the hole. In this respect and assuming
the robotic system to be position-controlled (as the YuMi experimental plat-
form), constraint-based trajectory generation can ensure a compliant robot
motion during a peg insertion by exploiting admittance control.

Consider a 1-DOF peg-in-hole task as sketched in Figure 6.2, where θ rep-
resents the actual orientation of the peg, θhole is the actual orientation of the
hole, whilst θtrg represents an available estimate of the hole orientation, in
order to consider additional uncertainty in the insertion problem.

Figure 6.2: Schematic representation of a 1-DOF peg-in-hole task

Due to the misalignment between the peg and the hole, a torque µ arises,
according to the Kelvin-Voigt linear model

µ = −Kenv (θ − θhole)−Denvθ̇ (6.1)

whereKenv andDenv are the environment rotational stiffness and damping,
respectively.
The aim of the proposed control approach [161] is to ensure a compliant
alignment between the peg orientation θ and the actual hole orientation
θhole by combining trajectory generation and admittance control within the
constraint-based trajectory generation framework described in Sec. 5.2.
Two implementations for the trajectory generation module, hereafter re-
ferred to as position based and velocity based trajectory generation, are
considered in the following:

Position based trajectory generation: the next state of motion for the peg,
in terms of peg orientation and angular velocity reference, θgenk+1 and
θ̇genk+1, respectively, is produced by the trajectory generation algorithm
selecting as target state of motion the estimated hole orientation θtrg

and zero angular velocity θ̇trg = 0, see Fig 6.3.
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Figure 6.3: 1-DoF proposed control approach: admittance control combined with a posi-
tion based trajectory generation algorithm.

Velocity based trajectory generation: as shown in Fig 6.4, the next state of
motion for the peg, θgenk+1 and θ̇genk+1, is produced by the trajectory gen-
eration algorithm selecting as target state of motion zero angular ve-
locity θ̇trg = 0.

Figure 6.4: 1-DoF proposed control approach: admittance control combined with a ve-
locity based trajectory generation algorithm.

In order to combine trajectory generation and admittance control, the peg
orientation and angular velocity references provided by the trajectory gen-
eration module, θgenk+1 and θ̇genk+1, respectively, are added to the orientation
and angular velocity increments produced by an admittance filter, ∆θk+1
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and ∆θ̇k+1, respectively.

θk+1 = θgenk+1 + ∆θk+1

θ̇k+1 = θ̇genk+1 + ∆θ̇k+1

(6.2)

Denoting with H and D the filter mass and damping coefficients, respec-
tively, the corresponding mechanical impedance equation is given by

µk = H∆θ̈k +D∆θ̇k (6.3)

The filter state can be described by the following discrete-time double inte-
grator dynamics

∆θ̇k+1 = ∆θ̇k + Ts∆θ̈k

∆θk+1 = ∆θk + Ts∆θ̇k +
T 2
s

2
∆θ̈k

(6.4)

where Ts is the controller sampling time.
By retrieving ∆θ̈k from (6.3) and plugging it into (6.4), the orientation and
angular velocity outputs of the admittance filter are finally given by

∆θ̇k+1 = ∆θ̇k + TsH
−1
(
µk −D∆θ̇k

)
∆θk+1 = ∆θk + Ts∆θ̇k +

T 2
s

2
H−1

(
µk −D∆θ̇k

) (6.5)

Due to the nonlinear nature of the position based trajectory generation al-
gorithm, simulation analysis has been performed in order to evaluate the
closed-loop performance of the control schemes in Fig. 6.3 and Fig. 6.4.
As shown in the top plot of Fig. 6.5, steady-state error arises between the
peg and the hole orientation when position based trajectory generator is
employed. On the other hand, with the velocity based trajectory generation
algorithm, zero steady-state error can be achieved, making this control im-
plementation the most suitable option. The corresponding (simulated) time
evolution of the peg orientation and angular velocity, together with the time
history of the interaction torque are shown in the lower plots of Fig. 6.5.

Selection of the admittance parameters, H and D, ensuring closed-loop
system stability can be performed by considering the following velocity
based trajectory generation algorithm, where saturation in the angular ac-
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Figure 6.5: Top plot: simulated time evolution of peg orientation at steady-state with ve-
locity based trajectory generation (solid line) and position based trajectory generation
(dashed-dotted line). Middle plot: simulated time evolution of peg orientation (solid
line) and angular velocity (dashed-dotted line) with respect to hole orientation (dashed
line) with velocity based trajectory generation. Bottom plot: simulated time evolu-
tion of the interaction torque µ with velocity based trajectory generation. Simulation
parameters: Kenv = 500 Nm/rad, Denv = 100 Nms/rad, H = 0.5 kgm2/rad,
D = 50 Nms/rad, θtrg = 0 rad, θhole = 0.2 rad, Ts = 0.004 s.

celeration θ̈gen has been neglected

θ̈genk+1 = T−1
s (θ̇trg − θ̇k) = −T−1

s θ̇k

θ̇genk+1 = θ̇k + Tsθ̈
gen
k+1 = 0

θgenk+1 = θk + Tsθ̇k + 0.5 T 2
s θ̈

gen
k+1 = θk

(6.6)

Consider as state vector xk =
[
θk θ̇k ∆θk ∆θ̇k

]
. A state-space repre-

sentation of the closed-loop system can be obtained by employing equa-
tions (6.1),(6.2), (6.5), (6.6). Consequently, Jury stability criterion can be
applied in order to obtain necessary and sufficient conditions for the sta-
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bility of the closed-loop system expressed with respect to the admittance
parameters, leading to

D +Denv > KenvTs

H > Ts
4 (D +Denv)−KenvTs

8

(6.7)

6.2.3 Task Specification and Assembly Sequence

The kinematic representation adopted for the peg-in-hole insertion is de-
tailed in the following, together with a finite state machine model [175] of
the task execution.

A leader-follower approach [176] has been employed so that a relative mo-
tion command is generated for the follower robot arm (the one holding the
peg) with respect to the leader’s arm state of motion (the one holding the
hole). The following vector of task variables x ∈ R5 has been chosen as
state vector

x =
[
x y z φ θ

]T
representing the linear and angular displacements (XY Euler angles) of the
follower frame with respect to the leader frame, see Fig. 6.13.

Figure 6.6: Frames for the peg-in-hole bimanual task

Due to the cylindrical symmetry of the two workpieces, the Z Euler angle
does not participate in the task description, thus resulting in a redundant
degree of freedom.
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The complete task, shown in Fig. 6.7, is described in the following.
The peg longitudinal axis is hereafter assumed to be aligned with the fol-
lower z direction.

1. Approach with alignment - the follower end effector reaches the initial
pose xtrg, corresponding to an approximate alignement between the
peg and the hole;

2. Compliant motion - the follower insertion motion along the z direction
is produced by the velocity based trajectory generation module. Si-
multaneously, a compliant behavior along the other directions (x, y, φ, θ)
is ensured by the combination of trajectory generation and admittance
control described in the previous section;

3. Whenever the force in z direction exceeds a given bound (F thr,up
z ),

meaning that the peg has been completely inserted, the robot enters a
Stopping motion state and starts decelerating towards zero target ve-
locity in z direction;

4. In order to prevent false positives, the robot continues its stopping
motion unless the force in z direction drops under a certain threshold
(F thr,down

z );

5. The task terminates in the state Opening gripper.

6.2.4 Control Implementation

During the Approach with alignment phase, Reflexxes Motion Libraries
[88] have been exploited as real-time trajectory generation algorithm se-
lecting the initial pose xtrg as target position and ẋtrg = 0 as target velocity.

In order to merge the proposed peg-in-hole control approach within the
constraint-based trajectory generation control framework described in Sec.
5.2, the following cost function is employed in Algorithm 2 during the
Compliant motion phase

min
uk

L
(
ẋk+1 − ˙̃x

gen

k+1,xk+1 − x̃genk+1

)
(6.8)

where, according to (6.2)

x̃genk+1 = xgenk+1 + ∆xk+1

˙̃x
gen

k+1 = xgenk+1 + ∆ẋk+1

(6.9)
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Figure 6.7: State machine governing the peg-in-hole task execution

being xgenk+1, x
gen
k+1 ∈ R5 the output of the velocity based trajectory genera-

tion module computed by Algorithm 3, while ∆xk+1, ∆ẋk+1 ∈ R5 are the
position and velocity increments, respectively, produced by the admittance
filter.

Algorithm 3 Velocity based trajectory generation

Input: xk, ẋk, ẍ
max, ẋtrg

Output: xgen
k+1, ẋ

gen
k+1

1: if
∣∣ẋtrg − ẋk

∣∣ /ẍmax ≤ Ts then
2: ẍk =

(
ẋtrg − ẋk

)
/Ts

3: else
4: ẍk = sign

(
ẋtrg − ẋk

)
ẍmax

5: end if
6: ẋgen

k+1 = ẋk + Tsẍk

7: xgen
k+1 = xk + Tsẋk + 0.5T 2

s ẍk

Following from (6.5), ∆xk+1, ∆ẋk+1 are hence given by

∆ẋk+1 = ∆ẋk + TsM
−1 (µk −D∆ẋk)

∆xk+1 = ∆xk + Ts∆ẋk + 0.5T 2
sM

−1 (µk −D∆ẋk)
(6.10)
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whereM andD are the positive definite design matrices that set the desired
mechanical impedance. The state of the admittance filter is then updated as

∆xk+1 = x̃refk+1 − xk+1

∆ẋk+1 = ˙̃x
ref

k+1 − ẋk+1

Finally, minimization of joint space velocities q̇k+1 has been chosen as can-
didate cost function in (5.18) to handle kinematic redundancy, see (5.19).
The corresponding sequence of QP problems within the reactive controller
module has been solved by QPOASES software [84].

6.2.5 Experimental Results

The peg-in-hole task for the considered assembly use case consists in the
insertion of a plunger into the body of a plastic pipette, see Fig. 6.8.

Figure 6.8: Experimental setup: the ABB YuMi robot used in this thesis equipped with
Schunk pneumatically actuated grippers and 3D printed tools to perform the peg-in-
hole insertion of an Eppendorf combitip® plastic pipette.

As no force sensor is available, force estimation has been used as previ-
ously described in Sec. 5.1.3.
Controller robustness to peg/hole misalignment has been evaluated by adding
a position offset (x direction) and an orientation offset (φ Euler angle) cal-
culated with respect to the target end effector pose xtrg in the Approach
with alignment state.
An insertion velocity żtrg of 75 mm/s (see Fig. 6.7) has been chosen in
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order to achieve a task execution speed comparable to the execution speed
of a human operator.
Selection of the admittance parameters has been performed according to
(6.7), based on approximate knowledge of the environment (i.e. plastic)
stiffness and damping. The following values have been used: H = 0.2
kg, Hrot = 0.1 kgm2/rad for the mass and rotational inertia, respectively,
D = 15 Ns/m, Drot = 15 Nms/rad for the linear and rotational damp-
ing, respectively.
Snapshots of a complete experiment and corresponding time histories of
the follower-side estimated interaction force and end effector velocity are
shown in Fig. 6.9 and Fig. 6.10, respectively.

(a) Approach with alignment (b) Compliant motion

(c) Stopping motion (d) Opening the gripper

Figure 6.9: Snapshots from a peg-in-hole experiment.

As shown in Fig. 6.10, the robot successfully performs the compliant peg-
in-hole insertion in approximately 1.25 s (red vertical line), achieving a
considerable task completion speed. At time instant t = 1.2 s the absolute
value of the force in the z direction exceeds the threshold F thr,up

z = 1 N
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Figure 6.10: Time histories of the follower estimated interaction force and corresponding
end effector linear velocity during the Compliant motion and Stopping motion phase
(x: solid gray line, y: dotted black line, z: solid black line).

(red dashed horizontal line) and the task execution enters the Stopping
motion state, consistently with the state machine sequence in Fig. 6.7.
Nevertheless, as soon as the force drops below the threshold F thr,down

z =
0.5N (blue dashed horizontal line), the robot resumes the Compliant motion
state, until at time instant t = 1.25 s the peg-in-hole insertion terminates
and the robot starts the Stopping motion.

Position offset
3 mm 6 mm 9 mm

Orientation offset 10 deg 5/5 5/5 4/5
15 deg - 5/5 5/5
20 deg 4/6 4/5 5/5

Table 6.1: Success rate of the performed peg-in-hole experiments for different combina-
tions of position and orientation offset.

Additional experiments have been performed varying the initial peg/hole
misalignment, see Table 6.1. A significant success rate has been obtained
even in presence of a severe misalignment, i.e. 9 mm position offset (equal
to the 35% of the pipette body inner diameter) and 20 deg angular displace-
ment.
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6.3 Bimanual Cap Rotation

Amongst the bimanual manipulation control problems, screwing/unscrew-
ing and capping/tapping tasks [151, 152], or generally cap rotation tasks
[177], are considered challenging topics, only recently addressed in robotics
research.
In [178] a sensor-based controller allows a dual-arm robot system to un-
screw the cap of a target object. The unscrew primitive is divided in three
phases: grasp, unscrew, cap removal. The unscrew phase consists in apply-
ing a twisting motion to the grasping fingers, once a certain grasping force
has been established based on the tactile sensors of each finger.
In [179], the cap unscrewing problem with a two-fingered dual-arm robot
has been addressed. The control strategy maximizes the set of object poses
that can be handled by the system based on observed human arm move-
ments, while a learning approach extracts from human training data a man-
ifold of finger synergies to carry out the task.
Although the mentioned control approaches provide effective solutions to
the cap rotation problem, the amount of sensor information required on
one side [178] and the complexity of the overall control process on the
other [179], clearly limit their applicability on industrial scale.

In this section, constraint-based trajectory generation, see Sec. 5.2, is ex-
ploited in order perform a bimanual cap rotation task, where contact loss
can be prevented by adding a constraint on the interaction force (arising
during the screwing phase) to the motion planning problem. The proposed
control method [180] is presented in detail and experimentally validated on
the considered assembly use case employing the ABB YuMi robot.

6.3.1 Robust Force Constraint Specification

In order to perform a cap rotation task, loss of contact between the cap and
the corresponding target object, see Fig. 6.11, is a relevant control issue
that needs to be addressed during the screwing phase. In this respect, a
successful task execution can be ensured by conveniently bounding the in-
teraction force Fc arising from the contact along the screwing rotation axis
by means of an equivalent constraint to be considered within the set of con-
straints (5.13) in Algorithm 2. Extending the results in Sec. 5.2.2, force
measurement noise and surface geometric uncertainties can be considered
within the constraint specification, together with bounded uncertainty in the
environment stiffness.
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It is hereafter assumed that the screwing phase begins once a contact with
alignment has been established between the cap and the corresponding tar-
get object. In addition, the cap grasped by the robot end effector is con-
sidered rigid with respect to the target object, modeled as a purely elastic
environment.

Figure 6.11: Example of a cap rotation task.

With reference to Fig. 6.11, the relation between the robot end effector po-
sition (accounting for the tool and cap sizes) xc ∈ R and the contact force
Fc ∈ R, along the direction constrained by the environment, i.e. the screw-
ing rotation axis, is modeled as an equivalent spring at the end effector and
is given by

Fc = −K(xc − x0) (6.11)
where x0 ∈ R is the nominal undeformed pose on the target object surface
in the constrained direction, while K ∈ R is the environment stiffness de-
pending on the object material.

In order to prevent contact loss between the parts during the cap screwing
phase, the controller must satisfy an upper and lower bound on the interac-
tion force Fc.
According to Sec. 5.2.2 and assuming that (6.11) has relative degree 2, the
state vector πF ∈ R2 related to (6.11) is given by

πF =
[
Fc Ḟc

]T
(6.12)

Following from (6.11)

πF =
[
Fc −K ẋc

]T
=

[
1 0
0 −K

] [
Fc ẋc

]T (6.13)
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where ẋc = J c (q) q̇.
By introducing the new state vector π̂F ∈ R2

π̂F =
[
Fc ẋc

]T (6.14)

equation (6.13) can be written as

πF =

[
1 0
0 −K

]
π̂F (6.15)

The corresponding discrete-time state vector πFk+1 can be obtained employ-
ing the following double-integrator relation

πFk+1 = AF π̂k +BF ẍc,k (6.16)

where the state matricesAF andBF now depend on the environment stiff-
ness

AF (K) =

[
1 K Ts
0 −K

]
BF (K) =

[
0.5 K T 2

s

−K Ts

]
(6.17)

Ts being the sampling time and

ẍc = J̇ c (q) q̇ + J c (q)u (6.18)

Assume now that only a rough knowledge of the interaction model in (6.11)
is available, here represented by a bounded uncertainty in the environment
stiffness

K ∈ K := [Kmin, Kmax]

where Kmin and Kmax represent a lower and an upper bound, respectively.
Consequently, the state matrices in (6.17) belong to the following sets

AF : {AF (K) ∈ R2×2 | K ∈ K}, BF : {BF (K) ∈ R2 | K ∈ K}

The terms ∆F ∈ DF and vF ∈ VF can be additionally considered, in
order to account for force measurement noise and possible uncertainties on
the surface position x0, respectively. The following reachable set can be
therefore computed for the state vector πFk+1

πFk+1 ∈ AF π̂Fk ⊕ BF Ẍc ⊕ AFDF ⊕ VF (6.19)

being
Ẍc = {ẍc : |ẍc| ≤ γx, γx > 0}

The relation between the different sets, accounting for the considered un-
certainties, is depicted in Fig. 6.12 and results in a butterfly shaped reach-
able set.
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Figure 6.12: Geometric interpretation of condition (6.19).

Assume now that the controller must ensure a lower and upper bound on
the interaction force

Fmin ≤ Fc,k ≤ Fmax, ∀k (6.20)

The corresponding invariance functions Φ(πF , Fmax) and Φ(πF , Fmin) re-
lated to the constraints Fc,k ≤ Fmax and Fc,k ≥ Fmin, respectively, can
be analytically computed according to (3.8) for relative degree equal to 2,
leading to

Φ(πF , Fmax) =

{
Fc − Fmax Ḟc ≤ 0

Fc + Ḟ 2
c

2F̈max
c
− Fmax Ḟc > 0

and

Φ(πF , Fmin) =

{
Fmin − Fc Ḟc ≥ 0

−Fc + Ḟ 2
c

2F̈max
c

+ Fmin Ḟc < 0

The sub-domain IF of the space πF bounded by Φ(πF , Fmax) = 0 and
Φ(πF , Fmin) = 0 is shown in Fig. 6.12.
To make the set IF robustly positive invariant with respect to the given
uncertainties, the controller must select a value ẍc,k satisfying the set in-
variance condition in (3.15), such that πFk+1 ∈ IF .
This can be achieved by monitoring the value of the invariance functions
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Φ(πF , Fmax) and Φ(πF , Fmin) computed with respect to the future force
state vector πFk+1, i.e.

Φ(πFk+1, Fmax),∀ πFk+1 ∈ AF π̂Fk ⊕ BF Ẍc ⊕ AFDF ⊕ VF

and

Φ(πFk+1, Fmin),∀ πFk+1 ∈ AF π̂Fk ⊕ BF Ẍc ⊕ AFDF ⊕ VF

Despite the non-convexity of the reachable set in (5.25) (see Fig.6.12), by
considering the convex hull of the reachable set [181], it is again sufficient
to evaluate the invariance functions on the vertexes of the convex hull.
Finally, according to invariance control, positive invariance of the set I is
ensured by the following conditions derived from (3.15)

ẍc,k ≤ −γc, ∀k|Φ(πFk+1, Fmax) = 0

ẍc,k ≥ γc, ∀k|Φ(πFk+1, Fmin) = 0

which can be translated in equivalent constraints on the optimization vari-
able through (6.18)

J c (qk)uk ≤ −γx − J̇ c (qk) q̇k

−J c (qk)uk ≤ −γx + J̇ c (qk) q̇k
(6.21)

Again, these constraints, linear in the optimization variable, are consis-
tent with the generic constraint formulation in (5.12) and can be therefore
plugged into (5.13).

6.3.2 Task Specification and Assembly Sequence

The kinematic representation adopted for the bimanual cap rotation task is
detailed in the following, together with the finite state machine model [175]
of the task execution.

Similarly to the peg-in-hole insertion, see Sec. 6.3.1, a leader-follower
approach [176] has been employed to generate the motion commands for
follower robotic arm (the one holding the cap) based on position and veloc-
ity of the leader’s arm (the one holding the target object).
The following vector of task variables x ∈ R6 has been chosen as state
vector

x =
[
x y z φ θ ψ

]T
representing the linear and angular displacements (in terms of XYZ Eu-
ler angles) of the follower frame with respect to the leader frame, see Fig.
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Figure 6.13: Frames for the bimanual cap rotation task. A bayonet mount ensures the
fastening between the cap and the target object.

6.13.

The complete task, shown in Fig. 6.14, is described in the following.
Thanks to the control approach presented in Section 6.3.1, a compliant
alignment of the cap with respect to the target object is performed in order
to establish contact between the parts. Consequently, the force controlled
screwing operation takes place. The screwing axis is assumed to be aligned
with the follower z direction, considered in the following as the force con-
trolled direction. A bayonet mount ensures the fastening between the cap
and the target object.

1. Approach with alignment - the follower end effector reaches the initial
pose xtrg, corresponding to an approximate alignment between the
cap and the target object;

2. Compliant motion - the follower motion along the z direction is pro-
duced by a velocity based trajectory generation module. Simultane-
ously, a compliant behavior along the other directions (x, y, φ, θ, ψ) is
ensured by combining trajectory generation and admittance control,
as described in Sec. 6.2.2;

3. Force constrained rotation - whenever the force in the z direction ex-
ceeds a given bound (F thr,up

z ), meaning that a steady contact has been
established between the parts, the robot starts a velocity controlled
rotation ψ̇, while simultaneously constraining the force Fz within a
lower and an upper bound Fmin and Fmax, respectively, as described
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in Section 6.3.1.

4. When the norm of the screwing torque τz exceeds the bound τ thrz re-
quired for the fastening of the bayonet mount, the robot enters the
Stopping motion state and starts decelerating towards zero angular ve-
locity ψ̇;

5. The task terminates in Opening leader gripper state.

Figure 6.14: State machine governing the task execution.

6.3.3 Control Implementation

During the Approach with alignment phase, Reflexxes Motion Libraries
[88] have been exploited as real-time trajectory generation algorithm, se-
lecting the initial pose xtrg as target position and ẋtrg as target velocity.

The cost function (6.8) has been employed in Algorithm 2 during the Com-
pliant motion phase.

min
uk

L
(
ẋk+1 − ˜̇x

gen

k+1,xk+1 − x̃genk+1

)
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where, according to (6.2)

x̃genk+1 = xgenk+1 + ∆xk+1

˜̇x
gen

k+1 = xgenk+1 + ∆ẋk+1

being xgenk+1, x
gen
k+1 ∈ R6 the output of the velocity based trajectory gener-

ation module, computed by Algorithm 3, while ∆xk+1, ∆ẋk+1 ∈ R6 are
the position and velocity modifications, respectively, produced by the ad-
mittance filter and computed as in (6.10).

In order to account for the lower and upper bound on the interaction force
during the Force constrained rotation phase, the corresponding constraints
(6.21) have been considered within the set of constraints (5.13) in Algo-
rithm 2.

Minimization of joint space velocities q̇k+1 has been chosen as candidate
cost function in (5.18) to handle kinematic redundancy, see (5.19). The cor-
responding sequence of QP problems within the reactive controller module
has been solved employing the state-of-the-art hierarchical solver in [144].

6.3.4 Experimental Results

The bimanual cap rotation task for the considered assembly use case con-
sists in performing the compliant alignment and subsequent force con-
strained rotation of the cap of a plastic pipette on top of the pipette body,
see Fig. 6.15.
Sensorless execution of the assembly task is enabled by estimation of the
interaction force, according to Sec. 5.1.3. During the Approach with align-
ment phase, an orientation offset of 5 deg has been purposely introduced on
the X and Y Euler angles of the follower end effector pose xtrg, in order
to evaluate controller robustness to possible misalignments. An approach-
ing velocity żtrg (see Fig. 6.14) of 1 mm/s has been adopted to limit the
impact force when the contact is established. Selection of the admittance
parameters has been performed according to (6.7), based on approximate
knowledge of the environment (i.e. plastic) stiffness and damping. The
following values have been used: M = 0.5 kg, M rot = 0.2 kgm2/rad for
the mass and rotational inertia, respectively, D = 40 Ns/m, Drot = 50
Nms/rad for the linear and rotational damping, respectively. A threshold
F thr,up
z = 0.5 N has been used to switch to the subsequent Force con-

strained rotation phase. The lower and upper bounds on the interaction
force are Fmin = 0.2 N and Fmax = 0.5 N , respectively, while the con-
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6.3. Bimanual Cap Rotation

Figure 6.15: Experimental setup: the ABB YuMi robot used in this thesis has been
equipped with Schunk pneumatically actuated grippers and 3D printed tools, specif-
ically designed to perform a cap rotation task using an Eppendorf combitip® plastic
pipette.

sidered uncertainty in the environment stiffness is: Kmin = 1300 N/m

and Kmax = 1600 N/m. An angular velocity ψ̇trg = 0.1 rad/s is ap-
plied during the screwing phase (see Fig. 6.14) . Finally, a threshold value
|τ thr,upz | = 0.05 Nm has been chosen to complete the task execution by
stopping the cap rotation and opening the leader gripper.
Snapshots of the complete experiment are shown in Fig. 6.16, correspond-
ing to the different phases of the cap assembly operation. Time history of
the estimated contact force along the screwing axis Fz during the complete
assembly task is reported in Fig. 6.17, together with the additional time his-
tory of Fx, Fy and τx, τy during the Compliant motion phase. After approx.
t = 28 s the interaction force exceeds the threshold F thr,up

z = 0.5 N and
the control execution enters the Force constrained rotation phase, during
which contact loss is effectively prevented.
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Chapter 6. Force Controlled Bimanual Robotic Assembly Based on Trajectory
Generation

(a) Approach phase (b) Compliant motion

(c) Force constrained cap rotation (d) Opening leader gripper

Figure 6.16: Snapshots taken from an experiment of bimanual cap assembly.

Figure 6.17: Time history of the estimated interaction force along the screwing axis Fz

and considered lower bound Fmin (solid red line) and upper bound Fmax (solid green
line). Additional time history window of Fx, Fy and τx, τy during the Compliant mo-
tion phase.
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CHAPTER 7

Conclusions

THIS thesis provides research contributions in the context of control of
robot interaction with the environment, commonly known as robot
force control, with a specific focus on the types of interaction en-

abled by industrial robotic platforms, as traditional (non-redundant) indus-
trial robots and the recently commercially available light-weight dual-arm
robots.

As described in Chapter 1, direct robot force control, i.e. regulation of
the contact force/moment through the closure of a force feedback loop, is
required in finishing and machining operations and it is generally imple-
mented on the first category of manipulators, due to the inherent stiffness
and the high position accuracy. In this respect, performance improvement
of implicit force control (a state-of-the-art implementation of hybrid force-
motion control for position controlled industrial robots) has been addressed
in Chapter 2 by introducing suitable control requirements.

A constrained control approach based on invariance control has been
presented in Chapter 3. Its application to robot implicit force control and
subsequent experimental validation enables force regulation with improved
settling performance, compared to standard implicit force control, and ab-
sence of force overshoots. Controller robustness to compliance uncertain-
ties has been addressed first in an adaptive fashion, and later by exploiting
robust set invariance for a smooth convergence to the force reference.

119



Chapter 7. Conclusions

It remains as future work to preserve the high controller performance
during robot motion and in presence of stiff contact conditions.

A data-driven control design approach based on Virtual Reference Feed-
back Tuning (VRFT) has been proposed in Chapter 4 to prevent the dete-
rioration of controller performance related to environment modeling and
identification. Thanks to the proposed data-driven controller, force over-
shoots and possible instabilities of the controlled system connected to a
rough environment identification or system under-modeling are inherently
prevented. Furthermore, an increased matching between the desired and
the achieved closed-loop dynamics can be obtained. In order to overcome
the main limitations inherent in a data-driven approach, a Recursive Least
Squares (RLS) implementation of VRFT has been further presented, while
an outer Model Predictive Controller (MPC) has been introduced to effec-
tively enhance the closed-loop performance.

Controller extension to stiff contact situations and torque controlled ma-
nipulators represents a future improvement. Furthermore, real-time adap-
tation of VRFT controller parameters based on varying environment con-
ditions: think of a multi-material surface, is a promising future research
direction.

The redundancy and inherent compliance of bimanual light-weight robotic
systems clearly motivate their employment in assembly tasks. On the other
hand, due to the lower position accuracy, the application of force control
algorithms (mainly indirect force control methods) becomes even more
crucial for a successful task execution, compared to traditional industrial
robots. In this regard, bimanual robotic assembly has been treated in Chap-
ter 6 as an equivalent trajectory generation control problem fulfilling force
control requirements. As described in Chapter 5, the presented control ap-
proach relies on a constraint-based trajectory generation framework, while
estimation of the interaction force/torque allows for sensorless execution of
the assembly operation. Two methods have been developed and success-
fully validated in a peg-in-hole insertion task and in a cap rotation task,
required for the bimanual assembly of a plastic pipette.

The presented methods have been evaluated independently. It remains as
future work to merge them together and additionally exploit vision sensors
in order to achieve a fully autonomous assembly process.
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