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"The very paradigm of explication, dear friends. Cogent, clear, if somewhat
quaintly couched. Precision is a precise art. Poignancy is pre-eminent and

precludes prevarication. Truths are no trivial thing, after all—"

— Steven Erikson, Memories of Ice





A B S T R A C T

Modern computing systems strive to provide ever increasing perfor-
mance levels despite increasingly strict system-wide optimization ob-
jectives. This is a vast problem that spans over a wide variety of ar-
chitectures: due to the wild technological development caused by the
spread of devices such as Smartphones, high-end embedded systems
are quickly closing the gap with desktop computers; similarly, high
performance and cloud-based systems are scaling up towards exa-
scale to serve increasingly demanding workloads.

Indeed, this technological trend poses several, nontrivial problems:
embedded systems are usually subject to thermal and energy con-
straints in order to maximize battery life, to minimize faults and, at
least in the case of hand-held devices, to provide a comfortable user
experience (users want to hold a long lasting, ever charged and cold
device), while bigger systems are typically subject to thermal and
power constraints in order to minimize supplying/cooling costs and,
again, to prevent faults. On the other hand, users do not care about
system optimization objectives: they just want their applications to
comply with some Quality of Service requirement.

This problem does not have a simple solution, because system and
user goals are orthogonal and increasingly demanding; however, it
can be addressed by employing resource managers, which are soft-
ware layers that act as brokers between computing systems and ap-
plications. Resource managers decide which and how many resources
will be allocated to each application so that, whenever it is possible,
both system-wide and user goals are complied with.

This dissertation explores the problem of resource management
from a horizontal perspective. That is, we analyze the problem of
CPU resource management spanning from high-end embedded to
High Performance Computing systems. For each of those architec-
tures, we try to understand what is yet missing to obtain an optimal
resource management and how we can fill some of those gaps.
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S O M M A R I O

Gli odierni sistemi di calcolo mirano ad offire prestazioni sempre più
aggressive nonostante sempre più stringenti vincoli di ottimizzazione
di sistema.

Tale problema è complesso e riguarda una vasta gamma di archi-
tetture: a causa del selvaggio sviluppo tecnologico causato dalla dif-
fusione di dispositivi come gli Smartphone, ad esempio, i circuiti in-
tegrati di fascia alta stanno rapidamente colmando il divario con i
dispositivi desktop, in termini sia di prestazioni sia di complessità.
Allo stesso modo, i sistemi ad alte prestazioni (supercomputer, cloud
. . . ) stanno cercando di raggiungere potenze computazionali nell’or-
dine dell’exa-FLOP (1018 operazioni in virgola mobile al secondo),
in modo da poter servire carichi di lavoro sempre più esigenti. Ciò
comporta problemi non banali: i circuiti integrati sono solitamente
soggetti a vincoli termici ed energetici per massimizzare la durata
della batteria (ove presente), minimizzare i guasti e, per lo meno nel
caso di dispositivi palmari, garantirne un comodo uso (l’utente vuole
un dispositivo che duri anni, che abbia una batteria costantemente
carica e che non sia bollente al tocco), mentre i grandi sistemi di cal-
colo sono soggetti a vincoli termici e di potenza onde minimizzare
i costi di energia elettrica e raffreddamento e, anche in questo caso,
per minimizzare la probabilità di guasto. Purtroppo, gli utenti non
sono assolutamente interessati all’ottimizzazione del sistema; al con-
trario, vogliono soltanto ottenere le migliori prestazioni possibili dalle
proprie applicazioni.

L’evidente ortogonalità tra gli obiettivi di utenti e amministratori
di sistema fa sì che questo problema non sia facilmente risolvibile; tut-
tavia, esso può essere affrontato mediante l’uso di gestori di risorse,
ovvero programmi che agiscono da mediatori tra sistema operativo
e applicazioni. Più nel dettaglio, i gestori di risorse decidono quante
e quali risorse di calcolo allocare a ogni applicazione in modo tale
da soddisfare, ove possibile, sia i requisiti dell’utente sia quelli di
sistema.

Questa tesi espora il problema della gestione di risorse seguendo
un approccio orizzontale. Nel dettaglio, analizziamo il problema del-
l’allocazione di elementi processanti—cores, in questo caso—dai cir-
cuiti integrati fino ai sistemi ad alte prestazioni. Per ognuna di queste
categorie, cercheremo di capire i requisiti fondamentali per una allo-
cazione ottima delle risorse, i maggiori problemi ancora da affrontare
e cosa possiamo fare per risolverli.
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1
I N T R O D U C T I O N

This chapter provides an introduction for the dissertation. In Section
1.1, we describe the factors that drove the evolution of processors
towards multi and many-core and we explain the role of resource
management in modern multi/many-core systems. In Section 1.2, we
further detail the motivations of this dissertation and we provide a
high-level overview of our original contributions.

the resource management problem

In 1965, the Intel co-founder Gordon Moore observed that, during the
following decade, the number of transistors that could cost-effectively
fit in a single chip would double once per year [1]. In 1975, he cor-
rected the pace to a doubling every two years [2]. This market and
technological trend, which proved to be true and drove the evolution
of processors design and manufacturing for decades, became widely
known as the Moore’s law.

In 1974, the IBM researcher Robert H. Dennard co-authored a pa-
per according to whom transistors power is proportional to their area
because the smaller the transistor area, the lower current and operat-
ing voltage a transistor needs to properly work [3]. This law, which
allowed manufacturers to drastically raise clock frequencies from one
generation to the next without significantly affecting the overall cir-
cuit power consumption, became widely known as Dennard scaling.

Moore’s law and Dennard scaling had a tremendous effect on the
evolution of processors, inasmuch as they led to chips that featured
ever higher frequencies and transistors numbers. However, starting
from the first decade of this millennium, keeping up with this trend
became increasingly difficult. On one hand, Moore’s law is begin-
ning to slow down. As shown by Figure 1, the number of transis-
tors per chip (red circles) continued sticking to the doubling trend;
however, as recently stated by Intel, shrinking the transistors in a
cost-effective way is becoming more difficult, and, starting from 2017,
the pace between successive generations of processors will be offi-
cially slowed down to a doubling every three years [4]. It is worth
remarking that, regardless of the production costs, a Skylake tran-
sistor is already around 100 atoms across; although emerging tech-
nologies are pushing towards even lower transistor sizes [5], we are
clearly reaching the limits imposed by physics. On the other hand,
Dennard scaling already ended, and this is the reason that initially
drove processors design towards multi-cores. The transistor power

1
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Figure 1: Evolution of microprocessors over time [7]. From the first years of
this millennium, the end of Dennard scaling caused frequency to
stagnate and led to the rise of multi and many-cores.

consumption as computed by Dennard takes into account only the
dynamic power, i.e., the power consumed by the transistor to switch
state. However, due to miniaturization, the leakage power, which is
the power consumed because of leakage current, is no longer negli-
gible (see Figure 2). Consequently, scaling threshold voltage—hence
operating voltage—became difficult if not unfeasible [6], and frequen-
cies could not be further raised without affecting power consumption.

From Single to Multi-Core

When the Dennard scaling started to falter, the potential benefits of
parallelism (at least when employing multiple independent proces-
sors) were already a well established concept. This explains why, in
the early 2000s, processors design went multi-core (light blue dia-
monds in Figure 1). The main idea was to provide each chip with
multiple energy-efficient—hence slower—processing cores instead of
an increasingly powerful one [9]. In a typical multi-core processor,
the cores share the last level cache and the memory hierarchy, so that
threads from different cores can locally cooperate in executing appli-
cations. This way, even though each core is less performing than that
of a typical single-core processor, the overall performance is higher
due to the concurrent execution of parallel threads.
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Figure 2: Active power vs Vdd at constant frequency [8]. As the Vdd gets
smaller, active power gets higher due to the rise of leakage power.

Indeed, producing multi-core processors is only half of the solution:
applications and operating systems must be specifically designed to
leverage parallelism. Developers had to learn how to split applica-
tions into suitable pieces that could be locally executed by multiple
cores, and this, obviously, had a tremendous effect on the complexity
of the applications source code.

Even though it added complexity to both the hardware and the
software side, multi-core processing proved very effective in boosting
processors performance while avoiding harsh increments of power
consumption. However, due to the presence of multiple processing
elements and of shared resources such as the memory hierarchy, se-
lecting a suitable amount of parallelism for each application and un-
derstanding how the execution of an application affects the perfor-
mance of the rest of the workload became increasingly important.

From Multi to Many-Core

In 1967, well before the advent of Dennard scaling, the IBM researcher Amdahl’s law states
that if P and 1− P
are respectively the
parallel and serial
portions of a system
or program, then the
maximum speedup
achievable by using
N processors is

1
(1−P)+(P/N) .

Gene M. Amdahl formulated what became known as the Amdahl’s
law [10]: the speedup obtainable by splitting a task among multi-
ple devices affects only the parallel parts of the applications code,
whereas the serial parts are not affected. That is, there are limitations
to the maximum amount of parallelism an application can benefit
from. Multi-core processors introduce yet another degree of complex-
ity, as the Amdahl’s law refers to applications that are split among
several single-core processors. In the case of multi-core processing,
the presence of shared resources—and hence of resource contention—
further limits the potential parallelism-induced speedup [11].
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Given these premises, how far can we push the multi-core approach?
According to the Amdahl’s law, the limitations of parallelism-induced
speedup depend on the applications code. In case of embarrassingly
parallel applications, i.e., applications that can be effortlessly paral-
lelized into a massive amount of independent tasks (e.g. graphical
processing), the multi-core approach can be indeed pushed to its lim-
its, and this led to the design of processors that featured tens to hun-
dreds of cores (e.g. GPUs, which are manycore vector processors). Ob-
viously, in order to cope with the subsequent increase of complexity,
such cores are usually kept as simple as possible: most of the com-
plexity is instead moved to the software level by introducing ad-hoc
programming models that support explicit parallelism (e.g. OpenCL
and CUDA).

Nowadays, the typical setup of high-end embedded to High Per-
formance Computing systems consists of one or more multi-core pro-
cessors and one or more many-core accelerators, the latter used to
execute only specific kinds of tasks. For small systems such as Smart-
phones and Desktop computers, the common trend is to have a multi-
core processor and a GPU.

Managing computing resources

The problem of improving performance while guaranteeing a low
power consumption is not yet solved. Indeed, multi and many-cores
proved to be a very effective mean to mitigate this issue, but they
also introduced a non-negligible degree of complexity both at hard-
ware and at software level. Moreover, generation after generation of
processors, the increasing performance caused the chips power con-
sumption to constantly raise up to the point where it is not possible to
power on all the components of a chip without causing a burnout [12].
This problem is referred to as dark silicon problem, meaning that some
parts of the chip must be switched off (made dark) in order for the
remaining ones to be able to work.

To summarize, modern systems are subject to multiple problems:
first of all, the available computing resources consist in several and
possibly heterogeneous cores. Each application may have a different
Quality of Service requirement to comply with, a different degree of
parallelism and, due to the presence of shared resources, a different
interference on the performance of concurrently running applications.
Second, the high power consumption of modern systems causes se-
rious issues such as thermal hot-spots [13], performance variability
induced by aging [14] and, in case of large systems, unsustainable
supplying and cooling costs [15].

Addressing the aforementioned issues is paramount; however, do-
ing so requires to add a huge degree of complexity to either (or all)
hardware, operating system or software side. A valid alternative ap-
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proach is instead to employ a software layer that acts as a broker
between operating system and applications and that hides the com-
plexity of orchestrating hardware configuration (e.g. setting cores fre-
quencies according to system status and current workload) and re-
source allocation. These layers are called Resource Managers.

the dissertation contribution in a nutshell

This dissertation analyzes the problem of multi and many-core re-
source management from a horizontal perspective. We analyze the
main goals and issues regarding the allocation of CPU resources (pri-
marily cores), ranging from high-end embedded to HPC systems.

Addressing a real, complex problem

Figure 3 shows the most recent research road-maps suggested by the
European Network on High Performance and Embedded Architec-
ture and Compilation (HiPEAC). These road-maps, which are also
called HiPEAC visions, deal with the most critical challenges that are
faced by academia and industry and that are currently driving the
European research activity. One of the main topics of the HiPEAC
vision 2015 (Figure 3a) was achieving power and energy efficiency
by developing formalisms, methodologies and tools to deal with the
“desired Quality of Service” of applications: by assigning to appli- Most applications

are not interested in
executing “as fast as
possible”. Rather,
they are content
with being executed
“at least that fast”.
The same thing
happens with QoS,
which, in any case,
can be often related
to performance.

cations only the computational resources that they need to comply
with their Quality of Service goals, it is indeed possible to reduce
over-specification. In the HiPEAC vision 2017 (Figure 3b), energy ef-
ficiency still remains a major challenge, and not only for the environ-
ment sake: in order to stay functional and economically viable, both
Exaflops computers and battery-based embedded systems need sig-
nificant improvements to energy efficiency. The HiPEAC vision 2017

also stresses the fact that, in order to address the aforementioned
challenges, it is paramount to successfully master the parallelism and
heterogeneity opportunities that are offered by modern systems.

This dissertation specifically tackles those challenges. Figure 4 pro-
vides an immediate representation of the different subjects and sce-
narios that we address in the dissertation. From the resource man-
agement perspective, we mostly focus on scheduling policies. That
is, we try to understand, depending from the target architecture and
the optimization goals, how the resource manager can compute the
most suitable resource allocation for each application. We also ana-
lyze how the Linux operating system supports resource management
across different architectures, and, when needed, we implement new
mechanisms to support resource allocation.

We exploit resource management techniques to address the prob-
lems described in Section 1.1: maximizing performance and minimiz-



6 introduction

Dependability,
Security

Managing
system

complexity

Power and
energy

efficiency

Entanglement
between physical
and virtual world

Multidisciplinary
Technological
evolution

TOOLS

ARCHITECTURES

ABSTRACTIONS

(a) The HiPEAC vision 2015 [16].

Guaranteeing
trust

Improving performance
and energy efficiency

Mastering
complexity

Security, safety,
privacy

Mastering parallelism
and heterogeneity

Predictability
by design

LO
C
A
L 

CO
M

PUTING      CUSTOM HARD
W

A
R

E

IN
T
E
R

O
P

E
R

A
B
ILITY     COMPOSABILITY     

  C
OGNIT

IV
E 

S
O

LU
T
IO

N
S

COMPUTE INTENSIV
E

E
N

T
A

N
G

L
E
D
   

   
    

 SMART         CO
N

N
E
C

T
E
D

Increasing ICT
workforce

Reinventing
computing

(b) The HiPEAC vision 2017 [17].

Figure 3: The latest High Performance and Embedded Architecture and
Compilation (HiPEAC) visions, listing power/energy efficiency
and the exploitation of parallelism and heterogeneity as major
challenges for the European research community.

ing power (mostly HPC) and energy consumption (mostly battery-
based embedded), but also minimizing thermal hot-spots and miti-
gating the effects of memory contention and performance variability.
We do this by trying to understand which is the minimum amount
of resources that applications need to comply with their Quality of
Service goals.

Regarding architectures, we evenly focus on embedded, desktop
and HPC systems. For each of those, we address both homogeneous
and heterogeneous scenarios.
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Figure 4: A horizontal perspective of multi and many-core resource manage-
ment. The pie charts provide an immediate representation of the
distribution of management-related subjects in the dissertation.

Dissertation Organization

This dissertation is split in two parts. The first one, which is com- When dealing with
distributed systems,
resources must be
suitably managed at
both system and
node-level, hence the
division into “single
vs multi-node
approaches” instead
of “embedded and
desktop vs HPC”.

posed by Chapters 2 to 4, bundles all the works that pertain to single
computing node architectures. Part of those works are indeed appli-
cable also to HPC systems, which usually consist of multiple inter-
connected computing nodes and can therefore benefit from a suitable
node-level resource management support.

First of all, we analyze the resource manager problem from the op-
erating system standpoint. We do that in order to understand how
the resource allocation choices of the resource manager are actuated
on the system. In particular, we present the Linux Control Groups
(also referred to as cgroups), which is a Linux framework that is used
to allocate computing resources or to put constraints on their usage.
After a brief introduction on the structure of cgroups, we present a
study on the accuracy of cgroups-based CPU bandwidth control. We
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show that, in order for CPU time enforcement to be accurate, the con-
figuration of cgroups needs to be set for each application separately.

Second, we move to the resource management layer. In particu-
lar, we deal with application characterization, i.e., how to extract ap-
plication features that can be effectively exploited by resource man-
agers to perform clever allocation choices. We also try to understand
how to suitably distribute the management logic among the resource
manager and applications. In particular, we investigate the synergies
between system-wide resource management and application-specific
auto-tuning.

Finally, we focus on big.LITTLE architectures, which are multi-core
heterogeneous single Instruction Set Architecture processors that, by
featuring different types of cores in the same chip, allow operative
systems to exploit the trade-off between performance and power con-
sumption. We try to understand how such architectures are dealt
with by modern systems. More in detail, we study how to support
the Linux Heterogeneous Multi-Processing scheduler in performing
energy-aware scheduling and how to provide the OpenCL runtime
with heterogeneity-awareness when using big.LITTLE processors as
heterogeneous OpenCL devices.

Once having achieved a suitable resource management support at
node level, we go multi-node. The second part of the dissertation,
which is composed by Chapters 5 to 7, specifically targets distributed
systems such as those used in HPC. Such systems are usually com-
posed by interconnected computing nodes, and this poses questions
that are not present in multi-node scenarios, such as how to efficiently
migrate applications and their data from one node to another; how to
minimize power consumption in order to mitigate the high supply-
ing and cooling costs of large systems; and how to minimize (or deal
with) the presence of faults, whose probability gets higher as the size
of the system increases.

First of all, we perform and interesting study on how the freeze/
restore-based process migration of MPI applications, which is usu-
ally performed at node granularity to address faults, can be made
fine-grained in order to migrate only parts of the application on a
different computing node. This allows resource managers to perform
optimizations such as load balancing, resource consolidation, or also
to counteract the effects induced on the hardware by aging (i.e., mi-
grating processes from faulty to healthy nodes).

Second, we present a resource management approach that exploits
the trade-off between power consumption and performance when ex-
ecuting HPC applications that must comply with runtime-variable
Quality of Service requirements. In this context, we will employ an
approach composed by an application-agnostic, feedback-based re-
source allocation and a performance and resource-aware mapping
strategy. The goal of such approach is to make applications comply



1.2 the dissertation contribution in a nutshell 9

with their quality requirements while minimizing the effects of per-
formance variability and evenly spreading temperature throughout
the chip.

Finally, we perform the first steps towards an unified runtime man-
agement support for deeply heterogeneous HPC systems.

We close the dissertation with the conclusion (Chapter 8) and the
Appendix. In the former, we summarize the problems we encoun-
tered during our study and how we choose to solve them; in the latter,
we describe the BarbequeRTRM, the runtime resource manager that
we extensively used, improved and developed during our work.





Part I

S I N G L E - C O M P U T I N G - N O D E S Y S T E M S

The first part of this dissertation deals with single comput-
ing node systems.

First of all, we will study how the Linux Control Groups All the works
presented in this
disseration actuate
the allocation of
CPU cores by using
Control Groups

actuate CPU time allocation in multi-core processors. We
will show that, in order for the enforcement of CPU time
allocation to be accurate, the configuration of cgroups must
be separately set for each application.

Second, we will address CPU resource management in
homogeneous nodes, and we will do so with a dual ap-
proach. On one hand, we will study how the computation
of resource allocation can take into account the character-
istics of applications. On the other hand, we will try to un-
derstand how applications can change their behavior in
order to optimally exploit a resource allocation. We will
show that the synergistic collaboration between system-
wide resource managers and application-specific applica-
tion auto-tuners leads to quite promising results.

Finally, we address single-ISA heterogeneous processing. Single-ISA
heterogeneous
processors feature
different computing
cores that share the
same Instruction Set
Architecture. This
means that an
application binary
can be indifferently
executed on (or
migrated to) any
available core.

In particular, we will study how to support the Linux
Heterogeneous Multi-Processing scheduler in performing
energy-aware scheduling and how to provide the OpenCL
runtime with heterogeneity-awareness when using single-
ISA heterogeneous processors as heterogeneous OpenCL
devices. Those works specifically target big.LITTLE pro-
cessors, i.e., processors that feature a cluster of performing
but power-hungry cores and a cluster of low-performance
and power-efficient ones. Given that the two clusters share
the same ISA, threads can be freely migrated between clus-
ters at runtime in order to leverage the trade-off between
performance and power efficiency.





2
T H E L I N U X C O N T R O L G R O U P S F R A M E W O R K

In this chapter, we will briefly introduce the Linux Control Groups
(also referred to as cgroups), a Linux kernel feature that allows system
administrators to limit the amount of resources that can be used by
any group of processes.

background

In 1979, the chroot (from “change root”) system call was introduced
in Unix. The purpose of chroot is to create and host a virtualized
copy of the software system and to use it for testing, recovery and
security purposes. In 1992, in a quite interesting paper where chroot

was used to isolate the activities of a cracker, Bill Cheswick created
the term “chroot jail” [18]. This term—and some years later, also the
term “jailbreak” [19]—quickly become quite popular, and that is whyJailbreaking is a well

known term,
especially for Apple

users: it refers to the
process by which an
iPhone firmware is

modified to allow
unsigned code to

gain privileged
access to the

system’s files.

the virtualization mechanism introduced in 2000 in FreeBSD is called
jail [20]. The chroot approach, however, is subject to two major limita-
tions: first of all, the isolation provided by chroot can be bypassed by
tasks that have root privileges; second, chroot offers limited resource
allocation capabilities, e.g., it does not support memory quotas, I/O
and CPU quota limiting and network isolation.

In order to overcome those limitations, several companies endowed
each physical server with a hypervisor, which could be either native
(type 1) or hosted (type 2) and allowed multiple Virtual Machines
to run on the same physical system. Indeed, each VM had its own
dedicated resources (e.g., CPU, memory, I/O). This approach is often
referred to as Server Virtualization.

As the number of Virtual Machines increased, there was a strong
push towards more lightweight virtualization techniques. This led to
the concept of software container, i.e., a way to encapsulate applica-
tions into lightweight virtualized boxes that run on top of a single op-
erating system. In 2001, Jacques Gélinas created the VServer project,
which aimed at separating the user-space environment into distinct
units called Virtual Private Servers (VPS), so that each VPS could be
seen as a real server by the processes that it contained. Running multi-
ple servers on the same kernel allows system administrators to avoid
virtualization overheads and to dramatically enhance the efficiency
of resource usage by allowing a single kernel to dynamically allocate
resources to each VPS [21].

The Linux Control Groups were originally introduced in 2006 un-
der the name “process containers” [22]. In 2008, the process contain-

13
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ers mechanism was merged into the Linux kernel mainline (kernel
version 2.6.24). The name was then changed to “Control Groups” in
order for it not to be confused with the concept of software container.
Control Groups are not containers themselves: they are a mechanism
that can be used in Linux-based systems to perform resource isola-
tion, and this in turn enables the creation of containers [23].

Control Groups enforce a specific view of the system on applica-
tions: access to resources such as processing elements, memory nodes
or external accelerators can be totally denied to some applications,
thus partially isolating a subset of resources from the rest of the sys-
tem; access to inherently shared resources such as memory, network
and CPU time, conversely, can be limited in order to minimize re-
source contention or to guarantee different Quality of Service levels
to each class of applications.

At the time of writing, there are two orthogonal implementations
of Control Groups: cgroup-v1 and cgroup-v2. In this dissertation we
focus on the former, which is more widespread (cgroup-v2 has been
declared non-experimental starting from Linux Kernel 4.5 [24]).

control groups in a nutshell

A control group is a collection of processes that share the same view
of the available resources, i.e., each of the processes that belong to the
same control group is subject to the same parameters and resource
usage constraints.

Control Groups are hierarchical: the children of a cgroup explicitly
inherit the constraints of their parent. Figure 5 shows a typical ex-
ample of parent-to-child inheritance. In this case, cgroups are used
to allocate a subset of the available processing elements to different
classes of tasks. The root cgroup, which is mounted by default and has
got no parent, is able to access all the available processing elements;Usually, the terms

“Processing
Element” and “core”
are interchangeable.

In case of
hyper-threading,
however, a core

features two PEs
instead of one.

therefore, depending on the chosen configuration, all its children may
be also able to use them. Control Group A, which is a child of the root
cgroup, has been configured so that it can access all the processing
elements but PE 5 and PE 8 (according to the cgroup notation, the
cpuset of A is composed by PEs 0− 4, 6− 7). Its children will therefore
inherit this constraint: regardless of the chosen configuration, each of
the children of cgroup A will be unable to use PE 5 and PE 8. The
allocation of cgroup B must be therefore equal or stricter than that of
cgroup A: in this case, B is able to access PEs 0− 4, which are a subset
of the ones that are accessible by A.

The set of constraints a cgroup is subject to is provided by one or
more subsystems, which are modules that rely on the cgroups task
grouping facilities to treat groups of tasks in a particular way. For
instance, the control hierarchy that is shown in Figure 5 is constrained
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Figure 5: Control Groups hierarchy example: cpuset inclusion. The root
cgroup is able to access all the nine processing elements that com-
pose the system. Its child (cgroup A), conversely, has been con-
figured so that it can access only some of them. The child of A
(cgroup B) inherits the limits of its parent: all the processing ele-
ments that are not accessible by A are therefore explicitly denied
to B. In general, the resource allocation of a child is always equal
or stricter than that of its parent.

by a single subsystem, i.e., cpuset. Indeed, each of the resources that
are handled by cgroups is managed by a specific subsystem.

The available subsystems are:

blkio

The Block Input/Output controller. At the time of writing, there are
two I/O control policies. The first one uses the Linux Completely
Fair Queuing (CFQ) I/O scheduler [25] to perform a weighted time-
based division of disk access. The second policy, conversely, allows
system administrators to specify upper I/O rate limits on devices,
and it enforces the allocation by performing throttling.
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cpu

The CPU bandwidth controller. It imposes constraints on the Linux
Completely Fair Scheduler (CFS) [26], thus limiting the CPU time
that is allocated to a group of tasks during a given time frame. This
controller can also be used to assign a relative priority to a cgroup,
so that its tasks are scheduler more often with respect to the tasks
of other cgroups. The cpu controller also supports the Linux Real
Time scheduler.

cpuacct

The CPU accounting controller. By using this subsystem, system
administrators are able to bundle multiple tasks together, so that
their CPU usage can be jointly monitored.

cpusets

The cpuset controller. It allows system administrators to assign a
set of CPUs and — usually in NUMA systems — memory nodes
to groups of tasks, hence isolating the tasks in a subset of the
available resources. It is worth noticing that system calls such as
sched_setaffinity and mbind can be used in conjunction with this For more

information about
sched_setaffinity
and mbind, see
http://man7.org/

linux/man-pages/

man2/sched_

setaffinity.2.

html and http://

man7.org/linux/

man-pages/man2/

mbind.2.html.

controller, but such requests are filtered through the cpuset of the
invoking task.

devices

Device whitelist Controller. It associates a device access whitelist to
a group of tasks.

freezer

The checkpoint/restart subsystem. It is usually used in HPC clus-
ters to define the set of tasks that must be started/stopped by the
batch job management system, but it can also be used to stop tasks
in order for them to be either restarted after a fault or migrated to
another computing node.

hugetlb

The HugeTLB controller, which limits the usage of huge pages. It
is worth noticing that, as for the memory controller, tasks that sur-
pass their limit will receive an error signal. Tasks must therefore
be aware of their limit and behave accordingly. It follows that the
usage of this controller is not transparent to tasks.

memory

The memory controller. It limits the amount of memory that can
be used by a group of tasks, and it is mostly used to prevent a
group of memory-hungry tasks from monopolizing the entire sys-
tem memory. As for the hugetlb controller, tasks must be aware of
their limit; otherwise, depending on the controller configuration,
they could be either killed or stopped until the system administra-
tor chooses to grant them additional memory.

http://man7.org/linux/man-pages/man2/sched_setaffinity.2.html
http://man7.org/linux/man-pages/man2/sched_setaffinity.2.html
http://man7.org/linux/man-pages/man2/sched_setaffinity.2.html
http://man7.org/linux/man-pages/man2/sched_setaffinity.2.html
http://man7.org/linux/man-pages/man2/sched_setaffinity.2.html
http://man7.org/linux/man-pages/man2/mbind.2.html
http://man7.org/linux/man-pages/man2/mbind.2.html
http://man7.org/linux/man-pages/man2/mbind.2.html
http://man7.org/linux/man-pages/man2/mbind.2.html
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net_cls

Network packets classifier subsystem. Its only purpose is to tags
packets with a class identifier. This subsystem must be used in
conjunction with the Linux Traffic Controller (tc), which uses the For more

information avout
the Linux Traffic
Controller, see
https://linux.die.

net/man/8/tc.

identifiers to enforce the selected bandwidth limit on the packets.

net_prio

The Network priority subsystem. It dynamically sets the priority of
network traffic generated by a set of tasks on a given interface.

pids

The process number controller. It is used to stop any new tasks
from being forked or cloned after a certain limit is reached.

rdma

The RDMA controller. It allows system administrators to limit RD-
MA/InfiniBand specific resources for a given set of tasks.

on the accuracy of cgroups-based cpu bandwidth con-
trol

In this section, we analyze how the Linux Control Groups perform The contents of this
section are partially
submitted in a
Transaction. They
are currently under
review.

CPU bandwidth control. First of all, we employ simulation to demon-
strate that, depending on the CPU demand of the applications, Con-
trol Groups may dramatically fail in limiting CPU bandwidth. Then,
we perform tests using real applications to show how Control Groups
can be properly configured to achieve an accurate enforcement accu-
racy.

Motivation and Background

Modern architectures feature a high number of shared resources that
are used to concurrently run multiple tasks or to accelerate parallel
ones. Performance increase, however, comes at a cost: the power con-
sumption of those architectures is becoming unbearable in terms of
supplying and cooling costs [27, 28] (mostly in HPC) and chip reli-
ability [29]. Moreover, contention on shared resources has negative
effects on both performance and energy efficiency [30].

Managing such systems is indeed challenging: on the applications
side, performance and Quality of Service (QoS) are paramount. This
is not surprising, given that users usually pay for computation by
either renting computational power or directly buying the hardware.
System-side goals, conversely, are completely orthogonal: minimizing
power consumption, maximizing energy efficiency, and counteracting
aging/thermal issues.

The Control Groups framework is usually employed to monitor
resource usage [31] or to execute applications in lightweight virtual-

https://linux.die.net/man/8/tc
https://linux.die.net/man/8/tc


18 the linux control groups framework

ization environments [32]; however, they can also be used in an adap-
tive fashion: the allocation can be adapted to the runtime-variable
demand of applications [33, 34], thus minimizing resource usage—
hence power consumption, heat and resource contention—while let-
ting applications comply with their QoS requirements. For instance,
the CPU time allocated to an application can be shrunk as far as the
QoS goal allows, thus reducing the system load and allowing multi-
ple applications to peacefully co-run on the same set of cores [35].

When allocating CPU cores, a resource manager can perform three
kinds of allocation:

cpuset-centric

The resource manager allocates an exclusive set of cores (also called
cpuset) to each application;

bandwidth-centric

The resource manager allocates a suitable share of CPU time to
each application—hence the term “CPU bandwidth”, i.e., “CPU
time used over a given period”;

mixed

The resource manager allocates a cpuset to each application. In case
of overlapping cpusets, it also allocates a suitable share of CPU time
to each application.

When the resource manager allocates CPU resources in a cpuset-
centric fashion, it isolates each application on an exclusive set of cores;
hence, inter-application interference is limited to inherently shared re-
sources such as the last level cache and memory. Conversely, in the
case of bandwidth-centric allocation, resource contention happens at
all the levels from memory hierarchy to cores pipeline. An applica-
tion that uses less CPU bandwidth than expected may be unable to
comply with its QoS requirements, while an application that uses too
much bandwidth will steal CPU time from its co-runners, thus induc-
ing performance degradation on the entire workload. It follows, then,
that it is paramount to choose a suitable bandwidth for each task
and to make sure that it is accurately enforced. We specifically tackle
the aforementioned problem by studying how the configuration of
the cgroups cpu controller affects the accuracy of CPU bandwidth
enforcement.

Towards a fine-grained CPU bandwidth enforcement

The term “CPU bandwidth” refers to the amount of CPU time that is
used by an application over a given time frame. Therefore, in order
to enforce an accurate bandwidth on applications, the CPU time they
effectively use must be monitored at regular intervals during their
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Figure 6: Dividing an application into Execution Cycles to enable a fine-
grained CPU bandwidth monitoring. The division (dashed lines)
can be performed time-wise, using barriers or with other synchro-
nization mechanisms.

execution. To do that, we split applications into sequential processing
windows that can be monitored individually. We call these windows
Execution Cycles (ECs). Enforcing an accurate CPU bandwidth means
making sure that each EC of an application uses no more and no less
than the allocated CPU bandwidth, which is very useful both to min-
imize resource contention and to ensure the compliance with power
and thermal budgets throughout the entire execution of a workload.

The division of applications into ECs follows the schema presented
in Figure 6. It can be performed periodically, on an event basis or
using barriers or other synchronization mechanisms (e.g. heartbeat).
For instance, a video encoding application may divide its processing
into 25-frame ECs, so that CPU bandwidth can be evaluated for each
group of 25 frames. Please note that the schema presented above can
be applied to a huge variety of applications, e.g. image processing
(EC = “a group of frames”), web servers (EC = “a group of requests”),
number-crunching (EC = “a given amount of calculations”), or stream-
ing applications.

It is worth noticing that bandwidth-centric allocation is typical of
embedded systems, which feature a limited amount of cores and
therefore are often unable to reserve an isolated set of cores for each
application. Nonetheless, in order to make the system comply with
thermal and power constraints, bandwidth-centric allocation (in its
mixed variant) can be also used in HPC scenarios [36]. Thus, ourIn the second part of

the disseration, we
will prove that

bandwidth allocation
is indeed very

effective in HPC.

study also applies to big systems, where applications that use less
bandwidth than expected will suffer quality losses, while applications
that use too much bandwidth are likely to make the hardware violate
some thermal or power budget.

Bandwdith allocation using the cgroups cpu controller

The cpu controller limits the CPU time that the Linux scheduler may
allocate to tasks. This is not about isolating tasks on a subset of the
available CPU cores (something that pertains to the cpuset controller):
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it is about setting a constraint on the maximum amount of time that
tasks can spend running on the allocated cores. Please note that there
is a subtle difference between allocating and limiting CPU bandwidth.
The cpu controller does not allocate CPU time to applications: its goal
is to make sure that each application does not use more than the
“target” CPU bandwidth in a given time frame.

The bandwidth allocated to an application is specified using a quota
and a period, both expressed in microseconds. During each period, the
application is allowed to run up to “quota” microseconds. We define To keep numbers

small, all our
examples will be
expressed in
milliseconds.

the ratio between period and quota as “equivalent cores usage”. For
instance, let us consider an application that runs on four cores but
can use them no more than half of the time: in this case, given that
in Linux systems the default period is 100ms, the total CPU time
provided by four cores is 400ms per period (each core provides 100ms
worth of execution time). An application that uses those cores only
half of the time has a quota of 200ms, which means quotaperiod = 200ms

100ms =

2 equivalent cores.
In the example presented above, using a 50ms period and a 100ms

quota would have resulted in the same usage. This is due to the fact
that a single constraint—that is, CPU bandwidth—is set by using two
knobs: period and quota. The motivation behind this choice is that,
on equal equivalent cores usage, long periods result in increased burst
capacity, i.e. the application can run more without being interrupted;
conversely, short periods ensure a consistent latency response, i.e., the
application will not suffer from long interruptions.

Figure 7 details how the cpu controller enforces bandwidth. Time
is divided into periods, and the accounting of CPU time is re-set
at the end of each period. A managed application is free to use the
allocated cores as long as its cumulative running time within a period
does not reach the target quota. Then, the cpu controller throttles the
application and prevents it from running until the next period.

The application from Figure 7 is CPU bound and features a con-
stant CPU demand (i.e., the light and dark gray slopes overlap); how-
ever, such applications are not common: usually, CPU usage is at least
control and data-dependent. Moreover, the enforcement is poorly pre-
dictable due to the decoupling between bandwidth demand and ac-
counting (i.e. Execution Cycles and enforcement periods are not syn-
chronized).

Concerning the first point, Figure 8 shows the effects of differ-
ent periods on applications whose CPU usage is not constant (8a).
The cpu controller does not take into account the fact that applica-
tions could under-use the allocated CPU time during certain periods
(which is the difference between allocating and limiting CPU band-
width). Hence, when using short periods, the resulting usage could
be lower than expected (8b). Large periods may be employed to avoid
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Figure 7: Cpu controller bandwidth enforcement. During each period, the
application running time is cumulated until it reaches the target
value (A); then, the application is throttled and it is not allowed to
run until the next period, when the accounting is re-set (B).

under-usage; however, they could lead to several over-usage occur-
rences inside the period (8c).

Unfortunately, larger periods do not always lead to an accurate en-
forcement. Figure 9 shows how the decoupling between bandwidth
demand and accounting affects the enforcement: especially for appli-
cations whose CPU usage is constant (9a), the resulting usage could
be quite higher than expected (9b). For instance, bursts that happen
across consecutive periods are able to use both quotas, resulting in
high equivalent cores usages.

Simulating CPU bandwidth enforcement

Regardless of how an application is divided into Execution Cycles, syn-
chronizing CPU bandwidth accounting and ECs is not trivial, inas-
much as it would require to modify either (or both) kernel or ap-
plications source code and it would also introduce synchronization
overheads. Therefore, we chose to investigate whether it is possible to
achieve an accurate CPU bandwidth allocation by selecting a suitable
enforcement period for each application. To do that, we developed a
cpu controller simulator that benefits from the following simplifica-
tions:

• the applications execution is split in ECs, and the accuracy of
bandwidth allocation is computed at EC level;

• the CPU usage of the ECs is discretized into arbitrarily small
constant-usage slots. This does not decrease the accuracy of our Slots size can be set

via procfs:
/proc/sys/ker-
nel/sched_cfs_
bandwidth_slice_us.

simulator, given that the accounting performed by cgroups is
also discretized;
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(b) Enforcing 20ms CPU time (2 squares) every 10 ms.
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(c) Enforcing 80ms CPU time (8 squares) every 40 ms.

Figure 8: Enforcing an average usage of two equivalent cores by using dif-
ferent periods. The CPU demand of the application is not constant
(8a); hence, short periods lead to an average resource under-usage
(8b). Large periods, conversely, lead to an average optimal usage
but also to several instantaneous over-usages, i.e. first, third and
last 10-ms slot (8c). Shaded areas indicate consecutive enforcement
periods.
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(b) Enforcing 80ms CPU time (8 squares) every 40 ms.

Figure 9: Enforcing an average usage of two equivalent cores. The applica-
tion CPU demand is composed by bursts (9a). In case of large peri-
ods, lack of synchronization between enforcement and processing
leads to resource over-usage (9b). Shaded areas indicate consecu-
tive enforcement periods.

• ECs of the same application feature the same CPU demand and
execution time. This allows us to analyze the enforcement mech-
anism with disregard of any data variability-induced effect;

• nothing happens between ECs: management overheads are neg-
ligible with respect to the EC execution time. This is typical of
resource management scenarios.

Simulation setup

We set up the simulator according to the following scenario: a multi-
threaded application that is isolated on four cores. For the sake of
simplicity, let us assume that the application uses four threads, which
means that, even when no constraints are applied, its average equiva-
lent cores usage is always less than four by construction (each thread
cannot use more than one core at a time). We refer to the average
unconstrained usage as γ. Please note that we assume the ECs to be
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(b) Heterogeneous CPU usage profile

Figure 10: Execution Cycle usage profiles used during the simulation. The
first one (10a) features an homogeneous demand, i.e., the demand
is often close to the average one. The second one (10b), conversely,
is heterogeneous: the CPU demand is often far from the average.

equal in terms of CPU usage; hence, γ is also the average usage of
each EC. We run three simulations, enforcing a maximum CPU usage
equal to γ, 34γ and 1

2γ, respectively. The output of each iteration is
the average CPU usage of the application until the end of each EC up
to the tenth.

We performed the simulation using two randomly generated CPU
usage traces, which are shown in Figure 10. The first one features a
homogeneous CPU demand, whose average value is 3.0 equivalent
cores (10a). The second, conversely, features a heterogeneous CPU
demand with an average value of 2.2 equivalent cores (10b).

Simulation results

Results for the homogeneous and heterogeneous scenarios are shown
in Figures 11 and 12, respectively. Each Figure shows the percent al-
location error for the three scenarios, i.e., the enforcement of γ, 34γ
and 1

2γ CPU bandwidth. Negative errors indicate resource under-
usage, which means that the application uses less bandwidth than ex-
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pected; on the contrary, positive errors indicate resource over-usage.
The length of enforcing periods is normalized to the EC execution
time.

Some considerations apply to both scenarios: first of all, resource
over-usage is not possible when enforcing a CPU bandwidth equal
to γ. This is always true, because the average CPU usage of an EC
does not exceed γ by construction. Second, please note that errors are
represented as “up to the Nth EC”, which means “average value of
all the errors up to the Nthone”. Hence, after a few cycles, the union
of under and over-usage errors caused by the decoupling between
periods and ECs makes the errors converge to low values even if the
error of each EC does not; on the contrary, since they are compulsory,
under-usage errors do not converge.

In case of homogeneous bandwidth demand (Figure 11 on page 26),
the under-usage effect caused by short enforcing periods is present
only when the controller enforces a CPU bandwidth equal to γ (Fig-
ure 11a). This is not surprising: as shown in the usage trace (Fig-
ure 10a), the bandwidth demand of the application is indeed always
greater than 2 equivalent cores, i.e., 34γ: when the enforced CPU band-
width is greater than that, resource under-usage is not possible by
construction. Conversely, as already anticipated by the example from
Figure 9 on page 23, large enforcement periods cause resource over-
usage: while the average CPU usage of the application does not ex-
ceed γ by construction (11a), in case of lower bandwidth (11b, 11c)
the allocation gets more inaccurate as the period increases. Overall,
the shorter periods with respect to the EC execution time, the more
accurate the bandwidth enforcement.

In case of heterogeneous bandwidth demand (Figure 12 on page
27), conversely, short enforcement periods lead to compulsory re-
source under-usage. We already addressed this problem in the exam-
ple from Figure 8 on page 22: the cpu controller resets the usage statis-
tics after each period; hence, the CPU bandwidth that the application
is not able to use during a period is permanently lost. Obviously, this
effect gets minimized in the test from Figure 12c because the instan-
taneous CPU usage of the application (Figure 10b) is almost always
greater than 1

2γ (1.1 equivalent cores). Even in the heterogeneous sce-
nario, large enforcement periods lead to over-usage. As shown in Fig-
ure 12a, this is not a problem when enforcing a CPU bandwidth equal
to γ. In case of smaller allocations (12b, 12c), instead, the trend is simi-
lar to the one observed in the homogeneous scenario. Overall, periods
close to the ECs execution time lead to more accurate results.

Discussion

Simulation results confirm that, to maximize the enforcement accu-
racy of the cpu controller, each application should be subject to a
different enforcement period.
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4γ.
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(c) Enforced bandwidth = 1
2γ.

Figure 11: Homogeneous scenario: allocation error (percent) when limiting
CPU usage using different enforcement periods. Period length is
normalized to EC execution time. γ is the average CPU usage of
the application when not using the cpu controller.
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2γ.

Figure 12: Heterogeneous scenario: allocation error (percent) when limiting
CPU usage using different enforcement periods. Period length is
normalized to EC execution time. γ is the average CPU usage of
the application when not using the cpu controller.
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Periods that are larger than the average Execution Cycle lead to CPU
usages that are typically bigger than the expected ones. In case of
coarse-grained allocations (i.e. when having accurate CPU bandwidth
enforcement in the long term is enough), this is not necessarily a prob-
lem because the average error tends to decrease over time. However,
it is worth noticing that, given the runtime-variable delay between
bandwidth demand and accounting, CPU bandwidth enforcement is
accurate only on average, while the enforcement performed in each
single period can be quite inaccurate. An application that over-uses
the available resources is potentially stealing bandwidth from its co-
runners and, even in case of isolation, it is causing more contention
than expected on shared resources.

On the other hand, periods that are shorter than the average Exe-
cution Cycle often lead to accurate allocations. However, the cpu con-
troller resets the accounting statistics after each enforcement period
(and rightly so, because this minimizes overheads and ensures fair-
ness in multi-application scenarios); hence, applications whose CPU
demand is often lower than the enforced one will not be able to com-
pletely exploit the allocated bandwidth even if, by using larger peri-
ods, it would indeed be possible. This phenomena could trick the re-
source manager into thinking that an application is not able to exploit
the allocated resources. Differently from over-usage, whose average
effect gets smaller over time, under-usage is compulsory; hence, it
would lead to inaccurate enforcements also in case of coarse-grained
allocations.

Validation

According to the simulation results, the effect of CPU bandwidth en-
forcement on the CPU usage of applications is greatly affected by the
enforcement period length. In particular, the optimal period must be
smaller than the EC execution time, but not short enough to cause
bandwidth under-usage. In this subsection, we validate the results
using real applications.

We reproduced the simulation scenario: a multi-threaded applica-
tion that runs in isolation on four cores and uses four threads. This
time, the resource manager caps the allocated CPU bandwidth to
three equivalent cores. That is, the new allocation consists in four
cores, but this time they can be used at most 75% of the time.

The applications used during the tests are described in Table 1.
We selected a subset of the PARSEC benchmark suite [37], focus-

ing on applications that represent different domains. We carried out
the tests without characterizing the CPU demand of applications be-
cause:

• CPU demand can be data-dependent, which, in turn, makes the
ideal enforcement period data-dependent;
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Table 1: Applications used during the tests. We divided the processing part
of each application into Execution Cycles, for which we list descrip-
tion and average execution time when using four threads.

Name Description EC Division

Average EC
duration

[ms]

Blackscholes
Option pricing with
Black-Scholes PDE

Each thread computes a
single option value

77

Bodytrack
Body tracking of a person
using multiple cameras

Process a single frame
from each camera

96

Ferret
Content-based similarity
search server

A single step in the
parallel search pipeline

120

Fluidanimate
Animate fluid dynamics
with SPH method

Produce a frame 118

Streamcluster
Online clustering of an
input stream

Find a center in a
fixed-size chunk of points

104

Swaptions
Prices a portfolio of
swaptions using a MC
simulation

Price one swaption per
thread.

180

x264

H.264/AVC (Advanced
Video Coding) video
encoder

Process a burst of 5

frames
135

• according to the simulation, heterogeneous CPU demand can be
simply inferred from the presence of bandwidth under-usage in
case of short enforcement periods;

• addressing uncharacterized workloads widens the applicabilityPlease note that EC
length is computed
during runtime by

the resource
manager.

of this study.

We performed the tests on a Linux-based system that features an In-
tel i7-6700K CPU (4 Simultaneous Multi-Threading cores @ 4.00GHz,
for a total of 8 hardware threads). The operating system is Arch Linux
kernel 4.9.11.

Figure 13 shows our hardware setup: we used cgroups to divide the
available hardware threads into two subsets of four threads each. The
first subset hosted the operating system along with all the tasks not
related to the tests, while the second one hosted the tests. We chose
to operate this partition in order to run the managed applications on
four hardware threads while allowing each thread to exploit its own
private cache. This way, we minimized the effects of cache contention
on the applications execution.
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L3 (LLC)

L2 L2 L2 L2

L1d/L1i L1d/L1i L1d/L1i L1d/L1i

Cpuset 0-3
(system)

Cpuset 1-4
(tests)

Figure 13: Hardware setup. The processor is partitioned in two cgroups
cpusets. The former (cpuset 0− 3) is used to host the operating
system, while the latter (cpuset 4− 7) is used to host the tests in
isolation.

Figures 14 and 15 respectively report the CPU usage of each sin-
gle EC and the average CPU usage of the whole applications. In both
figures, we use increasingly dark gray lines to indicate increasingly
small enforcement periods. Moreover, we use colored lines to indi-
cate periods that are equal to 1

5EClength (dark green) and EClength
(light red). According to the simulation results, those periods are in-
deed most suited in case of homogeneous and heterogeneous CPU
bandwidth demand, respectively.

The effect of large enforcement periods on the CPU bandwidth of
each EC is clearly shown in Figure 14 on page 31. In those cases (light
gray lines), each period is large enough to fit several Execution Cycles.
This has negative effects on bandwidth usage: during a single pe-
riod, the application is allowed to execute multiple ECs using all the
available resources, followed by a single EC whose CPU usage is ex-
tremely limited because there is not any more bandwidth to be used
in that period. This causes the CPU bandwidth to wildly oscillate
around the expected one, alternating under and over-usage. In case
of power/thermal-related constraints or applications co-running on
a set of cores, the positive effects of bandwidth allocation are totally
lost: applications never use the allocated bandwidth because they al-
ways use either all or almost none of the available CPU time. The
effect of short enforcement periods (dark gray lines) is instead clearly
shown in Figures 14a, 14b, 14d and 14f: in those cases, the observed
CPU bandwidth seldom surpasses the enforced one (i.e., 3 equiva-
lent cores); however, given that CPU time accounting does not span
over multiple periods, bandwidth usage is often lower than that, thus
leading to under-usage.
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(a) Blackscholes.
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(b) Bodytrack.
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(c) Ferret.
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(d) Fluidanimate.
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(e) Streamcluster.

Figure 14: Experimental results. For each application and for each period,
we list the equivalent core usage of all the Execution Cycles up to
the 100th one. Accurate allocations are those that are closer to
3 equivalent cores. Thick lines indicate the ideal period bounds
as found using simulation: a fifth of EC length (light green) and
EC length (dark red). Increasingly dark lines indicate increasingly
small enforcement periods.
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(f) (cont.) Swaptions.
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(g) (cont.) x264.

Figure 14 (cont.): Experimental results.

Overall, Figure 14 confirms the simulation results: enforcement pe-
riods whose length is equal to EClength (red lines) lead to an accu-
rate enforcement, which, however, may be subject to oscillations due
to the runtime-variable delay between ECs and enforcement periods.
Moreover, periods whose length is equal to 1

5EClength (green lines)
lead to quite stable results, and, in some cases, oscillations are also
mitigated (see Figures 14d and 14e). Finally, periods that are too short
or too large with respect to the above mentioned boundaries respec-
tively lead to under and over-usage.

Figure 15 on page 33 offers a different view on the aforementioned
results: the average bandwidth usage of the applications over a hun-
dred Execution Cycles, that is, in a time frame of several seconds. Un-
fortunately, even in this case, all the enforcement periods that are
larger than EClength (light gray lines) lead to average CPU band-
widths that are higher than the enforced ones (up to 25% error). This
means that the observed CPU bandwidth is over-sized not only at
EC granularity, where the measured bandwidth wildly oscillates un-
der and over the enforced one, but also on average. Even in case
of coarse-grained allocations, applications may use more bandwidth
than expected despite the cgroup-based enforcement. Similarly, peri-
ods that are shorter than 1

5EClength (dark gray lines) often lead to
bandwidth under-usage, as clearly shown in Figures 15a, 15b, 15d
and 15f (up to 10% error).

Overall, even in this case, simulation results are confirmed: en-
forcement periods whose length is equal to EClength (red lines) lead
to an accurate average enforcement (less than to 1% error). At the
same time, these periods (see the instantaneous views from Figures
14 and 14) hide an oscillatory behavior: the enforcement is accurate
only on average, but the real usage oscillates between slight under
and over-usage. On the other hand, periods whose length is equal to
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(a) Blackscholes.
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(b) Bodytrack.
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(c) Ferret.
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(d) Fluidanimate.
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(e) Streamcluster.

Figure 15: Experimental results. For each application and for each period,
we list the average allocation error measured at the end of the
first 100 Execution Cycles. The error is defined as the percent dis-
tance between the allocated CPU bandwidth and the measured
one. Thick lines indicate the ideal period bounds as found us-
ing simulation: a fifth of EC length (green) and EC length (red)
Increasingly dark lines indicate increasingly small enforcement
periods.

1
5EClength (green lines) lead to results that are accurate in the aver-
age case (less than 1% error) but also in the instantaneous one. Indeed,
1
5EClength is not a magic number: as also shown by the simulation
results (see Figure 12 on page 27), the smallest enforcement period
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(f) (cont.) Swaptions.
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(g) (cont.) x264.

Figure 15 (cont.): Experimental results.

that provides a good accuracy while avoiding over-usage is applica-
tion dependent. In the case of swaptions, 15EClength is too short and
makes the application suffer from bandwidth under-usage (Figure
15f).

Conclusions

Whereas Control Groups are mostly used to perform isolation, i.e.,
they are used to run applications on a subset of the available CPU
cores (cpuset), they also allow CPU usage to be throttled over time
inside the allocated cpu set, hence enabling both application-specific
and system-wide optimizations. While cpuset allocation is accurate
by definition (because a thread either can or cannot be scheduled
on a given core), CPU time enforcement is performed through CPU
bandwidth control, which does not guarantee that applications will
really exploit the allocated resources. So, why is accuracy

so important?
The answer is
strightforward: once
a resource manager
allocates resources,
it must be sure that
its decision will be
accurately actuated.
If not, creating
refined scheduling
policies would make
no sense at all.

In this section, we studied how to achieve an accurate CPU band-
width enforcement. First of all, we analyzed how the cgroups cpu
controller limits bandwidth. We discovered that, in certain scenarios,
the CPU bandwidth that is effectively exploited by the applications
could potentially be not only lower than the expected one, but also
notably higher.

To accurately enforce bandwidth usage on applications, we pro-
posed to split each application into computation units, so that band-
width usage could be individually monitored for each unit. We called
these units Execution Cycles. We then developed a cpu controller sim-
ulator to understand the relationship among applications CPU de-
mand, enforcement period length and enforcement accuracy, and we
discovered that selecting the enforcement period while taking into
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account the Execution Cycles length leads to a very accurate enforce-
ment.

Finally, we performed a validation using real applications. We con-
firmed that, depending on the enforcement period, cgroups-based
CPU bandwidth control may be inaccurate not only on Execution Cycle
granularity, but also on average, i.e., throughout the entire application
execution. This issue can be tackled quite effectively by employing a
period that is shorter than the Execution Cycle length, but not so short
that it leads to bandwidth under-usage.

Our approach, which does not require applications to be profiled
and can therefore be easily adopted by any cgroups-based resource
manager, led to a very accurate bandwidth enforcement (< 1% error)
with respect to the period-agnostic scenarios (more than 25% error in
the worst case).





3
R E S O U R C E A L L O C AT I O N : S Y S T E M - W I D E V S
A P P L I C AT I O N - S P E C I F I C

In this chapter, we focus on the most common high-end computing
systems. That is, we address devices that feature a multi-core het-
erogeneous processor and, optionally, an accelerator. Multi-core sys-
tems feature computational resources that are limited in number—
usually a few cores plus the memory hierarchy—and must hence be
shared among multiple applications. Conversely to many-core sys- Isolating an

application in a
subset of the avaiable
computing cores also
means allowing it to
exclusively access
the associated
portion of the cache
hierachy.
Unfortunately, it is
not possible in small
systems.

tems, where the problem of CPU resource allocation can be often
reduced to “how many processing elements will be allocated to each
task”, multi-core systems must often face the problem of co-running
multiple tasks on the same processing elements. Indeed, in this case,
allocating resources also means choosing “how much time will a task
spend on the available processing elements with respect ot the other
tasks”.

First of all, we study how to take into account the characteristics
of applications to optimize resource allocation. Second, we will show
that the resource manager, which has a global view of the system,
can rely on application-specific auto-tuners, which lack the aforemen-
tioned global view but got a specific knowledge of the application
goals, in order to make applications exploit the allocated resources in
an optimal way.

tailoring allocation to applications

Concurrently running multiple threads on a set of shared resources
leads to resource contention, which, in turn, negatively effects both
performance and energy efficiency [30, 38, 39, 40]. A common way to
tackle this issue is to employ applications-aware co-schedulers.

Standard schedulers operate choices that are mostly based on fair-Viewing
applications as black

boxes does reduce
the management

complexity; however,
it also leads to

sub-optimal
scheduling choices.

ness, i.e. they allocate a fair amount of resources or computing time
to each thread; and load balancing, i.e. they evenly distribute threads
among the available resources [41]. Conversely from standard sched-
ulers, co-schedulers mitigate resource contention by identifying the
threads that are best suited to be concurrently executed on the same
set of resources.

From brute force prediction to application characterization

Identifying the optimal co-scheduling (i.e., the allocation of threads
that minimizes resource contention) is a feasible task: it can be done

37
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by evaluating the performance degradation resulting by all the possi-
ble combinations of threads on all the available subsets of cores. This
process is often referred to as brute force prediction, and, unfortunately
but not unexpectedly, theoretical analyses proved it to be NP-completeAn NP-complete

problem is both NP
(nondeterministic

polynomial) and
NP-hard (cannot be

reduced to NP in
polynomial time).

[42]. Obviously, as the number of applications to be run gets higher,
this kind of approach is not viable at all.

Near-optimal predictions can be instead achieved with a lower com-
plexity. Tian et al. [43] propose two approaches—A*-cluster and local-
matching—that approximate the optimal schedules with good scalabil-
ity. The A*-cluster algorithm treats the optimal co-scheduling problem
as a tree-search problem, applying the well-known A*-search algorithmThe term tree

traversal (or tree
search) refers to the
process of analysing

each node in a tree
in a systematic way,

without visiting a
node more than once.

to efficiently find optimal co-schedule combinations. Clustering tech-
niques are exploited to reduce the frequency of re-scheduling by ini-
tiating a co-schedule only when an entire cluster of applications has
terminated, which avoids the generation of sub-schedules that are
similar to one another, thus shrinking the number of possible map-
pings at the cost of accuracy. The time complexity is O(N), where N
is the number of remaining jobs. The clustering is based on execu-
tion time, i.e., jobs with a similar execution time are clustered. More
efficiency is achieved with the local matching algorithm, where the
problem of co-scheduling is solved with a graph-based approach that
allows to find local optimum choices. Such approach does not involve
clustering, thus incurring in a complexity of O(N4). Moreover, on sys-
tems with more than two cores per chip, the approach is once again
NP-complete.

A following study by Jiang et al. [44] proposes an Integer Program-
ming (IP) co-scheduling algorithm that is based on the observationIn an IP problem,

the complexity is
reduced by

restricting some
variables to be

integers.

that co-scheduling N jobs into M chips is equivalent to partitioning
N jobs into M = N/U sets, where each set contains U jobs and the
total co-run degradation of all jobs has to be minimized. Once again,
the complexity of the algorithm is not polynomial on systems with
more than two cores per chip; nevertheless, its lower bound can be
computed through the Linear Programming (LP) version of the model.In an LP problem,

the objective
function and the

non-integer
constraints are

linear.

The same study presents two of heuristics-based algorithms. The first
one, which is called hierarchical matching algorithm, generalizes the IP
algorithm by partitioning jobs in a hierarchical way with a complexity
ofO(N4). The second algorithm is called greedy algorithm; it schedules
jobs giving priority to the most sensible to cache contention, with a
complexity of O(N

(
N
U

)
).

Given the increasing number of cores and concurrent applications,
in addition to the growing number of threads per application, brute
force prediction proves to be too complex to be effectively exploited.
Moreover, executing a workload on a new architecture or inserting
a new application into a workload would be costly due to the high
number of tests to be performed.
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In recent years, several works proposed low-complexity algorithms
that allow co-scheduling decisions to be computed in a more reason-
able time. Each application is analyzed singularly to extract metrics
that represent its resource usage; the resulting information is then ex-
ploited by co-schedule algorithms to compute co-scheduling choices
that are sub-optimal yet effective. The analysis process is often referred
to as application characterization and has a complexity of O(N), thus
providing a trade-off between prediction accuracy and characteriza-
tion effort [45, 46, 47]. Application characterization can be performed
either through runtime monitoring [48, 49, 50, 51] or, if the applica-
tions are known a priori, through an off-line analysis [52, 46, 53].

Selecting metrics to characterize resource contention

The term resource contention is rather vague. Co-schedulers make deci-
sions according to the resource usage of the running threads, but which
resources are to be taken into account varies from architecture to ar-
chitecture. Given the wide variety of applications and architectures,
this is not surprising: previous studies have demonstrated that sub-
stantial speed-ups can be achieved by characterizing threads basing
on L1 usage [54, 55]; last level cache (LLC) usage (where the LLC is
either an L2 [56, 57, 58] or L3 [59, 60] cache); available bandwidth at
each cache level [61]; data locality [62]; off-chip bandwidth [63, 64];
or micro-architectural events such as front side bus stalls [65, 38, 66],
floating point units usage [52, 67], and stall cycles [68].

Blagodurov et al. [45] show that contention on shared floating point
units leads to substantial performance degradations and provide nu-
merical results for floating point unit contention of SPEC CPU2006

benchmarks running on a UltraSPARC T1 microprocessor. The sub-
stantial performance degradation induced by co-scheduling floating
point intensive applications is imputable to the fact that T1 processors
feature eight cores which share a single floating point unit. While
this is clearly a limitation that is not the norm in modern processors,
such scenario is nonetheless emblematic: the problem of resource con-
tention is not architecture independent, nor is its solution. Despite
the great variety of metrics, it is clear that one the most severe and
architecture-independent bottlenecks to be taken into account when
co-scheduling applications is the memory.

There also approaches [69, 64] that treat the problem of contention
in an indirect way: whereas all the other characterization-based ap-
proaches exploit resource usage (the cause of resource contention) as
a metric to achieve effective co-scheduling decisions, in this case the
chosen metric is the performance degradation suffered by co-running
threads (the effect of resource contention). Such approaches are exclu-
sively based on the performance degradation experienced by each
thread when executed in a high resource contention environment.
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Such metric is computed by co-running each thread with benchmarks
that stress a number of chosen resources. The sensitivity of the thread
to resource contention, i.e. the slowdown caused by co-running, can
be computed by comparing the execution time of the thread when
co-running with the benchmarks and when running alone.

energy-efficient co-scheduling using performance coun-
ters

In this section, we show how taking into account the characteristics ofThe contents of this
section are partially

published in [67].
You may want to

consult Appendix A
before venturing

forth.

applications can improve the allocation choices of a resource manager.
This work serves two purposes: first of all, we will give you an idea
of the effort that is needed to suitably characterize applications on
a target architecture; second, we will show that allocating resources
is only half of the problem: applications that are aware of their own
resource allocation and tune their parameters accordingly are indeed
able to further optimize their resource usage. That is, applications
should cooperate with the resource manager to enable an optimal
resource management.

Our contribution is two-fold: first, we developed a Design Space
Exploration (DSE) flow that is integrated with the resource manager
and automatizes the characterization of applications. Second, we de-
signed a resource mapping policy that exploits characterization infor-
mation to select which processing elements will be allocated to each
application.

The resource manager we used and extended in this work is the
Barbeque Run-Time Resource Manager (BarbequeRTRM), which is
described in Appendix A.

A performance-counters-aware BarbequeRTRM

The BarbequeRTRM bases resource allocations on a set of “golden
configurations”. That is, each managed application must be analyzed
during an off-line characterization phase whose output is a set of
pareto-optimal allocation choices. Each choice is called Application An allocation is

pareto-optimal if
there are not
alternative
allocations that
improve one
objective without
worsen any of the
others.

Working Mode (AWM) and is described by a set of resources—e.g.,
an AWM could require “two processing elements and a GPU”—and
by an integer number that is used to explicitly order the AWMs from
the least to the most performing. The list of AMWs of an application
is contained in an XML file that is called recipe.

The main idea behind this work is to characterize memory usage
and energy consumption of applications and to insert the obtained
information into the AMWs description, so that the BarbequeRTRM
allocation policy is able to take that information into account dur-
ing the process of AWM mapping (i.e., when mapping the allocated
resources on the hardware). The work consisted in three steps:
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performance counters selection

The goal of this step is to find out which performance counters are
most related with memory contention and energy consumption on
the target architecture.

off-line applications characterization

This step consists in performing an automatized characterization of
applications in order to create an enriched application recipe. The
Design Space Exploration (DSE) engine computes which are the
best configurations for the application. Moreover, it characterizes
each of the selected allocations by monitoring both the obtained
quality level and the values of performance counters.

runtime resource allocation

During runtime, the BarbequeRTRM selection policy is able to per-
form a contention and energy-aware resource mapping by exploit-
ing the additional information that is contained in the enriched
recipes. We extended the BarbequeRTRM allocation policy by im-
plementing a resource mapping heuristic that tries to evenly spread
energy consumption over the whole chip while minimizing mem-
ory contention.

Performance counters selection

In order to monitor the values of performance counters, we relied When correlating
performance
counters to energy,
the analysis process
should be performed
anew for each target
architecture, new
application and new
dataset.

on the monitoring facilities offered by the BarbequeRTRM Runtime
Library (see Subsection A.2.1). Regarding energy consumption, we
instead used the Likwid tool [70].

We performed the analysis by executing 10 applications from the
Parsec benchmark suite [71] on a system that featured an Intel Core
i7-2670QM quad-core SMT processor. Each core had independent L1

and L2 caches, while the L3 cache was shared between all the cores.
The relationship between performance counters and memory con-

tention is well known: as already discussed in literature, performance
degradation induced by memory contention is correlated to the num-
ber of last level cache misses generated by applications [72, 52]. Re-
garding energy consumption, instead, we compiled a list of suitable
counters, and, starting from that list, we used a correlation test to ex-
tract the counters that are the best suited to characterize energy con-
sumption. Figure 16 reports the correlation results for the most suit-
able performance counters: Last Level Cache misses, resource stalls,
retired/issued micro-operations, retired instructions and floating point
operations. In order to minimize the number of counters and to avoid
biasing, we further shrunk the list of selected counters to resource
stalls, retired instructions and floating point operations.
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Figure 16: Spearman’s rank correlation coefficient for each performance
counter, along with correlation ρ for each specific application.
We show the results for the most correlated counters: Last Level
Cache misses, resource stalls, retired/issued micro-operations, re-
tired instructions and floating point operations.

Off-line applications characterization

We created a Design Space Exploration flow to detect and profile
the best resource allocations of applications. The output of the ex-
ploration is an enriched recipe that can be then used by the Barbe-
queRTRM to perform resource allocation at runtime.

The exploration schema is shown in Figure 17: the main component
is the DSE engine, which uses ad-hoc management APIs to drive re-
source allocation in place of the BarbequeRTRM scheduling policy.
The DSE engine runs the target application multiple times to test

HARDWARE
OS (KERNEL-SPACE)sysfs, cgroups

THE BARBEQUE RTRM

managed
application

RTLIB

DSE
ENGINE

DRIVE ALLOCATION

MONITOR QUALITY
COLLECT COUNTERS

ALLOCATE RESOURCES

ENRICHED
RECIPE

XML
</>

Figure 17: Off-line applications characterization. The DSE engine drives the
resource allocation and collects the characterization information
from the Runtime Library. At the end of the exploration, the
DSE engine selects the best resource configurations and translates
them into the enriched AWMs that will compose the application
recipe. Our contributions are highlighted in green.
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different resource allocations. During each execution, it also collects
the characterization information that is computed by the Runtime Li-
brary. Finally, after the exploration process is complete, the engine
computes which are the best allocations in terms of memory pres-
sure, Quality of Service and energy consumption, and it translates
them into enriched AWMs.

In the context of this work, we chose to use the throughput of ap-
plications as the main metric to compute Quality of Service. Figure 18Performance is often

a proxy to quality:
the more performing
an application is, the
more computation it
can perform during
a given time frame.

shows the relationship between parallelism level, allocated CPU time
and performance for bodytrack and ferret, which respectively exploit
data parallelism (i.e. it process data using multiple parallel threads)
and task parallelism (i.e. it distributes the computation on a pipeline
whose stages are implemented by one or more threads). In this exper-
iment, the applications run on a single multi-threaded core, i.e., on
two processing elements that share L1 cache, L2 cache and part of the
pipeline. We run bodytrack with a number of threads ranging from
1 to 5. We instead run ferret with a number of threads-per-pipeline-
stage equal to 1 and 2, which respectively mean 4 and 8 threads in
total. It is worth noticing that, in both applications, communication
overheads and cache contention cause performance to drop when the
allocation passes from one to two processing elements (i.e., when the
allocated CPU bandwidth gets slightly higher than 100%). This effect
is especially severe in the case of bodytrack, which is more memory
bound than ferret.
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Figure 18: Off-line applications characterization: performance of bodytrack
and ferret for different parallelism levels and allocated CPU band-
width. The selected level of parallelism is referred to by using the
notation AX, where A is the first letter of the application name
and X is the number of threads. CPU bandwidth is instead ex-
pressed in percentage, e.g., 150% bandwidth means “one process-
ing element and a half” worth of CPU time.
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Runtime resource allocation

We extended YaMS, which, at that time, was the default scheduling
policy if the BarbequeRTRM [73], in order to endow it with a energy-
and memory contention-aware resource mapping support. We called
the extension CoWs, which stands for “CO-scheduling WorkloadS”.CoWs has its own

name because it is
an independent

extension module
that can be plugged

into the YaMs policy.

YaMS implements a heuristic that aims at (sub-optimally) solv-
ing the Multidimensional Multiple choice Multiple Knapsack prob-
lem (MMMKP) [74]. Basing on a multi-objective evaluation that takes
into account performance, fairness and load balance, YaMS computes
which AWM will be selected for each application. The goal of the
CoWs extension is to perform a clever mapping of the selected AWMs
on the available resources. In particular, after the AWMs have been
selected, CoWs maps the allocated cores and memory nodes on the
hardware while trying to spread both energy consumption and mem-
ory pressure evenly throughout the entire chip.

Experimental Results

In order to exhaustively evaluate our approach, we chose to carry out
the tests using all the workloads that feature at least three applica-A workload is a

group of
applications that
must be executed

(possibly in parallel)
on the target system.
Its execution time is

the time elapsed
between the start of
the first application

and the end of the
last one. Its size is

the number of
applications it

contains.

tions and are composed by 0 to 4 instances of bodytrack and 0 to 4
instances of ferret. The execution time of the workloads spans from
30 to 60 seconds.

We performed two different set of tests: first of all, we compared
CoWs (i.e., YaMs using the CoWs extension) with YaMs in terms
of workload execution time, energy consumption and Energy Delay
Product. Second, we extended the comparison to the plain Linux case.

Figure 19 compares YaMs and CoWs in terms of execution time, en-
ergy efficiency and EDP. We tag workloads according to their compo-
sition: BX FY indicates a workload that is composed by X instances of
bodytrack and Y instances of ferret. Being aware of the memory pres-
sure that is generated by each application, CoWs is able to perform
a memory contention-aware resource mapping, which leads to per-
formance speedups up to 19% with respect to YaMs. However, given
that CoWs tries to aggressively isolate memory intensive applications
on subsets of the available resources, the speedups tend to decrease
as the number of applications that compose the workload increases.
In the case of B4 F1 and B3 F4 (5 and 7 applications, respectively),
the isolation proves to be excessively aggressive and leads to a slight
performance degradation. Overall, the average performance speedup
induced by CoWs equals to 5.63%. From the energy efficiency per-
spective, CoWs outperforms YaMs in all scenarios. In this case, the
improvement is quite homogeneous, and it is positive even in the con-
gested scenarios. Overall, the average energy consumption speedup
equals to 7.43%. Regarding EDP, which equally takes into account ex-
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Figure 19: Execution time, energy consumption and EDP speedups induced
on the CoWs extension on YaMS. Workloads are tagged according
to their composition: BX FY means “X instances of bodytrack, Y
instances of ferret”.

ecution time and energy, CoWs provides an average speedup equal
to 13%, with a peak of 30% in the B2-F2 scenario. Overall, the results
show that characterizing the applications in terms of power consump-
tion and memory intensiveness allows scheduling policies to allocate
resources more efficiently than in characterization-agnostic scenarios.
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Before presenting the comparison between the managed approaches
(i.e., those that employ the BarbequeRTRM) and the plain Linux one,
it is worth remarking that, in the latter case, applications do not rely
on a resource manager and are therefore unable to configure their par-
allelism level according to the system load. Unmanaged applications
suppose to be running alone; hence, they usually spawn one thread
per active core, which can possibly result in a system congestion if
the workload is composed by many applications. In order to perform
a fair comparison between managed and unmanaged approaches, we
chose to split the Linux scenario in three cases, each one employing
a different approach to select the parallelism level of applications:

aggressive (aggr)
each application supposes to be running alone on the system and
hence spawns one thread per online processing element;

conservative (cons)
applications are aware of the workload size and hence select a
threads number equal to the number of online processing elements
divided by workload size;

oracle (orac)
we manually selected an optimal number of threads for each appli-
cation according to the workload composition.

Please note that, in the Linux scenarios, applications select a paral-
lelism level and are not able to change it throughout their entire exe-
cution. Conversely, in the managed scenarios, applications are aware
of the amount of resources that they have at their disposal and are
therefore able to tune their parallelism level accordingly.

Figure 20 shows the comparison results. We plotted performance,
energy consumption and EDP of the workloads for each scenario.
Moreover, in order to provide a high level view of the effects of re-
source management, we also plotted the average results for managed
(YaMs and CoWs) and unmanaged (AGGR, CONS and ORAC) sce-
narios.

From a high level perspective, managed scenarios lead to better
results than unmanaged ones. The main advantage of letting Linux
orchestrate the resource management is that applications are poten-
tially able to better exploit the available CPU time. Indeed, each of the
threads that compose the workloads is free to migrate to any unused
processing element, thus minimizing resource under-usage. However,
this approach also has a disadvantage: allowing threads to freely mi-
grate on any processing element induces cache thrashing phenom-
ena, which in turn negatively affect performance and hence energy
consumption. Relying on a resource manager leads instead to results
that consistently outperform those of the unmanaged scenarios. In
fact, selecting a suitable parallelism level for applications is only half
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Figure 20: Linux scheduler compared to CoWs with respect to workload ex-
ecution time, system wide energy consumption and energy-delay
product. We employed three parallelism levels (AGGR, ORAC
and CONS) for the standard Linux experiments, and we com-
pared them with both YaMs and the CoWs.

of the problem: mapping threads to the most suitable processing el-
ements is also paramount in order to avoid cache thrashing and to
allow threads from the same applications to share the same caches.
This in turn leads to an average 12% speed-up in workload comple-
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tion time and to a corresponding 32% reduction on the system-wide
energy consumption. Even more important, this resulted in a 50%
improvement of the EDP metric.

Finally, it is worth noticing that, although it possibly leads to a sys-
tem congestion, selecting the applications parallelism level using an
aggressive approach leads to a lower workload execution time with
respect to both the oracle and conservative scenarios. The reason is
straightforward: given that the applications that compose the work-
loads feature different execution times, some applications are bound
to terminate before the others. Using a high number of threads in-
deed leads to a system congestion; however, as the number of run-
ning application decreases, applications that spawned a high number
of threads and are yet running benefit from a substantial performance
boost with respect to the ones that limited their parallelism level. Tak-
ing into account the system load when selecting the parallelism level
is therefore useful only if applications are able to dynamically tune it
as the composition of the workload changes. It follows that, in those
cases, using a resource manager is paramount to guarantee an opti-
mal parallelism selection.

Conclusions

In this work, we employed Design Space Exploration techniques to
characterize resource usage and energy consumption of applications.
We extended YaMs, which is a multi-objective scheduling policy of
the BarbequeRTRM, in order to provide it with memory-contention
and energy consumption-aware mapping capabilities. Experimental
results show that, by exploiting the characterization information to
suitably map applications, the resource manager is indeed able to
optimize its scheduling decisions.

We also stressed the fact that the relationship between performance
counters and energy consumption primarily depends on the target
architecture and on the workload that we must execute. Hence, using
performance counters as a proxy to energy is possible, but it also
requires a significant effort on the characterization side.

Finally, we shown that, in order to maximize the Quality of Service
that can be squeezed out from the available resources, applications
need to constantly update their software parameters in order to con-
tinuously adapt them to the system status.

making applications adapt to allocations

In the previous section, we tried to understand how resource man- The contents of this
section is partially
published in [75].
You may want to
consult Appendix A
before venturing
forth.

agers can exploit the characteristics of applications to optimize the
resource allocation. However, there are still open issues: first of all, in
order for the characterization problem not to be NP-complete, each
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application should be characterized separately from the others. This
means that, although the characterization information provides at
least a general idea of how an application will behave when run-
ning on shared resources (e.g. a memory bound application will suf-
fer from cache sharing), we cannot know a priori how the applica-
tion will behave at runtime. Second, even if an application is running
alone on the available resources, using different input data or even
changing the frequency of some cores may dramatically change how
the application will exploit the allocated resources. Third, while a
resource manager exactly knows which are the system-wide goals
that must be complied with (e.g., minimization of power consump-
tion, energy consumption and number of thermal hot-spots), it is
not always clear what applications expect from the resource manager.
Not surprisingly, the satisfaction of running applications is usually re-
ferred to with the umbrella-term “Quality of Service”, which does not
necessarily mean “the more allocated resources, the better”. Given a
sub-optimal resource allocation, managed applications can complain
with the resource manager, which, as already stated, may not be com-
pletely aware of what each application really wants; or they can try to
tune their behavior (e.g., parallelism level or accuracy of the results)
in order to maximize their Quality of Service despite the sub-optimal
allocation.

Given the premises, is it feasible to move part of the optimization
effort to the applications side?

The term “dynamic auto-tuning” refers to the ability of applica-
tions to dynamically change their behavior in order to adapt to the
runtime-variable system status. Basically, some of the static software
parameters of applications (e.g. number of threads or accuracy of the
results) can be transformed into dynamic knobs that can be manipu-
lated to maximize the Quality of Service of the application despite
a runtime-variable resource availability [76]. The concept of auto-
tuning is also a central component of approximate computing: by
dynamically changing their configuration, applications are able to se-
lect the optimal trade-off between accuracy of the results and perfor-
mance [77].

As already discussed in Section 3.2, allowing applications to au-
tonomously compute their configuration could lead to instability. For Achieving an

optimal system-wide
resource usage
withouth recurring
to an arbiter is
difficult if not
unfeasible.

instance, two applications that run on the same processor could ini-
tially choose to employ one thread per core. Then, noticing that the
processor is congested, both of them would scale down their threads
number. Finally, noticing that the system is now less loaded, each
of them would be tricked into thinking that it can again scale the
number of threads up, thus creating a periodical oscillation between
resource under-usage and congestion. This kind of problem is well
known, and it derives from the fact that application-specific auto-
tuners lack a global system view and therefore suppose that the ap-
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plication that they are managing is running alone on the available
resources – which, by the way, is usually a feasible assumption, since
auto-tuning approaches are mostly employed in HPC scenarios.

In this Section, we will study how a resource manager and an ap-
plication auto-tuner can cooperate in order to achieve an optimal re-
source utilization on a multi-core platform. Whereas a resource man-
ager has a system-wide view of both resources and applications and,
most importantly, is able to allocate a set of exclusively owned re-
sources to each application, the auto-tuner is application-specific and
is therefore able to configure applications so that they efficiently ex-
ploit the allocated resources.

We propose a framework that is based on the combination of run-
time resource management and OpenCL application auto-tuning. We
show that application auto-tuning, which, in this case, is based on a
design-time analysis, can become synergistic with run-time resource
management. In the proposed framework, the system-wide resource
manager is in charge of allocating resources; however, each applica-
tion autonomously takes runtime decisions in order to optimally ex-
ploit the available resources.

Motivation

Modern architectures expose ever increasing parallelism capabilities.
On one hand, the number of processing elements on the same chip
is constantly growing. For instance, the Intel Xeon Processor E7 v4

Family features up to 24 cores [78], while the Nvidia Titan Xp GPU
leverages 3840 CUDA cores [79]. A similar trend can be also observed
for embedded computing platforms, e.g. Nvidia Tegra X1 [80] or the
Adapteva’s Parallela board [81]. On the other hand, it is also common
to integrate different types of accelerators on the same platform, thus
providing better energy efficiency and a higher throughput to the ap-
plication developers. This trend is common to different architectures
that target embedded systems on one side, and high-performance
computing (HPC) on the other.

In order to facilitate the exploitation of the aforementioned paral-
lelism capabilities, applications developers are supported by special-
ized programming models. Although the industrial players proposed
custom paradigms that target their own many-core platforms, the
convergence of architectures is now pushing towards more generic
and portable programming models, and, among those, the OpenCL
industry standard is regarded as one of the most established solu-
tions [82].

Indeed, the increasing computational power of many-core acceler-
ators and the availability of portable parallel programming models
enable a new set of challenging possibilities at the software level. In
particular, from a system-level perspective, it is now possible to con-
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Figure 21: Application and platform domain of the proposed methodology.
The OpenCL runtime is leveraged on top of a run-time resource
manager, for efficient allocation of platform resources.

currently run multiple applications that have different priorities and
requirements, and this enables multi-application scenarios where all
types of applications compete for the usage of computing resources.
This is true even in the case of mixed-critical systems on embedded
computing platforms: in this case, whereas the workload is usually
known at design-time, its run-time variability is still unpredictable.
It follows, then, that in order to enable a system-level optimization,
resource allocation and application auto-tuning should take into ac-
count the dynamic resource and quality demands of each application.

For the application domain (see Fig. 21), we target “stream process-
ing applications” such as video processors and augmented reality. In
this kind of scenarios, the set of possible applications is known at
design-time, while the run-time workload mix is unpredictable: each
application could start and terminate at different time instants. More-
over, each application can exhibit a different criticality, thus being
associated to a corresponding priority level or, depending on the sys-
tem status or application-specific resource requests, being subject to
time varying requirements.
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Methodology

In order to address both system-wide and application optimization,
we propose an approach based on the synergy between design-time
and run-time techniques. System-wide resource management is oper-
ated by the Barbeque Run-Time Resource Manager (BarbequeRTRM),
which is described in Appendix A.

At design-time, we exploit Design Space Exploration (DSE) tech-
niques to profile the behavior of applications that run on the target
platform and to identify a set of optimal application configurations.
The main idea behind the exploration is that, for any given resource
allocation, the application may be able to achieve different trade-offs
between performance and accuracy by dynamically changing its con-
figuration. Accordingly, the output of the DSE is a BarbequeRTRM ap-
plication recipe (see Section A.3), and each of the Application Work-
ing Modes defined in the recipe is associated to a set of optimal con-
figurations. The DSE follows the schema presented in Figure 22. First,
the application is executed multiple times under different configura-
tions; second, each configuration is evaluated against the others in
order to identify the most efficient configurations for a given set of
quality metrics (e.g., performance and accuracy). Finally, the efficient
configurations are clustered basing on their resource usage, thus iden-
tifying the AWMs that will compose the application recipe.

At run-time, the methodology is based on the cooperation of the
BarbequeRTRM with an Application-Specific auto-tuner [83]. Depend-
ing on the resource allocation, i.e., on the Application Working Mode
selected by BarbequeRTRM, the auto-tuner is able to dynamically
tune the application software parameters by picking one of the con-
figurations that are associated to the selected AWM.

Experimental Results

To evaluate our approach, we implemented an OpenCL version of
the area-based local stereo matching algorithm described in [84]. We
designed the application so that it exposed a set of software parame-
ters that affects both application and platform metrics. Basically, the
algorithm computes “stereo disparity”, i.e., the difference in position
between corresponding points in multiple images; hence, we used
the percent disparity error as a proxy for assessing the quality of the
results.

First, we performed an experiment to evaluate the capability of
applications to auto-tune their configuration in order to achieve a
constant throughput (at the cost of accuracy) despite a runtime vari-
able resource availability. This is a common practice when dealing
with multimedia streaming applications: a typical example is that
of a web-based movie-player that reduces the frame resolution in
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thus creating the Application Working Modes that will compose
the BarbequeRTRM recipe for the target application.

order to maintain a frame-rate that is comfortable for the user. We
started multiple instances of the Stereo-Matching application at dif-
ferent time instants: 0, 20, 60 and 100 seconds. We performed the test
in two configurations: in the first one, the applications employed a
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constant configuration and were able to exploit all the available re-
sources as in a plain Linux scenario. In the second one, conversely,
applications employed our framework.

The results are shown in Figure 23. In the plain Linux scenario (23-
a), the applications employed a constant configuration; therefore, the
accuracy of their results was constant (approximately 45%) and their
throughput varied according to the system load: as can be clearly
seen in Figure 23-a, the throughput of applications wildly changes
as the number of active instances of Stereo-Matching increases. On
the contrary, in the runtime-managed scenario (23-b), the resource
manager and the application auto-tuner collaborate to achieve an op-
timal throughput for each instance (in this case, 4 frames per second).
Each time an application starts or terminates, the resource manager
updates the resource allocation and the auto-tuner, which is aware of
the selected allocation, tunes the application configuration in order to
comply with the throughput goal.

In the second experiment, we analyzed how the framework fares
when managing dynamic workloads. By dynamic workload, we mean
a set of applications with different schedules (start time), amount of
data to process (number of frames in Stereo-Matching) and perfor-
mance requirements (frame rate). This experiment aims at mimicking

d
is

p
a
ri

ty
 e

rr
o
r 

[%
]

time [s]
0 50 100 150 200 250 300 350

0
10
20
30
40
50
60
70
80
90

100

time [s]
0 50 100 150 200 250 300 350

0
10
20
30
40
50
60
70
80
90

100

th
ro

u
g

h
p

u
t 

[f
ra

m
e
s/

s]

0 50 100 150 200 250 300 350
0

2

4

6

8

10

12

0 50 100 150 200 250 300 350
0

2

4

6

8

10

12
app 1
app 2
app 3
app 4

(a) plain Linux (b) runtime managed

Figure 23: Throughput and percent disparity error for a plain Linux imple-
mentation and for the proposed run-time management strategy.
In the Linux scenario, the applications run with a constant qual-
ity and a resource-availability-dependent throughput; in the man-
aged scenario, instead, the applications are able to achieve a con-
stant throughput by trading off quality with performance.
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the typical workload of resource consolidation scenarios, where mul-
tiple heterogeneous applications are confined in a small subset of the
system computational resources [85]. Although we use only one type
of application (Stereo-Matching), we mimic a dynamic workload by
exposing the following parameters:

start delay

the start time of an application instance;

amount of input data

the number of frames to be processed;

frame-rate goal

the target throughput, as demanded by the user.

Figure 23 shows the results of a scenario where we executed four
concurrent instances of the Stereo-Matching application. In the Linux
scenario, the applications run with a constant quality and a resource-
availability-dependent throughput; in the managed scenario, the ap-
plications are instead able to achieve a constant throughput by trad-
ing off quality with performance.

Finally, Figure 24 shows the results with a number of concurrent
instances that ranges from 1 to 6. The first plot shows the average per-
cent distance from the throughput goal (the lower the better). Due to
resource contention, indeed, the distance from the performance goal
increases with the number of active applications. However, by exploit-
ing the trade-off between accuracy and performance, the managed ap-
proach delivers a higher throughput with respect to the plain Linux
one. The second plot focuses instead on performance predictability.
Given that the managed scenario relies on a resource manager to
ensure that each application is able to use its own set of resources,
contention is limited to inherently shared resources such as intercon-
nect and last level cache. Moreover, applications that run in the man-
aged scenario feature a tunable configuration, so that the application-
specific auto-tuner is able to make them execute at a constant through-
put. It follows, then, that the managed approach is able to deliver a
very high performance predictability with respect to the plain Linux
scenario. The last plot reports the average error of the applications re-
sults. As expected, the plain Linux scenario is generally characterized
by a higher accuracy (i.e., a lower error) with respect to the managed
scenario. However, in scenarios that feature up to two concurrent ap-
plications, the available resources are enough for applications to tune
their configuration in order to achieve a higher accuracy than in the
plain Linux scenario, while complying with their throughput goal at
the same time.
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Figure 24: Dynamic workload analysis under a variable number of Stereo-
Matching instances.

Conclusions

In this section, we shown the benefits that come from allowing a
system-wide resource manager and an application-specific auto-tuner
to work in a synergistic way. The main idea behind this work is that,
whereas resource managers allocate resources to applications accord-
ing to precise and known system-wide optimization goals, they are
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often unaware of what applications (and users) really need. That is,
each application defines its Quality of Service in its own way. We
tackle this problem by moving part of the management complexity
to the applications side: each application relies on an application-
specific auto-tuner, i.e., a component that is specifically configured
for the target application and is able to tune the application software
parameters at runtime in order to make it comply with its quality of
service goal despite a runtime-variable resource availability.

Our approach proved to be very effective in allowing applications
to comply with their Quality of Service goal, which, in this case, con-
sisted in maintaining a constant throughput at the cost of accuracy,
with respect to a plain Linux scenario.





4
S I N G L E - I S A H E T E R O G E N E O U S P R O C E S S I N G :
B I G . L I T T L E A R C H I T E C T U R E S

As already mentioned in Chapter 3, multi-core systems must face
the problem of co-running multiple tasks on the same processing el-
ements. Heterogeneity introduces yet another degree of complexity,
since tasks are allowed to execute on processing elements that have
different characteristics. In this context, we will deal with Single-ISA
heterogeneous processing, which, from a resource management per-
spective, is the most challenging flavor of heterogeneity: given that all
the processing elements feature the same Instruction Set Architecture,
tasks are able to migrate between them during runtime.

We will specifically address big.LITTLE architectures, which are My current
Smartphone features
a MediaTek helio
X20 deca-core
processor, which is

“big-medium-little”.
That is, it features
three clusters of
cores. Indeed,
heterogeneity proved
to be a good asset for
energy-efficient
devices.

multi-core systems that feature two clusters of cores: the one called
“big”, which is performing; and the one called “little”, which is en-
ergy efficient. First, we will study how to dynamically migrate threads
among the two clusters in order to maximize the usage of the big
cluster while minimizing the performance losses that are induced by
resource contention. Second, we will use the two clusters of cores as
a heterogeneous OpenCL device. In this context, we will present a
mechanism that forces the OpenCL runtime to view the big.LITTLE
processor as a custom set of heterogeneous devices instead of viewing
it as a single device.

resource contention in big .little architectures

Single-ISA heterogeneous processors allow operating systems to ex- The contents of this
section are partially
published in [35].

ploit the trade-off between power and performance. An example is
given by ARM big.LITTLE architectures, which exploit two clusters of
cores: the LITTLE cluster, which features low performance, low power
cores; and the big cluster, which features high performance, power
hungry cores. Exploiting cores from either the big or LITTLE clusterFrom now on, with

“big” and “little”
cores we will refer to

cores from the high
performance and low
performance cluster,

respectively.

according to the requirements of the running tasks allows big.LITTLE
architectures to achieve energy efficiency [86, 87].

In heterogeneous processors, different clusters are characterized by
different processing capabilities; and different memory hierarchies in
terms of cache size and, possibly, coherency protocols [88]. Moreover,
as each cluster is itself a multi-core processor, it incurs in the well
known problem of resource contention, which induces negative ef-
fects on performance and energy efficiency [89, 90]. Thus, heteroge-
neous schedulers must deal with two activities: thread-to-cluster allo-
cation (i.e. mapping threads to clusters), which has a great impact

59
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on both performance and energy efficiency [57, 91]; and thread-to-core
allocation (i.e. mapping threads to cores inside the chosen cluster),
which should mitigate resource contention by suitably co-scheduling
threads on shared resources [61, 92].

We propose an approach to optimize co-scheduling on heteroge-
neous processors. In detail, we introduce the concept of stakes func-
tion, which represents the trade-off between isolation and sharing of
resources. We demonstrate that isolating an application in a suitableMulti-core

architectures feature
few cores. Is
isolating an

application on a
couple of cores

preferrable to
making it contend

for all the resources?

subset of cores leads to benefits in terms of mitigation of resource
contention and optimization of resource usage. Finally, we exploit
stakes functions to drive a resource allocation policy that imposes con-
straints to the Linux HMP scheduler, achieving speed-ups in terms of
both performance and energy efficiency.

We validated our approach using an ODROID-XU3 development
board, which is based on the ARM big.LITTLE architecture and fea-
tures two clusters of cores: a big cluster composed by four ARM COR-
TEX A15 cores; and a little cluster composed by four ARM CORTEX
A7 cores.

Related Works

In a heterogeneous multi-threading scenario, the process of schedul-
ing can be defined as a two-fold process:

thread-to-cluster allocation : scheduling each thread on the
most suitable cluster of cores

thread-to-core allocation : allocating each thread to the most
suitable core in the selected cluster

Thread-to-core allocation is also typical of homogeneous multi-core
processing and is a NP-complete problem[93]; however, low complex-
ity algorithms compute sub-optimal but effective allocations by esti-
mating performance degradation when multiple known applications
run on a set of shared resources [94, 95, 96].

To do this, each application has to be characterized. Several previ-
ous works characterize applications using performance counters. Re-
source usage of applications can be computed using the number of
Last Level Cache misses [97, 98], L2 cache misses [57], L1 cache misses
[61], or micro-architectural events such as Front Side Bus stalls, branch
misses, stall cycles [99, 95, 100, 96]. A given set of performance coun-
ters, however, may not always be optimal to characterize the resource
usage of an application: for example, L1 misses may be preferred to
Last Level Cache misses in case of particular architectures [61].

To tackle this problem, several works characterize applications us-
ing performance degradation [69, 64]. Each application is co-run with
resource-hungry benchmarks that purposely create contention on mul-
tiple resources; the resulting performance degradation represents the
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sensitivity of the application to resource contention. The estimated re-
source contention is used by co-scheduling algorithms to perform a
resource-aware thread-to-core allocation.

Thread to cluster allocation is typical of heterogeneous processors,
where the resources consist in multiple clusters of cores, each cluster
with different capabilities.

Several previous works compute thread-to-cluster allocation deci-
sions using retired instruction rate as a metric: big cores are exploited
to run threads that have the highest average Instructions per Cycle
value[101] or the highest local Instructions per Second value[91, 102],
while the other threads run on the little cores.

A previous work proposes fairness as an optimization target for co-
scheduling choices [103]. They propose two scheduling algorithms:
equal-time scheduling, where each thread runs on each cluster in a
round-robin fashion; and equal progress scheduling, where the threads
that are experiencing the higher slowdown are dynamically allocated
to the big core.

The work presented in [104] proposes a task scheduler that consists
of a history-based task allocator and a preference-based task sched-
uler. The history-based task allocator allocates tasks with heavy work-
loads to fast cores, and tasks with a light workload on slow cores. The
task-to-cluster allocation is static and takes into account the historical
statistics that are collected during the execution of each application.
The preference-based task scheduler dynamically adjusts the alloca-
tion to ensure load balance and to correct sub-optimal scheduling
choices.

To the best of our knowledge, co-scheduling algorithms for het-
erogeneous processors are still too focused on the choice of the best
cluster on which executing each thread. Thread-to-core allocation,
which was a central issue in multi-core co-scheduling policies, is giv-
ing ground to thread-to-cluster allocation; however, as extensively
shown in previous literature[105, 106, 107, 61], mitigating resource
contention also at cluster level (i.e. performing thread-to-core opti-
mizations) leads to benefits in terms of both performance and energy
efficiency, both of which are essential in heterogeneous processors.

Methodology

Our co-scheduling policy sets constraints on the Linux HMP sched-
uler, allowing it to perform scheduling choices that are implicitly
resource and energy-aware. The scheduling policy provides thread-to-
cluster allocation and only a partial thread-to-core allocation: it does not
allocate threads to cores; instead, it allocates threads to subsets of
cores.

In Figure 25 on page 63 we present an overview of the proposed
flow. The core of the approach is the concept of stakes function, which
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is exploited during runtime by the co-scheduling policy to dynami-
cally compute the size of the subset of cores in which each application
will be isolated. Once selected a subset of cores, thread-to-core allocation
is performed, as usual, by the standard Linux HMP scheduler. Dur-
ing design time, we analyze each application separately and build its
stakes functions, one for each cluster. The characterization process is
composed by two phases—CPU demand analysis and memory sen-
sitivity analysis—which characterize the application in terms of both
required CPU bandwidth and sensitivity to memory contention.

We define CPU demand (γ) as the average CPU bandwidth usage of
an application.

The performance of an application is strongly dependent from its
γ and the number of cores at its disposal: for example, an application
with γ = 1.5 CPUs can reach its maximum performance if scheduled
on two cores. Conversely, it would suffer if scheduled in a single core,
regardless of memory contention or similar side-effects: a single core
is not enough to provide that bandwidth to the application.

The CPU demand analysis profiles the CPU demand of each appli-
cation At (application A, t threads), both on big and LITTLE clus-
ters. During the analysis, we run At alone on the chosen cluster (solo
run), while we isolate all the other applications in the unused cluster.
The profiled CPU bandwidth, which we compute using performance
counters, is the CPU demand of At (γAt).

The computational complexity of this first characterization step is
O(NT), where N is the total number of applications, T is the average
number of configurations (number of threads) per application.

The memory usage behavior of an application is called memory in-
tensiveness. Memory intensive applications bring a lot of data in the
caches, an this can lead to memory contention with the co-runners (if
any). An application is memory sensitive if it experiences a substantial
performance degradation when co-running with memory intensive
applications. In the next sections, µ will refer to the memory sensitivity
of applications.

During the memory sensitivity analysis, we co-schedule each ap-
plication At with a synthetic memory intensive benchmark that per-
forms a set of memory accesses denoted by a high memory accesses
count and a poor cache line reuse. The benchmark we implemented
is very simple: it continuously and randomly accesses all the cache
lines of the Last Level Cache, contending memory with At.

Weexecute each test in two configurations: a) stress run, where AtEven if isolated on
different cpusets,
applications will

contend on the LLC,
hence the stress

isolated run.

and the benchmark can migrate on any core of the cluster; and b) stress
isolated run, where the At and the benchmark are isolated each on a
subset of cores, thus incurring in memory contention only in the Last
Level Cache, which is shared among all the cores of each cluster.
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Figure 25: The proposed approach: each application is analyzed separately
to build its stakes functions, one for each cluster. The characteri-
zation process, which is carried out at design time, is composed
by two phases: CPU demand analysis and memory sensitivity
analysis. Stakes function are exploited during runtime by the co-
scheduling policy, which set constraints to the standard Linux
HMP scheduler.
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The maximum and minimum memory sensitivities (µMAt , µ
m
At

) are the
performance degradations experienced by At during the two stress
runs, with respect to the results of the solo run.

We perform the analysis once for each application, both on the big
and the LITTLE cores. The computational complexity of this second
and last characterization step is again O(NT).

To better understand how we compute stakes functions, we first
introduce two concepts: dynamic bandwidth and exposure to memory
contention.

dynamic bandwidth The dynamic bandwidth of an application
At (γ̂At) is the fair quantity of CPU quota that we allocate to AtIf a resource

manager decides
that multiple

applications will run
concurrently, it

expects all of them
to comply with their
quality requirement.

In this context,
“fair” does not mean
“all the applications

have the same
amount of

resources”: it means
“all the applications
are equally content

with their
allocation”.

during runtime. We compute dynamic bandwidth for an application
At as shown in Equation 1, where Nc is the number of cores in the
current cluster (big or little) and Γc is the total CPU bandwidth of the
applications running on the cluster, including the bandwidth of At.

γ̂At = min
(
γAt ,

γAt
Γc
Nc

)
(1)

Example. Let Nc = 4, γAt = 2.5 and Γc = 5.5, that is, we are comput-
ing γ̂ on a quad-core cluster, for an application that requires 2.5 CPUs
and runs in a workload that requires 5.5 CPUs in total. Given that the
cluster features 4 CPUs, we allocate to At only Nc

Γc
γAt =

2.5
5.5 ∗ 4 = 1.81

CPUs.

exposure to memory contention Exposure to memory con-
tention (E) represents how an application is exposed to memory con-
tention when scheduled on a subset of cores of size γs. We define
exposure of an application At as the CPU bandwidth that is offered
by the subset of cores but is not used by At, with respect to the case
where At is not isolated at all. Exposure to memory contention is
computed as shown by Equation 2, where Nc is once again the clus-
ter size.

E = max

(
0,
γs − γ̂At
Nc − γ̂At

)
(2)

Example. The application from the previous example (At) will be
allocated 1.81 CPUs. If At is not isolated, its co-runners will use 4−
1.81 = 2.19 CPUs, possibly triggering memory contention on all the
caches. In this case, E = 4−1.81

4−1.81 = 1. Conversely, isolating At on a
set of two cores, its co-runners will use only 2 − 1.81 = 0.19 CPUs
from the subset, leading to an exposure of E = 2−1.81

4−1.09 = 0.08. In
this case, the data of At will be concentrated in few caches, and few
applications will execute in the same subset of cores due to the fact
that the CPU bandwidth offered by the subset of cores is mainly used
by At.
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computing stakes functions Stakes functions evaluate the pos-
sibility to isolate each application in a subset of the available cores,
instead of leaving it free to run on any core. The higher the function
value, the better is the choice of the subset size.

Stakes functions do not take into account the memory intensiveness of
the specific workload (i.e. the applications that are co-running with
At): they represent the risks At is incurring into if running on a sub-
set of cores while other applications are co-running on the same pro-
cessor. In other words, stakes functions give a hint on how much an
application would suffer, in the worst case, if scheduled on a subset
of cores of a given size.

We compute stakes functions as shown in Equation 3. SAt,c is the
stakes function for application At, cluster c ("big" or "LITTLE"). The
arguments of the function are γs, which is the CPU bandwidth quota
under evaluation (i.e. the size of the core subset under evaluation),
and Γc, which is the total CPU bandwidth required by the applica-
tions running on the cluster c.

SAt,c(γa, Γc) = min

(
γs

γ̂At
, 1

)
︸ ︷︷ ︸

A

(
1− µ̂At

)
︸ ︷︷ ︸

B

(3)

The stakes function is composed by two distinct contributions. The
first contribution (A) estimates how performance is affected by iso-
lating the application on the subset of cores, regardless of memory
contention. The numerator is the number of cores that will be allo-
cated to At, while the denominator is the dynamic bandwidth, that
is, the number of cores that should be allocated to At.

Example. The application from the previous example (At) can use
1.81 CPUs. If allocated on two cores, At will be able to reach its max-
imum performance (min( 2.0

1.81 , 1) = 1). Conversely, if allocated on a
single core, the performance of At can be estimated as min( 1.0

1.81 , 1) =

0.55. That is, regardless from memory contention, At will be expe-
rience at least 45% of performance losses due to resource under-
assignment.

The second contribution (B) represents how the performance of
At is affected by resource sharing in the worst case scenario. µ̂At is
the expected memory sensitivity of At, and represents the performance
degradation of At in case of memory intensive workloads. As a con-
sequence, 1− µ̂At estimates the performance of At when sharing re-
sources in case of high memory contention.

The expected memory sensitivity is computed as shown in (4), and
is a function of the exposure to memory contention. Each application
At suffers the maximum performance degradation when it is totally
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exposed to memory contention (E = 1), while it suffers the minimum
performance degradation when totally isolated (E = 0).

µ̂At =

(
µMAt − µ

m
At

)
E+ µmAt (4)

We already know the minimum and maximum performance degra-
dation of At from the memory sensitivity analysis: µmAt and µMAt , respec-
tively. For the sake of simplicity, we assume the degradation to be
linear between E = 0 and E = 1. The assumption is certainly not accu-
rate, but please note that µ̂At is in any case always greater than µmAt
and lower than µMAt by definition.

Example. From the previous example, isolating At on two cores
would give E = 2−1.81

4−1.09 = 0.08. Let the performance degradation of
At (worst case) be always greater than µmAt = 5% and lower than
µMAt = 25%. The estimated performance degradation of At is µ̂At =
(0.25− 0.05)0.08+ 0.05 = 6.6%.

The proposed policy is based on two concepts: applications accelera-
tion and resource contention mitigation. The first concept is straightfor-
ward: the big cluster is usually exploited as an accelerator, while most
of the applications execute on the LITTLE cluster for energy efficiency
purposes. However, a sub-optimal usage of the big cores may not be
the most energy efficient choice. As shown in Table 2, co-running
multiple threads on the accelerator leads to a lower power consump-
tion per thread; therefore, we propose to allocate the accelerator to as
much threads as possible, provided that the consequent performance
degradation does not lead to energy inefficiency.

Table 2: Average Power [W] and energy consumption [J] of applications
from the PARSEC benchmark suite on an ODROID-XU3 develop-
ment board (big cluster). Number in parentheses in the first col-
umn indicate the number of threads. The last column indicates the
energy saving achieved by co-running the applications instead of
running them sequentially.

Solo run Co-run

Application power energy power energy

energy

speed-up

bodytrack (1) 3.011 56.364

5.343 278.489 9.82%
fluidanimate (2) 4.876 222.123

swaptions (1) 4.925 252.137

5.526 388.752 17.15%
facesim (2) 3.771 136.614

freqmine (3) 4.030 24.939

5.458 130.992 13.22%
blackscholes (3) 5.147 126.001
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Concerning resource contention mitigation, we propose to isolate the
applications with high memory sensitivity into CPU partitions (sub-
sets of cores), leaving the Linux HMP scheduler free to make schedul-
ing decisions inside each partition. By doing so, the data of the appli-
cations is concentrated into a subset of the cache hierarchy and is less
sensible to cache trashing induced by co-runners. On the other hand,
applications with low memory sensitivity do not require to be iso-
lated, and are completely subject to the Linux scheduler choices. This
fosters a better utilization of the processing resources. The amount of
cores to be allocated to an application comes from the configuration
reporting the highest stakes function score.

The policy is activated each time a task starts or terminate. The first
phase is called thread-to-cluster allocation and provides application ac-
celeration. We want to avoid unacceptable performance degradations,
and we do this by allocating tasks to the big cluster until a load or sen-
sitivity threshold are reached. The load threshold limits the number of
threads concurrently running on the big cluster to avoid congestion.
The sensitivity threshold represents the number of threads that have
been scheduled on the big cluster and are sensible to memory con-
tention: due to the limited cluster size, only few tasks can be isolated
at the same time.

The thread-to-cluster allocation phase is detailed in Figure 26a on
page 68. Ready tasks are sorted by memory sensitivity to ensure that
the first tasks to be served will be the ones that most benefit from
isolation. Each task is then allocated to the big cluster or, if one of
the two thresholds is reached, to the little cluster. Due to the sorting
process, the complexity of this phase is O(n logn), where n is the
number of ready applications.

The policy then proceeds with the thread-to-core allocation phase,
where we achieve resource contention mitigation by isolating all the
memory sensitive tasks. Note that, while congestion is easily avoided
in the big cluster, this is not necessarily true for the LITTLE one. In
case of congestion in the LITTLE cores, only the most sensitive appli-
cations are isolated. The core allocation phase is illustrated in Figure
26b on page 68. Each task is assigned a CPU partition, whose size
is the one reporting the highest stakes function score. If there are not
enough resources or the selected partition equals the entire cluster,
the task is not isolated. Otherwise, the partition is mapped to the real
hardware and the resulting set of cores is set as a constraint to the
Linux scheduler when scheduling the task. Due to the stakes func-
tion computation, the complexity of this phase is O(nc cc), where nc
and cc are the number of applications and the number of cores in the
cluster c, respectively.
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(a) Thread-to-cluster allocation phase.

(b) Thread-to-core allocation phase.

Figure 26: Flowchart describing the co-scheduling policy.
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Experimental Results

We validated our approach on real Hardware using a ODROID-XU3

development board, which features a Samsung Exynos5422 Octa Core
System-on-Chip. The board is an example of ARM big.LITTLE archi-
tecture: the big cluster features four Cortex A15 cores (2.1Ghz, 32KB
L1 cache, 2MB L2 cache), while the little cluster features four Cortex
A7 cores (1.5Ghz, 32KB L1 cache, 512KB L2 cache). When comment-
ing the results, the LITTLE cores will be numbered from 0 to 3, while
big cores will be numbered from 4 to 7. The board provides sensors
for monitoring the CPU power consumption at cluster and memory
level, and we used them to monitor power consumption during each
test. Some of the tests take place on a single cluster (i.e. only big or
only little); in that case, we only report power consumption for that
cluster and for the memory.

Regarding applications, we used blackscholes, bodytrack, facesim, fer-
ret, fluidanimate, freqmine, swaptions and vips from the PARSEC bench-
marks suite 3.0 [108].

We implemented the co-scheduling algorithm as a user-space pro-
cess that exploit the Linux Control Groups framework [109] to enforce
the exclusive assignment of cores and the maximum CPU bandwidth
available to the applications.

Regarding the parameters of the policy, we used a load threshold of
of 1.5 threads per core, and we allowed a maximum of four memory
sensitive threads to concurrently run on the accelerator. We defined a
memory sensitive thread as a thread that suffers more than µM = 5%
degradation due to memory contention.

We characterized each application in both clusters to build their
stakes functions. Then, we performed two tests: first, we ran work-
loads separately on the two clusters to demonstrate the benefits of
thread-to-core allocation. Second, we run workloads on the entire pro-
cessor to show also the benefits of resource-aware thread-to-cluster al-
location. During the last test, we isolated all the processes that were
not involved in the analysis on cores 0 and 4 to minimize interfer-
ences; therefore, we exploited only three cores per cluster: 1 to 3 for
the LITTLE cluster, 5 to 7 for the big cluster.

application characterization We executed each application
with a number of threads that ranges from 1 to 3, for a total of three
configurations per application. The only exceptions are fluidanimate,
whose number of threads is required to be a power of 2; and fer-
ret, which exploit pipeline parallelism and therefore was analyzed in
two configurations: 1 and 2 threads per stage. Note that most appli-
cations use additional threads for synchronization and output collec-
tion; with number of threads we refer only to the threads that perform
the actual execution.
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Table 3: Results of the application characterization: CPU demand (γ) and
minimum/maximum memory sensitivity percentage (µm, µM). We
report applications in red if their execution consumes more energy
on the big cluster than on the little cluster.

At big cluster little cluster

Application threads γAt
µm µM γAt

µm µM

blackscholes 1 1.00 0.79 1.47 1.00 0.30 0.35

blackscholes 2 1.86 1.02 7.93 1.80 0.33 0.40

blackscholes 3 2.63 4.91 5.01 2.42 0.00 0.01

bodytrack 1 1.01 15.87 35.05 1.01 16.54 30.17

bodytrack 2 1.81 8.00 27.50 1.90 9.91 17.83

bodytrack 3 2.35 2.36 11.02 2.65 6.32 12.79

facesim 1 0.99 12.09 38.57 1.00 2.96 7.66

facesim 2 1.67 7.07 30.12 1.79 2.00 8.73

facesim 3 2.17 11.66 16.15 2.39 1.27 15.86

ferret 1 1.11 3.97 5.15 1.13 11.03 14.10

ferret 2 2.20 11.04 11.27 2.22 8.01 8.25

fluidanimate 1 1.00 4.98 10.72 1.00 2.12 2.74

fluidanimate 2 1.95 10.29 20.45 1.96 1.53 2.32

freqmine 1 1.00 7.82 23.46 1.00 4.54 11.55

freqmine 2 1.62 8.84 20.92 1.67 5.89 9.82

freqmine 3 2.05 2.87 3.01 2.03 7.03 8.00

swaptions 1 1.00 1.64 10.23 1.00 3.09 5.84

swaptions 2 2.00 9.89 15.63 1.99 1.27 2.46

swaptions 3 2.97 7.11 7.61 2.95 0.38 2.72

vips 1 0.90 8.74 24.79 0.97 1.98 4.25

vips 2 1.60 9.85 21.90 1.83 0.00 0.01

vips 3 2.04 6.90 14.01 2.58 0.00 2.88

Results are summarized in Table 3 on page 70. It is very interesting
to note that during solo run, executing applications on the big cluster is
usually more energy efficient. We reported exceptions in bold: the only
applications whose execution is more energy efficient on the little
cluster are the ones that: a) use only one thread. This result validates
our observations from Table 2 on page 66, according to which the
energy efficiency of the big cluster substantially improves with the
number of scheduled threads; b) use resources from the little core
in an efficiency way, e.g. use one thread and have γ ∼ 1.0. This val-
idates the basic idea underlying our scheduling policy, according to
which an optimal usage of the accelerator is crucial to achieve en-
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ergy efficiency; and c) are more memory sensitive on the big cluster
than on the little cluster, meaning that an efficient memory usage is
also crucial to achieve energy efficiency. This last point is not true for
ferret, but please note that ferret exploits pipeline parallelism and its
memory behavior is therefore different from those of the other appli-
cations.

Regarding memory intensiveness, it is worth to notice that some
applications are more sensible to memory contention when running
on a certain cluster (either big or little), with respect to the other. The
reason behind this phenomena is that the sensitivity of an application
is correlated to the number of cache misses and the entity of the
cache miss penalties. It is well known how this is dependent from
the processor operating frequency and the parameters of the cache
hierarchy.

Figure 27 on page 72 shows two examples of stakes function on
the big cluster, both in 3-threads configuration. facesim (Figure 27a on
page 72) is memory sensitive: even if its CPU demand is 217%, therefore
needing at least three cores to meet the maximum performance level,
an allocation of three cores is advantageous only if there is at most
one other thread running on the cluster. Otherwise, the optimal sub-
set choice would be 2 cores. Conversely, blackscholes (CPU Demand
263%) is less memory sensitive: as shown in Figure 27b on page 72,
the application can run in 4 cores even in high congestion scenarios
without incurring in serious performance degradations.

co-scheduling policy validation Instead of testing all the
possible combinations of applications, we decided to focus on a lim-
ited number of randomly created cases. This allows us to show, along
with the results, all the choices taken by the policy. Moreover, to make
the descriptions more understandable, we chose to start all the appli-
cations belonging to the same scenario at the same time. In this way,
the starting status of the system is known. Being the applications
characterized by different execution times, the dynamism of the pol-
icy is nonetheless shown because the termination of each application
causes the policy to be reactivated and to modify its previous deci-
sions.

The scenarios are summarized in Table 4 on page 73 and Table 5 on
page 74. We named each scenario according to the cluster involved in
the test: big and LITTLE scenarios involve big and little cores respec-
tively, while big-LITTLE scenarios involve the whole device. For each
scenario we list the applications belonging to the workload, along
with their number of threads, from the most to the least memory sen-
sitive. For each scenario we also report the degree of congestion in-
duced on the device, i.e. the ratio between number of running threads
and number of available cores.
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(a) facesim, 3 threads configuration.

(b) blackscholes, 3 threads configuration.

Figure 27: Stakes function examples on the big cores, with increasing num-
ber of co-running threads. facesim and blackscholes, both in three
threads configurations (γ = 2.17 and γ = 2.63 CPUs respectively),
run with an increasing number of co-runners. The co-runners are
instances of swaptions in 1 thread configuration (γ = 1.00 CPUs
each).

The big.LITTLE 3 scenario offers a good example of how the policy
works: the applications involved in the test are ordered by memory
sensitivity, then each application is allocated to the big cluster until
the sensitivity or load thresholds are reached. In this example, being
the load threshold equal to 1.5ThreadsCore , only four threads can be as-
signed to the big cluster. According to their stakes functions, bodytrack
has to be isolated on one core while vips can run on the remaining
ones. The other applications are assigned to the little cluster where,
according to their stakes function, swaptions is isolated on one core
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Table 4: Summary of the big and LITTLE test scenarios. M1
α−→ M2 means

that an application mapping is changed from M1 to M2 after appli-
cation α has terminated.

Description of the workload Cores allocation

Scenario
Application Threads Threads

Cores HMP
HMP
w/policy

LITTLE 1

ferret† 1

1.00

0− 3 0

vips 3 0− 3
1− 3

†−→
0− 3

LITTLE 2

freqmine† 2

1.25

0− 3 0− 1

blackscholes 3 0− 3
0− 3

†−→
0− 3

LITTLE 3

bodytrack† 3

1.25

0− 3 0− 1

facesim 2 0− 3 0− 3

LITTLE 4

facesim 3

1.50

0− 3
0− 1

†−→
0− 3

blackscholes† 3 0− 3 2− 3

big 1

vips 3

1.00

4− 7
4− 5

†−→
4− 7

ferret† 1 4− 7 6− 7

big 2

freqmine† 2

1.25

4− 7 4− 5

blackscholes 3 4− 7
6− 7

†−→
4− 7

big 3

facesim 2

1.25

4− 7 4− 5

bodytrack 3 4− 7 4− 7

big 4

facesim 3

1.50

4− 7
4− 5

†−→
4− 7

blackscholes† 3 4− 7 4− 7

while blackscholes is not isolated When bodytrack terminates, the policy
is reactivated and vips and blackscholes are assigned to the big cluster.
The policy then re-allocates cores according to the stakes functions
of each application, and the entire process is repeated until there are
ready applications in the workload.

We show the benefits of our co-scheduling policy in Table 6 on
page 75, where we report the energy consumption for all the scenar-
ios. Given that this work is focused on energy efficiency but also on
performance, we reported also the execution time, along with its stan-
dard deviation. Finally, we report the Energy-Delay product (EDP) for
all the scenarios. EDP is a well known metric that rewards the con-
figurations that bring benefits in terms of both execution time (delay)
and energy, and equals the product of energy and execution time.



74 single-isa heterogeneous processing : big .little architectures

Our policy does not degrade the performance of the Linux HMP
scheduler. Even workloads that exhibit a small number of threads
benefit from this support. For instance, in big 2 scenario the policy
isolates the two applications into separate core sets. Indeed, accord-
ing to their stakes functions, a not negligible degradation would occur
in case of co-scheduling. Even if there is plenty of CPU bandwidth
for each thread to execute, isolating the two applications leads to per-
formance and energy efficiency improvements.

Moreover, our policy shrinks the list of processors where each thread
can be scheduled, thus making the scheduling process more deter-
ministic; therefore, the execution times present a lower standard de-
viation with respect to the HMP scheduler alone.

The results validate the proposed approach, showing that the big
processor can be exploited to accelerate concurrent applications with
good speed-ups in terms of both performance and energy efficiency.
Imposing few constraints to the Linux HMP scheduler, the policy
achieves up to 12.88% performance speed-up, 13.65% energy speed-
up and 28.29% EDP speed-up with respect to the standard Linux
HMP scheduler.

Conclusions

In this Section, we introduced the concept of stakes function, which
represents the trade-off between exclusive allocation and sharing of re-
sources in multi-core processors. We introduced a co-scheduling pol-
icy that exploits stakes functions as a metric to take co-scheduling de-
cisions on heterogeneous processors.

We validated the policy on an octa-core big.LITTLE processor, achiev-
ing up to 12.88% performance, 13.65% energy and 28.29% EDP speed-
up with respect to the standard Linux HMP scheduler.

Our approach has still open limitations: a) it relies on a design
time characterization, and therefore can not manage unknown appli-
cations or data dependent performance variability; b) stakes functions
address the worst case scenario and are therefore conservative; and
c) the usage of the big cluster could be farther optimized by allowing
some applications from the little cluster to partially run on the big
cluster while they wait for their turn to be accelerated.

While the last limitation can be addressed by implementing a more
refined policy, the first two limitations could be addressed by em-
ploying online learning techniques to compute CPU bandwidth and
memory sensitivity of applications dynamically during runtime.

a heterogeneity-aware opencl support

Heterogeneous System Architectures (HSAs) [110] are nowadays an The mechanism
described in this
subsection is part of
the work published
in [33], which has a
broader scope. Here,
we will only focus
on our contribution.

attractive solution to exploit the trade-off between performance and
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energy efficiency. Those architectures feature different kind of resources,
such as Central Processing Units (CPUs)—possibly integrating het-
erogeneous cores—Graphic Processing Units (GPUs), Digital Signal
Processors (DSPs) and other kinds of hardware accelerators. Exam-
ples of HSAs are the Samsung Exynos 5 Octa [111], which hosts an
ARM big.LITTLE asymmetric octa-core CPU and a Mali GPU; and
the Xilinx Zynq [112], which features an ARM dual-core CPU and a
reconfigurable Field Programmable Gate Array (FPGA) unit.

The increase of heterogeneity comes at the cost of programmabil-
ity: exploiting multiple kinds of processing elements implies dealing
with different type of programming languages and models, and this
introduces new challenges in implementation and integration. More-
over, this abundance of resources has to be properly managed and
allocated, since each type of processing unit delivers a different level
of performance/power efficiency to each application.

In 2009, the Khronos Group, which includes Apple, ARM, Samsung
and many other industrial partners, has defined OpenCL [82], a cross-
platform programming model that leverages the Single Instruction
Multiple Thread (SIMT) computational paradigm in order to exploit
the data parallelism capabilities of heterogeneous accelerators.

OpenCL is implemented as an extension of the C/C++ language
and allows application developers to program and use a large vari-
ety of processing units using a single programming model. However,
although it provides functional portability between different process-
ing units, the OpenCL API still requires the application developers
to explicitly select and configure the resources that will be used to
execute applications.

Especially when executing on CPUs, OpenCL applications can gain
performance advantages by carefully choosing which computational
units will be used. In oder to allow that, the OpenCL 1.2 specifica-
tion introduced the concept of Device Fission [113]. Basically, Device
Fission allows application developers to partition an OpenCL device
(i.e., a multi-core CPU, a GPU or a hardware accelerator) into multiple
sub-devices. On Intel CPUs, moreover, the partition can be performed
by name. That is, developers can manually select which processing el-
ements will be part of the same partition.

Indeed, the Device Fissure feature is especially useful on CPUs,
e.g. to deal with cache contention or to minimize memory overheads
in NUMA systems. However, this feature could also be handy in
big.LITTLE architectures: in this case, applications would indeed be
able to execute OpenCL kernels on a wide variety of devices: GPU,
big cluster, little cluster or on a mix of big and little processing ele-
ments. However, this goal poses multiple challenges: a) big.LITTLE
architectures feature ARM cores, which, at the time of writing, do
not support named partitions; and b) as already mentioned in the Due to the lack of

named partitions
support, it is not
possible, say, to
select all the big
cores. It is possible
to create partitions,
but it is up to the
OpenCL runtime to
chose which
processing elements
will be selected.

previous sections, in order to address multi-application scenarios, the
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resource manager should be in charge of actually choosing (and con-
figuring, e.g. using DVFS) which subset of processing elements will
be allocated to each application. In this scenario, named partitions
would be useless unless the applications source code is changed in
order to retrieve the IDs of the allocated cores from the resource man-
ager before actually requesting the device fissure.

Figure 28 summarizes our approach to OpenCL sub-device alloca-
tion. The lower layer represents the big.LITTLE processor, which con-
sists in two heterogeneous clusters of Processing Elements (PEs). The
abstraction performed by the Operating System, however, exposes a
single cluster of processing elements, and this is exactly what the
OpenCL runtime detects when not managed by the resource man-
ager. In managed scenarios, conversely, the resource manager uses
the Linux Control Groups to enforce a specific system view on the
application (and hence, on the OpenCL runtime). This means that
managed applications that exploit the OpenCL runtime to retrieve

operating system
abstraction

resource
allocation
process

OpenCL runtime
CPU device
retrieval
(clGetDeviceIDs)

hardware:
1 big cluster,

1 little cluster

OpenCL
CPU device

(unmanaged)

OpenCL
CPU device
(managed)

CGroup partition
for application /

OpenCL runtime

Figure 28: Enforcing a custom system view on the OpenCL runtime. The
lower layer represents the big.LITTLE processor, which consists in
two heterogeneous clusters of Processing Elements (PEs). The ab-
straction performed by the Operating System, however, exposes
a single cluster of processing elements, and this is exactly what
the OpenCL runtime detects when not managed by the resource
manager. In managed scenarios, conversely, the resource manager
uses the Linux Control Groups to enforce a specific system view
on the OpenCL runtime, thus tricking it into detecting only the
selected processing elements.
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the available platform devices will see a single CPU device that is
composed by only the processing elements that have been allocated
to the application.

Although the approach presented in this Section is extremely sim-
ple and is not based on novel tools and frameworks, it is based on
a clever insight: given that the Linux Control Groups framework en-
forces a custom system view on applications, it can be also used to
trick the OpenCL runtime into detecting only the processing elements
that the resource manager allocated to an application. Our novel con-
tribution can be therefore summarized as follows:

• we enabled a CPU device partitioning process that is akin to de-
vice fissure but is performed at resource manager level instead
of at application level, hence enabling OpenCL multi-application
managed scenarios;

• we provided the resource manager with the ability of perform-
ing named device partitions (i.e., OpenCL sub-devices that con-
tain only the selected processing elements) on any type of sys-
tems, including ARM-based ones.
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Table 5: Summary of the big.LITTLE test scenarios. M1
α−→ M2 means that

an application mapping is changed fromM1 toM2 after application
α has terminated.

Description of the workload Cores allocation

Scenario
Application Threads Threads

Cores HMP
HMP
w/policy

big.LITTLE 1

blackscholes 2

1.00

0− 3,4−
7

1− 3
†−→

5− 7

swaptions 1
0− 3,4−
7

5

facesim 3
0− 3,4−
7

5− 7

big.LITTLE 2

vips 3

1.17

0− 3,4−
7

5− 6
†−→

5− 7

swaptions 1
0− 3,4−
7

7

blackscholes 3
0− 3,4−
7

1− 3

big.LITTLE 3

freqmine † 2

1.33

0− 3,4−
7

5− 6

ferret ‡ 2
0− 3,4−
7

5− 7
†−→

5− 6

swaptions 1
0− 3,4−
7

1
†−→ 7

blackscholes 3
0− 3,4−
7

1− 3
‡−→

5− 7

big.LITTLE 4

freqmine † 1

1.17

0− 3,4−
7

5

fluidanimate ‡ 2
0− 3,4−
7

6− 7
†−→

5− 6

facesim 3
0− 3,4−
7

1− 2
‡−→

5− 7

ferret 1
0− 3,4−
7

3
†−→ 7

big.LITTLE 5

facesim † 3

1.66

0− 3,4−
7

5− 7

ferret 1
0− 3,4−
7

5− 7
†−→

5− 6

swaptions 3
0− 3,4−
7

1− 3
†−→

5− 7

freqmine 3
0− 3,4−
7

1− 3

big.LITTLE 6

bodytrack † 1

1.83

0− 3,4−
7

5

vips 3
0− 3,4−
7

6− 7
†−→

5− 6
‡−→

5− 7

blackscholes ‡ 1
0− 3,4−
7

1− 3
†−→ 7

swaptions 3
0− 3,4−
7

1− 3

freqmine 3
0− 3,4−
7

1− 3



4.2 a heterogeneity-aware opencl support 79

Table 6: Experimental results: for each scenario, we present execution time
[s] and Energy [J]. For execution time, we also present the standard
deviation (25 runs). The last three columns present the achieved
speed-up in terms of time, energy and Energy-Delay.
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Part II

M U LT I P L E - C O M P U T I N G - N O D E S S Y S T E M S

The second part of this dissertation deals with systems
composed by multiple computing nodes. In particular, we
will focus on HPC systems. Given the

introduction of
HPC-oriented cloud
platforms such as
the Amazon EC2
Cluster Compute
Instances
(CCIs) [114], cloud
systems are
becoming
increasingly
attractive (but not
yet fully comparable
to in-house
solutions) even in
the case of
tightly-coupled
applications such as
MPI
programs [115, 116].

With the term HPC we refer to the practice of using a
massive degree of computational parallelism in order to
accelerate the execution of applications. The typical users
of HPC systems are scientific researchers, academic insti-
tutions and some government agencies, e.g. the military.

As can be guessed by most readers, one of the biggest
problems that must be tackled by HPC resource manage-
ment falls in the area of RAS, which stand for “Reliability,
Availability and Serviceability”.

Detection and tolerance of faults, however, are not the only
problem that must be tackled by resource managers. The
costs of cooling and supplying are today a non-negligible
part of the costs associated to HPC systems, cloud and
data centers [117, 15]. In HPC scenarios, it is therefore
paramount to minimize power consumption, which di-
rectly affects the cost of power supplying, and to avoid
thermal hot-spots, which have negative effects on the life
expectancy of the chips—by both inducing hardware faults
and accelerating the chip aging process—and on the cool-
ing costs.

First of all, we perform and interesting study on how
the freeze/restore-based process migration of MPI appli-
cations, which is usually performed at node granularity
to address faults, can be made fine-grained in order to mi-
grate only parts of the application on a different comput-
ing node. This allows resource managers to perform opti-
mizations such as load balancing, resource consolidation,
or also to counteract the effects induced on the hardware
by aging (e.g. by avoiding to use faulty cores). Then, we
present a resource management approach that exploits the
trade-off between power consumption and performance
when executing HPC applications that must comply with
runtime-variable Quality of Service requirements. Finally,
we perform the first steps towards an unified runtime
management support for deeply heterogeneous HPC sys-
tems.





5
E N A B L I N G A T R A N S PA R E N T P R O C E S S
M I G R AT I O N I N O P E N M P I

Migrating a process among cores of the same processor does not pose The contents of this
subsection are
partially published
in [118].

any specific issue. When going distributed, however, migration be-
comes a complex operation. First of all, all the processes that are com-
municating with the migrating one must be temporarily blocked. Sec-
ond, the process data, which resides in the memory and can possibly
be huge, must be moved from the target to the destination computing
node.

Before dealing with allocation policies, we therefore chose to focus
on inter-node process migration. In particular, we want to provide a
mechanism that allows processes to be transparently migrated by a
resource manager in a totally transparent fashion.

This chapter introduces mig, a framework that enables the trans- We chose to address
MPI applications
because MPI is the
most widespread
distributed
programming model.

parent migration of MPI applications—or even just a subset of their
processes—among different nodes of a distributed HPC system. This
framework, which is implemented as a module of Open MPI, pro-
vides mechanisms that can be exploited by resource managers to react
to hardware faults, to counteract performance variability, to improve
resource utilization or to perform a fine-grained load balancing and
power/thermal management.

Conversely to the other state-of-the-art approaches, mig does not
require changes in the applications source code. Moreover, it is highly
maintainable, since its implementation required very few changes in
the already existing Open MPI modules.

motivation

Given the wild evolution of High-Performance Computing (HPC)
and silicon technology, modern and future parallel systems must deal
with an increasing number of computing nodes and, also due to the
end of Dennard’s scaling (see Section 1.1), with the subsequent power-
related issues. These two aspects are posing new challenges in terms
of performance scaling, efficient utilization of the nodes, power and
thermal management, reliability and fault-tolerance.

As the Mean Time Between Failures (MTBF) of current supercom-
puting systems is already way below 100 hours [119, 120, 121], relying
on fault-tolerance techniques is nowadays paramount. In this regard,
a very common approach is to employ Checkpoint/Restart (C/R) ap-
proaches: the execution state of a managed application is periodically
saved (check-pointed) so that, in case of faults, it can be resumed

83
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(restarted) from the last consistent state. An alternative use of C/R is
to migrate the execution of applications from a faulty to a reliable set
of nodes. This is a versatile technique: a system can benefit from task
migration support not only to react to faults, but also for resource
management purposes, e.g. to perform load balancing or to relieve
an overheated node.

Concerning nodes utilization, the efficient exploitation of an ex-
tremely parallel HPC system usually relies on programming mod-
els, e.g. MPI, that allow applications to seamlessly execute in a dis-
tributed environment. As already discussed in the previous chapters,
in order to enable multi-applications scenarios and to perform an ef-
fective system-wide management, the aforementioned programming
models may in turn rely on entities—e.g., resource managers or job
schedulers—that are in charge of driving the task placement over the
wide set of available computing resources.

Our framework allows resource managers to dynamically change
the set of computing nodes that is allocated to a running MPI ap-
plication. This kind of support enables a wide range of possibilities,
such as reacting to faults, adapting the resource assignment to the
time-varying performance requirements of applications, or perform-
ing system-level load balancing in order to evenly spread heat and
power consumption among the available resources.

We implemented a system-level migration schema based on the
idea of partitioning the MPI application processes that are running on
the same node into multiple migratable entities. This schema allows
us to perform transparent fine-grained migrations, i.e., to migrate a
part of an MPI application onto a different node while the remaining
processes are still running.

related works

The state-of-art literature already offers some examples of Check-
point/Restart [120]. Most of the C/R implementations rely on the
Berkley Lab’s Checkpoint/Restart kernel-space tool (BLCR) [122] and the
libckpt user-space library [123].

C/R based approaches usually adopt the following schema:

1. the processes that belong to an application are forced to reach a
global consistent state;

2. the application execution state is check-pointed;

3. the application is resumed;

4. after some time, if no faults are detected, return to point 1.

In case of faults, all the running processes are killed and the appli-
cation execution is resumed from the last checkpoint.
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C/R mechanisms can be managed either at application or at system-
level. In the former case, also known as user-level, the application
itself is in charge of synchronizing the execution of its own processes
and performing the checkpoint. This is typically done by calling suit-
able library functions. In the latter case, instead, C/R is accomplished
by the run-time system that controls the application life-cycle, e.g. the
resource manager or the programming model runtime.

Hursey et al. [124] extend the Open MPI stack with additional lay-
ers that provide C/R capabilities in a network-agnostic fashion. The
application processes can be stopped and then restarted on a differ-
ent set of nodes that is potentially characterized by a different net-
work topology. This solution introduces notable code dependencies
between internal Open MPI modules. Moreover, it induces significant
overheads, since it copies the process state images on an external stor-
age server, which therefore becomes the real bottleneck for the system
performance. This drawback, along with the poor maintainability of
the software, led the Open MPI developers to disable these additional
layers since Open MPI version 1.7. In this work, we

used OpenMPI
version 1.10.

As already noted for the work presented by Hursey et al., the com-
mon limitation of C/R-based approaches is the overhead introduced
by performing periodical checkpoints. In some use cases, this over-
head impacts dramatically, even doubling the execution time of ap-
plications [121]. Moreover, the overhead increases exponentially with
the system size, i.e. with the number of computing nodes. Consider-
ing a large HPC system with thousands of nodes and not negligible
power supply costs, the overhead must be carefully evaluated not
only in terms of performance loss, but also in terms of additional
energy consumption [125].

In order to minimize the overheads induced by periodical check-
pointing, some authors propose to employ task migration techniques.
The main idea behind these approaches is that, provided that some
entity is able to predict the imminent fault of a computing node,
all the processes that are running on that node can be pro-actively
check-pointed, migrated on a healthy node and there restored. This
approaches are quite advantageous, inasmuch as that they does not
require applications to be periodically check-pointed.

Task migration techniques can be classified on a granularity ba-
sis: migration can be performed either at Virtual Machine, container or
process-level.

The first two classes are very common, since an easy workload man-
agement and the guarantee of isolation is very appealing in the case
of MPI applications. However, it is worth remarking that the lack of
shared memory communication between processes on different vir-
tual machines heavily impacts on the performance of applications,
and this problem is especially exacerbated in case of I/O intensive
workloads [126]. Although many authors proposed approaches that
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tackle this problem, the gap between native and and hosted (VM-
based) execution is still wide, and it leads to latency increments up
to 16x for communication intensive operations [127].

The third class of techniques, i.e. process-level migration, is in-
stead preferable when the main goal is to optimize resource usage:
process-level resource allocation is way more flexible than that of con-
tainers or Virtual Machines. Concerning this class of techniques, the
most promising solution has been proposed by Wang et al. [119]. The
basic idea of the authors is to try to minimize the number of per-
formed checkpoints by using the aforementioned proactive approach:
each computing node is constantly monitored and, in case of immi-
nent fault, all the processes that are executing on that node are mi-
grated on a healthy one. As usual in the C/R approaches, the pro-
posed framework, which is implemented in LAM/MPI (predecessor
of Open MPI), requires all the processes pertaining to the same appli-
cation to synchronize in order for the checkpoint to be performed.

According to our literature review, we chose to focus on the follow-
ing goals:

maintainability

The migration framework must be self-contained.

transparency

The migration support must not require the source code of applica-
tions to be changed.

fine granularity

It must be possible to migrate just a part of the application, i.e. a
subset of its processes. This allows resource managers to perform
load balancing or also to isolate only a subset of a faulty node from
the rest of the system.

asynchronism

Processes that are not going to be migrated must be allowed to
continue executing.

integrability

The migration framework must provide APIs that allow resource
managers to drive the migration of applications.

The solution we propose addresses all the aforementioned issues:

• it is a process-level migration mechanism whose granularity can
be tuned by the resource manager;

• it does not require any change to the applications code;

• the migration is almost completely transparent with respect to
the application execution;
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• migration can be triggered by a resource manager through a
suitable API.

We implemented the proposed task migration approach as a non-
invasive Open MPI module that we called mig.

design and implementation

As already mentioned in the previous subsections, we designed mig

as a mechanism that allows resource managers to trigger migrations.
Hence, this work will not deal with with scheduling policies; instead,
we will focus on how to suitably carry out the migration itself.

The main idea behind our approach is that the resource manager
can signal a migration request to the Open MPI runtime by send-
ing a (source node, destination node) pair via the already existent
socket channel. Then, the Open MPI runtime (in particular the mig

module) performs the sequence of actions that are needed to actually
migrate the application processes.

In order to perform C/R on the selected processes, we employ
the Checkpoint/Restore In Userspace (CRIU) tool [128], which is a
C/R tool that is gaining a lot of interest in virtualization environ-
ments [129]. The big advantage of CRIU is that it exploits mechanisms
that have already been integrated in the Linux kernel. CRIU does not
require additional kernel modules to be loaded, and it can be used in
user-space.

Open MPI architecture

Open MPI is a popular implementation of MPI. Its structure, which
is based on the Modular Component Architecture (MCA) [130], is
composed by three kinds of entity:

• MCA: the Modular Component Architecture backbone, which
is in charge of instantiating all the Open MPI modules and ini-
tializing them according to the run-time parameters;

• Modules: the main functional parts of Open MPI. Each module
is devoted to a specific task, e.g., managing the processes life
cycle or forwarding input/output. Please note that, according
to the Open MPI jargon, modules are referred to as frameworks;
since this term is already used multiple times in this disserta-
tion, we chose to avoid ambiguity and call them “modules”;

• Components: a specific implementation of a module. For in-
stance, depending on which component is loaded at runtime,
communication can be based on different protocols (e.g., TCP
or Infiniband).
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In order to logically separate the different functional areas, the
modules are bundled into three layers:

• OpenMPI (OMPI): modules that expose the application-level
API;

• Open Run-Time Environment (ORTE): modules that manage
the processes life-cycle and orchestrates the inter-node commu-
nication;

• Open Portable Access Layer (OPAL): a library that provides
OMPI and ORTE with a set of utility modules such as event
manager and memory allocator.

As shown in Figure 29, the structure underlying an MPI application
consists of an application-level ORTE layer, which allocates resources
to the application processes according to the resource manager direc-
tives and orchestrates the communication from/to other nodes; and
multiple process-level OMPI layers, which expose the MPI API to
each process and manage communication among the processes that
are local to the node. In case of multi-node execution, each comput-
ing node is characterized by the same structure: each node features an
application-level ORTE layer and multiple process-level OMPI layers.

The command that is used to launch an MPI application is called
mpirun. The node from which the application is started is defined
as the Head Node Process (HNP) and manages the entire application
execution.

Open MPI extension

Most of the changes involved in our extension are contained in the
new mig module; however, in order to allow mig to suitably orches-
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Figure 29: Architecture of Open MPI modules. OMPI exposes the MPI APIs
to the processes, ORTE controls the processes life cycle, while
OPAL acts as an utility library.
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trate migrations, we also had to perform minor additions to the ex-
isting Open MPI modules. The modules involved in our Open MPI
extension are:

• ras (part of ORTE): it provides the communication channel be-
tween the Open MPI runtime and the resource manager. Cur-
rently, Open MPI uses this module only during the application
initialization, and it does so to retrieve the full list of available
nodes. We extended the ras API to allow the resource manager
to send migration requests during the applications execution
and to be notified about the status of the requests.

• oob (part of ORTE): the “out-of-band” framework provides a
low-level API for the communication between the ORTE dae-
mons. This module contributes to the migration process by man-
aging the opening and closure of the pending connections to-
wards the migrating ORTE daemon instance.

• plm (part of ORTE): high-level communication between HNP
and the ORTE daemons. We implemented the protocol neces-
sary to coordinate the orted instances. We also added the ssh

call that spawns the orted-restore daemon on the destination
node. This daemon is in charge of resuming the processes exe-
cution once the checkpoint image transfer is completed.

• btl (part of OMPI): this is the application-level peer-to-peer
communication module. We modified the TCP component to
manage the opening/closure of the TCP socket connections among
migrating application processes.

• mig (part of ORTE): this is the module we implemented to en-
able the migration mechanisms. The provided functionalities
are controlled by ras on behalf of the resource manager. mig
is in charge of coordinating the migration phases via the plm

module by routing commands to the ORTE daemon instances
that are involved in the migration. mig is also responsible of
performing checkpoint/restore and of sending the process sta-
tus image to the destination node.

As already mentioned, at computing node level, processes from
the same application are usually managed by a single ORTE dae-
mon. In order to enable a fine-grained migration support, we instead
force Open MPI to instantiate a tunable number of orted instances,
so that one or more of them—along with the processes that they are
managing—can be migrated on a different node (See Figure 30). That
is, migration happens at orted-granularity.

The number of ORTE daemons that are instantiated on a single
computing node can be selected at runtime by the resource man-
ager. The reason is simple: whereas processes that are managed by
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Figure 30: Open MPI modules architecture used in the mig approach. On
each node, processes are grouped into migratable units. Each unit
is managed by an ORTE daemon, as if it was running on a differ-
ent node.

the same daemon communicate via shared memory, processes that
are running on the same node but are managed by different ORTE in-
stances are forced to communicate using sockets; therefore, especially
in case of communication intensive applications, employing multiple
ORTE daemons per node is bound to induce performance degrada-
tion. This issue can be mitigated by allowing the resource manager
to trade off migration granularity (i.e., number of ORTE daemons per
node) with performance.

It is worth remarking that this issue could be also solved by allow-
ing ORTE daemons from the same node to communicate using shared
memory. Since this would further augment the amount of changes to
the Open MPI modules, we chose to postpone this approach to a fu-
ture work. Indeed, in the context of this work, we will study the over-
heads that are induced by the presence of multiple ORTE daemons
per node.

CRIU

The CRIU library, which is used in the CRIU C/R component of the
mig module, is in charge of performing checkpoint/restart of a single
ORTE daemon and its processes.

The checkpoint stage, which is called dump, freezes the processes
execution and creates a collection of binary files that contain the pro-
cesses state. This collection is composed by three kinds of files: inven-
tory, image, and auxiliary. CRIU uses the inventory and auxiliary files in
order to store the meta-data that is needed to perform the restore. The
image files, instead, contain the memory dump of the processes and
all the OS-level information (e.g., file descriptors, file-system mount-
points, signal masks and ghost files).
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The restart stage, which is called restore, reads the binary files pre-
viously generated by the dump stage and restarts the frozen processes.
It is worth remarking that, if the restore operation does not occur on
the node where the processes were dumped (i.e., in case of migration),
program executables, libraries and data files must be present and
identical in the destination node. Moreover, remote file-systems must
be mounted, and the process identification numbers (PIDs) must be
available, since the processes cannot change their PIDs after the re-
store. In order to guarantee the PIDs availability, we exploited the
Linux Namespaces, a feature of the Linux Kernel [131] that allows us
to isolate a set of processes in a detached environment via the unshare

system call. In order to do this, the orted-restore executes the fol-
lowing C call:

unshare(CLONE_NEWNS | CLONE_NEWPID)

The CLONE_NEWNS and CLONE_NEWPID flags respectively detach the
mount and the PID namespaces. In particular, the orted-restore dae-
mon becomes the init process (PID=1) of the new empty PID names-
pace and can restart the application processes with the original PIDs.
The isolated mount namespace is needed to remount the /proc direc-
tory and match the new process identifier configuration. At this point,
the ORTE daemon instance and its children can be safely restarted.

Migration phases

As shown in Figure 31 on page 93, the migration procedure consists
in five phases:

1 – coordination

The mig module of the Head Node Process (HNP) spawns an orted-
restore daemon on the destination node. Then, via plm, it notifies
to all the running ORTE deamons that a migration has been trig-
gered. The btl TCP component of the processes that are not in-
volved in the migration terminates all the ongoing data transmis-
sion towards the migrating processes. Until the end of the migra-
tion, all the future data transmissions towards the migrating pro-
cesses will be cached. At this point, the processes send back an Indeed, processes

that are not
migrating can
continue executing
as normal. However,
they will be stopped
if they try to
communicate with
the migrating
processes.

acknowledgment to their own ORTE daemon instances, ensuring
that no further transmissions towards the migrating processes will
be performed. The ORTE daemons forward the acknowledgment
to the HNP.

2 – criu dump

The HNP issues the MIGRATION_EXEC command, hence starting the
migration procedure. When an application process receives that
command, it waits until all the in-flight packets have been received



92 enabling a transparent process migration in open mpi

by the destination side. Then, all the TCP connections towards the
processes involved in the migration can be safely closed, and an
acknowledgment is sent back to the ORTE daemon. When the mi-
grating ORTE daemon receives the acknowledgment, it uses the
CRIU API to perform the checkpoint of its execution status.

3 – process state migration

The outcome of the CRIU checkpoint (or dump) is a collection of
files. To simplify the transfer of such files over the network, mig
bundles them in an archive. Optionally, the archive can be com-
pressed. For the sake of brevity, we refer to the archive with the
term “image”. The image is now ready to be moved to the destina-
tion node.

4 – criu restore

After having received – and optionally decompressed – the image,
the orted-restore daemon on the destination node uses the CRIU
API to restart the ORTE daemon and its children processes. Then,
the ORTE daemon reopens the connection to the HNP and sends
the MIGRATION_DONE message. The HNP broadcasts this message to
all the other ORTE daemons.

5 – finalization

The migrated processes reopen the connections towards all the
other ones and resume the execution.

evaluation

In this subsection, we evaluate the overheads introduced by our mi-
gration mechanism. We distinguished between two types of overhead:
1) performance loss due to the execution of multiple ORTE daemons
on the same computing node; and 2) time required to actually per-
form a migration.

Before presenting the results, let us describe our hardware and soft-
ware setup.

The hardware consisted in two computing nodes. Each of those
was equipped with two Intel Xeon E5-2640 octa-core hyper-threaded
CPUs in a NUMA configuration (256GB of total memory). As com-
mon in HPC environments, we disabled Hyper-Threading; hence,
each computing node featured a total of 16 processing elements. The
operating system was CentOS 6.7, Linux kernel version 3.18.

Regarding applications, we chose to employ the NAS Parallel Bench-
marks suite (NPB) [132]. In particular, we selected IS and MG, which
are kernels; and BT, SP and LU, which are pseudo-applications. As
shown in Table 7, each application can be executed using different
datasets. We chose to totally exclude type A datasets, since they led to
very short execution times. Similarly, for the pseudo-applications, we
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Figure 31: The mig framework: migration phases. When the resource man-
ager triggers a migration, the application enters a coordination
stage. Then, the migrating processes are dumped and the image
is transferred to the destination node. There, the processes are
restored, and, after a finalization phase, they can resume their
execution.
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Table 7: Problem data sizes (MB) for the A, B, C, and D classes of each
benchmark. Application type can be either kernel (k) or pseudo-
application (p-a). Green numbers indicate that we used the configu-
ration (application - dataset) in our experiments.

Dataset Type

Type Name A B C D

k IS 64 256 1024 16793

k MG 128 128 1024 8294

p-a BT 2 8 32 518

p-a LU 2 8 32 518

p-a SP 2 8 32 518

excluded type D datasets, which led to prohibitively long execution
times. Hence, we used datasets of type B, C, and D for the kernels; and
datasets of type B and C for the pseudo-applications.

Overheads due to multiple ORTE daemons per node

As already mentioned, given that Open MPI employs only one ORTE
deamon per node, communication between ORTE daemons is per-
formed using TPC/IP, which is less performing than shared memory
[133]. Indeed, this may become a bottleneck when multiple ORTE
daemons run on a single computing node. To evaluate the overhead
introduced by splitting the control of the MPI processes among multi-
ple ORTE daemon instances, we used one of the previously described
16-core computing nodes.

We executed each benchmark using a number of ORTE daemons
in 1, 2, 4, 8, 16. Given that the benchmarks used 16 processes—i.e., one
process per core—each ORTE daemon respectively managed a num-
ber of processes in 16, 8, 4, 2, 1. It is worth noticing that using only
one ORTE daemon means executing the benchmarks in the standard
Open MPI scenario; hence, we took that case as a golden model.

We measured the execution time of each tuple <benchmark, class,
granularity>, starting after the MPI_Init call and stopping before the
MPI_Finalize call. We repeated the test 20 times to obtain a signifi-MPI init and

finalize belong to the
MPI API and must

be respectively called
at the beginning and

at the end of any
MPI processing.

cant statistics; however, it turned out that the experienced standard
deviation was always within 1% of the total execution time. Therefore,
for the sake of simplicity, we will not report the standard deviation
values.

Figures 32, 33 and 34 provide a visual representation of the over-
heads for type B, C and D datasets, respectively. It is clear that the
overhead increases sub-linearly with respect to the number of ORTE
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Figure 32: Execution time of each benchmark (input class = B) when running
16 processes using 1 to 16 ORTE daemons.

daemon instances, while it decreases as the problem size increases.
The sub-linear increase is imputable to the fact that, once there are at
least two ORTE daemons, the TCP/IP communication between MPI
processes of different daemons becomes the bottleneck for commu-
nication latencies; therefore, adding more ORTE daemons does not
tend to further degrade performance. The decrease of the overhead
in case of increasing problem sizes, conversely, is due to the fact that
increasing problem size means spending more time on computing
data; therefore, the time spent in communication—which is where
the overhead applies—decreases in percentage.

Tables 8 and 9 summarize the overheads for kernels and pseudo-
applications, respectively. The ORTE daemons granularity poorly af-
fects the application execution time. Considering all the test cases,
the percentage of time loss is always in the 0− 6% range; however,
as already mentioned, the overheads decrease as the dataset size in-
creases. Considering realistic scenarios, i.e. HPC applications with
large datasets, the overhead is always lower than 2%.

Finally, it is also worth remarking that, in multi-node scenarios,
there are always at least two ORTE daemons that are forced to commu-
nicate via TCP/IP; therefore, the above mentioned overhead applies
only in single-node scenarios, which are not frequent in HPC envi-
ronments. This also means that migration granularity affects only the
time required to perform migrations. For example, migrating 8 pro-
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Figure 33: Execution time of each benchmark (input class = C) when run-
ning 16 processes using 1 to 16 ORTE daemons.

Figure 34: Execution time of each benchmark (input class = D) when run-
ning 16 processes using 1 to 16 ORTE daemons.
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Table 8: Static overhead of IS and MG with increasing migration granularity,
i.e. increasing number of ORTE daemons, compared with single
ORTE daemon case. For each kernel, we run the tests using multiple
datasets (B, C, D).

Benchmark Class # orted Overhead %

IS

B

2 4.68

4 5.18

8 4.85

16 4.85

C

2 2.21

4 2.68

8 2.64

16 2.64

D

2 0.87

4 0.96

8 0.79

16 0.64

MG

B

2 1.28

4 4.36

8 1.73

16 3.24

C

2 2.25

4 0.62

8 0.88

16 1.57

D

2 1.13

4 1.25

8 1.79

16 1.50

cesses would require a single migration in case of 8 processes per
ORTE daemon; or up to 8 migrations, as the number of processes per
ORTE daemon decreases.
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Table 9: Static overhead of BT, SP, and LU compared with single ORTE dae-
mons case. For each pseudo-application, we run the tests using mul-
tiple datasets (B, C, D)

Benchmark Class # orted Overhead %

BT

B

2 0.92

4 0.93

8 0.93

16 1.17

C

2 0.31

4 0.29

8 0.45

16 0.60

SP

B

2 1.90

4 2.83

8 3.72

16 4.12

C

2 0.31

4 0.40

8 0.52

16 0.79

LU

B

2 2.92

4 4.37

8 5.42

16 6.10

C

2 0.73

4 1.63

8 2.19

16 2.48

Overheads due to migration

We characterized the migration overhead by running the benchmarks
on the two 16-core computing nodes, which were connected via Gi-
gabit Ethernet.
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In this experimental scenario, which is summarized in Figure 35,
we let each application execute on the two nodes employing 8 pro-
cesses per node. On each node, we spawned 2 ORTE daemons; there-
fore, at node level, each daemon managed 4 processes. During the
application execution, we triggered a migration: in particular, mig mi-
grated four processes from one node to another, so that the new con-
figuration was 4 processes on the first node and 12 processes on the
second one.

To better observe the composition of the migration overhead, we
split the migration time in seven contributions: coordination, CRIU
dump, image migration, CRIU restore and finalization, which are the
migration phases as already described in Subsection 5.3.4; and the
image compression/decompression, which are optional and respec-
tively happen before and after the image migration. The contributions
are therefore the following:

coordination

The ORTE daemons get ready for the migration. All new communi-
cation towards migrating nodes are held. All other communications
happen as usual;

criu dump

The migrating ORTE daemon and its processes are dumped into an
image file;

image compression

In order to save network bandwidth and transfer time, the image
is compressed (optional);

process state migration

Image is transferred to the destination node;

image compression

The image gets decompressed (optional, depends on whether the
image was compressed before being transferred);

Node1 Node2 Node1 Node2 

Figure 35: Experimental scenario used to asses the overheads induced by
migration. An application composed of 16 processes is running
on two computing nodes. The processes are equally distributed
among the nodes, and, at node-level, processes are managed by
two ORTE daemons (processes managed by different daemons
are indicated using different colors). At some point, a group of
four processes is migrated from the first node to the second one.
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criu restore

Image is restored;

finalization

The ORTE daemons get ready to restart communicating with the
migrated one.

Please note that the execution time of all the aforementioned phases
but coordination and finalization strongly depend from the size of the
image file. In particular, the network that interconnects the computing
nodes may become the bottleneck of migrations, and this is why we
introduced the image compression/decompression phases.

We compressed the images using the GZIP algorithm [134]. Figure
36 shows the size of the compressed images normalized to the un-
compressed one. Overall, compression is quite effective in reducing
the size of the checkpoint image. The reason is straightforward: Open
MPI allocates over 100MB of unused shared memory as ghost files ini-
tialized as zeros, and this makes the compressed images quite smaller
than the compressed ones. In case of big datasets, this phenomenon
is less evident, hence the higher size ratios of the type C datasets.

Figure 37 provides an overview of the measured migration times,
comparing the cases with image compression against cases where no
compression is applied. In case of big datasets (i.e., datasets of type
C), compressing the processes images before transferring them to the
destination node leads to higher execution times. Indeed, although
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Figure 36: Size of the compressed process image normalized to the uncom-
pressed size. For each application, we report the results for input
data classes B and C.
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Figure 37: Time required to migrate a group of four processes. For each ap-
plication, we list migration times for datasets type B and C, with
and without compression.

the image takes less time to be transferred, compressing the image on
the source node and decompressing it on the destination node takes
time. The sum of the three components, i.e., compression, transfer
and decompression, is higher than the time required to transmit an
uncompressed image. In case of smaller datasets, due to the high
compression ratios, compressing images is often convenient, but it
does not lead to dramatic performance improvement either.

It is worth noticing that, in realistic HPC scenarios, applications
are likely to feature big images, and this makes compression incon-
venient in most cases. Moreover, we performed the aforementioned
on two computational nodes connected via Gigabit Ethernet. Most
recent HPC systems connect nodes using InfiniBand, which is much
faster than Ethernet. In those cases, we do not expect compression
to be needed even when dealing with small datasets: transfer time
would always be in the range of seconds instead of tens of seconds.

Finally, Figure 38 shows the composition of migration times for
the experiments that do not employ compression. In all the scenarios,
archiving and transferring the processes images takes more than 90%
of the total migration time. Moreover, although the time spent archiv-
ing the image gets higher in percentage as the datasets gets bigger,
the migration time is always dominated by transfer time. This is a
good result, since, as already mentioned, transfer time can be dramat-
ically shrank by employing InfiniBand as a communication channel
between computing nodes.
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Figure 38: Migration time composition (percentage).

conclusions

In this section, we introduced a novel approach to support process
migration in the Open MPI framework. The main idea behind the
approach is to execute applications employing multiple ORTE dae-
mons per node instead of a single one. By doing this, we are able to
treat each ORTE daemon, along with the MPI processes it is manag-
ing, as an entity that can be migrated without performing intrusive
changes to the Open MPI framework itself. The application a part of
whom is migrating is not aware of the migration. Processes that are
not migrating just experience a temporary network slow-down (i.e.,
communications towards migrating processes are temporarily held).
Communication towards non-migrating processes can instead be per-
formed as usual.

The only negative effect of employing multiple ORTE daemons
per node is that communication between processes that are in the
same node but are managed by different ORTE daemons happens via
socket instead of shared memory. Usually, this is not a problem: in the
standard scenario, applications run on several computing nodes, and
inter-node communication is the real bottleneck. Through experimen-
tal tests, we shown that applications executing on a single computing
node suffer from a performance degradation that is limited (up to 5%
in communication-intensive applications), gets smaller as the applica-
tion dataset increases (bigger datasets means a lower communication
ratio), and does not depend on the number of employed ORTE dae-
mons. The last characteristic is quite useful, since it means that the
migration granularity, i.e., the number of employed ORTE daemons,
can be tuned at will without impact the performance of applications.

Compared to other state-of-the-art solutions, one of the major ad-
vantages of our approach is the maintainability. The extension intro-
duced in the Open MPI runtime has a minimal impact on the other
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Open MPI modules. Furthermore, it does not require any change on
the applications code, and it does not rely on any virtualization layer.
The latter characteristic enables gains in terms of performance with
respect to approaches that are based on virtual machine allocation.
In this regard, our proposal allows us to perform fine-grained migra-
tions, since the resource manager can decide to migrate either an en-
tire application or a subset of its processes. This feature also increases
the controllability of the workload execution.

The major limits of the proposed process migration mechanism are
similar to those of the other C/R based systems: the nodes of HPC
systems must be homogeneous, i.e. the operating system (and kernel
version), libraries version and application binaries must be perfectly
identical. Moreover, performing the checkpoint with CRIU requires
administration level permissions (root user in Linux) in all the nodes.
As a future work, we may allow ORTE daemons to spawn application
processes without such a requirement. From the MPI communication
standpoint, the lack of InfiniBand support is currently the most im-
portant missing feature. However, the development of this component
is currently ongoing.





6
C P U R E S O U R C E M A N A G E M E N T I N H P C S Y S T E M S

In this chapter, we present our novel contributions in the context of
the HARPA European project, which successfully terminated in 2017. If you are interested

in the HARPA
project, please visit
our website: www.
harpa-project.eu

The goal of HARPA was to support next-generation embedded and
high-performance many-cores in cost-effectively providing depend-
able performance, i.e., correct functionality and timing guarantees,
throughout the expected lifetime of a platform and under thermal,
power, and energy constraints. The HARPA novelty was in seeking
synergies in techniques that have been considered to be virtually ex-
clusive for the embedded or high-performance domains (worst-case
tailored, partly proactive techniques in embedded, and best-effort
reactive techniques in HPC). HARPA demonstrated the benefits of
merging concepts from these two domains by evaluating key applica-
tions from both segments running on embedded and HPC platforms.

The framework proposed by HARPA is composed by two layers:
the first one is low level (i.e., closer to the hardware) and is charac-
terized by a very high responsiveness. It is called HARPA Run-Time
Engine (HARPA-RTE). The second layer, which acts as a middle-ware
between the RTE and applications, is the HARPA Operating System
(HARPA-OS), which has a responsiveness in the order of tens or even
hundreds of milliseconds and is composed by a system-wide resource
manager (the BarbequeRTRM, see Appendix A) and a set of monitors
and hardware faults prediction modules.

This section will deal only with the HARPA-OS layer. In partic-
ular, we will focus on the resource management part, since it was
our contribution to the Project. Section 6.1 presents a feedback-based
approach that allows the BarbequeRTRM scheduling policy to dy-
namically tune resource allocation according to the runtime-variable
system status. Resource allocation is based on a set of Pareto-optimal
configurations (i.e., resource allocations under which the application
can optimally execute) that we identify at design time using Design
Space Exploration techniques. By taking into account the feedback
coming from applications, the scheduling policy is able to infer how
different runtime conditions impact on the profiled relationship be-
tween allocated resources and applications quality level.

During the aforementioned work, we noticed the limitations of
what we call discrete allocation, i.e., choosing a resource allocation
among a limited set of pre-defined choices. Therefore, we chose to de-
sign and implement a new and more refined BarbequeRTRM schedul-
ing policy that can allocate resources in the continuous domain. In
Section 6.2, we present a scheduling policy that is again feedback-
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based but does not need applications to be profiled at design time.
This means that the scheduling policy is able to handle even com-
pletely unknown applications. Moreover, the scheduling policy uses
the information coming from monitors and fault prediction modules
in order to tackle performance variability and to level power con-
sumption and temperature throughout the chip. Hence, it fully ex-
ploits the capabilities of the HARPA-OS in order to achieve a perfor-
mance, temperature and variability-aware resource allocation.

Please note that, since the BarbequeRTRM is the central component
of the HARPA-OS—which is composed by the BarbequeRTRM and a
set of monitor and fault prediction modules—we will thereon inter-
changeably use the terms HARPA-OS and BarbequeRTRM.

harnessing performance variability in hpc

Nowadays, thanks to the progress of silicon manufacturing processes,The contents of this
section are partially
published in [135].

You may want to
consult Appendix A

before venturing
forth.

multi-core processors can be found in High-Performance Computing
(HPC) systems as well as in embedded and mobile devices. Modern
laptops offer computational capabilities that are comparable to those
of 70’s supercomputers, and we expect this trend to hold in the future.

According to the technology road map and despite all the chal-
lenges described in Chapter 1, the silicon manufacturing will soon
rely on a 10nm integration process, and such transistor density is
bound to increase performance variability and the probability of sili-
con defects.

Due to the very high worst-case cost impact for technology nodes,
the current solutions for hardware errors detection/recovering (e.g.,
checkpoint/restore) and the possible guard-bands to battle interfer-
ence variations may not be scalable enough. For instance, in the case
of HPC systems, when a computing node fails, it can be rebooted
or, if the errors are persistent, it can be replaced. In the case of inte-
grated chips, when a processor core fails, it cannot be replaced. This
means that such systems must be able to properly work even though
some cores are temporarily or permanently unavailable. In order to
address the aforementioned issues, we need to introduce new attenu-
ation techniques that increase the lifetime of the system.

In this Section, we present a novel approach to High Performance
Computing. The main idea behind this work is to provide applica-
tions with resource and performance-awareness, so that they are able
to negotiate resource allocation with a centralized resource manager.
Being aware of the amount of resources that they have at their dis-
posal (i.e., which as well as how many processing cores and accelera-
tors), applications are able to tune their behavior in order to maximize
their quality. Moreover, being able to assess their own quality, applica-
tions are able to provide the resource manager with feedbacks about
the current allocation. By doing so, they are therefore able to min-
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imize their resource usage while nonetheless complying with their
Quality of Service goal, and this induces system-wide benefits such
as optimal resource exploitation (more applications can fit the avail-
able resources), and the minimization of power, heat and aging.

Background

Given the increasing importance of performance variability, the sole
maximization of throughput cannot anymore be the only concern
of High Performance Computing. HPC systems must begin tackling
problems that, until today, were exclusive of the embedded domain,
such as optimizing the applications resource usage. This is exactly
what we do in this work. In particular, our approach is based on the
idea of allocating to applications the minimum amount of resources
that allows it to satisfy its performance and Quality-of-Service re-
quirements.

Similar practices are well known in scenarios such as cloud com-
puting and multi-core based embedded systems.

In cloud computing, the term elasticity refers to the ability of a
system to dynamically adapt to workload changes in order to match
current available resources to current performance demand [136, 137].

Regarding multi-core embedded scenarios, Pusukuri et al. introduce
ADAPT, a scheduling framework that monitors the resource usage of
multi-threaded applications and dynamically selects both the schedul-
ing and the thread-to-core mapping policies in order to reduce inter-
application interference [50]. This in turn allows the framework to
consolidate workloads on few resources and to put the unused re-
sources in a low power state. The authors validated their approach
on a 64-core Supermicro server, thus creating a strong link between
multi-core systems—on whom resource-aware co-scheduling policies
are usually focused—and High Performance Computing.

Allocating an optimal amount of resources to each application may
not be enough: in order to optimize both resource usage and appli-
cation performance, several previous works dynamically adapt the
applications behavior to the available resources. A typical example is
the concept of adaptive parallelism [138, 139], where the parallelism of
an application (i.e., the number of threads) adapts itself to the current
resource availability.

Bhadauria and McKee present the HOLISYN co-scheduling policy,
which aims at optimizing resource usage of applications by using
adaptive parallelism [140]. Their policy samples resource usage for
each application during the initial part of their execution: during this
phase, each application is executed with a varying number of threads.
The applications that scale well with high numbers of threads are
then executed in isolation to achieve a very efficient resource uti-
lization. Conversely, the remaining applications are paired so that
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high-resource-usage applications are co-scheduled with low-resource-
usage ones.

Adaptive parallelism has been studied also in the field of transac-
tional memory [141, 142]. Mohtasham and Barreto devise an adaptive
parallelism scheme that is fully decentralized. The set of processes
cooperate to reach an efficient and fair configuration. This aspect is
very important: adapting applications to the current system status,
e.g. to the system load and the available resources, needs a strong
coordination between applications, since applications that take opti-
mization decisions independently (i.e., without being aware of what
the other applications are doing) will likely cause instabilities (see
also the work presented in Subsection 3.3).

HPC scenarios also benefit from the dynamic tuning of applica-
tions. Several previous works present frameworks that are application-
specific: ATLAS [143] for matrix multiplication, OSKI [144] for sparse
matrix kernels, SPIRAL [145] for digital signal processing, SEPYA [146]
for stencil computations.

To the best of our knowledge, there are not previous works that
exploit the synergy between optimal resource usage and application
adaptivity. We aim at coordinating the execution of applications by
making HARPA-OS act as an arbiter that assigns an optimal amount
of resources to each application. Applications are isolated in well de-
fined groups of resources, so that: a) each application is aware of the
amount of resources at its disposal, b) such amount of resources is
exclusively owned by the application, and c) applications are able to
configure themselves in order to make an optimal usage of the re-
sources they have at their disposal. The amount of resources that is
allocated to each application is dynamically selected among a set of
predefined ones by taking into account the current performance of
the application as opposed to the required one.

The HARPA Operating System

The HARPA-OS is the topmost layer of the HARPA software stack. Its
role is to manage resource allocation while taking into account both
the status of the system resources and the requirements of applica-
tions. This is done by combining pro-active and reactive strategies.

By the application side, the performance requirements can vary not
only among different applications, but also during the execution of
the same application. This is a common scenario in HPC systems,
where the workload is mainly made by scientific applications. For
instance, monitoring systems that aim at preventing natural disasters
may need to dynamically tune the accuracy (or throughput) of their
computation according to the environmental conditions.

In HPC environments, the common approach to guarantee the re-
quired level performance to applications is to statically reserve them



6.1 harnessing performance variability in hpc 109

computational resources. This is usually done by employing virtual-
ization techniques. Since the resource demand of applications may
vary over time, however, the allocated resources are likely to be over-
provisioned most of the time. Scaling the problem to the whole sys-
tem, the amount of under-used resources may be substantial, and
this would lead to two issues: 1) the available resources may be frag-
mented, and this limits the space for new applications; 2) power man-
agement techniques may be less effective because without a proper
consolidation of the allocated computational resources, there can be
processors or single cores that are not fully exploited, but they cannot
be put in deep sleet state either.

The next paragraphs provide an overview of how the HARPA-
OS addresses those issues. In particular, we will focus on the Bar-
bequeRTRM, which is the central part of HARPA-OS and supports
the execution of the applications in an adaptive and performance-aware
fashion.

We already introduced the BarbequeRTRM application execution
flow in Subsection A.2.1; however, for the sake of clarity, we will again
remark the most important aspects. The BarbequeRTRM comes with
an application library (RunTime Library, RTLib) that is in charge of
synchronizing the resource allocation with the application life-cycle.
In order to benefit from the RTLib support, applications must be
adapted to the BarbequeRTRM application execution flow, which is
represented in Fig. 39. In particular, the application execution must
be modeled as a state machine that features the following states:

setup

the application performs a set-up, e.g., it initializes variables and
spawns threads. This action is performed only once;

configure

the application adapts itself to the current resource allocation, e.g.,
by modifying its parallelism level accordingly. This action is op-
tional (i.e., it can be left unimplemented), and it is performed once
every time the resource manager changes the resource allocation of
the application;

run

the application processes a chunk of data. This action is repeated
until the termination of the application. If an application wants to
declare a throughput goal, the goal must be expressed as desired
number of run actions per second;

monitor

the application exploits the run-time library API or some custom
logic in order to asses the current performance and quality. If one
or both of those are not satisfactory, the application can use the run-
time library API to send a feedback to the resource manager. In this
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Figure 39: Overall view of HARPA-OS (applications side). From its main()
function, the application instantiates the part of code that has to
be managed and triggers its execution. From there on, the exe-
cution is transparently managed by the BarbequeRTRM runtime
library, which drives the execution flow according to an internal
state machine. Methods that are in dashed boxes are optional;
that is, they can be left unimplemented.

stage, the application may also evaluate the possibility of changing
its own performance/quality goals. This action is optional (i.e., it
can be left unimplemented), and it is performed once after each run
action;

release

the application terminates, e.g., it frees memory and joins threads.
This action is performed only once.

When a managed application is not satisfied with its current per-
formance or Quality of Service, the BarbequeRTRM can react in three
ways:

• Migrating the application towards a different set of resources.
This can be done using the already existent checkpoint/restart
techniques. In the case of MPI applications, please refer to the
work detailed in Section 5;

• Selecting a more performing configuration (i.e., resource allo-
cation) from those that, according to a design-time application
profiling, have been selected as the optimal ones for this appli-
cation. This is exactly what we will deal with in this subsection;
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• Tuning the current resource allocation by adding some resources
or by moving the computation to more performing or more
healthy cores. We will deal with this approach in the next sub-
section.

A feedback-based, performance-aware allocation policy

In the context of this work, we designed and implemented an allo-
cation policy that performs a performance-aware resource allocation.
The main idea behind this scheduling policy is that each application is
known a priori—which makes sense, as applications must be adapted
to the BarbequeRTRM execution flow in order to be managed—and
features a set of optimal resource allocations from whom the alloca-
tion policy can choose. This set, which, as already explained in Sec-
tion A.3, is called recipe, is built during an off-line application char-
acterization and contains resource allocations (Application Working
Modes, AWMs) that are Pareto-optimal for the application.

Indeed, information that comes from an off-line analysis is often in-
accurate: at runtime, co-running applications that contend on shared
resources; hardware faults; performance variability induced by aging;
or simply different datasets, may cause the application to behave dif-
ferently from what was observed during the off-line analysis. Our This work leverages

the concept of
feedback but still
employs a static set
of allocation choices.
This approach will
be refined in Section
6.2, where we will
present a completely
application-agnostic
scheduling policy.

scheduling policy is therefore based on the following idea: instead of
inserting in the recipe only the AWMs that are Pareto-optimal with
respect to the application objectives, we insert also some AWMs that
are close to the optimal ones. For instance, if an optimal AWM fea-
tures 10 cores, we may also insert in the recipe AWMs that feature 11
or 12 cores. The set of sub-optimal AWMs and the optimal AWM to
which they refer create therefore a cluster from which the scheduling
policy can dynamically choose configurations during runtime in or-
der to perform a fine-grained tuning according to the current system
status.

Listing 1 illustrates what happens to running applications that send
a feedback to the BarbequeRTRM. We call the feedback “performance
gap”, as, in order for the HARPA-OS to correctly interpret it, it must
be computed as the percent distance between the current performance
and the desired one. Given the throughput of the application under
the current AWM (line 4) and the current performance gap (line 6),
the policy estimates the desired performance level as reported (in a
simplified form) in line 7. In lines 11–17, the policy looks for the Ap-
plication Working Modes whose profiled performance value is closest
to the expected one. Finally, the resources that are requested in the
selected AWM are mapped on the hardware (line 19).
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Listing 1: Pseudo-code of the performance-aware resource allocation policy.

1 Data: R: list of RUNNING applications

2

3 for app in R do

4 curr_awm ← GetCurrentAWM(app)

5 // Percent gap is in (-1.00, 1.00]. Closer to 0 is better.

6 gap ← GetPerformanceGap(app)

7 exp_value ← GetValue(curr_awm) / (1 + gap)

8 max_score ← 0

9 available_awms ← GetWorkingModes(app)

10

11 for awm in available_awms do

12 score = evaluateAWM(curr_awm, awm, gap)

13 if max_score < score then

14 max_score ← score

15 found_awm ← awm

16 fi

17 done

18

19 MapResources(found_awm)

20 done

Experimental Setup

We validated our approach using a Rainfall-Runoff (RR) model that
is as a part of the Floreon+ system [147]. The model, which is one
of the application use-cases of the HARPA project, predicts the water
discharge levels of a geographical area by analyzing the recent precip-
itations information. Inasmuch as that such information is inaccurate,
the model projects any inaccuracy on the output by constructing con-
fidence intervals using the Montecarlo (MC) method. For each area,
there are three flood warning levels: Flood watch, Flood warning and
Flooding.

The quality of service (QoS) of the RR model is expressed in terms
of accuracy and is therefore proportional to the number of performed
Montecarlo iterations [148, 149]. Each of the three flood warning lev-
els can be mapped to a given quality of service level:

no warning

The water level did not exceed any warning level; therefore, there
is no need for the output to be highly accurate. The model must
perform 1250 MC iterations every 60 minutes.

flood watch

The water exceeded the first warning level; there is not a strict
need of increasing accuracy, but the water level information will
be checked more frequently. The model must perform 1250 MC
iterations every 10 minutes.

flood warning

The water exceeded the second warning level; in order to correctly
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Figure 40: Main catchments (left) and outlet hydrographs (right). In the hy-
drographs plots, black lines show the measured discharge, or-
ange lines show the simulated one. X-Axis: time in hours t(h),
Y-Axis: Discharge, cubic meters per hour, Q(m3/h)).

predict a potential flooding, the model must be quite accurate. The
model must hence perform 2000 MC iterations every 10 minutes.

flooding

The water exceeded the third warning level; in this case, the model
output must be very accurate. The model must perform 3000 MC
iterations every 10 minutes.

The experiment monitors the run-time behavior of 4 concurrent
instances of the uncertainty module. Each of these instances models
the RR uncertainty for a different catchment of the Moravian-Silesian
region: the Opava, Odra, Ostravice and Olza catchments [147] (see
Figure 40). The catchments are ordered according to the impact in
case of flooding (the lower the index, the higher is the importance):

• C1: Ostravice - Functional urban areas with high population den-
sity and industrial areas in floodplain zones.

• C2: Olza - Flood sensitive zones in urban areas.

• C3: Odra - Mountains in the upper part of the catchment can
cause significant runoff. Less exposed urban areas.

• C4: Opava - Soils with low infiltration capacity.

Each catchment is simulated independently, and individual instances
do not interact with each other.

In order to enable the HARPA-OS support, we partitioned the ap-
plication source code as follows: during the setup phase, the applica-
tion computes the initial RR model; then, in the configure phase, it
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activates a suitable number of threads basing on the amount of allo-
cated CPU cores. At this point, the application also chooses how to
suitably divide the input data into chunks that will be independently
analyzed by the active threads. During each run phase, the results of
the RR model are incrementally refined by running a high number of
Monte-Carlo iterations on a chunk of samples. After each run phase,
the monitor phase monitors the quality of the execution by estimat-
ing the remaining execution time of the RR model and by comparing
it with the ideal completion time (e.g. 10 minutes in Flood warning
level). If the estimated execution time is too high, i.e., if the deadline
is going to be violated, the application notifies it to the HARPA-OS,
which will evaluate whether a more performing AWM must be allo-
cated to the application. When the resource allocation changes, the
application enters again in the configure stage, where it can tune its
parallelism level and the input chunk size accordingly.

We executed the four application instances on an HPC system that
featured twelve 6-core AMD Opteron 8425HE processors, for a total
amount of 48 CPU cores. The results are shown in Figure 41. For each
instance, we can observe the achieved throughput normalized to the
ideal one (the closer to 100%, the better), and the number of cores
that are allocated to each instance.

As can be easily observed from the charts, all the instances termi-
nate executing close to the deadline (600s). This is exactly the goal of
our approach: by minimizing resource allocation while taking into ac-
count performance, we provide applications with only the resources
that are strictly needed to make them comply with their performance
goal. This means that applications do indeed terminate before their
deadline, but their termination will be as close to the deadline as
possible.

Whereas some instances feature a throughput that is often close to
the ideal one (instances 1 and 4), other instances alternate execution
phases whose throughput is either lower or higher than the ideal one.
The reason is straightforward: since resource allocation is discretized,
the scheduling policy is not able to allocate any custom amount of
resources to each application; conversely, it may be forced to alter-
nate AWMs that are either under- or over-provisioned for the applica-
tion. An application whose resource allocation is under-provisioned
will soon experience an over-provisioned allocation, which is likely
to temporarily steal resources from the other instances, thus creating
further oscillation in the experienced throughput. This problem can
be solved by switching from discrete to continuous resource alloca-
tion (we will deal with that in the next Section).

The 48-core system which we used to validate our approach does
not provide means to measure power and energy consumption; there-
fore, we performed these tests on a 16-core NUMA machine. The ma-
chine was composed by four nodes, each node featuring a Quad-Core
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Figure 41: Four instances of the Uncertainty application running on a sys-
tem that features 48 cores. Red lines represent the amount of
cores that are allocated to each instance. Black lines indicate the
achieved throughput met the expected one, in percentage (the
close to 100%, the better).
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AMD Opteron 8378 Processor and 8GB of memory. We measured the
power consumption using ipmitools with a sampling rate of 1 second.

Figure 42 shows the power consumption of the machine during
the execution of one instance of the application (1250 Monte Carlo
samples) in both HARPA-OS-managed and unmanaged mode. Please
note that the power consumption is represented on top of the idle
power consumption of the machine, which is 300W. The figure shows
two important aspects: first of all, HARPA-OS management substan-
tially reduces the peak power consumption of the workload, and, as
already mentioned, such achievement is known to have positive ef-
fects on temperature and mean time to failure of the hardware. Sec-
ond, the total energy consumption, which is the area under the lines,
is roughly the same in the two scenarios. This means that the manage-
ment of application operated by HARPA-OS does not induce energy
inefficiency.

Conclusions

In this subsection, we have applied the adaptive performance-aware
execution model introduced by the HARPA-OS in the context of a real
scientific application domain on a multi-core HPC system. The experi-
mental results shown that this approach is indeed capable of making
applications comply with their runtime-variable QoS requirements
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Figure 42: Power consumption of a single instance of Uncertainty, in
HARPA-OS-managed and unmanaged mode, on a 16-cores
NUMA machine. The power consumption is represented on top
of the idle power consumption of the machine, which is 300W.
The energy consumption of the execution, which is represented
by the area under the lines, is roughly the same in the two sce-
narios; however, the managed execution shows far lower power
consumption peaks with respect to the unmanaged execution.
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while also minimizing resource usage and hence power consumption.
Moreover, doing so does not induce energy inefficiency. From the ap-
plication perspective, the minimization of resource usage does not
induce unwanted effects, inasmuch as deadlines are always complied
with. From the system perspective, instead, power consumption is
positively affected. According to the literature, this benefit is easily
translated into a reduction of temperature and aging effects, with a
consequent improvement of the overall system reliability and depend-
ability. Moreover, as a side effect, the reduction of power consumption
and temperature of the processors also leads to benefits in terms of
cooling costs, which are a not negligible expense item for HPC cen-
ters.

a workload-agnostic resource usage optimization

The ever increasing performance requirements of HPC applications The contents of this
section are partially
published in
[150, 151].
You may want to
consult Appendix A
before venturing
forth.

call for architectures with more and more processing resources. Such
architectures are typically subject to thermal and energy budgets, and
running applications are allowed a wild competition for shared re-
sources; as a consequence, making applications comply with their
Quality of Service (QoS) goals is becoming increasingly difficult.

While such concerns can be addressed by knowing the characteris-
tics and, possibly, the arrival time of applications, one does not often
have the luck of knowing the workload composition a priori; more-
over, especially in the case of applications whose behavior strongly
depends on the input data or on unpredictable sources such as the
environmental condition (e.g., the application used to validate our ap-
proach in the previous section), applications resource demand may be
runtime variable.

In this Section, we address the problem of allocating resources to
uncharacterized HPC applications with runtime variable QoS goals
and software parameters. We leverage a runtime-managed execution
flow that provides applications with QoS, performance and resource
awareness.

Experimental results show that our approach makes applications
comply with their performance goals, while allocating them only the
resources that are strictly needed to do that. We also implement our
approach as an extension to the Barbeque Run-Time Resource Man-
ager (see Chapter A) in order to enhance the quality-aware HPC sup-
port introduced in the previous subsection.

Thanks to our management support, the resource manager got at
its disposal a pool of unused resources that can be: put off-line to to
save energy; used to run more applications; or used to temporarily
store faulty and hot cores, so that cooler and healthier cores are used
by active applications. We mainly focus on the latter option: in partic-
ular, we implement a resource mapping policy that avoids the usage
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of faulty cores and evenly spreads heat throughout the chip, hence
evenly distributing ageing effects on the hardware.

Background

Modern architectures feature a high number of shared resources that
are used to concurrently run multiple tasks or to accelerate parallel
ones. This is true not only for High Performance Computing (HPC),
but also for middle-to-high end embedded systems, which are quickly
narrowing the gap with desktop computers [152, 153].

Performance increase, however, comes at a cost: the power con-
sumption of such architectures is becoming unbearable in terms of
supplying/cooling costs [27, 28] (mostly in HPC) and chip reliability
[29].

In this work, we address the problem of mitigating power consump-
tion while meeting the performance requirements of the running ap-
plications. We state the problem in terms of dynamically reserving to
applications only the processing resources that they strictly need to
achieve their goals.

This topic has already been addressed in literature: resource man-
agers allocate resources to applications while trying to comply with
both application specific (throughput and Quality of Service) and
system-wide (power, temperature and reliability) goals. Modern re-
source managers are workload-aware, i.e., they take into account the
characteristics of applications to optimize the resource allocation [154].
Such information is well known as application profile and can be ex-
tracted at design-time or at runtime. We refer to the process of ex-
tracting the application profile as application characterization.

Being performed off-line, design time characterization does not in-
duce overheads; however, it suffers from non-trivial issues. First of
all, the contention on shared resources, which cannot be analyzed off-
line if the workload and the arrival times of each application are not
known a priori, causes design time profiles to be inaccurate at run-
time [47]. Second, during their lifespan, applications may undergo
multiple execution phases, depending on input data, external events
or computing stages. Therefore, associating a single profile to one
application may also lead to inaccuracy [155].

There are also applications that add yet another layer of complex-
ity: conversely to number-crunching applications, their configuration,
which we define as the union of their QoS requirements and the value
of their software parameters, is often runtime-variable. For example,
in the case of a video playing application under a constant resource
allocation, the possibility of achieving a given frame rate depends
on parameters that the user may want to configure at runtime, e.g.,
resolution or frame size [156]. In a surveillance system, smart cam-
era applications may reduce frame rate or resolution, hence entering
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a low-power mode, when no moving objects are detected. Medical
applications may require high image processing accuracy only when
needed (e.g. analysis of critical sections of a X-ray plate), otherwise
focusing on the responsiveness of the user interface. These scenar-
ios offer interesting opportunities to reduce power consumption and
boost energy efficiency, and, in turn, this brings benefits in terms of
thermal stress avoidance, reliability and reduction of cooling costs.

Summary of the Work

Our work extends the Barbeque Run-Time Resource Manager (Barbe-
queRTRM). We modified the BarbequeRTRM runtime library, which
is the component in charge of synchronizing the applications execu-
tion with the resource allocation, so that it acts as a decentralized re-
source manager. In the new configuration, the runtime library linked
to each running application negotiates resource allocation with the
BarbequeRTRM. Once the application receives the resources, however,
it is not able to use all of them: conversely, the runtime library directly
handles resource assignment by letting the application use only the
resources that are strictly needed to reach the performance goal. If a
part of the resources results to be unused, the runtime library notifies
the BarbequeRTRM that it can seize it back. If, on the contrary, the
application needs more resources, the runtime library asks for them
to the BarbequeRTRM.

The negotiation between the runtime library and the BarbequeRTRM
is based on the concept of application runtime profile, which is a data
structure that contains useful runtime statistics such as the applica-
tion current resource usage, the maximum expected usage (computed
using confidence intervals), the current application throughput and,
optionally, a custom set of performance counters.

Finally, we developed a new BarbequeRTRM scheduling policy that
is called PerDeTemp. The policy makes use of the applications run-
time profiles and the information coming from temperature sensors
and fault predictor modules in order to minimize resource usage
while evenly spreading heat and power consumption though the chip
and counteracting the effects of performance variability.

Please note that this approach provides a link to most of our pre- Indeed, this work
employs all the
techniques that we
presented in the
previous chapthers
except the ones that
address big.LITTLE
architectures.

vious works. Resource allocation is actuated by using the Linux Con-
trol Groups, whose accuracy is maximized thanks to the approach
presented in Section 2.3. Scheduling choices are based on applica-
tion characterization (see Subsection 3.2) but, this time, the character-
ization is performed during runtime. Moreover, resource allocation
is handled in part by the centralized resource manager and in part
by an application-specific decentralized manager, thus exploiting the
synergies highlighted in Subsection 3.3 and reducing the complexity
of the scheduling policy. Finally, this work enriches and extends the
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“resource minimization via late termination” approach that we pre-
sented in Subsection 6.1. It does so by providing a richer information
exchange between the BarbequeRTRM and the runtime library and
by enabling a continuous resource allocation instead of using a dis-
cretized one.

A partially de-centralized resource management

The main idea behind this work is to move a part of the resource
management complexity to the applications side. Indeed, the man-
agement logic remains transparent to applications: it is executed by
the BarbequeRTRM runtime library.

In the typical BarbequeRTRM design, the resource manager allo-
cates resources to an application, and the runtime library, which is
linked by each managed application, performs all the actions that
are needed to drive the application execution flow accordingly. Our
approach modifies the aforementioned design as follows:

• instead of trying to allocate to applications an ideal amount
of resources, the resource manager allocates them a resource
budget, i.e., the biggest set of resources that, according to the
current system status, can be exclusively reserved for the appli-
cation;

• the resource budget is not directly exploitable by applications.
Instead, it is managed by the runtime library, which acts as an
application-specific resource manager and allocates resources to
the managed application according the declared performance
goal;

• the runtime library is in charge of understanding which is the
minimum set of resources that can be exploited by the applica-
tion. If the resource budget results to be over-sized, the runtime
library will return the unused resources to the resource man-
ager. On the contrary, if the budget is under-sized, the runtime
library will ask the BarbequeRTRM to increase it;

• the runtime library also monitors the application execution and
collects statistical information that may help the BarbequeRTRM
to perform system-wide resource mapping. This information is
bundled with the one that is used for resource budget nego-
tiation purposes. The resulting data, which is an accurate de-
scriptor of the application current behavior, is called application
runtime profile;

• the resource manager scheduling policy is only in charge of
computing the resource mapping: the amount of resources that
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are needed by the application is computed by the runtime li-
brary, while the scheduling policy, according to the system sta-
tus (temperature, faults. . . ) chooses which resources will be allo-
cated to reach that amount.

The resulting execution flow of applications is shown in Figure 43.
The upper part (APP) represents the execution of application code
during time. The middle part of the figure (RTLIB) represents the
runtime library, which forces the application to follow the Barbe-
queRTRM applications execution flow (see Subsection A.2.1). Finally,
the lower part (RTRM) shows the actions taken by the runtime re-
source manager (i.e., the BarbequeRTRM).

Once started, the application passes the control to the runtime li-
brary, which notifies the presence of a new application to the re-
source manager. While waiting for the resource manager to allocate
a resource budget to the application, the runtime library proceeds by
invoking the Setup stage to mask communication overheads. Then,
the application enters the Configure stage, where it tunes its software
parameters according to the the amount of resources that the runtime
library allocates from the budget. At this point, the application pro-
ceeds with a bust of Run and Monitor phases that continues until
the runtime library changes the allocation. In that case, the applica-
tion performs the Configure phase and begins a new bust of Run and
Monitor phases. While the application executes, the runtime library
also sends runtime profiles to the resource manager, hence transpar-
ently tuning the resource budget size. Please note that the mapping
of the resource budget (i.e., which resources as opposed to how many
resources) can be modified by the resource manager over time, e.g.
to perform load balancing or to avoid faulty cores. In that case, the
runtime library actuates the mapping change as soon as possible by
employing the Linux Control Groups cpuset controller (see Chapter
2).

Defining a throughput goal

After each Monitor Stage, the runtime library automatically compares
the throughput of the application against the declared performance
requirements. In case of unsatisfactory allocation, the runtime library
updates the resource allocation accordingly. If the current resource
budget results to be unfit (e.g., under or over-provisioned), the run-
time library also sends the current application runtime profile to the
resource manager. To enable the runtime library automatic perfor-
mance monitoring, the application needs register a performance goal.

There are two types of performance goals: Cycles Per Second (CPS)
and Jobs Per Second (JPS). CPS and JPS goals reflect two main types
of Processing Stages: some applications spawn multiple threads that
collaborate to perform a job; in this case, having more resources
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Figure 43: Example of interaction between BarbequeRTRM and the run-
time library. After the application starts (top-left corner), the run-
time library starts driving the applications execution flow (Setup,
Configure, Run, Monitor, Release). The runtime library locally
updates the resource allocation by using CGroups, hence avoid-
ing synchronization overheads. The runtime library can also send
the application runtime profile to the resource manager, which
may change the allocated resource budget accordingly.
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Figure 44: Runtime-library-side resource allocation. After each Run phase
of the application, the runtime library computes the current CPS,
and, by computing confidence intervals, it detects whether fu-
ture CPS violations (i.e. Run phases at non-ideal CPS) are likely
to happen. In that case, it tunes the allocation accordingly. CPU
bandwidth allocation cannot exceed the resource budget allo-
cated to the application by the BarbequeRTRM; however, if it de-
tects a resource under or over-provisioning, the runtime library
can prompt the BarbequeRTRM to modify the allocated budget.

means spawning more threads, which results in a shorter Run phase
time. Conversely, other applications spawn multiple threads, and each
thread performs its own job. In this case, the cycle time is more or less
constant; however, having more resources at their disposal, applica-
tions are able to perform an higher number of jobs per second during
the Run phase. JPS goal is best suited for this scenario, and all the
CPS-related queries are also available in their JPS version.

Figure 44 shows how the runtime library checks the current through-
put against the desired one. After each Run phase of the application,
the runtime library computes the current throughput (either CPS or
JPS), and, by computing confidence intervals, it detects whether fu-
ture throughput violations are likely to happen. In that case, it tunes
the allocation accordingly.

Computing the ideal resource budget

In the context of this work, we addressed the allocation of CPU time.
The concept behind CPU time allocation is straightforward: first of

all, one must compute the total CPU time offered by a processor dur-
ing a given period; second, one must divide that time among applica-
tions. For example, an octa-core processor offers 800 ms of total CPU
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time over a period of 100 ms; allocating half of the total CPU time
to an application would mean allocating it 400 ms CPU time over
100 ms, i.e. “four equivalent cores” or 400% CPU bandwidth. PleaseFrom now on, with

“bandwidth” we will
refer to CPU

bandwidth.

note that allocating 400% bandwidth to an application does not say
anything about resource mapping. Using either four CPUs full-time
or eight CPUs half-time results in 400% bandwidth. Whereas the al-
located CPU time is computed by the runtime library, the resource
mapping is selected by the scheduling policy by performing a multi-
objective optimization that takes into account:

• the performance of each core (e.g., the amount of unallocated
CPU time and the presence of shared caches);

• the temperature of each core;

• the performance variability due to aging and faults, as com-
puted by the fault prediction modulesThe fault prediction

modules are not part
of our contribution;

therefore, we will
not detail them in

this dissertation.
Please refer to [150].

In order to understand the bandwidth requirement of an appli-
cation, we must compute the distance between current and desired
performance. When an application declares a CPS goal, the runtime
library starts computing the percent distance between the real and
goal CPS. We call such distance CPS gap and define it as:

cpsgap =
CPScurr

CPSgoal
− 1 (5)

where CPScurr and CPSgoal are the current and goal CPS, respectively.In our examples, we
will always use CPS.

Please note that
using JPS leads to

the same equations.

For example, if an application requires a throughput of 20 CPS (i.e.,
20 Run phases per Second) and is executing at 18 CPS, its CPS gap
equals to 18

20 − 1 = −0.1, i.e., the application is 10% too slow.
To address data-induced performance variability, we generalize the

formula by defining a minimum and maximum required performance
value. For example, the application can require a throughput of 20±
5% CPS, i.e., the runtime library will be satisfied as long as the CPS
will stay in the range [19.0–21.0].

The new equation, which is the same of Equation 5 when the mini-
mum CPS goal is equal to the maximum one, is:

cpsgap =


CPScurr
CPSMgoal

− 1 if CPScurr > CPSMgoal
CPScurr
CPSmgoal

− 1 if CPScurr 6 CPSmgoal

0 else

(6)
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where CPSmreq and CPSMreq are minimum and maximum required per-
formance, respectively. Equation 6 can be reused to define a gap for
CPU bandwidth:

bgap =


Bcurr
BMgoal

− 1 if Bcurr > BMgoal
Bcurr
Bmgoal

− 1 if Bcurr 6 Bmgoal

0 else

(7)

where Bmgoal and BMgoal are the bandwidths that would allow perfor-
mance to stay in the interval [CPSmgoal −CPS

M
goal]. As the reader can

guess, the goal of the scheduling policy is to translate a performance
interval [CPSmgoal−CPS

M
goal] into a bandwidth interval [Bmgoal−B

M
goal]. Do-

ing this means translating CPS gaps into bandwidth gaps: if an ap-
plication complains about its current performance, the policy must
understand how to adjust the current (real) CPU usage to solve the
issue.

By construction, each Run phase executes the same code on differ-
ent data, and averaging the CPS throughout the current fixed-configuration
burst mitigates the effects of data variability on performance. There-
fore, at least in the case of CPU bound applications, we can expect
that increasing the CPU bandwidth of an application, its throughput
will increase by the same amount. In other words, giving an applica-
tion X% more CPU time, its performance increase will be roughly X%.
This is not true in the case of memory bound applications, where a X%

bandwidth increase usually leads to Y% performance increase, with
0 6 Y < X. However, given that in this case a X% CPU time increase
cannot cause a performance gain greater than X%, iterating this proce-
dure multiple times allows the scheduling policy to reach the desired
performance level even if the application is memory bound, without
incurring in instabilities.

As a consequence, regardless of the type of application, we can
safely assume a strict relationship between allocated resources and
performance. In the best case, i.e. CPU bound applications, CPS and
bandwidth gaps will be equal. This leads to:

bgap ∼


Pcurr
PMgoal

− 1, if Pcurr > PMgoal
Pcurr
Pmgoal

− 1, if Pcurr 6 Pmgoal

0, else

(8)

which leads to:
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Bmideal ∼
Bcurr

1+ cpsgap
if cpsgoal < 0 (9a)

BMideal ∼
Bcurr

1+ cpsgap
if cpsgoal > 0 (9b)

This means that, given a CPS gap, we can estimate the CPU al-
location, being it the minimum or the maximum one depending on
the sign of the CPS goal. In case of memory bound applications, the
reachability of the ideal allocation is nonetheless guaranteed: being
applications able to send feedbacks to the resource manager, alloca-
tions will be continuously refined until an ideal allocation is found.

The PerDeTemp Scheduling Policy

We implemented a scheduling policy that computes resource map-
ping by merging the application runtime profiles with the data that
comes from temperature sensors and fault prediction modules. The
current version of the policy targets the allocation of CPU cores.

When executing a multi-threaded application on a homogeneous
multi-core CPU, we expect each core to be as performing as its sib-
lings. Unfortunately, this is not always true: each core may be subject
to a different degree of performance degradation due to temperature,
aging and possibly faults. Knowing which cores are actually charac-
terized by a homogeneous performance would indeed be useful for
resource management purposes: for instance, this information could
be used to evenly distribute the load (and thus the aging effects) on
the sane cores or to minimize the inter-threads synchronization over-
heads that are induced by performance variability. Given that the
GNU/Linux CPU frequency governors do not handle this informa-
tion, we developed a resource allocation policy that tackles the issue.
The policy focuses on three objectives:

• making each application comply with its performance require-
ments;

• minimizing the effect of degradation on the performance of ap-
plications;

• mitigating the hardware aging process by leveling the tempera-
ture over the whole chip.

Given these objectives, we called the policy PerDeTemp (PERfor-
mance, DEgradation, TEMPerature). The main idea beneath PerDe-
Temp is to allocate to the managed applications the minimum amount
of CPU cores that allows them to comply with their performance re-
quirements. As to mapping, the set of cores that is allocated to each
application is selected so that the cores feature a minimum or at least
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Figure 45: The PerDeTemp allocation policy. The CPU cores topology is an-
notated with the information coming from temperature sensors
and fault prediction modules. This results in a multi-objective
cores ranking that will be used to compute the resource map-
ping. CPU bandwidth budget is instead computed by exploiting
the information that comes with the runtime profiles. In particu-
lar, runtime profiles contain a satisfaction metric that is used by
the runtime library to express whether the current CPU budget
is under or over-provisioned. Resource allocation is the union of
bandwidth allocation (i.e., how many resources) and CPU map-
ping (i.e., which resources).

homogeneous degradation. During the process of selection, cool cores
are preferred to hot ones, and the resource allocation is periodically
re-computed to level the heat over the whole chip. To allocate re-
sources in a performance, degradation and temperature-aware fash-
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ion, PerDeTemp needs information about the status of both applica-
tions (current performance and current resource usage) and hardware
(current degradation and temperature of each core). As shown in Fig-
ure 45, this is possible due to the BarbequeRTRM, which gathers this
information from multiple sources:

• the Runtime Library that is linked by applications automatically
notifies the BarbequeRTRM about applications statistics such
as current CPU usage and satisfaction with the current CPU
bandwidth budget;

• the fault prediction framework notifies the BarbequeRTRM about
presence and entity of degradation for each CPU core;

• the on-chip sensors (if available) are used by the BarbequeRTRM
to periodically retrieve temperature values for each core.

The resulting thermal and degradation maps are used to compute
an ideal resource mapping for the running applications.

Resource allocation policy validation

To validate our resource allocation approach, we performed a set
of experiments using multi-threaded applications from the PARSEC
benchmark [108]. We used a NUMA system composed of two nodes,
each one featuring 126 GB of RAM and an Intel Xeon E5-2640 v3 Pro-
cessor. We turned off the hyper-threading, and, given that this work
does not deal with frequency scaling, we set the cpufreq frequency
governor to performance. Overall, the system consisted of 16 cores op-
erating at 2.6 GHz and 252 GB of memory. The system ran the Cen-
tOS (version 6.7) Linux distribution, kernel version 3.18.29. Having
disabled hyper-threading, there were a total of 16 unused hardware
threads; we used them to host the Operating System and the resource
manager.

Regarding applications, as already mentioned, we selected a sub-
set of the PARSEC benchmark [71] that represents computer vision,
video encoding and image processing scenarios. The applications are:
bodytrack, which uses video streams from multiple synchronized cam-
eras to track human bodies; facesim, which computes the animation
of a face by simulating the underlying physics; and x264, a H.264

video encoder. All the applications feature a simple Configure phase,
where the number of threads is changed according to the number of
allocated cores.

To have an idea of their behavior, we executed each application
separately, allocating it all the available cores. As shown in Figure 46,
bodytrack features a quite constant throughput throughout its entire
execution. Similarly, facesim, apart from some low-throughput cycles
at the beginning of the execution, also features a quite constant (but



6.2 a workload-agnostic resource usage optimization 129

0 20 40 60 8010 30 50 70 905 15 25 35 45 55 65 75 85 95
0
2
4
6
8

10
12
14
16
18
20
22
24
26

execution cycle

C
y
cl

e
s 

Pe
r 

S
e
co

n
d

bodytrack
facesim
x264

Figure 46: Maximum throughput of the applications over 100 execution cy-
cles.

very low) throughput. On the other hand, due to the difference be-
tween the encoding of I, P and B-frames, x264 features a fast-changing
throughput.

To improve the plots readability, we defined three performance lev-
els for each application: high, medium and low performance, roughly
meaning 75%, 50% and 25% (±5%) of the maximum average through-
put, respectively. In some test, therefore, we will express throughput
in terms of performance level instead of CPS.

We set up three sets of tests: in the first set, we evaluated the over-
head introduced by resource management on the execution of appli-
cations; in the second one, we executed applications one at a time
to show that the resource manager allocates to applications only the
resources that they need to reach the requested performance level; fi-
nally, in the third set, we concurrently executed multiple applications,
thus showing how the resource manager fares in multi-application
and multi-priority scenarios.

Due to the asynchronous execution of resource management-related
activities (budget allocation happens while the application is run-
ning), the resource manager itself does not induce overheads on run-
ning applications. There are only two sources of overhead that hin-
der the execution of managed applications: writing into the Control
Group configuration and locally managing the application execution
at runtime library level.

Regarding the Control Groups, the overhead is more or less con-
stant and known: on the target machine, it floats around 1 millisec-
ond. Conversely, the overhead introduced by the runtime library is
not constant: it may differ from en execution cycle to another, de-
pending on the status of the application and on whether the runtime
library communicates with the resource manager.
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Figure 47: Runtime Library overhead [µs] over 100 execution cycles. Results
are first aggregated, then shown separately for each application.
In the aggregated view, white diamonds indicate that there was
a communication towards the resource manager.

To evaluate the runtime library overhead, we executed each appli-
cation for 100 execution cycles, i.e., each application processed 100

chunks of data. To compare the time spent processing data with the
time spent executing the management logic, we evaluated the over-
head separately for each cycle. Moreover, to perform a fair compar-
ison between managed and unmanaged application, we considered
the execution time of the Monitor and Configure stages as a runtime
library-related overhead. Finally, we forced the applications to ask for
a new resource budget multiple times over time, thus showing the ad-
ditional overhead when the runtime library communicates with the
resource manager.

Figure 47 reports the results of the aforementioned experiment.
To facilitate the interpretation of the results, we decided to arrange
the traces both in an aggregated view and separately. Unsurprisingly,
the runtime library overheads are similar for all the applications; in
fact, apart from the Monitor and Configure stages, the executed code
is application-agnostic. When not communicating with the resource
manager, the overhead of the runtime library ranges from 4 to 8 mi-
croseconds. On the other hand, when communicating with the re-
source manager, the overhead doubles, thus ranging from 8 to 16

microseconds.
To understand whether such overhead is reasonable, one must com-

pare it to the duration of the Run phase. This usually depends on
the application: tens of milliseconds for interactive applications, hun-
dreds of milliseconds or more in the case of batch ones. We can state
that even in the worst case scenario, i.e. an interactive application
subject to the maximum overhead at each single cycle, the runtime
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Figure 48: Managed application (bodytrack) forwarding runtime profiles over
200 cycles. The goal is 2.9 to 3.1 Cycles Per Second. Average
CPS is computed on the last 10 values of the respective fixed-
configuration loop.

library overhead is in the order of 0.1%, hence negligible with respect
to the execution time of the Run phase.

The second experiment, whose results are shown in Figure 48, eval-
uates the frequency at which the runtime library communicates with
the resource manager. We executed bodytrack for 200 cycles, with a
CPS goal ranging between 2.9 and 3.1 CPS. The central part of the
Figure highlights the execution cycles where the runtime library for-
wards the application runtime profile to the resource manager, thus
asking for a change in the CPU bandwidth allocation (lower part
of the Figure). Please note that, even if the initial resource budget
is over-provisioned, the runtime library constraints the application
bandwidth; therefore, CPS is never higher of its upper limit. This min-
imizes interference between applications: over-assigning CPU band-
width to an application cannot harm the performance of the rest of
the workload.

Let us now present the single-application scenarios. We executed
each application for 100 cycles, in the three configurations: high, medium
and low performance. For each execution cycle, we observed the CPS
goal gap (error percentage between real and required CPS) and the
amount of allocated CPU bandwidth.

In this experimental scenario, the runtime library communicated
with the resource manager about 4.5% of the cycles.

Figure 49 presents the results for the three benchmarks. As ex-
pected, bodytrack (a), which is the most regular application, is charac-
terized by very small errors. That is, the CPS is almost always in the
desired range, while the allocated bandwidth is gradually reduced.
facesim (b) also shows a regular behavior, with the allocated CPU
bandwidth assessing on a constant value, apart from little fluctua-
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Figure 49: Error with respect to performance goal (upper part of each sub-
plot) and CPU allocation (lower part) over 100 execution cycles,
for the three configurations high, medium and low performance of
each application.
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tions. Please note that, due to the fact that the first cycles of facesim
are characterized by a low throughput regardless of the allocation, the
corresponding error is (as expected) always high. Finally, x264 also
confirms the expected behavior: due to the fast-changing bandwidth
requirements, it forces the resource manager to change the allocation
multiple times.

We then executed each application with a runtime-variable CPS
goal: high performance during the first third of the execution, low per-
formance during the second third, and low performance until the end of
the execution. We show the results in Figure 50. Apart from the un-
avoidable errors due to the slow start of facesim and the fast-changing
requirements of x264, the performance of the applications is always
close to the required level.

Finally, we evaluated the compliance of applications with their per-
formance goal when concurrently running in a workload. We per-
formed two experiments. In the first one, we analyzed the perfor-
mance of bodytrack while co-running with facesim and x264. We gave
bodytrack an high (BarbequeRTRM-side) priority, and this caused the
resource manager to make it comply with its goals despite the fact
that both the other applications requested a high performance level.
To simulate a realistic scenario and analyze the policy reaction to
new applications entering the system, the arrival time of the three
applications differs.

We show the results in Figure 51: the execution of bodytrack (sec-
ond 6) forces the performance of facesim to drop. x264, which starts
afterwards, is also constrained by the execution of bodytrack, espe-
cially when the latter requests a higher performance level (second
21). Despite the high demanding workload, the resource manager al-
ways guarantees bodytrack the required amount of CPU bandwidth,
thus making it comply with its runtime-variable performance goal.
In presence of performance fluctuations due to inherently shared re-
sources (e.g. last level caches), the resource manager immediately re-
fines the allocation to address the issue. This can be seen at second
15, when x264 enters a high throughput phase, thus causing last level
cache thrashing and an increase of memory bandwidth; in this case,
the resource manager immediately seizes some CPU time from x264
and lends it to bodytrack, which is therefore able to return to its goal-
compliant CPS range. Overall, this test shows that BarbequeRTRM
allows applications to be properly isolated without the need of em-
ploying virtualization environments. Moreover, the applications per-
formance results to be stable even if resource usage is computed lo-
cally to applications by the runtime library, which is not aware of the
system-wide work load.

In the second test, we analyzed the performance of the three co-
running applications; this time, each application has the same priority.
We selected a medium performance level for facesim and x264, and a
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Figure 51: CPS over time for the three concurrently running applications.
bodytrack has the higher priority and runtime-variable perfor-
mance requirements, while facesim and x264 have a lower priority
and high performance requirements.

low-to-high performance level (5 CPS) for bodytrack. In this way, we ob-
tained a performance requirement that could not be always satisfied
by the available resources. This allows us to show: 1) that the resource
manager make the applications comply with their performance goal
even in a multi-application scenario; and 2) that applications with the
same BarbequeRTRM-side priority equally suffer when there are not
enough resources to satisfy them all.

We show the results in Figure 52: once again, apart from the slow
start of facesim and the structural oscillations of x264 performance, the
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Figure 52: Cycles Per Second and allocated CPU over time for the three co-
running applications. Each application have its own performance
requirement, and the system resources are barely able to satisfy
all the applications.

required performance levels are satisfied. In three cases, the system
was not able to satisfy the demand of all the applications. In that
cases, being all the applications characterized by the same priority,
each application suffered in the same fashion: their distance from the
performance goal was roughly the same in percentage. The lower part
of the figure indicates the free resources: 100 units of free bandwidth
means that one core was not allocated. Thanks to the Linux Control
Groups, we are sure that that cores were really unused; therefore, it
would have been possible to put them in idle or even off-line, or to
use them to round-robin the allocations and mitigate thermal hot-
spots, with evident system-wide benefits. Given that the applications
complied with their performance goals, we are sure that the free cores
were definitely not needed to satisfy the workload demands.

Resource mapping policy validation

In order to evaluate the thermal management capabilities of PerDe-
Temp, we employed the Rainfall-Runoff (RR) model that we already
presented in Subsection 6.1. Just to recap, the model is part of the Flo-
reon+ system [147]. The model predicts the water discharge levels of a
geographical area by analyzing the recent precipitations information,
whose accuracies it projects on the output by constructing confidence
intervals using the Montecarlo (MC) method. For each area, there are
three flood warning levels: Flood watch, Flood warning and Flooding.

flood watch

The water exceeded the first warning level; there is not a strict
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Figure 53: Schema of the blade. Since the fan is on the right of the blade,
there is an air cooling gradient between socket 1 and socket 0.

need of increasing accuracy, but the water level information will
be checked more frequently. The model must perform 1250 MC
iterations every 10 minutes.

flood warning

The water exceeded the second warning level; in order to correctly
predict a potential flooding, the model must be quite accurate. The
model must hence perform 2000 MC iterations every 10 minutes.

flooding

The water exceeded the third warning level; in this case, the model
output must be very accurate. The model must perform 3000 MC
iterations every 10 minutes.

We were not able to use the same computing system of the previ-
ous work. We instead used 16 nodes of an HPC cluster. The nodes,
which are connected through InfiniBand, are part of the Anselm sys-
tem [157]. Each node is a powerful x86-64 computer equipped with 16
cores (two eight-core Intel Sandy Bridge processors), with 64GB RAM
and a local hard drive. Figure 53 shows a simplified representation
of the blades air cooling system. Given that the fan is not equally dis-
tant from the two sockets, one socket is better cooled than the other
one. When the system is idle, the temperature difference between
the two sockets is approximately 10 Celsius degrees. The system has
several monitors tools installed like power meters, ganglia [158] and
likwid [70].

We modified the RR model so that, by using a hybrid OpenMP
and MPI approach [159], it could distribute the computation among
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Table 10: For each experiment, number of Monte Carlo samples to be per-
formed by the instance that models each catchment.

Thousand of MC samples to perform

Experiment C1 C2 C3 C4

α1 1.5 1.5 1.5 1.5

α2 1.5 3.5 5.0 7.0

α3 7.0 7.0 7.0 7.0

β1 3.5 3.5 3.5 3.5

β2 7.0 7.0 7.0 7.0

β3 3.5 7.0 12.0 15.0

γ 80.0 between all catchments

multiple nodes. Given that the performance requirements of the ap-
plication are time-variable (e.g., they are low when sunny, interme-
diate / critical when rainy), in a real scenario, the HPC center may
allocate to the application only some computing nodes and use the re-
maining ones to execute other applications. Therefore, we performed
our experiments in three different configurations: in the first one, we
used only one node (i.e., Flood watch); in the second, we used two
nodes (i.e., Flood warning); in the third, we used all the cluster (i.e.,
Flooding).

Table 10 presents the set of experiments performed in the cluster.
The experiments tagged α refer to the single node scenario, while
those tagged with β and γ respectively refer to the dual node and
entire cluster scenarios.

Figures 54.a.1, 54.b.1, 54.c.1 and 54.d.1 show the number of cores
allocated during the 10 minutes execution for each catchment, while
Figures 54.a.2, 54.b.2, 54.c.2 and 54.d.2 show the perceived satisfaction
of applications (the closer to 100% is the satisfaction, the better).

As shown by the experimental results, the number of allocated re-
sources gets higher as the number of samples of MC samples to be
performed increases. The allocation of resources is satisfactory for α1
and α2 scenarios, but not for α3. As shown by Figure 54.a.2, the per-
formance is below 100%, meaning that the resources required for this
experiment are not enough for the application to reach the desired
quality level. In this situation, a second node should be allocated.

Similarly, Figure 55 shows the results for the dual-node configura-
tions. Please note that β2 has the same computational workload of
α3; however, since in this case we have two computing nodes at our
disposal, the computation is performed without issues. Similarly to
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Figure 54: Results for α scenarios, listing number of allocated cores and level
of satisfaction (the closer to 100%, the better).
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Figure 55: Results for β scenarios, listing number of allocated cores and level
of satisfaction (the closer to 100%, the better).
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the single-node experiments, we can also observe that the available
resources are not always enough to serve the resource demand: the
performance of β3 (Figure 55.b.2) is below 100%.

In the last experiment of this set, we executed the γ scenario on
16 nodes with a requirement 80K MC samples. Also this time, all
the instances achieved an optimal satisfaction. We repeated the exper-
iment without the HARPA-OS support, and we monitored the sys-
tem power consumption by using the likwid power monitor. Whereas
the HARPA-OS scenario led to a maximum power consumption of
100W, the unmanaged scenario led to a peak of 160W per node. There-
fore, we saved around 44% in maximum power consumption while
nonetheless complying with the deadline.

Figures 56a and 56b present the heat-map of a single node when
running an uncertainty module instance (12K MC samples) with and
without HARPA-OS (with PerDeTemp) scenarios. We obtained the
heat-maps by using the ganglia monitoring tool. In both figures, the
X and Y axes represent time and the IDs of the processing cores, re-
spectively. The Diff per Core metric (see left part of the figures) is the
difference in temperature per each core ci (0 < i < 16). The Diff per
Timestep (lower part of the figures) is the difference in temperature
among all cores given a timestep. The Median (upper part) provides
the median temperature per timestep. As can be seen in Figure 56a,
there is a hotspot in socket 0, which, as already shown in Figure 53, is
the socket that is farther from the fan. Conversely, Figure 56b shows
the execution with HARPA-OS-PerDeTemp. In this case, there are
not hotspots and, thanks to the temperature-aware tasks migration
performed by PerDeTemp, the temperature is perfectly distributed
throughout all the available processing elements.

The presence of hotspots is known to have negative effects on the
Mean Time Between Failures of the system (MTBF), and the aging
acceleration factor depends on the difference (∆) of temperature. Ac-
cording to the MTBF estimation presented in [160], running the appli-
cation in a HARPA-OS PerDeTemp configuration improves the relia-
bility of the system from 17% to 43% in case of bad cooling (socket 0).
With a better cooling (socket 1), the MTBF for the best-effort relatively
grows, but it is still 11% to 30% better if we manage the system with
PerDeTemp instead of using an unmanaged approach.

Conclusion

In this Section, we presented a resource management approach that is
composed of a quality-aware allocation policy and a resource-aware
mapping policy. The allocation policy relies on a partially decentral-
ized resource management and leverages the concept of application
runtime profile to minimize the resource usage of applications while
allowing them to comply with their Quality of Service requirements.
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(a) Plain Linux.

(b) HARPA-OS-managed Linux.

Figure 56: Heatmap of the computing node in managed and unmanaged
configuration. In both experiments, we used the cpufreq perfor-
mance governor.

Minimizing the amount of allocated resources allows the resource
manager to have a set of unallocated resources at its disposal. In this
regard, the resource mapping policy uses the unallocated resources
pool in order to isolate faulty and hot cores, so that: a) the effects of
performance variability on applications are minimized; and b) heat is
evenly spread among the available processing cores even in case of a
non-homogeneous cooling system.
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The performance/power efficiency wall is one of the major challenges The contents of this
chapter are partially
submitted in a
Transaction. They
are currently under
review.
You may want to
consult Appendix A
before venturing
forth.

that must be faced by modern HPC systems. This issue can be tackled
by leveraging heterogeneity: the closer a computing system matches
the structure of an application, the most efficiently the available com-
puting power will be exploited. It follows, then, that enabling a deeper
customization of architectures is the main pathway towards compu-
tation power efficiency.

In this section, we present our novel contributions in the context
of the MANGO European project [161], which will terminate in late
2018.

The MANGO project aims at developing heterogeneous accelera- If you are interested
in the MANGO
project, please visit
our website: www.
mango-project.eu

tors for HPC systems with requirements targeting performance, power
and predictability. The research investigates the architectural implica-
tions of the emerging requirements of HPC applications, aiming at
the definition of new-generation high-performance, power-efficient,
deeply heterogeneous architectures with native mechanisms for isola-
tion and quality-of-service.

overview

High-Performance Computing is quickly evolving at the hardware,
software and application level.

From the hardware point of view, heterogeneity is emerging as a
dominant trend to boost performance and, most importantly, the per-
formance per watt ratio, as shown by the dominance of such hetero-
geneous architectures in the Green 500 [162] and Top 500 [163] lists.

From the application point of view, new classes of applications are
emerging, as HPC is now regarded as a valuable tool beyond the
traditional application domains of oil & gas, finance, meteorology
and scientific computation.

Finally, from the software point of view, the push towards cloud
HPC [164] follows the hardware and application trends, aiming at
providing computational resources to classes of users that could not
afford them in the past. In this context, applications that are time- As of today,

regardless of the
architecture type
and scale, users and
system needs seems
to be consistently
orthogonal.

critical—such as financial analytics, online video transcoding, and
medical imaging—require a predictable performance. Unfortunately,
this is at odds with the need to maximize resource usage while mini-
mizing power consumption.
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Extending the traditional optimization space, the MANGO project
aims at addressing what we call the PPP space: power, performance,
and predictability.

In this scenario, the objective of MANGO is to achieve extreme
resource efficiency in future QoS-sensitive HPC through an ambi-
tious cross-boundary architecture exploration. The MANGO project
investigates the architectural implications of the emerging require-
ments of HPC applications, aiming at the definition of new genera-
tion high-performance, power-efficient, deeply heterogeneous archi-
tectures with native mechanisms for isolation and QoS compliance.

MANGO follows a disruptive approach that challenges several ba-
sic assumptions, and it explores new many-core architectures that
specifically target High Performance Computing. In particular, it fo-
cuses on deeply heterogeneous architectures, where multiple acceler-
ators coexist and can serve either multiple concurrent applications orIn a MANGO

computing node,
heterogeneous

accelerators share
the same memory.

This makes the
MANGO

architecture a
heterogeneous

NUMA architecture.

a single application composed by multiple kernels. The former sce-
nario is the most critical, inasmuch as it requires to allocate resources
to multiple applications in a way that maximizes resource usage but
also preserves the predictable execution time of critical applications.

We now highlight the technical and scientific challenges that will need
to be tackled at runtime software level as heterogeneity increases its
presence in the HPC field. Indeed, we will also provide an outline of
the proposed solutions.

Resource Management

The biggest challenge for heterogeneous resource management is to
optimize resource allocation while taking into account that:

• each application may be composed by multiple tasks, each of
them possibly having data and timing dependencies with the
other ones;

• executing a task on different computing units of an heteroge-
neous architecture does lead to different throughput, QoS, and
power/energy consumption;

• especially in case of data dependencies, the performance of an
application depends not only on where its tasks are executed,
but also on where the data of the tasks is located in the system;

• requirements coming from each application (performance/QoS)
must be complied with while also addressing the system-wide
(power/thermal/energy) requirements.

To address this very complex problem, we move the hardware-
aware logic from the application source code to the resource man-
agement layer. By doing so, we will provide the managed applica-
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tions with a resource-agnostic view of the available resources. Ap-
plication developers will focus on what must be done—optimizing Heterogeneous

computing is seldom
resource-agnostic, as
application
developers tend to
manually select a
device and to
configure the kernels
accordingly.

the implementation of their algorithms and describing the inter-task
dependencies—and how it should be done—defining throughput and
QoS requirements but also providing the resource manager with some
meta-data about the tasks that will be executed. On the other hand,
the resource manager, which has a system-wide view of the available
resources and the current workload, will optimally allocate the tasks
and their data while making both applications and hardware comply
with their requirements.

Memory Management

Taking into account inter-task data dependencies is of paramount im- In the context of the
MANGO project,
the BarbequeRTRM
is acting as a
middleware between
applications and
memory manager.
This enables a
resource-aware
memory allocation.

portance even at memory management level: tasks executing on dif-
ferent parts of an heterogeneous architecture want to be close to their
data in order to minimize communication overheads; hence, memory
and resource management are indeed tightly coupled. The proposed
approach consists in interfacing resource and memory managers, so
that the memory manager will serve memory requests in a resource
allocation-aware fashion.

Programming Model Support

At programming model level, the challenge is to support program-
ming models across a wide range of different accelerators. The pro-
posed approach consists in adopting an intermediate runtime sup-
port that exposes basic features which, while per se not sufficient for
the application programmer needs, easily map on the hardware fea-
tures which are common to all the accelerators (i.e., those provided by
the communication architecture). The intermediate runtime support
must expose basic tools for communication, synchronization and task
spawning. Higher level models will then be built over the intermedi-
ate model, and each accelerator will also be able to expose its own
specific primitives, thus providing the programmer with all the fea-
tures that are needed to achieve performance.

This kind of approach is motivated by the need of exposing to the
application developer an effective and efficient management support
for the deeply heterogeneous accelerator resources developed within
the MANGO project [165]. An example of the MANGO computing
system is shown in Figure 57. Such architecture, which consists in a
mix of general purpose nodes (GN) and homogeneous nodes (HN),
allows us to explore a wide number of scenarios: from single to multi-
node, from homogeneous to heterogeneous.

To reach exascale parallelism, the programming model needs to be
hierarchical much like the runtime management system. Traditionally,
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GN 0
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GN 2
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HN 9 GN 3

Figure 57: The MANGO architecture is composed by a mix of general pur-
pose nodes (light gray), which feature homogeneous computing
resources; and heterogeneous nodes (dark gray), which feature
heterogeneous computing resources.

the programming model for homogeneous HPC systems is based on
a combination of MPI and OpenMP. When heterogeneity comes into
the game, however, the programming model needs to be extended to
allow the exploitation of hardware resources. This can be done us-
ing OpenCL [166], which is an open standard for the development of
parallel applications on a variety of heterogeneous multi-core archi-
tectures.

In OpenCL, heterogeneity is managed explicitly: the applications
developer is in charge of choosing a device among the available ones
and of managing the memory hierarchy. Given that even small vari-
ations in the architecture parameters may dramatically change the
resulting performance, the code must be carefully optimized for the
target device. Moreover, to explicitly handle heterogeneity, the pro-
grammer is forced to write high amounts of boilerplate code, which
reduces the readability of the application [167, 168].

Figure 58 shows the MANGO programming model stack and its
interaction with the underlying architecture and runtime software
components. The programming model employs MPI to enable inter-
node computation. At node-level, we will provide a set of language
options for expressing different types of accelerators and application
features. In particular, OpenCL can be effectively used to manage
heterogeneity.
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Figure 58: The MANGO Software Stack: MPI is employed to express inter-
node computation, while OpenMP and OpenCL are instead used
at node level to exploit the heterogeneous resources.

As already stated, one of the main goals of MANGO is to auto-
mate the selection of the best set of resources instead of leaving the
choice to the application developer. The experience of the 2PARMA
project [169, 170] will help in this regard. The programming model
will be integrated with the runtime management facilities, thus al-
lowing job dispatcher, task scheduler, and virtual device manager to
interact with the corresponding levels of the programming model.
Promising examples of the effectiveness of this approach have been
already shown in the literature [171].

Since the MANGO nodes can concurrently serve multiple applica-
tions with different levels of priority, the project explores innovative
techniques for analyzing the interference between multiple applica-
tions that concurrently run under QoS constraints [172, 173] (see also
Chapter 3).

Regarding the resource allocation policies, we will exploit a mix
of pro-active and reactive strategies. The policies will base their al-
location decisions on information coming from both software and
hardware side. From the application side, the off-line characteriza-
tion of kernels and inter-kernel interference will be used to compute
optimal resource allocation choices; moreover, the feedback coming
from running applications will allow the allocation policies to dynam-
ically adjust the resource allocation according to the real behavior of
the workload (see also Chapter 6). From the hardware side, similarly,
MANGO will exploit a set of custom monitoring interfaces to both
investigate and implement novel resource management policies tar-
geting heterogeneous hardware platforms and to allow the policies
to perform resource-aware decisions at runtime.

Another feature that is worth to remark about the MANGO soft-
ware stack is the combination between the aforementioned fine-grained
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configuration and the task isolation mechanisms that are already pro-
vided by operating systems (e.g., Linux Control Groups, see Chap-
ter 2) [34]. This will allow the MANGO runtime resource manager
(RTRM) to enforce resource allocation constraints at multiple levels of
the heterogeneous hardware architecture, from the general-purpose
CPUs to the FPGA based computing devices, passing through the
control of the interconnection infrastructure bandwidth. These mech-
anisms will also enable safe mixed workload executions: the MANGO
run-time resource manager will be indeed capable of guaranteeing
the required QoS to critical tasks while also providing space to best-
effort applications.

In the following sections, we will further discuss the resource man-
agement, memory management and programming model support.
For the sake of clarity, we will start from the applications side—that
is, from the programming model support. Then, we will introduce
the resource and memory management layers.

programming model support

Parallel programming models expose to the application developers a
non-functional aspect of the architecture—i.e., parallelism—as a way
to enable effective target-dependent optimizations starting at the al-
gorithmic level.

There is no unified programming model, since the difference be-
tween architectures (especially those of different architectural fami-
lies) is often substantial, and different models address different hard-
ware or memory hierarchy features. However, all parallel program-
ming models deal with the following problems:

• how to decompose a program into a set of parallel tasks;

• how to map tasks to processing elements;

• how to manage communication between tasks;

• how to manage synchronization between tasks.

Typically, the decomposition is performed by exploiting some kind
of regularity in the behavior of the program: for instance, a loop
which has no dependencies among its iterations can be parallelized
if the index evolves with a regular pattern, such as a fixed-step incre-
ment. In these cases, we can adopt data-parallel programming mod-
els. When no regularities can be found, we can instead adopt a task-
parallel model, that is, the programmer identifies chunks of code as
units of parallelism, then spawns several parallel tasks to execute
them.

When considering communication and synchronization, we can
identify the following main classes of programming models:
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message passing

The programming model exposes the distributed memory struc-
ture to the programmer. Only local memory is directly accessible,
and communication is achieved through the exchange of messages.
MPI [174] is the most popular example of message passing library.

shared memory

The programming model provides developers with the powerful
abstraction of a global address space. This simplifies the program-
ming effort at the expense of scalability, since maintaining the il-
lusion of a global address space quickly grows infeasible in large
scale systems. OpenMP [175] is an example of library for paral-
lelism that supports the shared memory model.

data flow

The programming model, as in the case of Message Passing, ex-
poses the distributed memory structure to the programmer. In this
case, however, communication among executors is performed via
asynchronous exchange of data through explicit channels. Languages
like StreamIt [176] fall in this category.

Message Passing Model

The Message Passing programming model is typically implemented
by exposing explicit send and receive primitives. In this model, the
programmer needs to explicitly take into account the topology of the
network and the distribution of data among processes.

Most modern Message Passing languages are influenced by the Ac-
tor model [177], where a set of reactive entities (actors) are addressable
via unique names and are endowed with mailboxes to store incom-
ing messages from other actors. In response to messages received
from other entities, actors can send messages, spawn new actors, or
modify their reactions to future messages, according to their current
internal state.

erlang and scala

Erlang and Scala [178, 179] are examples of languages that imple-
ment actor-based concurrency. In Erlang, actors are identified with
(lightweight) processes that are addressed by pid. They employ a
spawn primitive to create new processes. Messages can be sent asyn-
chronously from a process to another through a send primitive,
which takes the message and the destination address as parameters.
A synchronous receive primitive can be used to retrieve messages
from the mailbox, optionally using pattern matching to wait for a
specific type of message. Scala also implements the actor model; it
maps actors to Java threads, but extensions have been proposed to
support synchronous communication [180].
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message passing interface

MPI is a portable, efficient and flexible standard for Message Pass-
ing programming. The MPI standard [174] was first released in
1994, and, in the next decade, it underwent a significant evolution
that culminated in the creation of three separate versions that sup-
port different sets of features.

Conversely to the Actor model, MPI supports both synchronous
and asynchronous communication; moreover, it supports broadcast
and multicast communication using Collective Operations. Collective
operations allow communication within a predefined group of pro-
cesses, called communicator object, which defines a virtual topology
and allows complex communication patterns such as reduction and
scattering/gathering.

Shared Memory Model

The shared memory programming model is usually employed to
program symmetric multiprocessors. Since data resides in the same
global address space, communication between executors is achieved
by means of memory read and write operations; therefore, the ex-
ecutors typically assume the properties of threads rather than pro-
cesses. Moreover, given the lack data ownership, the correct ordering
of memory operations must be preserved by using synchronization
mechanisms such as locks and semaphores.

openmp

OpenMP [181] is a well-known example of Shared Memory pro-
gramming model. It supports C, C++ and Fortran, and it consists
of a mix of runtime library, directives, and API. Directives are used
to identify parallel code regions, which can also be nested, and
fork/join points.

Similarly to the weak ordering described in [182], OpenMP imple-
ments a relaxed-consistency shared memory model. Starting with
OpenMP 4.0, it is also possible to offload parallel regions to accel-
erators such as GPGPUs.

cilk/cilk++
Cilk/Cilk++ [183] extends the C/C++ language with keywords that
support the definition and execution of parallel tasks. The keyword
cilk is used to identify functions that can be executed either seri-
ally or in parallel; when such a function is preceded by the keyword
spawn, its execution is delegated to a new thread that is spawned
when the function is called. The sync keyword forces a thread to
wait for the termination of spawned functions.
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Similarly to OpenMP, Cilk implements a relaxed consistency shared
memory model. To ensure that all memory operations must be com-
mitted at a given point of the code, Cilk provides a primitive called
Cilk_fence(). An abort primitive can be used to force the abrupt
termination of threads, thus supporting speculative execution. Sim-
ilarly to the dynamic loop scheduler featured by OpenMP, the task
scheduler in Cilk uses the work-stealing policy to balance the work- The term

“work-stealing”
refers to the practice
of adopting a pool of
worker entities, each
of whom is endorsed
with a job queue. A
worker whose queue
is empty is allowed
to “steal” works
from the other
queues.

load across the executors.

intel tbb

Intel TBB is a C++ template library intended to support task par-
allelism on multi-core processors. Tasks are scheduled using the
work stealing policy as in Cilk. The library features several spe-
cialized parallel constructs like parallel_for or parallel_reduce,
concurrent containers, scalable memory allocators, mutual exclu-
sion primitives, and a task scheduler.

partitioned global address space

PGAS is a parallel programming model that implements task paral-
lelism with a shared memory model but assumes a logical partition
of the memory. Each portion of the memory is considered local to
each process, so that application developers are able to optimize
the distribution of code and data by exploiting memory locality.

Fortress [184], X10 [185] and High Performance Fortran [186] all
share a similar set of primitives for data distribution and task-data
locality. Fortress makes use of a tree hierarchy of regions to describe
the underlying architecture, whereas X10 only provides a flat view
of the processor space.

Data Flow Model

Data Flow models are data-centric: they allow the programmer to de-
fine a data-flow graph where nodes represent operations (simple or
complex as needed) and arcs represent communication channels. La-
bels on the arcs define the data rate, i.e., the computation in the target
node is triggered only when the specified number of data items is col-
lected in a channel.

streamit

StreamIt is the most popular example of streaming language [176].
A StreamIt application is composed by filters that can be connected
in cascade to generate a pipeline. Special nodes called splitter and
joiner allow data streams to be parallelized.
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Hybrid Models

It is also possible to combine multiple programming models. This
is often done with MPI and OpenMP [187] in order to mitigate loadMPI is usually

employed for
inter-node

communication
purposes. At node

level, each MPI
process employs

OpenMP, which is
indeed more suited
for non-distributed

computations.

imbalance and scalability problems in the case of architectures that ex-
pose both shared and distributed memory (e.g. distributed systems).

starss

StarSs is a programming framework that combines the task paral-
lel and data flow models. It is developed at Barcelona Supercom-
puting Center [188, 189]. StarSs targets multi-core and heteroge-
neous accelerators, and, as OpenMP, it is directive based; however,
in this case, directives are used to express data dependencies be-
tween tasks. Tasks are organized in a graph according to their data
dependencies. The runtime system manages the resolution of de-
pendencies, then it moves each ready task to a worker thread. Data
dependencies are expressed as memory regions (via base address
and size).

Heterogeneous Platforms

Especially in the case of heterogeneous platforms, programming mod-
els are essential to abstract from the architecture complexity.

opencl

OpenCL is a framework for programming parallel heterogeneous
platforms [190]. The architecture of the typical OpenCL platform
is composed by a host and one or more devices. The idea is that
the host-side code orchestrates the execution of parallel jobs on the
OpenCL devices.

OpenCL supports data parallelism and, to a lesser extent, task par-
allelism. Programmers can exploit data parallelism by invoking
an explicitly parallel function (kernel), which is performed by an
user-specified number of executors. Contrary to proprietary mod-
els such as CUDA [191, 192], OpenCL does not impose predefined
limits on the number of executors; instead, it relies on a platform
introspection API that allows such limits to be retrieved at run-
time. This allows OpenCL to support compute devices from multi-
ple vendors and to have multiple compute devices attached to the
same host.

Every OpenCL kernel is explicitly invoked by the host-side code
and executed on one of the devices. While the kernel executes, the
host-side code continues ecuting asynchronously; therefore, pro-
grammers can exploit task parallelism by executing multiple serial
kernels (i.e. only one executor per kernel) in parallel. OpenCL also
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Table 11: Allocation and access capabilities of both host and devices on the
four OpenCL memory address spaces [193].

Global Constant Local Private

Host allocation Dynamic Dynamic Dynamic None

Device allocation None Static Static Static

Host access R/W R/W None None

Device access R/W RO R/W R/W

features a specific synchronizing function, which stalls the execu-
tion of the host-side code while waiting for the kernels to terminate.

In order to abstract from the actual parallelism implemented by the
hardware architecture, OpenCL features the concepts of work-item
and work-group. As mentioned above, once a kernel is launched
from the host-side code, multiple parallel executors are spawned
on the target OpenCL device. The single executor is called work-
item, and all the work-items compose a work-group. Work-items
belonging to the same group always execute the same kernel; more-
over, they share local memory and work-group barriers. Work-items
belonging to different work-groups must instead communicate through
global memory, which is generally mapped to an off-chip memory.
In addition to the local and global memories, each work-item may
access a constant memory, which shared by all work-items in the
kernel, and a private memory, which is private to each work-item.
Table 11 summarizes the allocation and access capabilities of both
host and devices on the four OpenCL memory address spaces.

OpenCL 2.0 introduced some new features, like the support to
shared virtual memory between host and devices, a generic address
space, and the support to dynamic parallelism, i.e., the possibility of
spawning new kernels from a device with no needs for host inter-
action.

openacc , sycl and c++ amp

OpenACC, SYCL and C++ AMP [194, 195, 196] are frameworks
that provide similar features, in some cases aven emitting OpenCL
or CUDA code as a back-end. They attempt to provide easier-to-
use interfaces by leveraging either directives or C++ features.

skepu

SkePU features an approach similar to that of Intel TBB: it pro-
vides a range of pre-defined, generic components implementing
specific patterns of parallel programming. These “skeletons” pro-
vide a high degree of abstraction and portability, since all low level
details are hidden within their implementation. Contrary to TBB,
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SkePU supports multi-cores and multi-GPUs systems, leveraging
native support such as OpenCL and CUDA.

The MANGO project aims at allowing developers to easily develop
applications that target different types of accelerator architectures. In
particular, the MANGO architecture will employ three types of accel-
erators: symmetric multiprocessors, which are characterized by good
capabilities in terms of OS support and execution flexibility (i.e., they
are able to run a POSIX-compliant runtime); GPGPU-like accelerators,
which are programmable but are not able to run a fully compliant
POSIX runtime; and hardware accelerators, which do not need or sup-
port any kind of software runtime. Applications, on the other hand,
may be developed either by domain experts with limited knowledge
of parallel computing and programming models, or by more experi-
enced programmers. Thus, the following requirements arise:

• supporting the use of industry-standard programming models
for heterogeneous systems, such as OpenCL, while guarantee-
ing functional portability across different programmable accel-
erators, as well as host-side compatibility for all accelerators;

• supporting a simple fork-join model, on which application de-
velopers not willing to use OpenCL can map their applications;

• supporting future extensions of the MANGO software stack to
support skeleton-based programming.

The low-level MANGO runtime system, therefore, needs to oper-
ate in a way that is akin to an intermediate language in a compiler: it
must allow the software stack developers to easily map high-level pro-
gramming models on the range of supported accelerators, while pro-
viding at least functional compatibility. Depending on the individual
capabilities of each accelerator, the low-level runtime system should
also introduce optimizations or additional features; this would in-
deed cause compatibility issues, but it would also allow developers
to implement specialized versions of their applications application for
any given accelerator.

Host-side low-level runtime

The host-side low-level runtime (HLR) provides the general purpose
nodes with an interface to access the functionalities of accelerators.

kernel loading and launching .
The HLR exposes functionalities and data structures that can be
used to represent and manipulate kernels. Kernels are stored ei-
ther in memory or in external files and are processed in a unit-
specific way – source code for a GPGPU-like accelerator would be
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dynamically compiled, whereas a hardware accelerator may exe-
cute pre-compiled kernels. The HLR also provides developers with
an interface to set the arguments of kernels and to trigger their
execution.

task graph management.
The HLR API allows developers to indicate to the runtime which
components (kernels, memory objects, and synchronization events)
need to be shared within the heterogeneous node. These compo-
nents are then connected into a task graph, thus providing the re-
source manager with the information needed to generate the best
feasible resource allocation for the requested QoS.

communication and synchronization.
Finally, the HLR provides developers with functions to synchro-
nize with the executing kernels (wait for completion) and for com-
munication purposes. In particular, it supports two forms of asyn-
chronous communication: a simple copy of memory objects, and a
burst copy through a fifo memory object.

The code shown in Listing 2 demonstrates the use of the HLR. In
this case, a FIFO communication is set up between the host and a
single kernel, which is loaded as a binary from an external file. For
the sake of simplicity, the kernel does not return data. The execution
is not unlike that of a native kernel in OpenCL, but the resource
assignment is controlled by the resource manager, which is therefore
able to optimize the use of resources in a multi-application scenario.

Device-side low-level runtime

The device-side low-level runtime support (DLR) serves as a baseline to
implement more complex programming models. It only implements
the minimal functionalities that are needed to work with the hetero-
geneous node, which does not feature a full operating system layer.

The DLR allows developers to spawn tasks from the host-side and
to wait for their completion. It also provides synchronization mecha-
nisms at accelerator level, between different accelerators, and between
the host and the accelerators. Finally, it allows the device-side to per-
form memory mapping of buffers that are allocated in the shared
memory, generating virtual addresses for them.

The code shown in Listing 3 demonstrates the use of the DLR. In
this case, which matches the HLR code shown in Listing 2, the DLR
API is used to access the shared memory region, which is then read
by the parallel tasks that are spawned from the main executor. Once
more, for the sake of simplicity, the actual operation of the kernel and
the generation of results are omitted.
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Listing 2: Example of HLR use: a FIFO communication is set up between the
host and the single kernel, which is loaded from an external file.

1 /* Initialization of MANGO library*/

2 mango_init();

3

4 /* Loading a single kernel from file*/

5 kernelfunction *k = mango_kernelfunction_init();

6 mango_load_kernel("./test_kernel_fifo", k, GN, BINARY);

7

8 /* Registration of the task graph */

9 mango_kernel_t *k1 = mango_register_kernel(KID, k);

10 mango_buffer_t *b1 = mango_register_memory(4, FIFO, 1, 1, k1, k1);

11 mango_task_graph_t *tg = mango_task_graph_create(1,1,0,k1,b1);

12

13 /* Resource Allocation */

14 mango_resource_allocation(tg);

15

16 /* Setting the kernel arguments */

17 mango_arg_t arg1 = {

18 (void *)b1->phy_addr,

19 sizeof(uint64_t),

20 FIFO

21 };

22 mango_arg_t arg2 = {

23 (void *)((uint64_t)b1->event->event_id),

24 sizeof(uint32_t),

25 SCALAR

26 };

27 mango_args_t *args = mango_set_args(k1, 2, &arg1, &arg2);

28

29 /* Data transfer and kernel execution */

30 mango_write(argv[1], b1, BURST,strlen(argv[1]));

31 mango_event_t *e2 = mango_start_kernel(k1, args, NULL);

32

33 mango_wait(e2);

34

35 /* Deallocation and teardown */

36 mango_resource_deallocation(tg);

37 mango_task_graph_destroy_all(tg);

38 mango_release();

Discussion

To better explain the choices that drove the selection of the primi-
tives in the MANGO runtime support, we compare them to possible
alternatives, namely POSIX and OpenCL.

With respect to the POSIX API, the set of primitives presented
above is much more restricted. The reason behind this choice is that
communication and synchronization primitives must be homogeneous
among the different accelerators, as they all access the same mem-
ory, communication and synchronization resources. Moreover, some
of the accelerators lack the ability to efficiently support more complex
activities, such as context switching or control divergence. Thus, the
selected primitives focus on a set of functionalities that can easily be
supported in all the accelerators.
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Listing 3: Example of DLR use: the DLR API is used to access the shared
memory region, which is then read by the parallel tasks that are
spawned from the main executor.

1 char *shared_memory;

2 mango_event_t *fifo;

3

4 void *task(task_args *a) {

5 int i;

6 char d;

7

8 for(i = 0; i < N; i ++) {

9 mango_barrier(a, fifo);

10 d = shared_memory[tid(a)];

11 /* do something with the data */

12 }

13

14 return mango_exit(a);

15 }

16

17 int main(int argc, char **argv){

18 int i;

19 uint64_t phy_addr;

20 uint32_t fifo_id;

21

22 mango_init();

23 mango_get_arg(argv[1], sizeof(uint64_t), FIFO, (void **)&phy_addr);

24 mango_get_arg(argv[2], sizeof(uint32_t), SCALAR, &fifo_id);

25

26 shared_memory = (char*) mango_map(phy_addr,SIZE);

27 fifo = mango_get_event(fifo_id);

28

29 mango_event_t *e = mango_spawn(&task, SIZE);

30 mango_join(e);

31

32 mango_unmap(shared_memory);

33 mango_close(15);

34 }

With respect to the OpenCL API, the set of primitives presented
above lacks introspection capabilities; however, it can rely on the re-
source management support. This is a key goal of MANGO, as there
is a widespread reluctance of users towards the manual selection of
computational resources.

As future development, we plan to map OpenCL on our low-level
runtime, thus allowing the portability of existing applications and the
access to an industry standard programming model. Specifically, the
runtime will report the availability of a special OpenCL device type,
which will be mapped to an actual unit at runtime.

runtime management

The MANGO hardware architecture is based on the idea of build-
ing very energy efficient HPC systems. In this regard, several studies
have remarked the opportunities offered by heterogeneous comput-
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ing platforms [197]. In the case of heterogeneous architectures, re-
source management must address the complex problem of distribut-
ing and scheduling tasks over processing resources that are character-
ized by different instruction sets, different architectures, and different
support for the software layer.

Addressing such a problem requires the cooperation of several ac-
tors, and, among those, the resource manager plays a key role. The
resource manager can be defined as a software framework that is in
charge of applying decisions in terms of task scheduling and resource
allocation (also “mapping”), according to one or more objectives.

In this section, we describe our resource management approach.
Subsection 7.3.1 briefly describes the most valuable state-of-the-art ex-
amples of run-time resource mangers, including the one we selected
for the MANGO project. Subsection 7.3.2 details the resource manage-
ment from a high level point of view, describing how the computing
nodes cooperate to execute applications. Subsection 7.3.3 describes
how applications must be designed and implemented to be runtime-
manageable.

Run-time resource manager

The first resource manager worth considering is StarPU [198]. This
framework has been specifically designed to address the problem of
scheduling tasks on systems that feature heterogeneous processing
devices. The proposed approach is based on the introduction of addi-
tional C-language constructs, with the consequent extensions of the
compiler (GCC) in order to generate code for different architectures.
The allocation policy that is used at runtime can be selected among
a set of pre-defined ones. StarPU features a greedy policy that aims
at balancing the workload over all the available processing devices
while providing performance guarantees to applications (whenever
the target of the selected policy is a real-time workload). StarPU also
features an energy-based scheduler that requires each application to
provide an energy consumption model. The energy-based scheduler
tries to optimize energy at application level by scheduling each task
on the most energy-conservative processing unit. However, even in
this case, maximizing the energy efficiency of a workload while com-
plying with the QoS requirements of each application is not explicitly
considered as an objective.

SLURM, alias “Simple Linux Utility for Resource Management”, is
another widespread resource manager [199]. It is modular and scal-
able, and, Similarly to StarPU, it includes several greedy scheduling
policies; however, from the hardware perspective, it focuses on Linux
cluster systems. Power management can be performed by switching-
off idle computing resources or explicitly setting the CPU frequencies
according to the job input. Overall, this resource manager enforces
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coarse-grained decisions. Moreover, to the best of our knowledge, it
does not take into account the possibility of controlling the band-
width allocation of a Network-on-Chip (NoC) in a many-core proces-
sor; hence, its capability of isolating applications in the architecture
proposed by the MANGO project would be limited.

Another resource manager worth considering is Nanos++, a run-
time library developed by the Barcelona Supercomputing Center (Bsc)
to support parallel programming environments [200]. The functional-
ities provided by the library range from task scheduling to throttling
policies, plus synchronization mechanisms and a support for profil-
ing. To effectively exploit the run-time library, the application must
be written in OmpSs (an extension of OpenMP) and compiled with
the Mercurium compiler provided by Bsc. From our perspective, the
main limitation of Nanos++ is that the tool aims at optimizing the
execution of a single parallel application without considering the re-
source contention originated by the concurrent execution of multiple
applications in the system.

A further and more recent proposal is SoPHy [201]. The authors
describe the framework as a “hybrid resource management” software
platform, in the sense that the user can specify static or dynamic task
scheduling and mapping policies, or a combination of both. Concern-
ing the target hardware, the resource manager seems to be specifically
designed to control the execution of tasks on a many-core accelerator.
Again, similarly to Nanos++, SoPHy seems to aim at optimizing the
execution of a single parallel application.

Finally, we analyze the BarbequeRTRM (see Appendix A), a run-
time resource management framework developed by Politecnico di
Milano [202]. It is based on a centralized resource manager and tar-
gets run-time adaptive applications, that is, resource-aware applica-
tions that are able to dynamically tune their software parameters to
better exploit the available resources. The BarbequeRTRM includes
several resource allocation policies that drive task scheduling and
power management decisions at the same time. Moreover, it is mod-
ular: new platforms and features can be supported without making
invasive changes to the resource manager itself.

We selected the BarbequeRTRM as the reference resource manager
for the MANGO project. The main idea is to use the BarbequeRTRM
to manage the single computing node, while a Global Resource Man-
ager will be in charge of distributing the applications among the
nodes. MANGO will drive the development of the BarbequeRTRM
in order to support highly heterogeneous multi-node HPC platforms.
In this regard, we plan to extend the resource manager in order to
work in a distributed fashion (i.e., making each node collaborate
with the others), to design and implement novel policies for hetero-
geneous systems, and to enable low-level control capabilities like per-
application interconnect (NoC) bandwidth reservation.
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Figure 59: Hierarchical and distributed run-time resource manage-
ment strategy. The Global Resource Manager runs on a
“master”general-purpose node (GN), while several instances of
BarbequeRTRM run on as many other nodes, general-purpose
or heterogeneous (HN). The managers exchange control in-
formation and statistics about the hardware status and the
application performance/QoS. Colored arrows represent the
typical application launch flow.

Distributed Management

The overall resource management strategy in the MANGO project
relies on the hierarchical and distributed approach shown in Figure
59.

The Global Resource Manager is at the top of the hierarchy, and
it runs on a general purpose node, also referred to as the “mas-
ter node”. The BarbequeRTRM runs on the managed nodes (“slave
nodes”), which can be either general purpose or heterogeneous. Each
instance of the BarbequeRTRM is in charge of managing the resources
of one slave node, thus acting as a local manager.

From a hardware perspective, the master node is equal to the gen-
eral purpose slave nodes. However, it differs in the software setup:
first of all, it hosts the global resource manager instead of the local
one; second, it is the system entry point, i.e., it exposes a shell-like
user interface. This interface, whom we call Application Launcher, al-
lows the user to launch applications and to set their performance re-
quirements. Such requirements are taken as input by the Application
Dispatcher, which computes how many (and which type of) nodes
should be assigned to the application.

To actually launch the application on multiple nodes (step 1 of Fig-
ure 59), the Global Resource Manager performs two actions for each
assigned node:
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1. it notifies to the local manager the IDs of all the assigned nodes;

2. it triggers the Remote Application Launcher, which is in charge of
loading the architecture-specific binary and starting the execu-
tion on the node.

The first action is needed to implement a lightweight virtualization
mechanism: as long as the application is running, the instances of the
BarbequeRTRM from all the allocated nodes will cooperate in order
to optimize its execution, thus creating a virtual “super-node” for the
application. To allow that, in the context of the MANGO project, we
will extend the BarbequeRTRM framework to enable distributed run-
time resource management strategies.

The second action, instead, matches the runtime support provided
by already known distributed parallel programming paradigms, e.g.,
Message Passing Interface (MPI): an instance of the application is
started on each assigned node (step 2), where the local BarbequeRTRM
instance will manage the resource assignment (step 3).

At slave node level, resource allocation will take into account both
static information, which will be collected during an off-line analysis
of hardware and applications and will be stored locally on each node;
and runtime information, which will be collected from applications
and on-chip sensors and sent as a feedback to the local manager. All
the runtime information that is relevant to understand the status of
the node will also be forwarded to the Global Manager, which, merg-
ing the information coming from all the nodes, will be able to have
a system-wide view of the MANGO architecture. This view will be
used by the Global Resource Manager, in cooperation with the 3D-
ICE framework [203], to adapt the application dispatching and the
thermal management actions to the real system response.

Developing runtime-manageable applications

From the BarbequeRTRM perspective, a managed application is a col-
lection of independent tasks (those that have data dependencies are
merged), each of whom will be allocated a private share of the avail-
able computing resources (e.g. the MANGO units).

Managed application must link to the BarbequeRTRM MANGO
Synchronization Library, which automatizes the process of run-time
management and reconfiguration. More in detail, the launch of a
MANGO application creates an instance of the Execution Synchronizer,
a C++ object in charge of:

1. synchronizing the application tasks execution with the runtime-
variable resource allocation;

2. profiling the task execution through user-defined metric coun-
ters;
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3. transparently collecting the task performance/resource usage
statistics and forwarding them back to the BarbequeRTRM, which
will tune the resource allocation accordingly.

The Execution Synchronizer is allocated when the mango_init() func-
tion is called. A suitable control thread is in charge of calling the
member functions of the Execution Synchronizer according to both the
application-side events (e.g., MANGO API function calls) and the re-
source manager actions (e.g., resources re-allocations). The control
thread is started when the mango_resource_allocation() function is
invoked, and it drives the application execution by calling the follow-
ing Execution Synchronizer member functions:The execution

syncronizer is itself
a BarbequeRTRM

application!

Runtime Library

Managed App
Setup

Configure

Run Monitor

Release

The BarbequeRTRM
execution phases

(Setup, Configure,
Run. . . ) are indeed

enriched to fully
exploit the

capabilities of the
MANGO hardware.

setup()
called when a task-graph has been built. It checks the consistency
of the provided task-graph, then it forwards it to the resource man-
ager;

configure()
called when the resource allocation changes. The function transpar-
ently allocates the buffers on the HN memory by interacting with
the Memory Manager (see Section 7.4) and offloads the tasks on the
assigned units. Once buffers and kernels are ready, the synchro-
nizer must simply wait for the sequence of mango_start_kernel()
function calls. A kernel execution control thread is spawned to moni-
tor the execution of each kernel;

run()
this function is called once all the tasks are running. It waits for the
current “step” to complete;

monitor()
this function is called after each Run() execution. It forwards appli-
cation profiling information to the resource manager;

release()
by means of this function, the application explicitly releases the
resources. This function also notifies the application termination
to the resource manager. It is invoked when the mango_resource_

deallocation() function is called.

Figure 60 provides a simplified view of the synchronization mecha-
nisms underlying the application execution flow. The Setup() method
is triggered when the managed application creates the task graph.
When the BarbequeRTRM allocates resources to the application, the
Execution Synchronizer can proceed by invoking the Configure() method.
As long as the BarbequeRTRM does not change the resource alloca-
tion, the Execution Synchronizer will stay in the main execution loop,
which is composed of a Run() and a Monitor() stage. Once the task
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Figure 60: The synchronization mechanisms between the application exe-
cution and the resource manager (BarbequeRTRM) control ac-
tions. The MANGO Execution Synchronizer is a special Barbe-
queRTRM application that wraps the original application and
makes it runtime-manageable.

graph is completed, the Execution Synchronizer invokes the Release()

method and returns.

Profiling runtime-manageable applications

The BarbequeRTRM allows application developers to create a list of
resource assignment options for their applications. This can be done
by compiling a list of Application Working Modes (AWM) for the appli-
cation (see Section A.3). Depending on the BarbequeRTRM configu-
ration, the resource allocation of an application may be:

1. selected from the list of AWMs;

2. selected from the list of AWMs and dynamically tuned accord-
ing to the runtime feedback of the RTLib (see Section 6.1);

3. Computed from scratch according to the runtime feedback of
the RTLib without using Design-time Profiles altogether (see
Section 6.2).

The Design-time profile of a task, i.e., the list of AWMs, is con-
tained in an XML file called recipe. Listing 4 shows an example of
recipe. Each task got a priority level that is used by the resource al-
location policy to prioritize it with respect to the other ones. Please
note that a task is referred to by using the term “application”. The



164 resource management support for deeply-heterogeneous hpc

Listing 4: Example of MANGO application Recipe.

1 <?xml version="1.0"?>

2 <BarbequeRTRM recipe_version=" 0.8 ">

3 <application priority="4">

4 <platform id="org.linux.cgroup" hw="mango">

5 <awms>

6 <awm id="0" value="1" config-time="150">

7 <resources>

8 <cpu>

9 <pe qty="100"/>

10 <mem qty="2" units="MB"/>

11 </cpu>

12 <net qty="50" units="Kbps"/>

13 </resources>

14 </awm>

15 <awm id="2" value="4" config-time="150">

16 <resources>

17 <cpu>

18 <pe qty="200"/>

19 <mem qty="10" units="MB"/>

20 </cpu>

21 <acc>

22 <pe qty="4"/>

23 </acc>

24 <net qty=" 100 " units="Kbps"/>

25 </resources>

26 </awm>

27 </awms>

28 <tasks>

29 <task name="..." id="0" ctime="10" hw_prefs="peak,cpu,nup"/>

30 <task name="..." id="1" ctime="50" hw_prefs="cpu"/>

31 <task name="..." id="2" ctime="30" hw_prefs="nup,peak"/>

32 </tasks>

33 </platform>

34 </application>

35 </BarbequeRTRM>

reason is straightforward: given that tasks do not have data depen-
dencies by construction, the BarbequeRTRM considers each task as
a distinct application. The platform section identifies the target sys-
tem, which, in this case, is a general purpose node of the MANGO
hardware that runs a Linux operating system. The set of Applica-
tion Working Modes is platform-specific; therefore, the recipe format
allows the developer to include several platform sections into a sin-
gle recipe file. The proper section will be parsed at the application
start-time depending on the actual system. The platform in the recipe
example features two AWMs. Each of those defines several attributes:

1. a progressive numeric identifier (id);

2. a descriptive name, which is used only for logging purposes;

3. the aforementioned preference score (value);

4. the profiled configuration time, expressed in milliseconds (config-
time), which keeps track of the time overhead experienced by
the task to adapt to the AWM.
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The <resources> section contains the resource requirements of each
AWM. In the example, such requirements are expressed in terms of
CPU time (cpu→pe, expressed in percent), amount of memory (mem),
number of accelerator cores (acc→pe) and network bandwidth (net).

Concerning the specific case of the CPU time, the values reported
must be read as percentages. Therefore, values greater than 100 sim- As already

mentioned in the
previous chapters,
CPU time allocation
is expressed in terms
of CPU

“bandwidth”.

ply expresses the usage requirement of more than a CPU core. Gener-
ally, a good practice would be to write an application Recipe through
a suitable profiling of the application execution under different re-
source assignment configurations (see Section 3.3).

Especially in the case of multi-tasking applications, it is paramount
to specify the tasks performance requirements to the resource man-
ager. The <tasks> section can be used to define the expected com-
pletion time of each task. Moreover, the developer can drive the al-
location choices by ordering the computing units types in order of
preference. This is done by defining the hw_prefs attribute. Indeed,
such performance requirements can be modified during runtime by
the application.

memory management

Recent advances in memory allocation for homogeneous multi-core
architectures aimed at removing the need for application-specific al-
locators and at improving scalability and allocation speed [204]; nev-
ertheless, memory management for heterogeneous systems is still a
challenge, as those systems often feature separate physical spaces for
the general purpose part of the system and for the heterogeneous ac-
celerators. Moreover, in many kinds of heterogeneous or accelerator-
based systems, there is no dynamic memory allocation at all, with
each accelerator endowed with its own private memory.

The work presented in [205] addresses the adoption of dynamic
memory management for the design of many-accelerator FPGA-based
systems, thus allowing each accelerator to dynamically adapt its allo-
cated memory according to the runtime memory requirements. They
support fully-parallel memory access paths by grouping BRAM mod-
ules into unique memory banks, named heaps, each managed by an
allocator. The approach proves effective in increasing FPGA density.

Similarly, the Accelerator Store [206] framework supports dynamic
provisioning of memory resources in many-accelerator architectures.
Once more, the main advantage is that, since not all accelerators are
in use at all times, a large amount of memory can be saved by shar-
ing. Moreover, the ratio between shared and private memories can
be fine-tuned to limit the subsequent performance penalty. In [207],
global shared address spaces for heterogeneous chip multiprocessors
are supported by means of specialized hardware—essentially modifi-
cations to the Translation lookaside buffer (TLB) to support dynam-
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ical migration of memory pages from on-chip to off-chip memory.
This work focuses on transparently supporting legacy applications
on architectures where scratchpad memories are available.

Conversely to the above mentioned approaches, the MANGO ar-
chitecture memories are shared at node level among all the acceler-
ators, which makes the MANGO architecture a heterogeneous Non-
Uniform Memory Access (NUMA) architecture. Such kind of archi-
tecture indeed poses several challenges, as the placement of data on
different memory regions leads to substantial performance variations.
In this cases, memory should be allocated as close as possible to the
target execution units, while also taking into account resource allo-
cation and data-dependencies between tasks; therefore, to efficiently
allocate resources, resource and memory management decisions must
be tightly coupled. Techniques based on prefetching and thread pin-
ning have been developed to this end for use on general purpose
multiprocessors [208, 209]. In the case of heterogeneous architectures,
however, the literature is limited due to the above mentioned total
or partial lack of shared memory. As introduced in Section 7.2, we
address the problem by defining task graphs at programming model
level, which allow the memory allocator to take into account both
the resource allocation choices and the NUMA characteristics of the
underlying MANGO architecture when allocating memory.

Another class of heterogeneous systems that is worth mentioning is
that of embedded many-cores, such as STMicroelectronics STHORM [210]
(originally known as Platform 2012). In those architectures, the avail-
able memory is shared among the processing elements, but it is usu-
ally limited, and this makes custom memory allocators the most effi-
cient choice [211]. In these cases, simplicity and efficiency of the allo-
cator are paramount, and the characteristics of the specific platform
can be exploited by developing a parameterized dynamic memory al-
locator that can be fine-tuned by means of profiling or design space
exploration techniques. We already explored the idea of integrating
memory management in the overall runtime resource management in
the context of the 2PARMA project, on the STHORM platform [212].
However, this kind of solution does not fit well with tasks that vary
widely in latency and resource requests, which is not usually the case
in the embedded domain, but is a common occurrence in high perfor-
mance computing.

The MANGO approach

In the MANGO architecture, all the memory modules in a given Het-
erogeneous Node (HN) share a single physical address space that
can be accessed by all the computational units (ARM-based nodes,
GPU-like accelerators, and hardware accelerators).
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For the proper management of memory resources, we will define a
segmentation process scheme that supports the definition of private
or shared segments for applications. The resource manager will man-
age HN memory by setting segments of variable sizes and assigning
them to incoming applications. Those segments will be set at strate-
gic locations, that is, they will be mapped on memory modules that
are close to the processing elements where the application will be
running. The segments will be defined as either shared or private,
thus enabling the concept of shared memory between applications (if
needed) and between different kernels of the application. Moreover,
some of the accelerators will enforce coherent memory access of the
different threads of the same kernel; this process will be steered by
the QoS requirements of applications, thus enforcing partitions at the
network and memory subsystem levels.

The memory management system runs on a General purpose Node
(GN) and controls memory allocation on the HN. It deals with the
following issues:

• choosing the most suitable memory according to the allocated
processing elements;

• enabling concurrent, thread-safe memory allocation and deallo-
cation while avoiding fragmentation;

• performing translation from virtual to physical addresses and
vice versa;

• performing runtime optimization.

Choosing the most suitable memory.

In order to select the best memory modules, the memory manger will
take into account the following search criteria:

• bandwidth between the allocated processing elements and the
memory module;

• latency of the memory module;

• direction of data transfer (in/out);

• available space on the module;

• load on routing and ports.

More criteria could be added depending on the application require-
ments, which are provided by the BarbequeRTRM. Furthermore, de-
pending on the target architecture, the bandwidth between memory
and processing elements may change.

Another challenge is understanding which is the best memory mod-
ule for a given kernel or group of kernels; in the absence of a single
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performance criterion, we plan to employ a fuzzy multi-criteria anal-
ysis. Finally, the choice between equivalent memory banks will be
based on a statistical prediction of the future memory usage.

Concurrent, thread-safe memory allocation and deallocation.

There are many implementations of the malloc function, each one
with its own strengths and weaknesses. The criteria which must be
taken into account when implementing an allocation algorithm in-
clude:

• speed of allocation and deallocation;

• the presence of popular-sized requests;

• utility of memory usage;

• degree of segmentation;

• thread safety.

In general, the first step of allocation is searching for free space.
The most popular algorithms for memory space management are:

best fit : the allocator selects the smallest block of unallocated mem-
ory that is large enough to satisfy the request;

worst fit : the allocator selects the largest block of unallocated mem-
ory;

first fit/next fit : the allocator selects the first block of unallo-
cated memory that is large enough to satisfy the request, start-
ing either from the begin of the memory or from the last se-
lected block;

segregated lists : if the application has one (or a few) popular-
sized request, the allocator keeps a separate list of free segments
to manage objects of that size; all other requests are processed
by another algorithm.

binary buddy allocator : the allocator recursively divides the
unallocated memory by two until a block that is big enough
to accommodate the request is found.

In order to implement the memory management system, these al-
gorithms need to be evaluated basing on their compliance with the
aforementioned criteria. Moreover, we will evaluate the possibility of
implementing flexible memory allocation algorithms that tune their
configuration according to the specifics of running applications.



7.5 conclusions and future developments 169

Runtime optimization.

When free memory becomes available, the memory manager could
evaluate the possibility to migrate the data of running kernels to more
suitable memory modules. This would allow the memory allocator
to optimize the performance of already running kernels and to free
memory for higher priority applications; however, the benefits of mi-
gration should be carefully evaluated, because the kernel that uses
the to-be-migrated data must be stopped while the data is moved.

conclusions and future developments

In this section we have discussed the goals, requirements and solu-
tions for an HPC software stack that targets deeply heterogeneous
architectures composed of general purpose nodes and a variety of
accelerators. In particular, we proposed to employ a combination of
resource management techniques to control the allocation of comput-
ing units and memory resources to different applications under QoS
requirements; and a low-level runtime support to provide a minimum
common base among different accelerators, thus allowing functional
portability of applications and an easier porting of high-level pro-
gramming models on the different accelerators.

During the context of this project, we will heavily rely on the method-
ologies that we introduced in the previous chapters of this disser-
tation. This proves that our work succeeded in providing a set of
tools, best practices and techniques to tackle the resource manage-
ment problem for a quite wide range of architectures.





8
C O N C L U S I O N S

The end of Dennard’s scaling has been one of the most disruptive
events occurring in the evolution of the computing platforms. In
order to cope with the subsequent increase in chips power density,
hardware designers have progressively moved towards solutions that
leverage the concepts of parallelism and heterogeneity. As a consequence,
modern architectures feature an increasing number of shared compu-
tational resources that are power-hungry, can possibly be different in
nature, and can be concurrently used by multiple applications.

This increasing hardware complexity has in turn affected the soft-
ware stack: task scheduling and mapping have become challenging
problems due to the need of maximizing the performance of appli-
cations while minimizing power, temperature, and contention on the
shared resources.

This dissertation directly tackles the above mentioned problem. In
particular, we address resource management from a horizontal per-
spective, trying to identify the challenges and solutions that pertain
the increasingly blurred area between high-end embedded and High
Performance Computing systems.

subjects covered by the dissertation

Most and foremost, we focused on achieving power and energy ef-
ficiency by developing formalisms, methodologies and tools to deal
with the “desired Quality of Service” of applications: by assigning to
applications only the computational resources that they need to com-
ply with their Quality of Service goals, it is possible to reduce over-
specification. In order to address the above mentioned challenges, we
strove to master the parallelism and heterogeneity opportunities that
are offered by modern systems.

From the resource management perspective, we mostly focused on
scheduling policies. That is, we tried to understand, depending from
the target architecture and the optimization goals, how the resource
manager can compute the most suitable resource allocation for each
application. We also analyzed how the Linux operating system sup-
ports resource management across different architectures, and we im-
plemented new mechanisms to support resource allocation.

We exploited resource management techniques to maximize perfor-
mance and to minimize power (mostly HPC) and energy consump-
tion (mostly battery-based embedded), but also to minimize thermal
hot-spots and to mitigate the effects of memory contention and per-
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formance variability. We did this by trying to understand which is
the minimum amount of resources that applications need to comply
with their Quality of Service goals and which is the best way to map
resource demand on the hardware.

Regarding architectures, we evenly focused on embedded, desktop
and HPC systems, but we also tried to find synergies between the
two areas. For both these kinds of architectures, we addressed both
homogeneous and heterogeneous scenarios.

During our work, we extensively used, modified and extended
the Barbeque Run-Time Resource Manager, which is an Open-Source
manager developed at Politecnico di Milano. You can find our contri-
butions to this framework at https://bitbucket.org/bosp/barbeque.

contributions of the dissertation

In this section, we summarize our novel contributions, and we draw
the red line that links all the works presented in this dissertation.

Single-Computing-Node Systems

At operating system level, we studied how the Linux Control Groups
perform CPU time allocation in linux-based systems. Indeed, this is
a subject that is hard to find in literature: instead of focusing on how
many and which resources should be allocated to applications, we
analyzed what happens after resource allocation choices have been
made. That is, we studied how CPU time allocation is actually en-
forced on the system. In particular, we analyzed how the cgroups cpu
controller limits bandwidth. We discovered that, in certain scenarios,
the CPU bandwidth that is effectively exploited by the applications
could potentially be not only lower than the expected one, but also
notably higher, which may cause troubles in multi-application scenar-
ios.

Then, we dealt with application characterization, i.e., on how to ex-
tract application features that can be effectively exploited by resource
managers to perform clever allocation choices. We employed Design
Space Exploration techniques to characterize resource usage and en-
ergy consumption of applications. In this context, we extended YaMs,
which is a multi-objective scheduling policy of the BarbequeRTRM, in
order to provide it with memory-contention and energy consumption-
aware mapping capabilities. Experimental results shown that, by ex-
ploiting the characterization information to suitably map applications,
the resource manager is indeed able to optimize scheduling decisions.
We also stressed the fact that the relationship between performance
counters and energy consumption primarily depends on the target
architecture and on the workload that we must execute. Hence, us-
ing performance counters as a proxy to energy is possible, but it also

https://bitbucket.org/bosp/barbeque
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requires a significant effort on the characterization side. Finally, we
shown that, in order to maximize the Quality of Service that can
be squeezed out from the available resources, applications need to
constantly update their software parameters in order to continuously
adapt them to the system status.

As a direct follow-up, we therefore decided to study the benefits
that come from allowing a system-wide resource manager and an
application-specific auto-tuner to work in a synergistic way. The main
idea behind that study is that, whereas resource managers allocate re-
sources to applications according to precise and known system-wide
optimization goals, they are often unaware of what applications (and
users) really need. That is, each application computes its Quality of
Service in its own way. We tackled this problem by moving part of
the management complexity to the applications side: each application
relies on an application-specific auto-tuner, i.e., a component that is
specifically configured for the target application and is able to tune
the application software parameters at runtime in order to make it
comply with its quality of service goal despite a runtime-variable re-
source availability.

In order to better exploit the capabilities of multi-core processors,
we then added another degree of complexity: heterogeneity. We specifi-
cally addressed big.LITTLE architectures, i.e., processors that feature
two clusters of cores—a performing and power-hungry one, which
is called “big”, and a slower and power-efficient one, which is called
“little”—that share the same Instruction Set Architecture. In those sys-
tems, threads are allowed to freely migrate between the two clusters
during runtime. By featuring different types of cores in the same chip,
big.LITTLE processors allow operative systems to exploit the trade-
off between performance and power consumption.

We studied how to dynamically migrate threads among the big and
little clusters in order to maximize the usage of the big cluster while
minimizing the performance losses that are induced by resource con-
tention. We did so by introducing the concept of stakes function, which
represents the trade-off between exclusive allocation and sharing of re-
sources in multi-core processors. We introduced a co-scheduling pol-
icy that exploits stakes functions as a metric to take co-scheduling de-
cisions on heterogeneous processors.

Then, we used the two clusters of cores as a heterogeneous OpenCL
device. In this context, we presented a mechanism that forces the
OpenCL runtime to view the big.LITTLE processor as a custom set of
heterogeneous devices instead of viewing it as a single device.

Multiple-Computing-Nodes Systems

Finally, we dealt with distributed systems, mainly focusing on HPC.
In those scenarios, the objectives of resource management are typ-
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ically different from those of embedded systems. In particular, re-
source management techniques for HPC mostly focus on minimizing
power consumption and thermal hot-spots, detecting and counteract-
ing faults and aging-induced performance variability, and exploiting
heterogeneous accelerators.

First of all, we performed and interesting study of how the freeze/
restore-based process migration of MPI applications, which is usu-
ally performed at node granularity to address faults, can be made
fine-grained in order to migrate only parts of the application on a
different computing node. This allows resource managers to perform
optimizations such as load balancing, resource consolidation, or also
to counteract the effects induced on the hardware by aging. The out-
come of this study was the development of the mig framework, an
OpenMPI module that allows MPI applications—or even just a sub-
set of their processes—to be migrated from a HPC node to another
one without requiring developers to change their applications’ code
nor performing intrusive changes to the OpenMPI framework.

Once having dealt with system-wide mapping, we focused on the
node-level optimization of distributed computation. In particular, we
presented a resource management approach that exploits the trade-
off between power consumption and performance when executing
HPC applications that must comply with runtime-variable Quality
of Service requirements. We applied an adaptive performance-aware
execution model in the context of a real scientific application domain
on a multi-core HPC system. The approach is based on the concept
of “resource minimization via late termination”. That is, we minimize
the amount of resources that the applications can use so that they
are barely able to comply with their Quality of Service requirements.
The unused resources can be therefore used to perform system-wide
optimizations such as minimizing power consumption or isolating
faulty parts of the system. The experimental results shown that this
approach is indeed capable of making applications comply with their
runtime-variable QoS requirements while also minimizing resource
usage and hence power consumption. Moreover, doing so did not
induce energy inefficiency.

Our final step towards a performance, quality and power awareThat of PerDeTemp
was indeed a

successiful story.
The scheduling

policy was used to
cover the HPC

use-case and, for the
thermal standpoint,
one of the embedded

use-cases of the
HARPA European

project.

(but yet homogeneous) HPC resource management consisted in de-
signing a feedback-based and partially decentralized resource man-
agement approach that allowed applications to comply with their
Quality of Service Goals while minimizing resource usage; minimiz-
ing the negative effects of faults-induced performance variability; and
leveling the temperature throughout the available computing cores,
so that hot-spots are avoided and the effects of temperature on MTTF
are equally balanced on the cores. This approach made use of most
of the aforementioned contributions: it employed Control Groups-
based CPU time allocation (configured according to our accuracy op-
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timization approach), which, up to now, was used only in embedded
systems; scheduling choices relied on our novel application charac-
terization and auto-tuning approaches; resource allocation was par-
tially handled by the centralized resource manager and in part by an
application-specific decentralized manager, thus exploiting the afore-
mentioned synergies between system-wide resource managers and
application-specific auto-tuners; finally, the work enriched and ex-
tended our “resource minimization via late termination” approach. It
did so by providing a richer information exchange between the Bar-
bequeRTRM and the runtime library and by enabling a continuous
resource allocation instead of using a discretized one.

To conclude this dissertation, we presented our “work in progress”
in the context of the MANGO European Project, which aims at per-
forming the first steps towards an unified runtime management sup-
port for deeply heterogeneous HPC systems. We discussed the goals,
requirements and solutions for an HPC software stack that targets
deeply heterogeneous architectures composed of both general pur-
pose nodes and a variety of accelerators. In particular, we proposed to
employ a combination of resource management techniques to control
the allocation of computing units and memory resources to different
applications under QoS requirements; and a low-level runtime sup-
port to provide a minimum common base among different accelera-
tors, thus allowing functional portability of applications and an easier
porting of high-level programming models on the different accelera-
tors. We also shown how the methodologies and tools presented in
this dissertation will be of great help during the MANGO project.
In turn, this proves that our work succeeded in providing a set of
tools, best practices and techniques to tackle the resource manage-
ment problem for a quite wide range of architectures and application
domains.
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T H E B A R B E Q U E R U N - T I M E R E S O U R C E M A N A G E R

This chapter introduces the Barbeque Run-Time Resource Manager If you are interested
in the BOSP project,
please visit our
website:
https://bosp.dei.

polimi.it

(BarbequeRTRM), an open-source resource manager that may be em-
ployed on any Linux-based system. The modular structure of the
BarbequeRTRM—new scheduling policies are developed as plug-ins
and do not require the existing code to be changed—makes it a very
interesting tool to carry out research on resource management.

user-space resource management

As already discussed in Chapter 1, a resource manager is a software
layer that orchestrates configuration and allocation of computational
resources while taking into account system-wide and user-specific
goals. Relying on a resource manager instead of distributing the man-
agement logic throughout the entire software stack is a very conve-
nient approach for both operating systems and applications develop-
ers, since it allows them to move most of the management complexity
in a black box that is easily portable and maintainable. That is why,
during the last years, there was a strong push towards migrating the
resource management logic into user-space processes [154].

Figure 61 shows a typical example of user-space-managed environ-
ment. Unmanaged applications run, as usual, on top of the operating
system, and they are allowed to use a predefined set of general pur-
pose resources. Managed applications run instead on top of the re-
source manager, which, according to some optimization policy, com-
putes which is the best set of resources that must be allocated to each
application. In order to monitor the system and to enforce the alloca-

HARDWARE
OS (KERNEL-SPACE)monitors knobs

RESOURCE MANAGER

unmanaged
applications

managed
applications

Figure 61: An user-space-managed environment. Unmanaged applications
run on top of the operating system, while managed applications
run on top of the resource manager, which exploits the monitors
and knobs exposed by the operating system for management pur-
poses.
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tion choices, the resource manager relies respectively on the monitors
and the knobs that are exposed by the operating system.

It is worth noticing that some resource managers move the enforce-
ment complexity to the applications side. That is, the resource man-
ager monitors the resources and computes allocations, while applica-
tions are in charge of enforcing the allocation, e.g. by using thread
affinity to pin their threads on the allocated cores.

the barbequertrm approach

The BarbequeRTRM is an user-space deamon that dynamically allo-
cates computing resources to managed applications (from now on,
only “applications”). With “dynamic allocation” we refer to the abil-
ity of changing the resource allocation during runtime in order to ad-
dress changes in system status, resource availability or applications
QoS requirements. One of the most interesting features of the Barbe-
queRTRM is that, conversely to the typical job schedulers, it endows
applications with an inherently resource-aware and quality-aware ex-
ecution flow: the processing of applications is divided into bursts
whose quality and resource demand are individually monitored. The
allocation may change only between processing bursts; in that case,
applications are notified about the new allocation so that they are able
to reconfigure their own software parameters (e.g. number of threads)
accordingly before the upcoming burst.

Figure 62 shows a typical example of BarbequeRTRM-managed en-
vironment. Applications do not directly communicate with the re-
source manager: they instead rely on the BarbequeRTRM Runtime
Library (RTLib), which transparently negotiates resource allocation
with the BarbequeRTRM. In order to monitor the system and to en-
force resource allocation, the BarbequeRTRM in turn relies on the
available monitors and knobs exposed by the operating system, e.g.
sysfs, cpufreq and the Linux Control Groups.

HARDWARE
OS (KERNEL-SPACE)sysfs, cpufreq, cgroups ...

THE BARBEQUE RTRM

unmanaged
applications

managed
application

RTLIB

Figure 62: A BarbequeRTRM-managed environment. Unmanaged applica-
tions run on top of the operating system, while managed appli-
cations rely on the BarbequeRTRM Runtime Library, which trans-
parently negotiates resource allocation with the BarbequeRTRM.
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Managed Applications Execution Flow

To synchronize their processing with the dynamical resource alloca-
tion, the BarbequeRTRM requires applications to relinquish the con-
trol of their execution flow to the RTLib. That is, the RTLib drives
the execution of running applications by choosing when to execute
processing bursts and reconfiguration routines. To benefit from such
support, the applications code must be moved into a C++ class that
exposes the following methods:

setup Setting up the processing, e.g., spawning threads and per-
forming mallocs;

configure

(re) Configuring the application software parameters ac-
cording to the current allocation;

run Process the next chunk of data;

monitor

Monitor the current Quality of Service. If needed, ask for
a higher or lower one;

release Terminate the application, e.g., join threads and free mal-
locs.

During runtime, the aforementioned methods will be invoked by
the RTLib according to the BarbequeRTRM resource and quality-aware
execution flow shown in Figure 63. When the application starts, the
RTLib asks for resources to the BarbequeRTRM (yellow arrow) and,
while waiting for the allocation to be computed, it invokes the ap-
plication setup method, which will take place in a pre-defined set of
shared resources. While the application performs the setup, the Barbe-
queRTRM allocates it some resources and notifies the decision to the
RTLib (green arrow). After the setup, the RTLib can therefore invoke
the configure method, where the application, being aware of the cur-
rent allocation, is able to configure itself accordingly. After that, the
RTLib lets the application fall into the common execution flow (bold
pattern), which consists bursts of run and monitor methods that are
executed under a constant resource allocation. An allocation change
can be triggered either by external events (e.g. some resources becom-
ing unavailable) or in case of an unsatisfactory Quality of Service. In
the latter case, the RTLib notifies the problem to the BarbequeRTRM
(orange arrow), which will correct the allocation as soon as possible
while letting the application continue its execution bursts.
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Figure 63: The BarbequeRTRM: execution flow of a managed application.
The Runtime Library drives the execution and transparently syn-
chronizes it with the runtime-variable resource allocation. Bold
arrows indicate the most common execution flow, i.e, a contin-
uous burst of run and monitor invocations under a constant re-
source allocation.

Integrating applications

In this subsection, we provide an example of application integration.
Listing 5 shows the simplified code of a multimedia unmanaged ap-
plication that processes a stream of video frames. Once started, the
application performs an initialization and selects a parallelism level
equal to the number of online cores (lines 3 – 8). Then, it processes the
frames in bursts of one frame per active thread (lines 10 – 19). Finally,
it checks the results correctness and terminates (lines 21 – 22).
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Listing 5: Simplified example of a frame processing application in its non-
integrated version. The application parses the arguments, initial-
izes some data structure and selects a parallelism level. Then, it
processes the frames in “threads_number”-sized bursts. Finally, it
checks the results, joins the threads and terminates.

1 void main(int argc, char *argv[])

2 {

3 ParseCommandLine(argc, argv);

4 // Load data, initialize structures, ...

5 Initialize();

6 int result = 0;

7 // Using one thread per core (constant!)

8 int threads_number = sysconf(_SC_NPROCESSORS_ONLN);

9

10 while(HaveWorkToDo()) {

11 // Process 1 frame per thread

12 result = ProcessFrames(threads_number);

13

14 // Handle processing errors, if any

15 if (result) {

16 HandleError(result);

17 break;

18 }

19 }

20

21 CheckResult();

22 JoinThreads();

23 }

Listing 6: Main file of the integrated version of the application from Listing
5. The application initializes the RTLib and uses it to instantiate
the class whose methods encapsulate the processing code. Then,
it launches the processing and waits for it to terminate.

1 void main(int argc, char *argv[])

2 {

3 // Initialize the RTLib

4 rtlib rtlib_services;

5 ManagedTask t(rtlib_services, argc, argv);

6

7 // Start the application

8 t->StartExecution();

9 t->WaitTermination();

10 }

Listing 6 shows the main function of the corresponding integrated
application. The original code is moved to a class, i.e. ManagedTask,
that links with the RTLib. As a consequence, the main function is sim-
plified: it just initializes the RTLib and the ManagedTask class (lines 4

– 5), then it starts the processing and waits for it to terminate (lines
8 – 9). Listing 8, instead, shows the implementation of the C++ class
that encapsulates the application code by defining the Setup, Config-
ure, Run, Monitor and Release methods. Apart from the logic that
was added to perform runtime reconfiguration and to check if the
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Listing 7: Simplified code of the integrated version of the application from
Listing 5 (header).

1 class ManagedTask: public ManagedApplication {

2 public:

3

4 ManagedTask(rtlib rtlib_services, int argc, char *argv[]);

5

6 int Setup() override;

7 int Configure() override;

8 int Run() override;

9 int Monitor() override;

10 int Release() override;

11

12 int result = 0;

13 int threads_number = 0;

14 };

current QoS is satisfactory, the resulting code is the same of that of
the original application.

defining resource allocations

Given that the execution flow of managed applications is based on the
concepts of Quality of Service compliance and software parameters
reconfiguration, applications are supposed to be profiled at design
time in order to compute a set of static allocations, each of whom
enables a specific Quality of Service level and needs a known set of
software parameters to be appropriately exploited. Accordingly, the
BarbequeRTRM scheduling policies base their allocation choices on a
static set of applications configurations, which are called Application
Working Modes (AWMs).

Relying on a static set of configurations is a reasonable choice, since,
in order to be managed by the BarbequeRTRM, applications must be
re-factored. That is, the typical managed workload is entirely com-
posed of applications that are known and that can therefore be pro-
filed at design time. However, relying on static configurations also
leads to complex issues:

• Profiles that are obtained at design time may be inaccurate at
runtime, e.g., due to different CPU cores frequencies, tempera-
ture variation, aging-induced performance variability, data vari-
ability or presence of concurrently running applications;

• An exhaustive application profiling (i.e. profiling the applica-
tion for each software and parameter combination and for each
possible resource allocation) is complex and time wasting. More-
over, it must be carried out once for each different architecture;

• Discrete allocations may lead to instability. For instance, if the
current resource demand of an application is three cores but the
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Listing 8: Simplified code of the integrated version of the application from
Listing 5 (implementation). Underlined functions are calls to the
RTLib APIs.

1

2 ManagedTask::ManagedTask(rtlib rtlib_services, int argc, char *argv[]) {

3 init_interaction(rtlib);

4 ParseCommandLine(argc, argv);

5 }

6

7 int ManagedTask::Setup() {

8 Initialize();

9 return RTLIB_OK;

10 }

11

12 int ManagedTask::Configure() {

13 // Using one thread per allocated core (runtime-variable!)

14 threads_number = get_alloc_cores();

15 return RTLIB_OK;

16 }

17

18 int ManagedTask::Run() {

19 if (! HaveWorkToDo()) return RTLIB_WORKLOAD_NONE;

20

21 // Process one frame per thread and update frame count

22 result = ProcessFrames(threads_number);

23

24 if (result) {

25 HandleError(result);

26 return RTLIB_ERROR;

27 }

28

29 return RTLIB_OK;

30 }

31

32 int ManagedTask::Monitor() {

33 if (DontLike(get_throughput()))

34 complain();

35 return RTLIB_OK;

36 }

37

38 int ManagedTask::Release() {

39 CheckResult();

40 JoinThreads();

41 return RTLIB_OK;

42 }

profiled configurations feature two or four cores, the allocation
will continuously switch between the two available allocations.

It is worth noticing that the current version of the BarbequeRTRM
also supports scheduling policies that compute allocations in the con-
tinuous space. That is, resource allocations are computed on-the-fly
with disregard of the profiled configurations. We deal with continu-
ous allocation in the dissertation’s proper, while describing our own
contributions.

Listing 9 shows an example of application recipe, which is an XML
file that contains the static list of AWMs. When computing how many
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Listing 9: Example of application recipe. A recipe is an XML file that con-
tains a static list of Application Working Modes (AWMs). When
computing the resource allocation for an application, the schedul-
ing policy chooses an AWM between those that are listed in its
recipe.

1 <?xml version="1.0"?>

2 <BarbequeRTRM recipe_version="0.8">

3 <!-- Priority wrt other managed applications -->

4 <application priority="1">

5 <!-- Allocations for any Linux/CGroups-based multi-core -->

6 <platform id="org.linux.cgroup">

7 <awms>

8 <!-- AWM 0: low quality (got lowest value) -->

9 <awm id="0" name="only_one_cpu" value="10">

10 <resources>

11 <!-- Allocation: a whole core -->

12 <cpu id="0">

13 <pe qty="100"/>

14 </cpu>

15 </resources>

16 </awm>

17 <!-- AWM 1: high quality (x10 wrt AWM 0) -->

18 <awm id="1" name="cpu_and_gpu" value="100">

19 <resources>

20 <!-- Allocation: 20% of a core -->

21 <cpu id="0">

22 <pe qty="20"/>

23 </cpu>

24 <!-- Allocation: a GPU -->

25 <gpu id="0">

26 <pe qty="100"/>

27 </gpu>

28 </resources>

29 </awm>

30 </awms>

31 </platform>

32 </application>

33 </BarbequeRTRM>

and which resources will be allocated to an application, the schedul-
ing policy chooses an AWM between those that are listed in the cor-
responding recipe and tries to wisely mapping it on the available
resources. The recipe can contain multiple platform sections, each of
whom lists the AWMs for a particular architecture. Each AWM is
identified by an ID, a human-readable description, a Quality of Ser-
vice level (expressed as an integer value) and the list of resources that
must be allocated to the application in order to make it reach (ideally)
that QoS level.
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