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Abstract

The following study has been developed in cooperation with Chalmers University of
Technology, during an internship in the Energy Division of the Hearth, Space and
Environment Department of the same university. The work has been reviewed and dis-
cussed within the division and has been mainly followed by the Sustainable European
Energy Systems group members Filip Johnsson (co-rapporteur) and Viktor Johansson
(PhD student). Finally the thesis was informally defended within the Energy Division.

INTRODUCTION

In a future with increasing focus on emissions reduction and industry decarbonization,
large-scale energy storage systems will be at the top of the research and development
process. There will be the need to smooth electricity production profiles due to an
increased renewable energy sources (RES) penetration, which will not probably be
managed with the already existing flexibility measures. While some of the storage
technologies are already well known and in operation, most of them are only at their
early stage of development or even at the research stage. Among the technologies un-
der development it is possible to locate hydrogen storage in all its forms; in particular
underground hydrogen storage is seen as a promising technology that can exploit al-
ready known gas storage technology. With a particular attention to lined underground
rock cavern (LRC) for hydrogen storage, this study aims to understand the hydrogen
storage potential in the development of the future energy systems, through a techno-
economic analysis of a system of LRC. While this technology poses a challenge in
terms of lining an underground cavern and operate it (the only similar application in
operation is a natural gas storage plant based on a LRC system in Skallen, Sweden), on
the other hand the excavation process and hydrogen handling are well known proce-
dures, as well as there are several operative hydrogen storage salt caverns worldwide,
which can provide specific expertise for the cavern operation. The construction of a
LRC system for hydrogen storage would be a challenge in terms of putting together di-
verse expertise but, as shown by the Skallen facility and the ANGAS project developed
by the Japan Gas Association (JPA), this is already possible.

The actual definition of large-scale energy storage systems is based on the max-
imum, already deployed systems capacities: they can reach the range of 1− 2GWh,
coupled with a power rating of up to 200MW(see figure 1.1) and the only available
technologies able to provide those characteristics are compressed air energy storage



2

(CAES) and pumped hydroelectric storage (PHS). However gas storage (as natural gas
or hydrogen) can provide much higher storage capacities thanks to its intrinsic high
energy density. Here the possibility of store large quantities of hydrogen which can
provide, with its energy density of ' 500kWh/m3(based on a pressure of 200bar and a
temperature of 20°C), very large storage capacities. With a suitable storage facility it
is then possible to store several hundreds of GWh of hydrogen chemical energy, which
can be later reconverted into electricity or consumed as raw material to feed industrial,
mobility or power to gas (P2G) applications. There are diverse challenges hydrogen
must overcome: in order to use it to smooth power profiles, it must be economically
sustainable and technically feasible to produce hydrogen from water electrolysis, ex-
ploiting RES variable electricity generation, meaning that hydrogen produced through
electrolysis must be competitive with traditional hydrogen production technologies;
compressed hydrogen in the form of above-ground tanks can be extremely expensive
at the moment, so that underground hydrogen storage, possibly in the form of LRC,
must be further studied and tested; finally it is important to understand what will be
the driver of the hydrogen economy of the future and how and how much it will be
interconnected with the power grid.

METHODOLOGY

The hydrogen storage system scheme considered for this study is represented in figure
1.

Figure 1: Storage system scheme

The Polymer Electrolyte Membrane (PEM), used to produce hydrogen from an
electricity source, is not included in the model, but is important to understand the
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choice of this particular technology. It has been shown that PEM electrolyzers can
operate better than traditional alkaline electrolyzers when coupled with variable elec-
tricity generation. In particular they have a strong flexible operation in terms of load
range, transient operation, cold/warm start-up and stand-by losses, so that they show
lower losses of performance during discontinuous operation, when compared with the
alkaline technologies, and can also benefit from intermittence in terms of recovery of
the reversible parts of degradation processes. The hydrogen produced by the PEM
electrolyzer is directly fed to the compression unit when the gas must be injected in
the cavern, otherwise it is throttled to the final distribution pressure. The compressor
is a well know reciprocating piston machine, commercially available for a wide range
of pressure and flow applications. It is a multi-stage machine with inter-refrigeration
stages needed to provide low gas discharging temperature, for wearing and safety rea-
sons. Once the hydrogen is compressed it is injected into the lined cavern where it
will exchange heat with the surrounding rock and through the metal and concrete liner
of the cavern. When there is a hydrogen demand it is withdrew and expanded in a
gas turboexpander to match the distribution pressure and partially recover energy; in
particular if the cavern pressure is not high enough it is throttled to the final pressure.
The cavern system is made of LRC with a double liner: a thin steel liner with the
function of providing an impenetrable surface for hydrogen on the cavern walls and a
2 meters thick reinforced structural concrete liner able to smooth the load of the high-
pressure gas, reducing the localized stress on the rock and the possibility of fractures.
It is relevant to specify some characteristics and assumptions about the cavern: due to
geo-mechanical reasons the cavern cannot be cycled too fast or too many times during
a year of operation, meaning that there are constraint on the injection and withdrawal
rates as well as on the maximum number of cycles during the year; moreover a mini-
mum and maximum pressure are defined for each cavern respectively to avoid cavern
convergence or liners and rock fractures. In order to take into account the operational
constraints, the inlet and outlet maximum gas flows are limited and the inlet flow is
further reduced according to a maximum number of yearly cycles: in particular this
constraint is considered as a maximum yearly injection of gas and the single hourly
injections are scaled down to accommodate it. The model has been coded in Matlab
and the real gas properties of hydrogen have been used through the use of a Matlab
library.

The model inputs are taken from the results of an cost optimization process of a
European country national grid, produced by a GAMS model developed in the En-
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ergy division of Chalmers University of Technology, which can provide both hydrogen
production and demand patterns. Since the model is not optimized together with the
production and consumption of hydrogen and due to the cavern operational constraints,
there will be an excess of hydrogen production and a portion of the demand which will
not be met and that will be considered as losses for the plant, since it will not be pos-
sible to store a portion of the already produced hydrogen or extract enough to fulfill
the demand. However, since in a real plant operation it is not rational to produce hy-
drogen to waste it, the constraint on the maximum injection has been implemented in
the GAMS model before the output was produced, so that in the described scenarios
there will not be excess of hydrogen entering the storage plant. The model considers
a year of operation with a 3 hours time-step. The injection section of the model has
been studied with mass and energy balances in order to find the gas physical prop-
erties in the cavern after each injection step. The energy balance includes the heat
exchange process between the injected gas and the surrounding rock with some main
assumptions:

• rigid container

• perfect contact between steel, concrete and rock surfaces

• the surrounding rocks act as a constant temperature reservoir

which together with the hypothesis of negligible kinetic energy made possible to de-
scribe the heat exchange process by means of a lumped parameter representation, con-
sisting in a conduction process through the two liners and a convective heat exchange
between the gas and the internal cavern walls. The withdrawal process is described in
analogy to the injection process, both in terms of mass and energy balances and heat
exchange process. The simulation of the injection and withdrawal processes will define
all the thermodynamic properties of the gas inside the cavern for every defined time-
step. The compression process (shown in figure 2 for an arbitrary compression step)
is described using hydrogen real gas properties and considering a real transformation
through the definition of an isentropic efficiency; it is an inter-refrigerated compression
with the number of stages depending on the maximum compression ratio, defined by
the maximum cavern pressure.
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Figure 2: Compression process

In the same way it is possible to describe the expansion process, defining an isen-
tropic expansion efficiency for the turboexpander. Once the operation of the cavern
have been simulated for the considered year, it was possible to define some system
performance parameters. In particular it was defined a system efficiency, which ex-
presses how well the system performs in extracting most of the entering chemical en-
ergy during a year of operation. It will then be used, together with an electrolyzer and
power unit efficiencies, to compare LRC storage with other electrical storage technolo-
gies. Once the thermodynamic behavior of the cavern has been defined, a system cost
analysis follows. It is based on the definition of a Net Present Cost (NPC) with the
following cost components:

• Compressor capital and O&M

• Cavern capital (including cushion gas)

• Turboexpander capital and O&M

• Excess of production and missed delivery

Compressor costs have been evaluated with the help of the tool “H2A Delivery Compo-

nents Model”, while all the other assumed costs are based on literature benchmarking.
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Excess of production and missed delivery costs are minimized (production excess in
null) as already discussed in this same section. Once the NPC was defined, a delivery
cost of hydrogen have been found and expressed in

[
$/kWhH2

]
or [$/kg], which gives an

idea of how LRC storage system can compete with different hydrogen storage tech-
nologies. Moreover an additional cost component have been considered in the NPC
definition for a better comparison of the storage system with others electrical storage
technologies or mobility applications: electrolyzing costs have been added assuming
that the inlet hydrogen in storage plant has a fixed price (on a mass basis); finally a
hydrogen-to-electricity conversion efficiency of 62% has been considered, assuming
that the power unit is already available and does not contribute to the system cost. An
electricity delivery cost expressed in $/kWhelhas been found and discussed.

RESULTS

The aim of this work was the definition of the operational parameters of a LRC storage
system in terms of gas flows, performances, maximum pressure and physical parame-
ters variation during operation, as well as a cost analysis of the whole system to show
potential and limits of the technology. Diverse cavern configurations in terms of shape,
depth and volume have been fed to the model in order to find the most cost effective
coupling among compressor unit, cavern and expander. Also four different hydrogen
production and consumption patterns have been considered to produce more consistent
results. In particular the installation of an expander was considered as a separate case,
since the possible energy recovery did not justify its cost in every considered scenario.

The thermodynamic analysis shows pressure, density and temperature trends in-
side the caverns: here it is relevant to understand how the operation can change when
considering, or not, the installation of the turboexpander. In particular, since the ex-
pansion process can benefit from high temperature inlet gas coming from the caverns,
the gas from the compressor unit is not cooled down before its injection in the cavern,
allowing a recovery of 7−10% of the electricity spent for compression and pumping.
This design choice will lead to a higher mean temperature in the storage, as it can be
seen from figure 3, allowing 4− 5% less total hydrogen mass to be stored. This will
not only influence the storage capacity but also boost, in most of the scenarios, its gas
deliverability. The latter is indeed increased since, considering the same cavern vol-
ume, a higher temperature will lead to a higher pressure inside the storage, allowing
withdrawals when operating in the range of pressure close to the minimum one, when
it would not be possible to extract gas in the case without expander (the cavern pressure
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would otherwise go below the minimum treshold).
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Figure 3: Temperature trend inside the caverns

However 4− 10% of the total demand cannot be met for every year of operation
in the different scenarios due to cavern technical constraints, concluding that an op-
timization process including also the electrolysis plant would be beneficial for the
overall system operation and cost. The storage efficiency, defined as the capability
of delivering most of the hydrogen chemical energy at the cavern outlet, ranges be-
tween 97− 98%. It is reasonable to have low losses with the design choices of this
study. In particular mass losses are only supposed to happen in the compressing unit
(they account for 0.5% of the total mass flow rate); the compressor power consumption
is limited since the gas must be compressed from an already high starting pressure of
30bar (outlet pressure of the electrolyzer unit) to a relatively low maximum pressure
of 100−200bar.

The cost analysis includes the main system components: compressor, caverns and
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expander. Here the purpose was to understand if LRC storage could be competitive
with other hydrogen technologies or electric storage alternatives. The main results are
given in terms of delivery cost of hydrogen from the storage system, ranging between
0.009− 0.015 [$/kWh] or 0.29− 0.51 [$/kg] for the analyzed scenarios. These results
have been obtained considering a cavern cyclability of 12 full charge-discharge cycles;
according to found costs, LRC storage could be competitive with its alternative tech-
nologies, with the exception of tank storage, which cost could be as low as 0.17 [$/kg]

if tanks are cycled at their maximum capabilities. Thus the cost is strongly influenced
by the operation of the plant and must be evaluated for the particular scenario.

Capital cost distribution on an yearly basis is shown in figure 4, where it is easy
to see how the cavern excavation could have an impact of more than 90% of the total
investment cost.

Figure 4: Yearly capital investment

However, considering also O&M costs as shown in figure 5, compressor O&M can
be as high as cavern capital cost in particular scenarios. In particular O&M compres-
sor cost are dominated by the electricity component, amounting to 75− 77% of the
the total compressor O&M cost; in an system optimization logic these costs could be
reduced, optimizing hydrogen production together to its compression to better exploit
the market electricity price arbitrage.
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Figure 5: Yearly costs LRC plant

The comparison of LRC storage with electric storage has shown an electricity de-
livery cost of 0.26− 0.27 [$/kWhel] based on actual prices of PEM electrolyzers, while
a cost of 0.22− 0.23 [$/kWhel] for PEM costs of 2025. The results are consistent with
literature findings: hydrogen is actually economically competitive with most of the bat-
tery applications, but it is not with PHS and CAES. Only the possibility of exploiting
very low electricity prices could lead to sustainable, grid connected, hydrogen storage
systems. Finally a broad analysis of the impact of hydrogen on possible future elec-
tricity generation scenarios has been developed. It shows how hydrogen storage could
become competitive in future scenarios characterized by the development of a market
for raw hydrogen or a ban of electricity generation technologies involving biomass
use. In most of the analyzed scenarios, employing hydrogen as storage, LRC had the
largest capacity among the other storage technologies, showing a seasonal exploitation
of the technology. However it was often coupled with more flexible storage choices
as VRF batteries and tank hydrogen storage, in order to respond to fast fluctuations on
the power grid.
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14 CHAPTER 1. INTRODUCTION

The extensive utilization of hydrocarbon based technologies in the power sector
accounts for 40% of the total energy related emissions and 25% of the total green-
house gases (GHG) emissions [1, 2]. This led to a temperature increase of 0.8°Cin
the last 120 year and could lead to a further increase of 2− 6°C by 2100, if no cor-
rective actions will be applied [3]. The solution to the global warming problem will
be a combination of increased energy efficiency, carbon capture and storage (CCS),
biomass exploitation and renewable energy sources (RES) development. In particular
RES have seen a strong expansion in the last 10 years, showing a growth of 22% and
46% per year for wind and solar respectively [4], the two technologies that are seen
as the most promising for the future development of RES [1]. However RES suffer
from strong disadvantages: fluctuation over time and not uniform spatial distribution,
together with low capacity factors and uncertainty of the production predictions make
their development constrained by a heavy utilization of flexibility measures. It is thus
important to develop flexibility tools that are sustainable both from an environmental
and an economical point of view. Flexibility is referred as the ability of the system to
respond to events that can jeopardize its normal operation, no more providing the fun-
damental services to the end users [1]. It results that the system has to be able to cope
with every variability source through the use of different flexibility options as network
expansion, demand-side and supply-side management, curtailment or storage.

While several studies claim that grid management by electricity grid extension will
render large-scale storage unnecessary, numerous studies estimate grid investment in
the order of magnitude of tens of thousands of kilometers [1, 5] since the little signifi-
cance, in terms of increased flexibility, in increasing long-distance transmission beyond
the existing capacity [6]. Demand-side management is intended as an active response
to end-user consumption and is very limited to those energy intensive industrial pro-
cesses, shifting their peak consumption to base load hours. Supply-side management
will be even more difficult to be applied in a future where most of the electricity is
produced from unpredictable energy sources. Curtailment is also considered as a flex-
ibility option, but it must be limited in order to avoid oversizing of power plants which
could lead to increased capital costs. Storage is already being used as flexibility mea-
sure, but no application are still available to respond to seasonal variability. As it will
be discussed in the following, storage could be one important flexibility option in a
system with large shares of RES. Thus a combination of all the flexibility measures,
with a particular focus on energy storage, will be necessary to achieve a high RES pen-
etration with low technical, environmental and social costs [6]. In particular storage
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can be applied to solve the temporal mismatch between generation and demand, from
very small to large scale.

There are two main reasons to store electricity: to provide a less intermittent power
generation from renewable; to exploit curtailed power or surplus supply in general,
which is reflected in lower electricity prices. Storage technologies differ a lot each
other both in terms of energy and power capacities, making impossible to refer to
storage as a single flexibility measure. It is then possible to differentiate the storage
role depending on the scale of the temporal fluctuation it is able to act on:

• Power quality

• Distributed generation

• Bulk storage

• Seasonal variability

Take as reference figure 1.1.

Figure 1.1: Storage scale [7]

Power quality applications require a very fast response from the storage, in the scale
of msto s, so that the most common storage options are Lead-Acid and Li-ion batteries,
flywheels, supercapacitors and SMES (Superconductive Magnetic Energy Storage).
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These technologies can provide a short discharge time with a limited power rating,
without having to provide large capacities, not required for power quality purposes.

Distributed generation storage, applied for peak shaving or transmission deferral,
usually requires a time scale of min to hours, so flywheels could be adopted as well
as diverse battery technologies and hydrogen fuel cells and engines, since they can
provide relatively fast discharge time.

Bulk storage and seasonal variability refer to a time scale in the order of hours to
months and it is possible to find application of the same technology for very different
purposes. Technologies used for this application mainly focus on the energy capacity,
since required power and discharge times are usually lower. While CAES can provide
a power rating up to several hundreds of MW , PHS are the largest scale energy storage
application that is possible to find. In particular they can provide energy storage up to
several weeks if a moderate power rating is required. No technologies are available for
a storage dimension above the the time span of a month, and no practical application
of PHS are in use for storage times of more than one week [8].

One technology now under development is P2G, intended as the practice of produc-
ing hydrogen through a water electrolysis process, exploiting cheap electricity avail-
ability and eventually converting it in methane with the addition of CO2. In particular
electrolysis is a electro-chemical conversion of electricity into H2, in which water is
split by an electric current in H2 and O2. The development of P2G is controversial
and its potential is only expressed in high RES penetration scenarios with extended
focus on the future gas demand [1, 9] . Depending on the future storage scale re-
quirements, on the development of integrated hydrogen markets and an integration of
power and gas systems, P2G could represent a promising alternative within the energy
storage technologies. Hydrogen offers some advantages over other existing technolo-
gies. When compared with other electricity storage options, hydrogen-based storage
is very versatile, as it will discuss in section 1.1; it has high energy density which
can provide long term electricity storage; it is independent on the location, so that it
can be directly applied to leverage power plants or solve congestion nodes. Hydrogen
can be directly used to power fuel cells for electricity production and transportation
or as industrial raw material: the latter represent 90% of the total demand as it is an
established market. Hydrogen demand for transportation is still below 1%, but several
studies show its potential in future scenarios where “green hydrogen” is required: H2

vehicles penetration could reach 9%− 13% of the total fleet by 2030 [10]. On the
other hand, reconversion of hydrogen into electricity suffers from very high costs and
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low roundtrip efficiencies (AC-to-AC), ranging from 20% to 48% at most [11], when
compared with other energy storage solutions [12, 13]. Moreover it can be blended
with natural gas for heat production or even for utilization in compressed natural gas
vehicles [11].

It is also important to make a distinction between the potentials of using hydrogen
as carrier and its later conversion into methane. In the latter case, methane has an
already existing infrastructure and more knowledge (resulting in lower costs) of the
power production processes. It can be injected in the gas grid or used as fuel to power
gas turbines for electricity production purposes: some studies show how P2G, with
methanation, can have a huge impact on future scenarios with 100% RES penetration
[14, 15, 16]. In particular it is shown as P2G could affect every aspect of the future gas
and electricity grid, decreasing the need for seasonal storage [14], decreasing costs for
the gas grid [17] and how the absence of a P2G technology portfolio could lead to an
increase of the system cost [18, 15].

1.1 Hydrogen storage

Hydrogen is an attracting energy carrier, since it makes possible to store large amounts
of energy, it is CO2 clean when burned, and it is easier to store when compared with
electricity storage options. As already discussed, it can be produced from water elec-
trolysis, requiring water and electricity as raw materials; it is an energy intensive pro-
cess, thus the need of large availability of electricity. The focus of most of the studies
found in literature is on the integration of electrolysis with renewable sources, in par-
ticular wind and photovoltaic (PV) plants; hydrogen produced from electrolysis can
be later reconverted into electricity through the use of a power unit or directly ex-
ploited. There are two main alternatives to produce electricity using hydrogen as fuel:
gas turbines or fuel cells. The former are conventional natural gas turbines, which
can sustain blends of hydrogen in the fuel with only minor performance reduction in
terms of efficiency and emission [19]. They can also exploit the O2 produced during
the electrolysis process in order to have a cleaner combustion, which cannot happen in
fuel cells operation. However fuel cells can achieve higher efficiencies together with
no CO2 emissions, but at the price of very high investment costs [20, 21]. Due to the
low roundtrip efficiency, it could be possible in the future to directly exploit the pro-
duced hydrogen in many different ways, once proper markets will be developed, as it
will be discussed in section 2.6. However there are already available technologies to
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produce hydrogen in large scale and with competitive costs. As it is shown in figure
1.2, where cost values are taken from [22, 23], traditional H2 production technologies
as steam methane reforming (SMR), coal gasification (CG) or auto-thermal reforming
(ATR) are cheaper when compared with electrolysis from renewable sources.

Figure 1.2: Hydrogen production cost

However it is important to clarify that costs found for electrolysis always include
the cost of the electricity spent to power the electrolyzer. The actual electrolysis pro-
duction cost depends on the operation and configuration of the plant, as well as on
the electricity prices in a particular region or period. Moreover it must be noticed that
electricity is the most important cost component in electrolysis H2 production, as it is
shown in [24]. Removing the electricity cost component, that is

Cost reduction = specific electricity consumption · electricity cost

= 57 [kWh/kg]34 [$/MWh]∼= 2$/kg (1.1)

where the electricity consumption of the electrolyzer is taken from [25] and the price
is referred to the average price of the US wholesale market in 2017 [26], the resulting
production cost halves, becoming competitive with traditional technologies. However
discontinuous operation should reduce the final production cost, enabling the arbi-
trage of grid electricity price variation; moreover decentralized production cost is only
slightly higher (5%) than centralized production, so that it can already compete with
traditional technologies for those applications [11].

Once hydrogen production from renewable power is found to be sustainable, it
is important to compare hydrogen technology (production and storage) with its alter-
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natives. It is difficult to show the potential of P2G when comparing it to electricity
storage. In particular this comparison must be done in terms of electricity production,
otherwise it would be impossible to compare different storage options. However when
considering hydrogen storage, the fuel cell unit contribute to almost the 60% of the
total investment cost, as it is shown in [24], making the following comparison only
suitable in a scenario when hydrogen is used to produce electricity to feed the grid.
Figure 1.3 shows the mid-range costs of electricity delivered from different storage
technologies. It is then possible to see how hydrogen suffers from high conversion
costs when compared with PHS and CAES, making it comparable with batteries in
terms of costs. However a more recent study has shown as hydrogen storage costs are
lower with respect to batteries in different scenarios [24].

Figure 1.3: Electricity storage cost [12, 27, 28]

Going more in depth with the large scale hydrogen storage technologies, figure 1.4
shows the specific cost of storage for different hydrogen technologies.

Most of the technologies costs are estimations based on CO2 and natural gas appli-
cations, with the exception of salt caverns and tanks; moreover it is important to point
out that costs are referred to the working gas capacity of the storage. In particular
hydrogen storage technologies differ each other in terms of cycling capabilities, show-
ing very different costs when referred to the delivered amount of hydrogen. Depleted
reservoirs and aquifers can only be cycled once per year due to the very slow injec-
tion and withdrawal rates, required to maintain the pressure inside the storage. Tanks
can be cycled very fast and several times per day, since they can be charged and dis-
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Figure 1.4: Hydrogen storage cost [24, 29, 5, 30]

charged in the time order of hours. Rock and salt caverns can be cycled several times
per year, offering in this way not only a higher overall capacity, but lower specific cost
per hydrogen withdrew. Finally the effective cost of hydrogen delivery from a stor-
age facility will depend on the particular system, leading to specific delivery hydrogen
costs in the range of 0.17− 0.33$/kg, where the lower region of the range is occupied
by tank storage [29, 5].

Finally many conditions are necessary to see the development of hydrogen storage
as a large scale application for RES electricity integration. Cost reduction must be
applied to components that more influence the final cost of hydrogen/electricity pro-
duction, in particular electrolyzers and fuel cells. However the cost trend of the PEM
electrolyzers seems to point to a further reduction in the near future, since it has already
dropped from 3400$/kW to 1600$/kW from 2012 to 2017 and it is expected to further re-
duce to 900$/kW and 700$/kW respectively by 2020 and 2023 [25, 31]; in the same way
fuel cell have seen heavy reduction of the cost in the last years and the manufacturing
cost is supposed to be further reduced [32]. Hydrogen storage must be chosen as a
valid flexibility option, moving investments from other technologies or applications in
order to help with the cost reduction process. Moreover the hydrogen economy devel-
opment will be strictly connected with the RES penetration since it can heavily benefit
from a highly variable electricity production and cost and eventually replace curtail-
ment employment. As it will be discussed in 2.6, power and heat sector integration
and the development of a mobility market for hydrogen could increase its demand and
then contribute to development of the production and storage technologies, upstaging
fuel cells electricity production.
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It will follow an overview of the most relevant technologies for large-scale electric-
ity storage, with a particular focus on hydrogen storage applications. These technology
descriptions include information on system design, performance and technical matu-
rity.

2.1 CAES

Compressed air energy storage systems have three main components: an air compres-
sor driven by a motor; an underground storage, such a salt dome, a cavern or an aquifer;
a combustion turbine that drives a generator. They have some attractive qualities in
terms of operation, as their quick start-up (9−12 minutes), long storage period (over
a year) and relatively high efficiencies (50− 70%) [33]. Figure 2.1 shows the layout
of a CAES plant. The motor driven compressor is operated during off-peak hours,

Figure 2.1: CAES layout [7]

in order to increase the air pressure inside the storage. During high demand periods
the turbine is operated to expand the high pressure air coming from the storage. The
air is firstly preheated in a recuperator and expanded in an air turbine and eventually
mixed with natural gas, burned in a combustor and expanded in a gas turbine, in order
to further increase its temperature and achieving higher turbine efficiencies. Even if
it is a mature technology, there are only two operational CAES plants worldwide, a
321MWe at Huntorf in Germany and a smaller 110MWe at McIntosh in USA; several



2.2. PHS 23

plants are planned or under development. Different plant configuration can be tested
based on the aim of the project: Advanced Adiabatic CAES (AA-CAES) integrates
a thermal storage to avoid fuel combustion to increase the air temperature before ex-
panding it in the turbine, so to have a CO2 free final system; otherwise, to achieve a
CO2 free storage operation, it is possible to avoid the combustion before and after the
first expansion stage (figure 2.1), loosing performances in terms of system efficiency.
CAES can also be more efficient and environmentally friendly than PHS, but it can be
difficult to find a suitable site and they have a long construction time and a high initial
cost. Moreover relatively low roundtrip efficiencies have been shown in the only two
operational plants (respectively 42% and 54% for Huntorf and McIntosh) in compari-
son with battery storage or PHS [7]. CAES plants could be a more interesting storage
option if coupled with a wind farm, able to provide cheap electricity to compress the
air, since the electricity delivery costs of CAES plants are dominated by the cost of
electricity used to drive the compressor. Moreover, when considering a thermal stor-
age as design choice to avoid fuel burning in the gas turbine, it would be possible to
exploit the cost reduction due to CO2 taxation to compensate for lower CO2 emissions,
reducing the specific storage costs by 10% [34]. When directly compared with under-
ground hydrogen storage, which will be analyzed in detail in section 2.4, CAES result
in a lower capital cost and a more mature technology for the power production unit;
however it cannot provide the same storage capacity as hydrogen application, making
a direct comparison irrelevant if considering the same storage necessities.

2.2 PHS

Pumped hydroelectric energy storage is based on conventional hydroelectric technolo-
gies. Its use consist in storing excess electricity from coal-fired or nuclear plants at
night, when electricity is cheaper, using it to power water pumps able to move large
volumes of liquid in the higher reservoir (figure 2.2). During peak hours the water is
released back into the lower reservoir: during this process the water drives a turbine
unit which powers the electrical machine to generate electricity. There are two main
types of PHS facilities: pure or closed-loop PHS which only rely on the water pre-
viously pumped in an upper reservoir as source of energy; combined PHS which use
both pumped and natural water streams to generate power.

PHS is the only widely adopted utility-scale electricity storage technology with a
worldwide installed power capacity of 168GW[36]. There are several existing plants
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Figure 2.2: Pumped hydroelectric storage plant layout [35]

with power ratings ranging from 1MW to 3GW with high roundtrip efficiencies in the
range of 70−85% [7]. They can be used for energy-balancing, stability and ancillary
grid services such as network frequency control and reserves since they can respond to
electrical load changes within seconds. The most important use for PHS has tradition-
ally been to balance base-load power plants, but in the last years wind and solar power
generation coupled with PHS is being developed: this could help both with isolated
and distributed networks.

However there are several drawbacks in PHS technologies. Due to the low energy
density of these systems, to produce reasonable amounts of energy for bulk energy
storage PHS plants need very large installations and large height difference between
the upper and lower reservoirs, with consequent considerable planning as well as envi-
ronmental permits. Due to its intrinsic nature, PHS finds only few suitable sites where
adequate conditions are met for the construction of the plant: in particular it is hard to
find adequate water flows and upper and lower reservoirs positioning [37]. Conven-
tional PHS construction can involve damming a river and this could hardly influence
the terrestrial wildlife as well as changing the landscape. Moreover the water temper-
ature is increased due to pumps operation, deteriorating the river water habitat. The
construction time of PHS plants can be as high as a decade and, even if the operation
and maintenance cost is very low, they suffer of high upfront capital investment, only
recovered over decades [35].
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2.3 Batteries

Batteries are a form of electrical energy storage technology characterized by high mod-
ularity, rapid response and a high commercialization potential. In the last years they
have seen strong improvements in efficiency, energy and power density, cycle life. To-
gether with their flexible installation and short construction periods, they are a strong
alternative for grid energy storage applications, still limited in terms of installed ca-
pacity (2GW worldwide in 2016) but rapidly growing. Only three technologies are
actually mature for grid support, which will be described in the following sections,
while others are under development, as Nickel-Cadmium and Sodium Sulfur Batter-
ies. A typical battery storage system is composed by a battery pack, battery manage-
ment system (BMS), power conditioning system (PCS) and energy management sys-
tem (EMS). The BMS monitors battery’s parameters and control the overall system;
the PCS manages the inversion and rectification for the AC-DC conversion; the EMS
is responsible of the connection between the storage system and the grid [38]. Several
battery technologies are available for grid support storage applications, but only the
most relevant will be discusses.

Lead-Acid Batteries

Lead-acid or Pb-acid batteries use lead and its oxide as electrodes and a sulfuric acid
solution as the electrolyte. Lead-acid batteries are used today in several large installa-
tions. The main cost component for this technologies is the balance of plant, related to
the building of constructions, battery installation, interconnections, heating, ventilating
and air conditioning systems etc. Their AC-AC efficiency is in the range of 70−80%
depending on operating conditions. Despite the very high upfront investment, they
have very low O&M costs if replaced every 6 years, typical lifetime of this technol-
ogy; moreover they are the most mature technology with the lower cost among battery
technologies. However they have poor performances when fast discharge is needed,
showing low energy and power densities, long charge time, high self-discharge rates
and finally environmental pollution problems, which is limiting their installation in the
power grid. There are some variation of this technology which are being experimented
in order to increase its cycle life, in particular ultrabatteries and advanced lead-acid
batteries, which are both based on the addition of activated carbon into the electrode
[39].
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Vanadium Redox Flow Batteries (VRF)

VRF batteries are relatively mature flow batteries based on reduction-oxidation reac-
tions with exchange of electrons between forms of vanadium. The main advantage of a
flow battery is that it is possible to separate power and storage units, designing and siz-
ing them based on the particular application. The electrical energy is stored in the form
of chemical energy in the sulfuric acid electrolyte and the conversion between electric
energy and chemical energy is driven by the change of the valence state of the vana-
dium ion contained in the electrolyte, which create an electrons flow during the battery
operation. Their efficiency remains in the same range of lead-acid batteries, ranging
between 70% and 85%. Vanadium batteries show predicted lifetime, for the electrolyte
solution, of more than 50 years, with very little degradation of the electrolyte during
operation and the possibility to recover or reuse the precious vanadium, helping to ex-
tremely reduce replacement costs, but they still suffer from high construction capital
[12].

Lithium-ion Batteries (Li-ion)

Li-ion batteries are based on the movement of the lithium ions between positive and
negative electrodes. While charging the battery, ions will move from the positive to
negative electrodes, through the electrolyte; during discharge the opposite happens.
Positive electrodes are composed by lithium based compounds, while the negative
electrodes is usually made of graphite. Despite their very high energy efficiency of
90−94% in comparison with other batteries, Li-ion technology suffers from very high
initial capital cost, poor cyclability and short lifetime in the range of 5− 15years and
safety issues related to overheating during overcharging, limiting its application in the
power grid [39].

2.4 Hydrogen storage technologies

Hydrogen storage can be classified in:

• Physical storage as compressed gas

• Physical storage as cryogenic liquid

• Material based storage
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Material-based storage in terms of adsorption and absorption is not considered a valu-
able option for stationary applications mainly due to the high specific cost per kWh of
storage [30]. Liquefied hydrogen storage tends to be very costly due to the losses in
the liquefaction process: hydrogen must be cooled down to 21K loosing around 30%
of its Lower Heating Value (LHV) energy, which is double the energy needed for com-
pression alone. Moreover, due to the boiling process inside the container, 2− 3% of
the hydrogen energy is lost per day with evaporation. Large-scale storage differs from
vehicular or bulk transportation storage due to the lower restrictions in terms of dimen-
sion and weight, since the need to fit the storage vessels in vehicles or to avoid high
costs for deliveries [30]. There are many reasons to assume compressed gas storage as
the sole alternative to large-scale storage:

• Lower cost per kWh with respect to the alternatives

• Reduced complexity of operation and losses

• Possibilities to reach high storage capacity with a further reduction of price

2.4.1 Compressed gas technologies

When it comes to store compressed gas, it can be achieved in several ways:

1. Tanks

2. Buried pipelines

3. Salt caverns

4. Underground

5. Abandoned mines

6. Underground caverns

The most spread way to store hydrogen for medium-scale applications is based on
above-ground cylindrical tanks. They have high dynamism in terms of cycling, up
to 150 full charge-discharge cycles per year and this is the reason why they are used
mostly in chemical industry, where hydrogen production and consumption is variable
in the very short term. Pipelines storage is a powerful alternative when the land us-
age can be a problem or if a hydrogen distribution infrastructure is needed. However
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these two technologies suffer from high specific costs, especially when it comes to
have a less dynamic storage [5]. There are many applications worldwide showing the
possibility to store hydrogen inside artificial underground salt caverns. They can store
hydrogen up to 220bar and above [40], thanks to the low permeability of salt forma-
tions, which makes the technology attractive if related to the high volume capacity of
the existing caverns. Hydrogen can be extracted and injected at a much lower rate
with respect to a tank, making this application suitable to accommodate monthly and
seasonal fluctuation in hydrogen production and demand. Moreover the specific cost
of salt cavern storage is around one order of magnitude lower than the tanks one [5].
However in regions where geological salt deposits are not available, the application
of this storage option is impossible. Underground storage in the forms of aquifers,
porous rock formations, abandoned or depleted oil&gas reservoirs have been investi-
gated. The larger limitation of these storage forms is the lack of knowledge in terms
of hydrogen reaction with minerals (for example sulfur), which could lead to contam-
ination and losses; reaction with microorganisms which could block the pore space;
contamination with residual hydrocarbons.

Abandoned mines need to be re-evaluated from a gas tightness point of view. Usu-
ally rock walls are fractured due to extraction stress and this poses a huge problem
in term of gas leakages and no evidence of undergoing experimentation for hydrogen
storage has been found.

Underground hard rock caverns are underground cavities mined with conventional
techniques (shaft sinking, excavation of cavities by blasting or cutting). They must be
gas tight in order to prevent leakages through the rock formation and the gas pressure
must be maintained above a minimum value to avoid contamination from external
flows (to avoid water entering in the cavern, the pressure must be maintained above
the water column pressure). The maximum operating pressure within these cavern is
limited since most of the rock are not entirely impervious. The rock formation has to be
hard enough to tolerate the operating pressure without fracturing and this is one of the
reasons why the application of this storage technology is limited to some geographical
regions.

2.4.2 Lined Rock Cavern

It is possible to line the internal walls of a rock cavern by means of concrete and steel:
these are referred as LRC and it is represented in figure 2.3. The only operative applica-
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tion of a LRC is based on natural gas storage and it is located in Skallen, Sweden. The
Skallen storage facility has a rock cover of 115m, a storage volume of 40,000m3 and
a maximum operating pressure of 20MPa. LRC technology will be briefly introduced
in the following sections.

(a) LRC wall design (b) LRC underground section view

Figure 2.3: Lined rock cavern [41]

Liners choice and functions

With reference to figure 2.3a, a first thick reinforced concrete liner is applied to the
cavern walls with the main functions of transferring the high pressure gas load to the
surrounding rocks and providing a smoother surface for the application of the internal
metal liner. The concrete layer will also be able to reduce the strain in the metal lining,
which would be caused by the direct fracturing of the surrounding rocks [41].

The internal metal liner must be gas-tight and resistant to hydrogen corrosion. It
should not be designed to bear mechanical loads (other than its own weight) since it
supported by the concrete liner which is in turn supported by the surrounding rock.
However it must be able to resist stresses and strains caused by the cyclic behavior of
the cavern pressure which will cause elastic and also plastic deformation on the cavern
walls. Plastic materials and steels have been studied, by the Geotechnical Engineering
Department of the Chalmers Technological University of Gothenburg, for the appli-
cation to the natural gas storage and it results that an austenitic steel is suitable since
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it is ductile enough and has the ability to bridge over cracks formed in the concrete
liner [41]. Since this study is based on hydrogen storage, it results that austenitic steels
with a Cr-Ni-Mo are able to last for a service life of 40year for hydrogen tank storage
applications [42].

Excavation

Feasibility analysis based on economical and geomechanical optimization processes
consider a typical cavern design: a cylindrical shape with hemispherical top and bottom
[43, 44, 45]. The excavation process can be divided into 4 main steps:

1. Access tunnel

2. Storage cavern

3. Shaft for gas pipes

4. Grouting and rock supporting operations

The tunnel excavation is based on conventional drill-blast methods, planned to mini-
mize the amount of excavated rock and it is dependent on the particular application.
Tunnels must allow vehicle access, turning operation and meeting places, so that the
horseshoe cross section is in the order of 25m2. Rock support and grouting will be
used along all the excavation process of the tunnel, when needed. Every cavern will
need the excavation of two shafts each containing the injection or extraction pipelines.
Cavern excavation starts more traditionally from the top and proceeds downward, since
the hemispherical roof excavation is one of the most critical step. A central shaft in the
cylindrical region of the cavern can be used to dump the excavated rock to the lower
part of the cavern, which must be also excavated from the lower entrance. The bottom
of the cavern is excavated as last step, and usually the perfect hemispherical shape is
replaced with a more flatter one since the significant problems encountered in shaping
it.

Accessory components

A detail of the design of the cavern that must be taken into account is the drainage
system: it is build inside the concrete lining and it is used to reduce the hydrostatic
water pressure outside the cavern in order to avoid excessive loading on the liners from
the outside (for example during low pressure operation for maintenance or inspection).
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Moreover the installation of a gas re-circulation system could be considered if the
operation simulation shows too high/low temperatures during extraction, static storage
or withdrawal. Since in this study the temperature seems to remain in an acceptable
range of variation [41], the re-circulation system will not be considered in the final
design of the cavern.

Cavern operation

The cavern will always operate in variable thermodynamic conditions, within a range
of pressure and temperature. The minimum and maximum pressures are defined by
means of geomechanical and safety reasons. Minimum and maximum temperature
could be defined respectively in order to avoid water freezing in the cavern surround-
ings and poor efficiency in term of heat losses and amount of mass stored. During
the injection process the gas must be compressed at a pressure slightly higher than the
storage one (in order to make the injection feasible and to overcome eventual pressure
losses in the system, which for sake of simplicity are not considered in the model devel-
oped in this study) before entering the cavern. It is thus necessary to know the pressure
inside the cavern from installed instrumentation. The withdrawal process consists in a
direct flow from the cavern through a throttling valve or a turboexpander, reducing the
gas pressure to the one defined by the distribution pipeline. It is also important to de-
fine a maximum number of full cavern charge-discharge cycles during the year due to
reasons related to liner fatigue failure: in particular too fast cavern cycling could lead
to an impairment of the cavern walls and eventually lead to the formation of fractures
on the metal and concrete liners as well as in the surrounding rocks.

2.5 Water electrolysis technologies

A brief description of the electrolysis process and technologies will follow, with a par-
ticular attention to Polymer Electrolyte Membrane electrolyzers, since their particular
ability to well match intermittent electricity sources. They can be classified on the
basis of the applied electrolyte.

Water electrolysis is an electrochemical splitting of water into hydrogen and oxy-
gen by a supply of electrical and thermal energy, where the the reaction is given by

H2O−→ H2 +
1
2

O2 (2.1)
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The overall energy required by the reaction ∆H is supplied by heat (∆Q) and electricity
(∆G)

∆H = ∆G+∆Q (2.2)

Without going into the detailed thermodynamic of the reaction, it is important to notice
how the minimum electrical demand ∆G can be reduced increasing the operating tem-
perature of the electrolyzer, increasing the share of heat integration : this mechanism
is exploited by technologies able to operate at high temperature (600−900°C) [25].

2.5.1 PEM electrolyzers

Polymer Electrolyte Membrane or Proton Exchange Membrane electrolyzers layout is
described in figure 2.4.

Figure 2.4: PEM electrolyzer layout [46]

A proton exchange membrane separates the two half-cells and the electrodes are
mounted on the membrane. The electrolyte is a gas-tight polymeric membrane with
a cross-linked structure. Due to the corrosive acidic regime provided by the mem-
brane (presence of−SO3H groups), noble metal catalyst are necessary: iridium for the
anode and platinum for cathode. Water is supplied at the anode where it is oxidized
according to 2.3, to produce oxygen electrons and protons that are reduced at the cath-
ode according to 2.4 to close the circuit and produce hydrogen bubbles towards the
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cathodic manifold

H2O(l)→ 1
2

O2 (g)+2H+ (aq.)+2e− (2.3)

2H+ (aq.)+2e−→ H2 (g) (2.4)

Thanks to the very low permeation of the polymer electrolyte membrane, a high pu-
rity hydrogen is produced, with typical values higher than 99.99% after drying, up to
99.999%.

Moreover PEM electrolyzers are compact since the solid membrane application
and can support high pressure hydrogen output since the high current density oper-
ation; moreover the compact nature of PEM leads to output pressure up to 85bar,
reducing the power needed to further compress the gas for storage applications. In
particular P2G applications require a strong operation flexibility which can be found
in good performances in terms of load range, transient operation, cold/warm start-up
(shorter heat-up times when compared with other technologies, thanks to the low heat
capacity following from the compact design and lower operating temperatures) and
stand-by losses; PEM electrolyzer are an attracting technology for P2G and it is easy to
find studies focusing on their ability to well match RES, reducing their variability and
achieving a stronger grid integration [47, 48, 49, 50], as there are several large-scale
pilot plants for P2G application already in operation, showing the technical feasibility
for flexible operation of PEM electrolyzers [25]. Table 2.1 shows these characteristics
in comparison with other technologies.

The load range is very broad, meaning that PEM electrolyzers can be operated
at almost every nominal load fraction, with some exceptions at very high pressures
where there can be gas contamination issues. Electrolysis system can be operated
dynamically and there are some applications and experimentation of PEM electrolyzer
units to frequency regulation and grid balancing [25]; moreover intermittent operation
can be beneficial as it causes reversible parts of degradation to recover [51].

2.5.2 Other technologies

Alkaline electrolysis (AEL) is the most mature available technology and it is already
being used for large-scale hydrogen production. Electrolyzers show a relatively long
life-time of 15 years when compared with PEM electrolyzers and they are reliable
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AEL PEM SOEL
Cell temperature (°C) 60–90 50–80 700–900
Typical pressure (bar) 10–30 20–50 1–15
Current density (A/cm2) 0.25–0.45 1.0–2.0 0.3–1.0
Load flexibility (% of nominal
load)

20–100 0–100 −100/+100

Cold start-up time 1–2 h 5–10 min hours
Warm start-up time 1–5 min < 10 s 15 min
Nominal system efficiency (LHV) 51–60% 46–60% 76–81%
Specific energy consumption
(kWh/Nm3)

5.0–5.9 5.0–6.5 3.7–3.9

Max. nominal power per stack
(MW)

6 2 < 0.01

H2 production per stack (Nm3/h) 1400 400 < 10
Life time (kh) 55–120 60–100 8–20
Efficiency degradation (%/a) 0.25–1.5 0.5–2.5 3–50
Investment costs (C/kW) 800–1500 1400–2100 > 2000
Maintenance costs (% of
investment costs per year)

2–3 3–5 n.a.

Table 2.1: Electrolyzers characteristics [25]

and safe. In the last years the efficiency has been improved through a reduction of
the electricity consumption, circulating current densities have been reduced with a
following reduction of the investment cost, together with some minor improvements
on materials, chemistry and engineering of the cell. The operating principle is different
with respect to PEM: water is fed at the cathode, where it is reduced according to 2.5
to produce hydrogen and hydroxide anions that circulate across the diaphragm to the
anode, where they recombine according to 2.6 to produce bubbles of oxygen.

2H2O(l)+2e−→ H2 (g)+2OH− (aq.) (2.5)

2OH− (aq.)→ 1
2

O2 (g)+2e− (2.6)

One main problem of coupling alkaline electrolyzers with RES is that the production
rate is limited to 25− 100% of the nominal range to prevent formation of flammable
gas mixtures. Maximum electrolysis pressure are in the range of 25−30bar, since the
increase in the operating pressure triggers a strong increase in the investment costs for
this technology, as well as the risks of formation of hazardous gas mixtures. Hydro-
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gen purity is also lower (when compared with PEM and without auxiliary equipment)
reaching value of 99.9% with the necessity of a very pure water feed, needed to let
operate safely and protect the electrodes [46].

Solid oxide electrolyzers (SOEL) are based on steam electrolysis at high tempera-
ture (600−900°C), which results in higher efficiencies when compared with traditional
technologies. Steam is fed at the cathode where water is reduced to produce hydro-
gen according to 2.7; the oxide anions pass through the solid electrolyte to the anode,
where they recombine to form oxygen and hydrogen according to 2.8

H2O(g)+2e−→ H2 (g)+O2− (2.7)

O2−→ 1
2

O2 (g)+2e− (2.8)

The attractive concept of this technology is that it requires less electricity for the split-
ting reaction since, as the temperature increases, more energy can be provided in the
form of heat according to 2.2, so that it is possible to couple the electrolyzer with an
available heat source as nuclear reactor heat or geo-thermal energy. However high
temperatures imply also concerns in terms of thermal stability of the materials and the
electrolyzer output is a mixture of steam and hydrogen which must be further pro-
cessed. Currently solid oxide electrolyzers are at the R&D stage, so that they will
require at least 10 more years to be commercially available, being the degradation of
the involved materials the main obstacle to their deployment [46].

2.6 Hydrogen markets

An overview of the hydrogen market segmentation and the future prediction about its
development will be discussed in this section. The largest share of the hydrogen market
is occupied by industry, which represents more than 90% of the total consumption in
Europe; the remaining 10% is shared between mobility and P2G applications.

Industry is the larger producer and consumer of hydrogen in Europe, where the
main segments are chemical, refineries and metal processing, followed by sub-segments
as aerospace, glass and food processing. The main chemical sub-segment is ammonia
production which alone accounts for more 50% of the total hydrogen consumption;
methanol accounts for the 12% of the market share, while polymer and resin pro-
duction saturate the rest. Refineries represent the second largest consumer within the
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industrial sector with a relative share of 30%. Metal processing is mainly referred to
iron reduction and it represents 6% of the consumption. A graphical representation of
the industrial sector share is proposed in figure 2.5.The industrial sector consumption
is supposed to further grow at a rate of 3.5%per year at least up to the year 2025 [10].

Figure 2.5: Industry market shares for hydrogen

In order to achieve the EU target on CO2 emission reduction in 2050 the mobility
sector needs 95% of decarbonization. Fuel cell vehicles (FCV) could have a huge im-
pact on the emission reduction scenario and they are ready to be commercialized, but
the lack of infrastructures and subsidies is slowing down its development. Thus the hy-
drogen demand from the mobility sector is today limited to a few demonstration project
throughout Europe and thus its demand is today almost negligible. However a number
of studies have shown market outlooks for impact and dimension of the penetration of
FCV in Europe. According to [10], in 2025 the FCV fleet could reach a penetration
rate of the 3% in a high policy support, modest learning scenario, while a 7% in a high
policy, fast learning scenario reaching a 9−13% of penetration by 2030. Moreover a
study from McKinsey has estimated a number of 2300 retail stations already in 2025
with 25% of FCV penetration, reaching 5100 stations in 2030 [52]. Looking a the ulti-
mate 2050 target, [10] shows a penetration of 35% for a modest policy, modest learning
scenario up to more than 70% in the best case scenario, while according to [53] it will
amount to 30% of passengers cars vehicles. According to [5] the only future hydrogen
market with positive margin (with hydrogen produced from water electrolysis), with
an outlook to the 2025 and 2050, is the mobility sector which in turn will not be sus-
tainable in the case of high future electricity costs. Thus the mobility sector probably
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will be the main driver for the hydrogen economy development, both in term of FCV
and other mobility applications as hydrocarbon upgrader, feed-stock for synthetic fuel
and as fuel for hydrogen internal combustion engines (H2ICE) [11]. On the other hand
there is the possibility of exploiting hydrogen production from RES in order to create
a link between power and gas grids.

Power-to-gas raises as a flexibility measure that could benefit both power and gas
grids. It is already possible to blend hydrogen with natural gas and some distribution
networks are already familiar with the transportation of mixtures of methane and hy-
drogen. In general gas grid should tolerate 5% of hydrogen blend at any point of the
network and blending up to 10% should not create problem to existing grid [54]. How-
ever it is still not sure that every component of the existing grid could operate without
problem with blends higher than 1% or 2%. Another possibility for the integration of
power and gas grids is the methanation of hydrogen, which despite the additional cap-
ital cost and energy losses is able to provide a gas that can be injected in the traditional
gas grid without any modification of the existing network. However the methanation
process requires high quantities of CO2, making the whole process reliant on CO2 cap-
ture technologies and their applications, mainly bio-methane production plants. As
shown in [5], the injection of hydrogen in the gas grid will not be sustainable in the
near or far future, not even in the case of free electricity hydrogen production. The
same is inferred by [11], which also propose the methanation of hydrogen as an alter-
native for the decarbonization of heating and mobility, even if it still suffers from very
high costs.
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This chapter describes the main components of the modeled system as well as the
implementation of the model, based on its theoretical basis. All powers and mass flow
rates will be referred to a generic time-step.

3.1 System components

The system configuration is described in figure 3.1.

Figure 3.1: System layout

The input flow is given by a PEM electrolyzer which is not included in the model:
the flow physical parameters are assumed from literature on PEM electrolyzers [48, 47,
46]. The choice of the technology is based on what already discussed in section 2.5.
From the electrolyzer the flow enters the compressor unit and, after being compressed,
it is injected in the storage. When required, the high pressure gas is withdrew from
the storage and expanded, through a throttle valve or a turboexpander, to a suitable
pressure for the injection in the distribution pipeline.

3.1.1 Compressor

The compression unit is based on a reciprocating piston machine, typical of gas com-
pression application, commercially available for a wide range of pressure and flow ap-
plications. It is a multi-stage machine with inter-refrigeration to avoid high discharge
temperatures at the exit of each stage: this is done in practice to reduce the wear on
the equipment and for safety reasons [55]. It is assumed that every refrigeration stage
cools down the gas to the injection temperature before entering the next one: in this
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way it will be possible to reduce the total number of stages, but at the expenses of
larger refrigeration units. Hydrogen compressors guarantee low leakages (in the order
of 0.05% of the total mass flow [56]) thanks to reliable sealing applied for safety rea-
sons; moreover high purity hydrogen can be compressed without contamination since
the unit is not-lubricated. Besides the model assumes an adiabatic compressor opera-
tion.

3.1.2 Hydrogen

Hydrogen is a very low density gas with high mobility compared to other storage gases
(natural gas for example). These make the operation of every system, involving hydro-
gen as working gas, more critical from safety and economic reasons. Hydrogen mate-
rials must be chosen wisely in order to avoid corrosion during operation, increasing the
cost of each component inside the storage system (compared to natural gas storage).
The very low density has an influence on the storage capacity, limiting it when low
maximum pressures are considered. Hydrogen behavior can be approximated by ideal
gas when very low pressures and ambient temperatures are considered, but it diverts
rapidly as pressure increases, as it can be seen from the compressibility factor Z plot-
ted in figure 3.2. In particular Z = 1 for ideal gas, so that the more the value of Z is
different from 1, the more the gas behavior differs from the ideal gas one. In order to
better represent the real behavior of hydrogen, it must be described by means of a real
gas equation of state: for this purpose a Matlab tool based on the most recent equation
of state has been used [57].

Hydrogen is a liquid below its boiling point of −253°C and a solid below its melt-
ing point of −259°C and atmospheric pressure. As shown in figure 3.3, the hydrogen
gas phase covers a large span of temperatures and pressures, so that an accurate de-
sign of a compressed gas storage plant should not incur in hydrogen or condensation
(in particular it can be a concern during the expansion in a turboexpander, hence the
necessity to limit the outlet pressure from the machine).

There is a large scientific debate about compressed hydrogen storage, one of the
reasons being that in order to compress hydrogen from ambient conditions to very
high pressure, it is necessary to spend up to 13% of the the hydrogen energy con-
tent [58]. However taking figure 3.4 as reference, it is interesting to notice that the
compression power needed at low pressure has a big impact on the whole process,
when compressing hydrogen with a multi-stage real machine. That said, if hydro-
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Figure 3.2: Compressibility factor of Hydrogen

gen needs to be compressed starting from a pressure higher than the ambient one, the
power required is drastically reduced. This is important to point out when studying
electrolyzer-compressor coupling since PEM electrolyzers are able to produce a high
pressure gas at their outlet (see section 2.5.1).

Hydrogen poses risks if not properly handled, however the risk must be considered
comparable to more common fuels such as gasoline and natural gas. Some hydrogen
properties makes it more hazardous, while others can make it less dangerous in dif-
ferent situations. Hydrogen is colorless, odorless and it has a very small molecule,
with a great tendency to escape every sealing with high velocity. An eventual leakage
of hydrogen is hardly identified by human senses; however it has a lower volumetric
energy density, at any pressure, when compared to other gaseous fuels so that every
leakage of hydrogen will always contain less energy. Moreover it would disperse much
faster since it is more buoyant and diffusive than other fuels. It follows also a lower
likelihood of detonation in atmosphere both because it should accumulate reaching a
13%of concentration in air and because it has a flame speed 7 times faster than natural
gas or gasoline [60], so that it is most likely to burn instead of detonate.
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Figure 3.3: Hydrogen phase diagram

3.1.3 Cavern

For the purposes of this study, diverse cavern shapes and properties have been con-
sidered. In particular, detailed data shown in table 3.1 have been taken from [44, 61],
which are feasibility analysis of hard rock cavern excavation. It is thus possible to
suppose the practical possibility to excavate caverns with those defined characteristic.
Also they provide detailed costs, used for cost optimization in section 3.2.5.

Since the data refer to a fixed working gas volume of 22,24Mm3 and to a four
cavern cluster, they have been characterized in order to obtain the costs for the con-
struction of clusters with a number of caverns from one to four. In this way it is possible
to obtain a high modularity for the model simulations. The result of this data-splitting
is better described in the cost section 3.2.5.

Regardless the particular configurations, the LRCs considered in the model are sup-
posed to have the same thermo-mechanical characteristics and to be built and treated
in the same way, so that it is possible to generalize regarding the structural constraint
that must be observed during its operation. The cavern is internally lined with concrete
and steel. The reinforced structural concrete lining of 2m thickness is able to smooth
the load of the high-pressure gas on the cavern wall, reducing the localized stress on
the rock and the possibility of fractures; moreover it provides a more uniform surface
for the application of the steel lining. The metal lining only function is to provide an
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Figure 3.4: Hydrogen compression requirements[59]

impenetrable surface on the cavern wall for the gas; for these reasons the thickness is
usually in the order of 13− 15mm. The material used for this application must ac-
commodate moderate deformations due to the cyclic operation of the cavern and be
corrosion resistant. Typical austenitic steel based on Cr-Ni-Mo are suitable since they
do not suffer from atomic interaction with hydrogen. It is possible to evaluate the mass
flow of hydrogen through the metal liner with the help of the Fick’s Law:

J =−D
dC
dx

(3.1)

where D is the diffusion coefficient, C the gas concentration and J is diffusion flux

measured in mol/m2 s. It results that for a steel liner with a diffusion coefficient of
0.3 ·10−12m2/s for hydrogen, the mass leakage is the order of 3 ·10−10kg/m2s at ambient
temperature and 200bar of pressure inside the cavern. This value of leakage would lead
to an annual loss of 0.006% of the total cavern mass capacity. With the installation of
a metal liner, the only possibilities of gas leakages are by diffusion through the liner
itself or through the sealing of the excavation tunnels and injection-extraction wells:
here it is assumed that excavation tunnels sealing is perfectly impermeable to hydrogen
and that injection and withdrawal processes do not suffer from gas leakages as a direct
comparison with oil&gas industry. In conclusion the LRC system is almost completely
gas-tight.

As already discussed in section 2.4.2, two parameters that had to be defined a
priori are the maximum injection and withdrawal rate, due to the maximum allowable
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deformation of the liners and the surrounding rock itself: they were chosen on the
basis of the available literature on hydrogen, natural gas and CO2 underground storage
technologies [41, 29, 62]. In the same way it was necessary to define a maximum
number of complete charge-discharge cycles (see section 2.4.2), set to 12 based on
[41, 63]. Due to the lack of literature on this topic, the main assumption here is that
the number of yearly cycles influences the injection and withdrawal rates, setting a
maximum yearly flow in and out of the storage. This assumption is only verified if the
storage is used to accommodate slow fluctuations throughout the year, showing charge-
discharge cycles of about 30 days length. Moreover it is not clear if fast operation at
lower pressure (with respect to the maximum one) is beneficial, or not, for the issue of
liner fatigue failure: however there are studies on coupled metal/concrete liner capacity
to respond to high frequency variation of internal storage pressure [64].

It is also needed to maintain a minimum gas pressure for structural reasons. This
lead to the definition of a gas cushion fraction, which is the mass of gas necessary to
maintain the minimum defined pressure. From literature on salt caverns (which can
be directly applied to hard rock lined cavern for this purpose) its amount ranges from
20% to 30% of the working gas [29, 40]. The definition of the minimum pressure is
also important from an economic point of view since the cushion gas volume cannot
be recovered and then it represents an investment cost. In order to evaluate the cushion
mass it is possible to suppose that, after its injection in the storage, it reaches a stable
temperature equal to the surrounding rock, limiting the heat transfer process through
the walls. At that moment it is possible to evaluate the gas density as

ρ = ρ (T, p) (3.2)

and its mass as m = ρVst where Vst is the total volume of the cavern clusters.

3.1.4 Expander

After the withdrawal from the cavern, the gas pressure must be reduced to match the
distribution pipeline pressure. The expansion process can be done with a throttling
valve, reducing the pressure without producing power or in a turboexpander, recov-
ering part of the energy spent durin compression. It is clear as the installation of a
turboexpander increases both cost and complexity of the plant; on the other hand it
could be possible to recover the energy that would be lost with a throttling. The model
evaluates both cases and finds the minimum cost configuration.



46 CHAPTER 3. METHODS

Hydrogen expanders have already been used for industrial application, so that ma-
chines for large scale applications are commercially available. A turboexpander is a
centrifugal or axial-flow machine which expands a high pressure gas producing me-
chanical work, which is after used to drive an electric generator. During the expansion
the gas is cooled down depending on the expansion ratio. Hydrogen turboexpanders
could reach very low temperature without liquefaction of the gas, due to its low con-
densation temperature. However considering that hydrogen must be transported in the
gaseous phase, limiting technical problems inside the distribution pipelines, in this
study the outlet temperature from the expander will be limited to the value defined in
section 3.2.3.

3.2 Model implementation

The model describes compression, injection in the cavern and extraction process. More-
over the possibility of installation of an expander for energy recovery purposes has
been investigated. The model is based on an 3 hours time-step to simulate the behavior
and the cost of the injection and withdrawal processes. Matlab has been used to write
the model code.

3.2.1 Injection and withdrawal

Before designing the compression process, it is necessary to evaluate the pressure the
compressor must reach through the simulation of the injection/withdrawal processes.
Assuming a compressor able to accommodate every necessary pressure variation, it is
possible to build a pressure profile that is then given as an input to the compression
process simulation, in order to verify the feasibility of the compression process. The
mass flow rate coming from the electrolyzer is taken from a simulation of a possible
production pattern of a European country, while the demand is supposed to be either
constant during the year or a percentage of the electricity consumption (see section
4 for scenarios description). Based on the production flow rates and the maximum
injection rate in the cavern, a variable mass flow is injected for each hour of the year.
The hydrogen is directly delivered to the distribution pipelines if there is no need to
store it or if the system encounters some of the described constraints, as it can be seen
in the system scheme in 1. As for the injection, there is a constraint on the withdrawal
rate, so that the minimum value between the demand and the maximum rate is actually
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withdrew. Both processes must be constrained by the minimum and maximum mass
and pressure capacity of the cavern. In particular the minimum mass and pressures
are set as already discussed in section 3.1.3, while the maximum values depend on the
maximum pressure of the considered cavern. Another constraint on the injection rate
is the maximum number of cycle the cavern is able to reach: based on what already
discussed in section 3.1.3, the injection rate is reduced by discrete quantities, cycling
until the yearly total maximum injection constraint is verified.

Excess of production

Due to the constraints on pressure and in/out flow rates, since the hydrogen production
process is not optimized within the developed model, during some hours of the year
hydrogen cannot be injected in the storage; in the same way, the withdrawal capacity
can limit the hydrogen deliverability. In order to take into account the excess of pro-
duction or missed delivery, the model considers those as losses in the evaluation of the
storage system cost. Since in a real system these conditions are not practical, it has
been necessary to find a suitable production pattern among future scenarios of some
European countries, through the use of a GAMS model developed by the Energy Divi-

sion of Chalmers University of Technology [65, 66], as it will be discussed in section 4.
Thanks to this process, it has been possible to limit the cost increase due to hydrogen
excess of production or missed delivery, constraining a priori the hydrogen production
in order to match the injection and withdrawal limits. The costs found by the model
developed in this study have been again implemented inside the GAMS model in order
to have a better understanding of hydrogen storage potential in future scenarios.

Heat exchange with the surrounding

During system operation, the temperature inside the cavern fluctuates and gives rise
to an heat exchange process between the gas and the surrounding rocks. In order to
model the process, some assumptions have been made:

1. rigid container

2. perfect contact between the steel, concrete and rock surfaces

3. the surrounding rocks act as a constant temperature reservoir

The last assumption is based on the high heat capacity of the rock with respect to
the one of the cavern. Moreover it is assumed to neglect potential and kinetic energy
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in the energy balance equation 3.9: the low H2 density makes the contribute of the
potential energy negligible while, since the injected or extracted mass for each hour
of operation is around 1% of the total gas mass inside the cavern, it will only change
locally the kinetic energy of the gas, resulting in a negligible overall effect on the stored
H2. Thanks to these assumptions, the heat transfer process can be simplified to a steady
state conduction process through two different layers of material and a convective heat
exchange between the gas and the internal walls, which can be described by means of
a lumped parameters representation as shown in picture 3.5.

Figure 3.5: Lumped parameter representation

Based on data for steel and structural concrete it is possible to evaluate the resis-
tances: in particular the roof and bottom of the cavern are considered perfectly hemi-
spherical shapes. The conduction resistances through the lateral walls and through the
roof and bottom can be written, for a cylindrical geometry, respectively as

Rlat =
1

2πksL
ln

rmean

rint
+

1
2πkcL

ln
rext

rmean
(3.3)

Rr−b =
1

4πks

(
1

rint
− 1

rmean

)
+

1
4πkc

(
1

rmean
− 1

rext

)
(3.4)

where k is the thermal conductivity, L is the height of the cavern cylindrical region and
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ri are the internal, mean and external radii, and the subscripts s and c stand for steel

and concrete, while the lateral convection resistance is evaluated as

Rconv,lat =
1

hAlat
(3.5)

and the roof and bottom resistances are

Rconv,r−b =
1

hAr−b
(3.6)

where h is the convective heat transfer coefficient. Once the resistances are defined,
the heat rate exiting the cavern through the walls can be written as

Q̇ =
Tst−Tsurr

Rlat +Rconv,lat
+2 · Tst−Tsurr

Rr−b +Rconv,r−b
(3.7)

where Tst is the mean storage temperature and Tsurr is the fixed surrounding rock tem-
perature.

Energy and mass balances

To model injection and withdrawal, a system of energy and mass balance must be
solved, considering the cavern as a control volume. All the gas properties must be
evaluated at the mean gas temperature inside the cavern. Under the assumption of a
constant flow rate entering and leaving the system during each time-step it is possible
to write the mass balance as

dρst

dt
=

ṁin

Vst
(3.8)

and, neglecting potential and kinetic energy as discussed in the heat exchange process
description of section 3.2.1, the energy balance for the injection process can be written
as

dhst

dt
=

ṁin hin− ṁin hst− Q̇
ρst Vst

(3.9)

where hst is the specific enthalpy of the storage, ṁin in the inlet mass flow rate and Vst

is the cavern volume. Since the model works with a time step of three hours, balance
equations 3.8 and 3.9 can be integrated over the time-step and written as
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ρ
1
st = ρ

0
st +

ṁ1
in

Vst
(3.10)

h1
st = h0

st +
ṁ1

in
(
hin−h0

st
)
− Q̇1

ρ0
st Vst

(3.11)

where the superscript refers to the time step considered.

Analogously balance equations for withdrawal can be written as

dρst

dt
=

ṁout

Vst
(3.12)

dhst

dt
=

ṁout hout− ṁout hst− Q̇
ρst Vst

=− Q̇
ρst Vst

(3.13)

and integrated on the time step, giving

ρ
1
st = ρ

0
st +

ṁ1
in

Vst
(3.14)

h1
st = h0

st−
Q̇1

ρ0
st Vst

(3.15)

3.2.2 Compression

The flow coming from the electrolyzer must be compressed, from the initial pressure to
the injection pressure, always set at 5bar higher than the cavern pressure. The pressure
distribution found in section 3.2.1 is given as input to the compressor. The PEM flow
is considered to be at 30bar and 80°C [48, 47, 46]. Before the actual modeling of the
compressor it is necessary to define the number of stages of the compressor depending
on the maximum pressure needed for the injection: based on the maximum pressure of
the considered cavern, the model evaluates the number of necessary stages, simulating
a continuous injection in the cavern until its maximum pressure is reached. The num-
ber of stages strongly depend on the compressor outlet temperature: if it is assumed to
cool down the temperature to the injection temperature of 17°C at each refrigeration
stage, the number of stages is fixed to 2 for every cavern configuration; if the compres-
sor is operated to inject a higher temperature gas in the cavern, in order to provide a
higher enthalpy content to the expander at the cavern outlet, it varies between 3 and 5
depending on the maximum pressures of the considered cavern. Once the number of
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stage is defined it is possible to proceed to the actual compression process. In particular
a real compression for a real gas has been considered, defining an isentropic efficiency
for the compressor as

ηis =
∆his

∆hreal
(3.16)

and assuming a value for it of 0.7 based on literature [56, 67, 68]. In particular, the
efficiency is strictly dependent on the specific compressor and must be evaluated from
case to case. However reciprocating compressor isentropic efficiencies range between
0.60−0.88% and the choice of the value used in the model is driven by the mostly par-
tial operation of the compressor and to avoid under-estimations of the compressor cost
and consumption. It is important to recall that the maximum discharge temperature
of each stage of the compressor cannot exceed a certain value due to safety and wear-
ing issues: here the need of water inter-refrigeration between the compressor stages.
The inter-refrigerated compression process can be described by the following series of
equations

sin = s2,is = s(pin,Tin) (3.17)

T2,is = T (p2,s2) (3.18)

h2,is = h(p2,s2) (3.19)

h1 = h(p2,Tin) (3.20)

h2 =
h2,is−hin

ηis
+hin (3.21)

T2 = T (p2,h2) (3.22)

s2 = s(T2, p2) (3.23)

where the subscript in refers to the inlet of the first compressor stage and the different
points are described in figure 3.6. The constraint on the maximum discharge tempera-
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ture is always verified at this stage, since this same procedure have been used to evalu-
ate the number of stages for the compressor. In particular the model tries to compress
in only one stage, with the constraint on the maximum temperature: if the final tem-
perature is above the fixed value of 135K, the model increases the number of stages.
Finally it is necessary to check that the compression ratio is within an acceptable range.
Thanks to this procedure it is possible to map the process for each time-step. The result
of the compression process for an intermediate pressure of 123bar is shown in figure
3.6.

Figure 3.6: Compression process

The last inter-refrigeration process is necessary to bring the gas temperature back to
the injection temperature: this is done to avoid a rapid increase of the gas temperature
in the cavern, which would lead to a reduction of the overall mass stored and a high
heat exchange with the surrounding; moreover a low temperature variation over time
is preferable for structural reasons. However when considering the installation of a
turboexpander for energy recovery, the last refrigeration stage is no more implemented,
meaning that the injection in the cavern happens at the temperature reached by the gas
after the last compressor stage. In this way the mean temperature inside the cavern will
be higher, allowing one less refrigeration stage and exploiting a higher enthalpy gas in
the expander. The refrigeration stages cool down the gas to the injection temperature



3.2. MODEL IMPLEMENTATION 53

before each re-compression, maintaining a higher gas density during the process. For
the purpose of simplicity, the process is described by defining an inlet cooling water
temperature and an approach point, for gas-liquid heat exchangers, between the exit
temperature of the water and the inlet of the gas [69]. Known the gas flow rates with
the assumption of adiabatic heat exchangers, it is possible to match the heat exchanged
between the two fluids

ṁw (hw,out−hw,in) = ṁgas (hg,in−hg,out) (3.24)

where every specific enthalpy is evaluated as h = h(T, p).

Consequently the necessary water flow rate is

ṁw =
ṁgas (hg,in−hg,out)

(hw,out−hw,in)
(3.25)

This relation can be applied to every inter-refrigerator in order to evaluate the diverse
necessary water flow rates.

3.2.3 Expansion

An expander could be required in a hydrogen storage plant in order to recover part
of the energy spent for the compression process. The expander is located directly at
the outlet of the cavern so that it will operate discontinuously, based on the hydrogen
demand required. The expansion ratio will not be fixed, since it is necessary to avoid
too low temperature at the outlet of the expander; moreover it will depend on the the
gas conditions at the cavern outlet (temperature and pressure). It is then possible to
model the expansion similarly to the compression process: assuming an isentropic

expansion efficiency ηis,exp, a minimum temperature and pressure at the exit of the
expander (10°C, 20bar [70]) and considering the real gas properties it is possible to
write

hst = h(pst ,Tst) (3.26)

sst = (pst ,Tst) (3.27)

h f ,is = h
(
sst , p f

)
(3.28)

h f = hst−ηis,exp
(
hst−h f ,is

)
(3.29)
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Tf = T
(
h f , p f

)
(3.30)

where the subscript st refers to the storage gas conditions, f refers to the conditions
after the expansion, ηis = 0.8 is taken from [71, 72] and considered to be lower due
to discontinuous and unrated operation. The process described above is then cycled
until a suitable temperature after the expander is reached, increasing the final pressure
at each step. The result is a different final pressure for each time-step and, as a result,
variable enthalpy steps ∆h = hst−h f inside the expander. The expander outlet gas will
be then throttled to the final pipeline pressure. The electric power produced by the
expander for each time-step is

Pexp = ∆hṁoutηelm (3.31)

with electro-mechanical efficiency ηelm = 0.95. Finally it is possible to define a recov-

ery efficiency as

ηrec =
Eexp

Ecomp
(3.32)

which represents the percentage of electric energy consumed by the compressor that
can be recovered with the installation of a hydrogen turboexpander, where the electric
energy produced by the expander in one year of operation is Eexp = ∑year Pexp and
analogously Ecomp = ∑year Pcomp for the compressor.

3.2.4 Efficiency

Before proceeding to the definition and evaluation of a system efficiency, it is necessary
to evaluate the power consumption of the system components.

Starting with the compressor, the power consumption for each time-step is evalu-
ated as

Pcomp =
1

ηm−el
ṁgas

nstages

∑
1

∆hstage,i (3.33)

where the mechanical-electrical efficiency ηm−el is taken from reciprocating compres-
sor literature [67]. Water pumps consumption is evaluated choosing a reasonable pres-
sure loss inside the refrigerators, even if this piece of information is hard to be found
without a proper heat exchanger design (however as it can be seen in the section 4,
the power consumption of the pumps is always around three order of magnitude lower
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than the compressor one, even over a wide range of pressure drops, making the choice
of a realistic pressure loss not significant)

Ppump =
ṁw∆p

ηmηelρw
(3.34)

where ṁw is the total water mass flow rate and ηm and ηel respectively the mechanical
and electrical efficiencies.

In order to find an efficiency for the overall process, it is common practice to use
the LHV energy of H2 as the inlet energy in the system [60, 30]: it is then possible
to evaluate the energy losses due to compression and mass leakages with respect to a
common reference energy. The yearly system efficiency can be written as

ηsy =
mgas (1−ηleak)LHVH2−Ecomp−Epump

mgasLHVH2

(3.35)

where ηleak = 0.5% expresses the losses due to mass leakages during the compression
stage. Moreover it is also possible to evaluate an hour-by-hour efficiency, considering
mass flows and power instead of masses and energies, as

ηsy,i =
ṁgas,i (1−ηleak)LHVH2−Pcomp,i−Ppump,i

ṁgas,iLHVH2

(3.36)

which will represent the system efficiency for each time-step. However it is not rep-
resentative of the final performance of the system. The yearly efficiency value will
instead represent how well the system performs in extracting most of the entering
chemical energy, during a year of operation. Thus in order to evaluate ηsy it is neces-
sary to simulate the system operation and its value will again depend on the maximum
pressure of the considered cavern (see section 4.1). It is also necessary to specify that,
in the case of installation of an expander for energy recovery, the system efficiency
definition will slightly differ

ηsy =
mgas (1−ηleak)LHVH2−Ecomp−Epump +Eexp

mgasLHVH2

(3.37)

taking into account the energy recovery component Eexp.

3.2.5 Costs

The cost estimation process is based on the three main components of the system:
compressor, expander and cavern.
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Compressor and expander

As already discussed in section 3.1.1, reciprocating compressors for hydrogen appli-
cations are commercially available. The cost estimation is thus based on the tool
“H2A Delivery Components Model” developed by the USA Department of Energy

[56], which relies directly on compressor producers costs. The compression section of
the model produces the inputs for the tool, which in turn is able to return investment
and O&M costs, again implemented in the final cost evaluation in the Matlab model.
Moreover it was necessary to compare sizing and consumption of the compressor units
given by the tool with the results of the Matlab model, in order to check the consis-
tency of the cost evaluation. The compressor section of the system is composed by
three units (oversized by10%), one of them in stand-by: this design choice was nec-
essary to achieve a higher availability during compression. Moreover they have been
designed based on the number of stages and the isentropic efficiency, as already dis-
cussed in section 3.2.2. The results of the tool depend on the compressor sizing, which
in turn depends on the hydrogen production flow rates and cavern dimension, since it
will limit the injection capacity and so the gas flow that must be compressed.

Investment cost for the turboexpander are taken from [72], while the O&M yearly
costs are supposed to amount to the same percentage of the total investment as for
the compressor. An accurate estimation of these costs is not possible since they vary
for every application. However, in order to avoid an underestimation of the costs, the
investment cost has been supposed to be 1500$/kW where the very broad range found
in literature was 600−2300$/kW.

Cavern

Cost data about cavern excavation and related facilities construction have been taken
from [44], since their detailed classification fits well the purposes of this study. As
already discussed in section 3.1.3, they have been adapted to be used as input for the
model. In table 3.2 it is possible to see how they have been specified with respect to the
initial form shown in table 3.1, and how every characteristic of the cavern influences
its cost; however this topic will not be discussed, since a geomechanical analysis has
already been shown in [44].

In particular the main difference in cost, between clusters integrating a different
number of cavern, is related to the excavation of the access tunnel, since more than
one cavern can be accessed by the same tunnel. This means that clusters with a higher
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number of caverns will have a lower cost of excavation per single cavern, once fixed the
working gas volume. O&M cost are not specified for the cavern, since it is supposed
that they are already included in the compressor O&M variable and fixed yearly costs.

Net Present Cost

On the basis of the cost evaluated in sections 3.2.5 and 3.2.5 it is possible to define and
evaluate the Net Present Cost as

NPC =
N

∑
k=1

Cep +Cmd +O&M

(1+ r)k +C0 (3.38)

where r is the real discount rate defined as

i =
1+d
1+ i

−1

being d = 0.1 the normal discount rate and i = 0.02 the inflation rate; N = 25 is the
system lifetime, C0 = Ccomp +Ccav +Cexp the total investment cost comprehensive of
the compressor, turboexpander and the cavern costs; in particular the latter is divided
in the actual cavern cost (defined in table3.2) and the cushion gas cost

Ccushion = mcushioncprod H2

where cprod H2 = 5.12$/kg [73] is the production cost of hydrogen from a PEM elec-
trolyzer; Cep= cost of excess of production and Cmd=cost of missed delivery are defined
as follows

Cep = cprod H2mex−prod (3.39)

Cmd = pH2mmiss−del (3.40)

where pH2 = 5$/kg [20] is the hydrogen retailing price, mex−prod and mmiss−del repre-
sent respectively the excess mass of hydrogen produced and the mass not delivered
to the distribution pipelines; O&M cost are specified both for the compressor and the
expander. The NPC is used by the model in order to identify the most cost efficient
cavern in a 25 years life-time of the system. In order to compare different cavern con-
figurations or costs in different hydrogen production scenarios, it is better to define the
specific cost of storage cstorage and the specific cost of delivery cdelivery of hydrogen
from the storage
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cstorage =
NPC/N

Ewg
(3.41)

cdelivery =
NPC/N

LHVH2min j
(3.42)

where Ewg is the working gas energy and min j = ∑i min j,i is the yearly mass of hydro-
gen injected in the storage, which express respectively the specific cost of the system
to store 1kWh of hydrogen in the hypothesis of no cyclability of the cavern and the
specific cost of the system to delivery 1kWh of hydrogen when the cavern is cycled
within its maximum capacity. In the same way it is possible to evaluate the specific

cost per kg of delivery and the specific cost per kg of storage as

cstorage,kg =
NPC/N

mwg
(3.43)

cdelivery,kg =
NPC/N

min j
(3.44)

where mwg is the working gas mass. Results given by equations 3.41 and 3.42 refer
to the LHV content of the gas, while it is possible to refer the costs to the electricity
delivery by the definition of a power unit efficiency, defined as the hydrogen energy
spent to produce electricity

ηpu =
Eel

LHVH2

This value will depend on the specific power unit, as it is possible to use hydrogen to
produce electricity both in gas turbines and in hydrogen fuel cells, where it is possible
to further distinguish between the different available technologies. In particular it is
important to specify a main assumption of the following calculations: it is assumed
that the power unit for hydrogen conversion is not included in the cost evaluation,
assuming that an already existing plant could be used to produce electricity without
capital investment or increased maintenance. In this way it is possible to express costs
in [$/kWhel] by dividing equations 3.41 and 3.42 by the power unit efficiency ηpu

cstorage,el = c∗storage/ηpu (3.45)

cdelivery,el = c∗delivery/ηpu (3.46)
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where an arbitrary value of ηpu = 0.60 has been used based on a benchmarking of the
actual efficiencies of combined cycle power plants [11, 74] and c∗storage ,c∗delivery are the
modified specific costs evaluated considering an additional electrolysis cost component
in the NPC cost equation 3.38, which has been fixed at 5.12$/kg, based on an electricity
cost of 6.22$/kWh and an electrolyzer electrical consumption of 50.2kWh/kg [73]. In
particular this is done in order to be consistent and express a final electricity production
cost as the result of a full AC-AC conversion; moreover it will be possible, in this way,
to compare the studied system with other electricity storage technologies.

It is also interesting to analyze costs in relation to the mobility sector, since it seems
to be the most promising in terms of development of hydrogen economy (see section
2.6). In particular, starting from the modified delivery cost of hydrogen c∗delivery, it is
possible to find the final cost of mechanical power delivery (or operation cost) consid-
ering a tank to wheel efficiency ηT TW , defined as the mechanical energy produced by
the vehicle over the entering chemical energy of hydrogen, from equation

CFCEV = c∗deliveryηT TW,FCEL (3.47)

which is expressed in [$/kWhm]. The same procedure can be done with battery electric
vehicles (BEV)

CBEV = celectricityηT TW,BEV (3.48)

with the main difference that in this case the entering energy is in the form of electric-
ity; it is then possible to make a comparison between the two final costs.
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P[bar] Depth[m] Diameter[m] Vol
[
m3] Height[m] Cost[$/m3]

100 150 15 1,78E+05 241,38 5,92
150 150 15 1,22E+05 162,62 4,5
200 150 15 9,43E+04 123,48 3,8
100 200 15 1,78E+05 241,38 5,95
150 200 15 1,22E+05 162,62 4,54
200 200 15 9,43E+04 123,48 3,83
100 250 15 1,78E+05 241,38 5,99
150 250 15 1,22E+05 162,62 4,57
200 250 15 9,43E+04 123,48 3,87
100 150 20 1,78E+05 128,07 5,05
150 150 20 1,22E+05 83,77 3,94
200 150 20 9,43E+04 61,75 3,39
100 200 20 1,78E+05 128,07 5,08
150 200 20 1,22E+05 83,77 3,97
200 200 20 9,43E+04 61,75 3,42
100 250 20 1,78E+05 128,07 5,12
150 250 20 1,22E+05 83,77 4,01
200 250 20 9,43E+04 61,75 3,46
100 150 25 1,78E+05 73,83 4,6
150 150 25 1,22E+05 45,48 3,67
200 150 25 9,43E+04 31,39 3,2
100 200 25 1,78E+05 73,83 4,63
150 200 25 1,22E+05 45,48 3,7
200 200 25 9,43E+04 31,39 3,24
100 250 25 1,78E+05 73,83 4,67
150 250 25 1,22E+05 45,48 3,74
200 250 25 9,43E+04 31,39 3,27
100 150 30 1,78E+05 42,85 4,36
150 150 30 1,22E+05 23,16 3,54
200 150 30 9,43E+04 13,37 3,14
100 200 30 1,78E+05 42,85 4,39
150 200 30 1,22E+05 23,16 3,58
200 200 30 9,43E+04 13,37 3,17
100 250 30 1,78E+05 42,85 4,43
150 250 30 1,22E+05 23,16 3,61
200 250 30 9,43E+04 13,37 3,21

Table 3.1: Cavern data
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Investment cost [M$]
#conf P[bar] Depth[m] D[m] H[m] 4 cav 1 cav 2 cav 3 cav

1 100 150 15 241,38 132 38 69 100
2 150 150 15 162,62 100 30 53 77
3 200 150 15 123,48 85 26 45 65
4 100 200 15 241,38 132 38 69 101
5 150 200 15 162,62 101 30 54 77
6 200 200 15 123,48 85 26 46 65
7 100 250 15 241,38 133 38 70 101
8 150 250 15 162,62 102 30 54 78
9 200 250 15 123,48 86 26 46 66

10 100 150 20 128,07 112 33 59 86
11 150 150 20 83,77 88 27 47 67
12 200 150 20 61,75 75 24 41 58
13 100 200 20 128,07 113 33 60 86
14 150 200 20 83,77 88 27 47 68
15 200 200 20 61,75 76 24 41 59
16 100 250 20 128,07 114 33 60 87
17 150 250 20 83,77 89 27 48 68
18 200 250 20 61,75 77 24 42 59
19 100 150 25 73,83 102 30 54 78
20 150 150 25 45,48 82 25 44 63
21 200 150 25 31,39 71 22 39 55
22 100 200 25 73,83 103 30 55 79
23 150 200 25 45,48 82 25 44 63
24 200 200 25 31,39 72 23 39 56
25 100 250 25 73,83 104 31 55 79
26 150 250 25 45,48 83 26 45 64
27 200 250 25 31,39 73 23 39 56
28 100 150 30 42,85 97 29 52 74
29 150 150 30 23,16 79 24 43 61
30 200 150 30 13,37 70 22 38 54
31 100 200 30 42,85 98 29 52 75
32 150 200 30 23,16 80 25 43 61
33 200 200 30 13,37 71 22 38 54
34 100 250 30 42,85 99 29 52 75
35 150 250 30 23,16 80 25 43 62
36 200 250 30 13,37 71 23 39 55

Table 3.2: Cavern costs characterized by cluster dimension
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The most relevant results of the study will be presented in the following. Four
different hydrogen production scenarios have been considered, running the simulation
for the case with no expander for recovery, referred as the “base case” and the case
with the installation of a turboexpander at the cavern outlet, referred as the “expander
case”, for a total of 8 simulations. The hydrogen production data have been chosen
to be representative of four different caverns operation and dimension: in particular,
with the help of a GAMS electricity grid model developed by the Energy Division of
the Earth, Space and Environment department of Chalmers University of Technology,
it was possible to obtain diverse hydrogen production patterns, considering eventual
raw hydrogen demand, system costs and power production mix constraints. The con-
sidered scenarios, however, have to be considered as test inputs, useful to validate the
model and draw final consideration about the storage plant operation. The main as-
sumptions of the GAMS model, used to obtain the input data, are described in section
4.3. Scenarios SC3 and SC4 are better described in section 4.3, respectively referred as
“expensive both, H2 demand” and “original, noBio”; scenarios SC1 and SC2 are both
referred as “original, noBio” but have been obtained with different assumed initial val-
ues for the hydrogen storage plant cost. In particular very high costs (with respect to
what are the results of this study) were assumed for those two scenarios, respectively
11C/kWh and 44C/kWh and based on what found in [75], which were mostly useful
to obtain completely different storage utilization patterns and better prove the model
functioning. Moreover higher assumed costs have result in higher cost results, proving
convergence between costs in the case of an eventual optimization process involving
the two models.

For each scenario the model evaluates the cavern configuration with the lower NPC
among the ones described in table 3.2. Only the most cost effective cavern among all
the configuration will be described for each scenario and case. Table 4.1 shows the
chosen cavern configuration as well as the cluster configuration (see section 3.1.3,
#x=number of clusters of x caverns), the mass capacity and the energy capacity (re-
ferred to the hydrogen LHV) for each case and scenario.

4.1 Thermodynamic analysis

The system operation is described through the variation of the thermodynamic state of
the gas inside the storage and the energy consumption and production of the external
components (compressors, pumps and expander). For every H2 production scenario
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#conf #4 #3 #2 #1 Mass [t] Energy [GWh] ηsy

SC1,base 30 7 1 0 0 7855 262 0.9728
SC1,expander 30 7 1 0 0 7855 262 0.9719
SC2,base 28 1 1 0 0 1172 39 0.9810
SC2,expander 31 1 1 0 0 1172 39 0.9798
SC3,base 29 1 0 0 0 1014 34 0.9726
SC3,expander 30 1 0 0 1 1123 37 0.9763
SC4,base 30 24 1 0 0 25086 836 0.9751
SC4,expander 30 24 1 0 0 25086 836 0.9737

Table 4.1: NPC optimization results

the system will behave differently, as it will produce different results in the expander
case with respect to the base case, making possible a comparison from two different
points of view.

4.1.1 Scenarios comparison

The cavern operation can be well described through the use of a pressure/density
against time-steps diagram, which will express how and when the gas is injected or
withdrew from the cavern. In figure 4.1 it is possible to see how pressure and density
inside the cavern follow the same trend in every scenario (the same behavior is found
in the expander cases). This is reasonable since the narrow temperature variation in the
cavern, which is due to the fixed injection temperature, similar to the surrounding rock
one in order to limit the heat exchange process and shown in figure 4.2 for SC1,base

(similar behavior is found in every base case scenario).

It is possible to explain the density behavior when considering the T−s equilibrium
diagram of hydrogen behaving as a real gas, since the density variation is much more
influenced by a pressure variation with respect to a temperature variation, as it can be
seen from figure 4.3, pointing out how the density curves are only slightly steeper than
the pressure curves.

Different scenarios will provide different cavern dimension as well as injection
and withdrawal rates, since they are directly proportional to the cavern volume: in the
p− t diagram shown in figure 4.1 it is possible to see how increases and decreases
of pressure are steeper for the scenarios with larger cavern capacity. Moreover the
pressure is always constrained between the minimum and maximum values defined in
the cavern design phase. Pressure, temperature and density variations are the results
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of the injection, withdrawal and heat exchange processes which happen independently
one from each other.

The recovery efficiency defined in eq.3.32 will depend on the cavern operation, in
particular on the temperature and pressure conditions of the cavern outlet gas. Higher
mean operating pressure and temperature will allow a higher energy recovery in the
turboexpander, providing larger enthalpy drops inside the machine before reaching the
minimum outlet temperature, as discussed in section 3.2.3. Values of the recovery
efficiency are found in table 4.2.

ηrec SC1 SC2 SC3 SC4
% 9 10 10 7

Table 4.2: Recovery efficiency in the expander case

Due to the low values found for the recovery efficiency, the installation of the
turboexpander seems to be not conveniente in the considered scenarios (see sections
4.1.24.2).

System efficiencies for every scenario are shown in table 4.1, based on the defi-
nition given in equations 3.35 and 3.37; they show high values, oscillating between
97− 98%: it is reasonable to have low losses with the design choices of this study.
In particular mass losses are only supposed to happen in the compressing unit (they
account for 0.5% of the total mass flow rate); the compressor power consumption is
limited since the gas must be compressed from an already high starting pressure of
30bar (outlet pressure of the electrolyzer unit) to a relatively low maximum pressure
of 100− 200bar (see section 3.1.2) and pumping losses are almost negligible, being
2 orders of magnitude lower than the electricity spent for compression. In figure 4.4
it is possible to see how the efficiency is influenced by the starting pressure, where
the results are obtained from the simulation of a continuous filling of one cavern with
a maximum pressure of 200bar (configuration 30, table 3.2). It is thus interesting to
notice how, compressing the gas from a pressure of 30bar, it is possible to save up to
7% of the gas LHV content during compression, since the energy losses are already
accounted in the PEM electrolyzer efficiency.

Moreover figure 4.5 shows the efficiency variation with respect to the final pressure,
compressing from 30bar and in the same cavern configuration of figure 4.4. It is clear
how the energy consumption of the compressor is slowly increasing when approaching
high pressures, thus it possible to infer that higher maximum pressure caverns will
always show a lower overall efficiency.
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4.1.2 Cases comparison

The first operating parameter strongly influenced by the different operating conditions
between the base case and the expander case is the gas temperature inside the cavern.
Figure 4.6 show the temperature behavior during an year of operation for the expander
case in every scenario. It is possible to compare it with figure 4.2 to notice how the
mean cavern temperature remains always higher during operation.

This temperature behavior leads to a reduced overall capacity of the cavern due to
a decrease of the gas density, as it will be discussed in the following. However the op-
erative choice of injecting the gas in the cavern at high temperatures leads to an overall
increased enthalpy content of the gas, which can be exploited in the turboexpander for
recovery.

Due to the constraints on the minimum and maximum pressure of the cavern, the
model will limit injection or withdrawal when the cavern pressure is close to those
values. In particular all the scenarios do not exceed the injection limit, but this happens
for the withdrawal limit. This means that for every scenario there will be a partial
missed delivery (see section 3.2.5, eq.3.40), expressed as a percentage of the total
demand and shown in table 4.3.

SC1,b SC1,e SC2,b SC2,e SC3,b SC3,e SC4,b SC4,e
Missed del[%] 4,3 4,7 5,1 4,7 4,7 3,2 9,9 9,8

Table 4.3: Missed delivery

In particular the withdrawal process is limited in two different operating conditions:
when the cavern pressure is close or equal to the minimum value or when the maximum
withdrawal constraint is reached. It is possible to notice how in the expander case, for
3 out of 4 scenarios, the missed delivery has a lower value despite the lower maximum
capacity of the cavern. The higher mean temperature in the cavern decreases indeed
the mean gas density, decreasing the maximum mass that can be injected: a mean
temperature range of 25−30°C causes a reduction of the maximum capacity of 4−5%
along all the different cavern configuration and maximum pressures, with respect to a
mean temperature of 17°C, as set in the base case. However, when operating in the
lower range of pressures, the system can benefit of a lower density, boosting up the
pressure and allowing withdrawals, as it is clear from figure 4.8 between the 1000th and
1500th time step, where the pressure in the expander case is significantly higher than
in the base case (even if the diagram is referred to the gas energy content, its density
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is strongly influenced by pressure as discussed in 4.1.1, so that pressure, density and
LHV content will follow almost the same trend). Figure 4.7 shows a scatter plot of
the missed delivery against time-steps and compared to the cavern pressure for SC3 in
both study cases, allowing to locate in time the single missed deliveries.

In particular the withdrawal process cannot happen if the pressure is close to the
minimum one, loosing all the demand for that time-step, while it is only reduced of a
certain quantity, related to the excess of demand, when the withdrawal limit is reached.
Even if the maximum cavern capacity is reduced, this does not mean that the maximum
exploited capacity is also reduced: as it can be seen from figure 4.8, the maximum en-
ergy reached by the cavern is higher in the expander case for SC2 (with same maximum
pressure cavern for both cases), allowing to infer that every scenario and subsequent
plant design will differ from case to case.

Nonetheless, in general, the maximum capacity is lowered, causing reduced injec-
tion capabilities in the cavern which in turn is reflected in a lower cyclability of the
storage system. This could have a huge impact on the cavern operation and final cost,
as it will be discussed in section 4.2 (see section 3.1.3).

4.2 Costs analysis

The cost analysis is based on the main components of the system: compressors, caverns
and expander; cost have been evaluated on the basis of what discussed in section 3.2.5.

In table 4.4 the most relevant cost optimization results are reported, based on eq.
3.41, 3.42, 3.43, 3.44, reporting the maximum cavern energy capacity and number of
yearly cycles for comparison.

cstorage[$/kWh]cdelivery[$/kWh]cdelivery,kg[$/kg]cstorage[$/kg]Energy[GWh]# cycles
SC1,base 2,30 0,009 0,29 77 262 10,7

SC1,expander 2,49 0,009 0,31 83 262 10,7
SC2,base 3,57 0,014 0,48 119 39 9,8

SC2,expander 3,74 0,015 0,51 125 39 9,8
SC3,base 2,66 0,010 0,33 89 34 10,8

SC3,expander 2,64 0,011 0,36 88 37 9,7
SC4,base 2,28 0,015 0,50 76 836 6,0

SC4,expander 2,30 0,015 0,51 77 836 6,0

Table 4.4: Cost results

Looking at the results it is possible to firstly notice that there are not system econ-
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omy of scale, since higher storage capacities does not lead to lower specific costs.
However this study is already focusing on large scale applications and the cost estima-
tion is already considering economies of scale on the single components. Moreover, as
it can be seen in figure 4.9, the largest portion of investment is occupied by the cavern,
which in this study does not respond to scale enlargement linearly: once a cluster of 4
caverns has been selected, the 5th cavern will cost more than the 4th as well as the 9th

will cost more than the 8th and so on.

As introduced in section 4.1.2, the cyclability of the storage has a clear result on
its cost. From 4.4 it is clear how an higher number of yearly cycles leads to a lower
specific cost of delivery. In particular the lowest cost of delivery is produced in SC1
where the cavern is cycled 10,7 times per year, while the higher costs are found in
SC2 and SC4. However SC2 shows considerably higher investment costs, so that the
higher number of cycles, with respect to SC4, does not compensate for the final deliv-
ery cost. SC3,base shows higher investment costs with respect to SC1,base which is
reflected in slightly higher delivery costs, being the number of yearly cycles similar.
Thus the importance of exploiting the cavern cyclability to reduce overall delivery cost
of hydrogen. It is interesting to compare these results with the costs found in litera-
ture (see section 1.1, figure 1.4): the specific cost of storage for rock caverns found in
literature finds its maximum value in 50$/kg, while this study has shown a cost range
of 76− 125$/kg. This discrepancy could be partially attributed to the absence of an
internal liner and partially to the lack of extensive information about underground rock
caverns storage. However when considering the delivery cost, it seems to be aligned
to the literature values in the most expensive scenarios, while significantly lower in the
two cheapest scenarios SC1, SC3. Further research on the cyclability capacity of LRC
storage could help increasing the cost knowledge of this particular technology.

Figure 4.10 shows the yearly expenses for the storage facility for every case and
scenario. It is clear how the most important contribution, after the cavern investment,
is due to O&M costs of the compression units. Those costs are dominated by the cost
of electricity consumption to drive the compressor, which amounts to 75−77% of the
total compressor cost: in a system optimization logic these costs could be reduced, op-
timizing hydrogen production together to its compression to better exploit the market
electricity price arbitrage. With reference to table 3.2, it can be noticed that the 30th

cavern configuration is the cheapest one in terms of capital investment. However, even
if most of the scenarios have their cost optimized in that configuration, some of them
do not. In particular in SC2 the optimal configuration is a bigger cavern with lower
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maximum pressure (100bar), meaning that this particular scenario could benefit of a
reduced compression cost both in terms of investment (compressor size) and electricity
consumption. The different choice in terms of cavern configuration between SC2,base

and SC2,exp can be justified saying that the latter can take advantage of a slightly
higher surrounding rock temperature, since it is located 50mdeeper underground.

Starting from eq. 3.46 it is also possible to show the systems cost to delivery
electricity and compare it with other technologies. Please refer to figure 4.11.

Based on the actual cost of hydrogen produced from PEM electrolyzers of 5.12$/kg

[73], the delivery cost of electricity cdelivery,el from a hydrogen storage plant results in
the range of 0.26− 0.27$/kWhel. This value is consistent with what found in literature
on hydrogen application (see figure 1.3). However PEM hydrogen production cost is
based on an electricity price of 6.22c$/kWh and an electrolysis electrical consumption
of 50.2kWh/kg, meaning that electricity cost is responsible of more than 60% of the
total cost. A cost analysis of electricity delivery, considering a PEM electrolysis cost
of 2$/kg (ideal scenario in which hydrogen can be produced from free electricity, for
example avoiding curtailment), would lead to cdelivery,el = 0.11− 0.12$/kWhel. More-
over, when considering the future trend in the PEM electrolyzers costs, it is found that
it will be possible to produce hydrogen for large-scale central applications for 4.2$/kg

already in 2025 [73], leading to cdelivery,el = 0.22−0.23$/kWhel or in the ideal scenario
of free available electricity cdelivery,el = 0.05− 0.07$/kWhel. The results are consistent
with literature findings, shown again in figure 4.12: hydrogen is actually economically
competitive with most of the battery applications, but it is not with PHS and CAES if
the actual full price of electricity is considered. Only the possibility of exploiting very
low electricity prices during off peak demand could lead to sustainable, grid connected,
hydrogen storage systems.

However delivery costs of hydrogen from LRC systems only remain low, having
a marginal impact on the overall system investment: grid-connected hydrogen storage
systems will mostly depend on future improvement of electrolysis costs and perfor-
mances.

On the other hand, the creation of a differentiated hydrogen market could increase
the interest of a direct use of hydrogen, as discussed in section 2.6. Since mobility
will probably be the main driver of the future hydrogen economy, it is relevant to make
some short considerations about the cost of FCEV in comparison with the competi-
tors. In particular, looking at a future dominated by CO2 regulation and with increased
attention to emission control, it was chosen to consider BEV as frame of reference.
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Based on equations 3.47 and 3.48 it is possible to compare BEV and FCEV in terms
of cost performances. Values of ηT TW of 0.83% and 0.48% have been used respec-
tively for BEV and FCEV [77], which gives costs results of respectively 0.08$/kWhm

and 0.07− 0.30$/kWhm, where the latter is the value referred to the delivery cost of
hydrogen in 2025 and ranges between an electricity cost of 0− 6.89$/kWh. These are
only the costs to run the vehicle and do not take into account the production cost of
it: in particular FCEV costs are now lower than BEV and are supposed to be further
reduced in the near future, remaining always below BEV trends and eventually reach-
ing the same value after 2040 [78, 79] . It is not possible to state which technology
will be more convenient in a future mobility scenario, since the above considerations
only consider the production cost of vehicles and the cost of production and storage of
H2, excluding from the equation all the cost related to the hydrogen distribution and
retail infrastructure development, which will raise as the big challenge of the future
hydrogen economy.

4.3 Hydrogen cost impact on future scenarios

There is uncertainty on the actual and future costs of every component of a hydro-
gen production and storage system. Based on this uncertainty, with the help of the
GAMS model already introduced, it has been possible to build a sensitivity analysis
on the components cost, in 13 different scenarios, showing how hydrogen storage cost
influences system choices in terms of flexibility and power mix [65, 66].

The GAMS model minimize the overall system cost and it is based on several
assumptions that is important to report:

• Greenfield investments are considered for every technology

• There are distribution constraints on the grid

• There is no focus on mobility and heating system, only the power grid is consid-
ered

• The considered storage options are: Li-Ion batteries, VRF batteries, H2 above
ground tanks, H2 LRC

• Electricity production is CO2 free: CO2 emitting technology can exist only if
CCS is applied
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• Geographical distribution is only taken into account for wind generation tech-
nologies

Moreover in table 4.5 are shown the allowed technologies in the final power generation
mix. Finally two different demand scenarios have been considered: a demand of raw
hydrogen equal to 20% of the total electricity demand, equally distributed along all the
yearly time-steps and which must be met (meaning that the hydrogen demand required
is the gas amount which is possible to produce, through electrolysis, using 20% of
the electricity demand), while it is also possible to produce hydrogen and burn it into
fuel cells (referred in the scenarios nomenclature as “H2 demand”); if not specified
there is no raw hydrogen demand, as it is produced to be completely reconverted into
electricity through fuel cells employment.

Technologies Description
Gas Combined cycle gas turbine plants

Gas peak Open cycle gas turbines for peak power generation
WG peak Open cycle biogas turbines for peak generation
Nuclear Nuclear plants

Wind on shore On shore wind turbines
PV Photovoltaic plants

BECCS Bio-energy CCS plants, biomass based steam boilers
FC PEM fuel cells

Table 4.5: Model electricity production technologies

Each scenario was generated with different assumptions on the costs of hydrogen
production, storage and reconversion into electricity, as well as with different demand
configurations and power mix constraints: table 4.6 shows the capital cost assumption
for every scenario and explains their nomenclature [75].

It is also important to notice that, since no CO2 emissions are allowed, CO2 emit-
ting technologies (gas turbines) can only be employed together with BECCS plants,
which in the GAMS model are supposed to compensate for CO2 emissions from all
the other producing technologies. In other words, in the “noBio” scenarios, gas tur-
bines (open cycles or combined cycle) are not allowed, leaving hydrogen storage and
fuel cells as the only flexibility measures on the grid.

For sake of simplicity, similar results in terms of technologies employment in dif-
ferent scenarios will be discussed within the same section in the following.
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Cheap Original Expensive Super expensive
Electrolyzer[MC/MW] 0.5 1 2 -
Fuel cells[MC/MW] 0.25 0.5 1 -
LRC[kC/MWh] - 2.5 7.5 15
Tanks[kC/MWh] - 16.5 49.5 99
noBio No BECCS allowed to be used for electricity generation
Cheap H2 Cheap electrolyzers and fuel cells
Expensive H2 Expensive electrolyzers and fuel cells
Expensive storage Both LRC and Tanks are expensive
Both expensive Both H2 storages are very expensive
Superexpensive storage All four H2 technologies are expensive
H2 demand Hydrogen demand fixed at 20% of the electricity demand

Table 4.6: Scenarios assumptions

4.3.1 LRC and tanks hydrogen storage

In the “Cheap H2” and “Both expensive, H2 demand” scenarios both hydrogen LRC
and tank storages are employed, with LRC showing a seasonal behavior, while tanks
show much faster charge/discharge cycles. As it can be seen in figure 4.13a, the sim-
ulation result is a relatively large dimension of LRC storage with the support of the
more flexible, small capacity, tank storage option. In particular tanks can be cycled
much faster than LRC storage and can thus be used to smooth the gas injection and
extraction process in/from the cavern. A similar result is obtained in the scenario de-
scribed in figure 4.13b: here a much smaller LRC capacity is required, justified by
its high cost, while the tank capacity is comparable with the former scenario. This
last scenario is useful to understand the difference between the two hydrogen storage
technologies: in a scenario where hydrogen must be produced and stored to be able
to cover the demand, there is the need of a large, cost effective storage option, able
to cover a seasonal demand variation; however tanks provide an important flexibility
measure needed by the grid operation.

4.3.2 LRC hydrogen storage

In scenarios “noBio, cheap H2” and “Original, H2 demand” the simulation shows that
LRC is sufficient in order to respond both to flexibility and storage request. With refer-
ence to figure 4.14a, in the former scenario a very large LRC capacity is needed: based
on the noBio definition discussed in the introduction to the model in section 4.3, stor-
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age must be employed to respond to the flexibility needs of the grid, finding hydrogen
as the best candidate among the considered storage alternatives. A direct comparison
with the latter scenario, described by figure 4.14b, shows how in the latter case the
LRC capacity is strongly reduced (of more than 4 times) since more flexible power
generation technologies are allowed to produce electricity. However, hydrogen results
to be more competitive than Li-Ion and VRF batteries, showing how hydrogen could
be competitive to respond both to seasonal and a much faster electricity production
variability.

4.3.3 LRC and VRF batteries storage

In several scenarios, all constrained by the “noBio” hypothesis and described in figure
4.15, the best storage mix is represented by coupling LRC with VRF batteries.

It is possible to notice a similarity in the result from the “Original, noBio” sce-
nario and the “noBio, cheap H2” scenario shown in figure 4.14a: the only difference
here is the higher cost of hydrogen storage in the former scenario, which is reflected
in the choice of a relatively small capacity of VRF, reducing the capacity of LRC.
Starting from these consideration it is then possible to analyze the other scenarios, in
which more expensive storage or hydrogen production and reconversion systems are
considered. In particular, when considering expensive (figure 4.15d) or very expen-
sive storage (figure 4.15b) it is possible to notice how the LRC capacity is strongly
reduced in favor of a higher capacity of VRF, when the hydrogen storage cost is in-
creased. However the system will behave in a similar way, using hydrogen to smooth
seasonal variability and VRF batteries to answer to fast fluctuations on the electricity
grid. It is interesting to show how, increasing electrolyzers and fuel cells costs (figure
4.15c), the LRC capacity is strongly reduced with respect to base case described by the
“noBio, original” scenario: a high cost to produce and burn hydrogen will make more
convenient to invest in nuclear base load, reducing the necessity for hydrogen storage
capacity; on the other hand, nuclear power is not a flexible technology and there will
be a strong need of flexible generation on the grid, provided by the very high capacity
of VRF batteries. Finally, considering higher costs for the overall hydrogen system
(electrolyzers, storage and fuel cells, figure 4.15a) will lead to a slightly lower LRC
capacity (compared to the “noBio, expensive H2” scenario, in which storage has the
“original” cost): the hydrogen storage cost will also limit the employment of fuel cells,
making more convenient to invest in a slightly different power production mix.
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4.3.4 No hydrogen scenarios

In several scenarios the use of hydrogen technologies is not competitive, in particular:

• Both expensive

• Expensive H2

• Expensive storage

• Original

Here only VRF batteries are employed as storage technologies, with a capacity close
to 2GWh for every scenario. It easy to understand that if the the cost of the hydrogen
storage or production systems is too high, when compared with alternative technolo-
gies, it is no longer convenient to invest in hydrogen. Moreover here there is not a fixed
hydrogen demand to be covered, meaning that the system is not “forced” to invest in
hydrogen. However the same results are obtained in the “Original” scenario, where
storage costs are close to the ones found in this same study and electrolyzer and fuel
cell costs are based on actual available technology. It is then possible to infer that ac-
tual hydrogen costs are not justified if there is not a hydrogen market ready to produce
a raw gas demand.
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(a) p-t and ρ-t diagrams SC1
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(b) p-t and ρ-t diagrams SC2
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(c) p-t and ρ-t diagrams SC3
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(d) p-t and ρ-t diagrams SC4

Figure 4.1: Pressure/Density-time diagram in the base cases
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Figure 4.2: T-t diagram SC1,base

Figure 4.3: T-s diagram for equilibrium hydrogen[76]
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Figure 4.4: Efficiency dependence on initial compression pressure
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Figure 4.5: Efficiency dependence on maximum pressure
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(b) T-t diagram SC2
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(c) T-t diagram SC3
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(d) T-t diagram SC4

Figure 4.6: T-t diagram expander cases
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(b) Missed delivery SC3,exp

Figure 4.7: Missed delivery comparison
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Figure 4.8: Storage energy SC2
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Figure 4.9: Yearly capital investment

Figure 4.10: Yearly costs LRC plant

Figure 4.11: Electricity delivery costs
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Figure 4.12: Electricity storage cost [12]

(a) Cheap H2 (b) Both expensive, H2 demand

Figure 4.13: Hydrogen LRC and tanks employment scenarios

(a) noBio, cheap H2 (b) Original, H2 demand

Figure 4.14: Hydrogen LRC employment scenarios
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(a) noBio, both expensive (b) noBio, superexpensive storage

(c) noBio, expensive H2 (d) noBio, expensive storage

(e) noBio, original

Figure 4.15: LRC and VRF batteries employment scenarios
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In a near future with a growing share of renewables and increased attention to CO2

emission reduction, energy storage seems to be one of the most reliable flexibility
measure for power grid support. The unique assessed large scale storage solution is
PHS, which is not still able to provide seasonal storage; CAES systems are now under
development and they could provide a valid storage alternative in geological suitable
regions. On the other hand compressed hydrogen storage, in the form of underground
Lined Rock Cavern, could provide higher storage capacity thanks to its intrinsic gas
nature. This technology could help the integration of wind and PV plants into the
grid thanks to the employment of water electrolyzers to produce hydrogen during low
demand periods. Once stored, hydrogen could be then delivered as raw material for
industry and mobility or reconverted into electricity, through the use fuel cells or gas
turbines, to feed the grid during peak demand.

LRC systems are not a mature technology, but they mainly rely on well known
practices, as the cavern excavation process and hydrogen compression and handling
from chemical industry applications. Moreover one lined cavern for natural gas stor-
age is already in operation in Skallen, Sweden, and more are being tested in Japan and
Korea. Thanks to the dimension of the caverns, their excavation modularity and the
high energy density of hydrogen (when compared with air), LRC can provide storage
capacities of hundreds of GWh with a low environmental impact. The development of
PEM electrolyzers, able to perform well during variable operation, will lead to a cost
reduction of the technology which in turn could lead to make hydrogen produced from
electrolysis competitive with traditional production technologies. Finally the develop-
ment of a sustainable hydrogen market would help with its delivery as raw material,
avoiding its expensive reconversion into electricity. In this direction, mobility would
be the hydrogen economy driver, leaving P2G with a marginal role.

In this study an ideal storage system have been considered: hydrogen produced
from a PEM electrolyzer is fed to a cluster of LRC and, when needed, it is expanded to
match the distribution pipeline pressure. A model studing the injection, static storage,
withdrawal process and the eventual expansion in a turboexpander has been developed
in Matlab. The input data for the model, in the form of hydrogen production and
demand in different scenarios, were taken from a power grid cost optimization model
developed by Chalmers University of Technology. The model developed in this study
was able to simulate one year of storage operation, giving as results gas properties
trends and system costs. These costs have been later compared with other storage
technologies to understand the competitiveness of hydrogen LRC systems.
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The thermodynamic analysis led to the description of the storage operation in terms
of evolution of the physical characteristics of the gas inside the caverns, the efficiency
of the charge-discharge cycle and the possible energy recovery from a turboexpander at
the cavern outlet. LRCs show a seasonal utilization of the storage since there are limits
on the maximum gas injection and withdrawal; high system efficiency in the order of
97− 98%; low recovery efficiency of the turboexpander, which makes its installation
not cost effective in the considered scenarios. The cost analysis was performed on a
lifetime of 25 years and led to the definition of a system and delivery cost for hydrogen.
The storage system capital cost was dominated by the cavern excavation cost, while
the yearly cost was also strongly influenced by the electricity cost to drive the com-
pressor. Those costs have been compared with other compressed hydrogen storage
technologies, resulting in a lower delivery cost when considering cavern cyclability.
Moreover hydrogen resulted to be competitive with battery storage applications, even
when considering the full cost of electricity for hydrogen production; when hydrogen
is produced from cheap off peak electricity, the cost of electricity delivery could be as
low as 0.11− 0.12$/kWhel in the ideal case of free electricity availability, being com-
petitive with PHS and CAES in the actual conditions and going below those values,
when 2025 costs for the electrolysis process are considered. Finally the impact of LRC
cost on the electricity system has been studied, thanks to a sensitivity analysis on the
hydrogen technologies in different future scenarios, with the help of the GAMS model
developed by Chalmers University of Technology. Scenarios analysis has shown that
LRC storage would be employed only if poor flexible generation is allowed on the grid
and/or in the case of a fixed raw hydrogen demand.

Hydrogen storage LRC systems have the potential to provide large-scale seasonal
storage to support the integration of renewables on the power grid. The high storage
capacity, the possibility of reconverting hydrogen into electricity through the use of
fuel cells or traditional gas turbines, the potential future market for raw hydrogen for
mobility or P2G applications are the drivers of this technology. However strong efforts
must be made to reduce costs related to electrolysis and electricity production: in
particular hydrogen produced from electrolysis is still not competitive with traditional
production technologies. In a future with very stringent constraints on the power mix,
hydrogen could be a suitable storage solution.
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