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Abstract
Enhancing Human Robot Interaction in Teleoperated Tasks

by Jacopo BUZZI

Human-robot interaction (HRI) has gained growing importance over the last decades,
becoming a leading topic in many research field. Robots are employed in many as-
pects of everyday life, from assembly lines to therapeutic tools in rehabilitation and
Autistic Spectrum Disorders treatments, as well as in surgery. When Human and
Robots physically interact (Physical Human-robot Interaction - pHRI), a non-verbal,
implicit, form of communication takes place through the exchange of forces and
torques, sometimes mediated and modified by the environment and the common
shared task.

In recent years, among the other applications of pHRI, teleoperation has seen
a remarkable growth, thanks to the substantial advantages that it offers in dealing
with hazardous or disadvantageous workspaces. In teleoperation, users control a
master device, a robotic device whose movements are transmitted to a remote slave
robot, which directly manipulates the task environment. Therefore, in this type of
pHRI, teleoperators must successfully control the master device, whose dynamic
and kinematic characteristics should allow for the most intuitive, transparent and
stable interaction. Multiple studies focused on the master devices’ mechanical op-
timization in order to obtain high dexterity (which allows teleoperators to freely
manipulate the master device without being limited), large workspaces and high
positional and rotational accuracy.

Although successful, these works didn’t take into consideration the high kine-
matic and dynamic variability that characterize human motor control: while per-
forming a task, users modify the arm’s joint configuration as well as muscular acti-
vations to increase task performance and achieve high stability against internal and
external noise. Therefore, master devices should not only allow users to preserve
these motor strategies, but also they should adapt to the changes in the arm’s char-
acteristics in order to offer an advantageous interaction dynamic.

The overall goal of this thesis is to explore those aspects of the motor control
that influence pHRI in teleoperation, in order to obtain insights on which are the
kinematic and dynamic characteristics that allow for the most profitable interaction,
as well proposing controllers able to adapt to the changes in the arm’s dynamics. In
particular, the research has been focused on the following topics:
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(I) Arm’s joint variability analysis during virtual teleoperation. Using the Uncon-
trolled Manifold Analysis, the effects of different master device’s designs as
well as different tasks constraints over teleoperator capability in exploiting
arm redundancy is investigated. The tasks, that were developed in a virtual
environment, included the control of position only or position-orientation of
a tool. The results show that users were capable of exploiting higher levels of
arm redundancy when dealing with the tool orientation. Moreover, the differ-
ent master designs didn’t significantly affect users’ redundancy exploitation
capabilities or performances.

(II) Analysis of hand impedance during teleoperation and free-hand task execution. A
comparison of arm end-point stiffness modulation while teleoperating with
two master devices and in free-hand is presented. A suturing mimicking task
was physically realized and developed within a virtual environment. User
arm’s kinematic was acquired using optoelectronic cameras and electromag-
netic markers and used with a musculoskeletal model to obtain an estimation
of the users’ arm end-point stiffness. Results show a significant difference be-
tween master devices and the free-hand as well as a directional modulation of
arm stiffness during task execution.

Through the use of an Electromyography informed inverse dynamic toolbox,
the arm end-point stiffness estimation is refined, ad it’s used to evaluate the
dynamic differences in the execution of two tasks with different constraints
with two master devices. The results show that the arm impedance modula-
tion is affected by the task characteristics and by the hand speed and accelera-
tion. Although mechanically different, the two master devices allow for simi-
lar stiffness modulations, proving the arm capabilities in coping with different
dynamic systems while maintaining consistent results.

(III) Development of a biomimetic adaptive impedance controller. Based on the estima-
tion of the arm end-point stiffness modulation during the execution of a vir-
tual teleoperation targeting task, a biomimetic adaptive impedance controller
for the robotic master device is developed. The master device’s damping coef-
ficient matrix is adapted to the arm stiffness changes in magnitude and direc-
tion while approaching the target. The results show that users’ performances
in terms of positional accuracy increased under the effect of the biomimetic
variable damping field.

The overall results presented demonstrate the potential of studying the effects in-
duced by the interaction with a robotic master device on the motor strategies; more-
over, the results showed the benefits of achieving a higher level of mutual awareness
between human and robot’s by sharing users’ arm stiffness within the teleoepration
framework. In the future perspective, this work represents a step forward in the
direction of actively including human factors within the robot control paradigm,
which will allow master device’s to become a natural extension of the users’ arm.
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Chapter 1

Introduction

1.1 Human-Robot Interaction

Over the last decades, robots have started to permeate multiple aspects of everyday
life, from manufacturing [1] to assistance [2, 3], including automotive [4], home au-
tomation [5] and surgery [6]. Although carrying undeniable advantages, robots not
only have to operate efficiently but also, more often, they need to achieve high levels
of cooperation and interaction with humans. In this sense, sophisticated and efficient
Human-Robot Interaction (HRI) represents a challenge of paramount importance to-
wards the development and employment of the next generation of robotic devices
[7].

To testify the complexity of HRI studies and the multiple interdisciplinary topics
that are involved in a HRI application, as well as to propose an organic classification,
Yanco et al. [8] published an updated taxonomy that includes multiple categories,
spanning from task type and robot morphology to levels of shared interactions, time-
space relations with the user and physical proximity. Each category is characterized
by sometimes substantial differences in the nature of the HRI involved, but overall,
the research community’s interest has been recently focused on finding innovative
ways of implementing intuitive and seamless human-robot-task interactions capa-
ble of preserving human’s cognitive and decision making capabilities while taking
advantage of the extreme power, precision and repeatability that robotic actuators
allow.

Due to the intrinsic complexity of human and robotic systems, as well as due to
the vast range of possible application scenarios, the design of cooperative and in-
teractive robots requires an interdisciplinary cooperation between classical robotics,
cognitive sciences and physiology.

1.2 HRI applications

Based on its application, Human Robot Interaction can be divided into four main
areas, each characterized by different forms of interaction and challenges [9].

1. Human supervised tasks: The use of robots within industrial assembly lines
has been a reality since the third industrial revolution, when robotic arms have
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been employed to perform a large variety of tasks such as welding [10], paint-
ing [11] or picking and placing parts [12]. Robots are required to perform repet-
itive and highly standardized tasks with different levels of autonomy under
human supervision.

In these applications, HRI aims to obtain a safe cooperation between robot
and human, characterized by high adaptability and robustness: robots need to
change and modify their behavior based on the task as well as reacting to dif-
ferent external inputs. Among the multiple design and control solutions that
have been implemented, the introduction of compliant robotic arms allowed to
narrow the physical gap between human and robots [13]. In fact, thanks to the
high compliance, robots can maneuver closer to humans, without the risk of
hurting them, and operators can hold and guide robots to teach specific tasks
[14].

2. Social interactions: A socially assistive robot is a system that employs contact-
less interaction strategies such as speech, facial expressions, and communica-
tive gestures, to provide assistance in accordance with a particular healthcare
or social context. Therefore, robotic assistants are programmed to interact with
humans, giving informations [15] or acting as useful tools for therapies. The
necessity of establishing a relation with humans defines multiple design re-
quirements, ranging from robots’ shape and human-like appearance to the
ability of tracking humans’ gaze, interpreting gestures and the possibility of
engaging in realistic conversations [16, 17, 18, 19, 20].

While robots employment showed encouraging results in improving social
skills in children with Autistic Spectrum Disorders [21, 22] as well as in provid-
ing health-care services to elders [23, 24], most of the findings are exploratory
and have methodological limitations [25].

With the aim of establishing more natural Human-Robot relations, researches
are focusing on the feasibility for robot to learn different behaviors from hu-
man approval or disapproval feedbacks [26], assessing robot’s capabilities in
eliciting trust [27] and evaluating the level of engagement generated by robotic
coaches [28].

3. Automated Vehicles: Over the last decade, the interest in the autonomous ve-
hicle research field has undergone tremendous growth, thanks to its multiple
successful implementations [29, 30]. Autonomous vehicles are currently de-
veloped by over 14 companies, implementing different aids for navigation,
collision avoidance, adaptive speed control and automated lane following sys-
tems.

While these features are provided to help drivers and to increase transporta-
tion’s safety and comfort, they also introduced new forms of human-robot in-
teractions: although being most of the time idle to the vehicle’s autonomous
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decisions, humans are required to maintain situational awareness in order to
face unpredictable problems. Considerable research is being, therefore, di-
rected at the challenge of human-automation showing that a driver’s ability to
intervene and take over from automation when needed depends on the user’s
level of attention and trust [31], the level of engagement and workload [32],
and the user’s mental model representation of the autonomous system [33].

4. Teleoperation and telerobotics: In the last years an exponentially growing
number of applications unveiled the great potentiality of physical Human-
Robot Interaction (pHRI), where humans, robots and the task environment are
in contact with each other, creating a complex coupled kinematic and dynamic
system [34, 35, 36, 37, 38]. Those applications in which human commands
directly drive robots, fall within the teleoperation branch of HRI.

In teleoperation, the system is composed of two elements: a master side, di-
rectly controlled and manipulated by the user, and a slave side, a robot that
performs the task. While it is possible to control slave robots through direct
track of the user movements (by means of optoelectronic camera, or magnetic
tracking [39]), the master side is usually a device whose aim is to fill the me-
chanical gap between the users’ hand and the remote teleoperated objects. In
the ideal case, the teleoperator should be able to feel present and immersed
in the environment as well as being able to perform the task in the most nat-
ural way [40, 41]. Teleoperation has seen a substantial growth over the last
twenty years, especially thanks to its multiple applications in handling haz-
ardous materials, working in dangerous conditions, manufacturing and in the
medical field [42, 43, 44].

Being the connection between the user and the task performed, particular at-
tention has been recently given to the design of master devices, both in the
development of control schemes able to restore the sense of touch, as well as
in their mechanical construction in order to reach higher levels of dexterity
and transparency. Transparency is a key aspect of tele-manipulation and tele-
robotics which reflects the capability of the master robotic system to tightly
follow users’ command, without impairing or downgrading hand movements
while allowing natural perception of interaction forces [45].

System transparency is often linked to its stability which is directly dependent
on the type of control employed in the communication between master device
and slave robot. In fact, in order to achieve complete transparency with respect
to the slave-environment interactions, perfect models of the master and slave
robot dynamics, the absence of time delay in the transmission and information
processing, as well as perfect force sensing are required [46, 47]. Without this
in-depth knowledge, the transmission of haptic feedbacks to the user’s hand
could cause unacceptable oscillations and instability. Therefore, since these
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FIGURE 1.1: Different applications of HRI: A. KuKa Light Weight Robot cooper-
ating with a human in an assembly task B. User catching a ball teleoperating a
Light Weight Robot under tele-impedance control C. Robovie-IV from ATR IRC
Laboratories, carrying a bag and interacting with humans D. Surgeon performing
teleoperation using the Da Vinci single-site surgical robot from Intuitive Surgical,

Sunnyvale, CA.

conditions can’t be met in real word applications, a trade-off between trans-
parency and stability must be adopted.

Many studies focused on the identification of the best mechanical characteris-
tics that would allow for the easiest interaction between users and the master
console. Recent works focused on the overall ergonomics and users’ posture
during teleoperation [48, 49], while others focused on the master device han-
dle design [50]. The results stressed the necessity of a deeper understanding
of the kinematic and kinetic characteristics of human hand and arm motion in
teleoperation in order to understand which are the key elements that must be
considered in the design of future master devices.

1.3 Human-Robot interactive communication

Regardless of the application and the form of communication established between
human and robot, multiple studies [51] identified the necessity of achieving mutual
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awareness between the systems involved in HRI by continuously sharing and up-
dating mutual models.

In fact, in order to establish an efficient and safe cooperation between human
and robots, it’s mandatory that both the active components of the coupled system
are able to communicate and observe each other. An enhanced sensory information
exchange should therefore not only allow users to be aware of how robots are inter-
acting with them and with the environment but also to let robots observe and acquire
new knowledge from humans [52, 53, 54, 55].

One aspect of this bilateral exchange of information is represented by the dif-
ferent natures of sensory interactions that could be established between human and
robots: thanks to the possibilities offered by sensor fusion and the development of
advanced algorithms, different means of communications have been tested, ranging
from acoustic feedbacks and vocal commands [56, 52], to visual clues recognition
[57, 58]. Regardless of the means of communication, the common aim of these dif-
ferent approaches is the necessity of making the robot aware of human intentions
and needs during the various phases of the task, i.e. by receiving direct commands
[59], or observing users’ kinematics [60, 61].

Although these methods have been used to communicate or to predict the vari-
ous subtasks performed by users, their use is often limited to the activation of high
level robotic task, rather than a continuous, time varying adaptation to the user spe-
cific behavior. A promising approach in this direction, is represented by the pos-
sibility of exchanging and acquiring, through force sensing, the implicit informa-
tions that are carried with manipulative gestures. Although a partner (either human
or robotic) doesn’t voluntarily use gestures to communicate, but rather to perform
tasks, intention can be derived by the other cooperators nevertheless. This haptic
communication, that occurs in all the cases where user and robot directly or indi-
rectly physically interact (pHRI), can be expressed through forces and torques as
well as joint angle and orientation variations [62, 63]. Examples of these kind of in-
teractions range from carrying heavy objects [64] to industrial assembly processes
[65] and dancing [66, 67]. In this approach, the acquired interaction forces are used
to drive the controllers that regulate the robot dynamics. Anyway, due to the impos-
sibility of distinguishing between the forces exchanged with the users and the one
arisen from the interaction with the environment, the use of these feedback based
control paradigms is often limited to simple scenarios.

A solution for this limitation comes from multi-modal sensory information sens-
ing which takes advantage of biological signals recording to infer additional infor-
mations about the user’s activity while cooperating with the robot. Multiple biolog-
ical signals have been studied: i.e. eye gaze [68] has been used to understand where
human operators were focusing during complex tasks. Recently, the study of pupil
widening along with heart rate variability and skin electrical conductivity, has been
adopted to estimate the level of user’s cognitive load during the execution of tele-
operated tasks [69, 70]. Moreover, EMG recordings have been proven as a relatively
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easy to access yet powerful tool to estimate muscular fatigue and arm dynamic pro-
prieties in multiple fields [71, 72, 73]. Moreover, recent studies [74, 75] adopted sim-
plified model based approaches, combined with surface EMG recordings to obtain
an online evaluation of human arm’s impedance characteristics during human-robot
cooperative tasks, enabling the possibility of achieving real-time human mimicking
impedance control [39, 76].

1.4 Physical Interaction control in HRI

Different control schemes have been proposed through the years to achieve the con-
trol of slaves robots with master devices. Early teloeperation system’s prototypes
used position measurements from the human operator arm and hand to produce
corresponding scaled movements of the slave side. Although conceptually simple,
this type of control can’t be safely implemented when energy is exchanged between
the robot and the environment through dynamic interactions: in this case, in fact,
the interaction generates unknown and potentially dangerous forces that can harm
both the robot and the environment.

To solve this issue, hybrid position/force controllers have been developed [77].
In this approach, since both position and force cannot be controlled along any given
direction, the task space is divided into position-controlled and force-controlled sub-
spaces. For each manipulation task, a n-DoFs generalized surface can be defined in
a constrained space and its used to define position constrains, normal to the surface,
and force constrains, parallel to it. When turning a screwdriver, for example, force
constraints are aligned with the direction of the screw, while position constraints are
parallel to the surface in which the screw is inserted. Therefore, for the hybrid posi-
tion/force control scheme, the only force that must be regulated is the one exerted
against the screw, while precise and accurate control of the screwdriver tip position
must be achieved. Although sometimes successful, these control methods failed in
providing an accurate control of the commanded position or force [78].

To address this problem, Hogan firstly proposed the Impedance Control [79, 80],
wherein the mechanical impedance of the manipulator is regulated to that of a tar-
get model. Impedance control aims at obtaining a stable interaction between robots
and the environment during contact tasks by measuring the exchanged force and
adapting the robot impedance correspondingly [81, 82]. In impedance control, the
dynamic interactions between the robot and its workspace are recognized as funda-
mental aspects of the task, not as a source of disturbance. Obliviously, this control
paradigm finds many applications in HRI, where robots interact not only with of-
ten unknown task’s mechanical characteristics, but also with adaptive human arm’s
dynamics.

Two implementations of impedance control have been proposed and are usually
referred as Impedance Control and Admittance Control in the literature. In Imp-
edance Control the controller is modeled as an impedance and the master device
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as an admittance, while vice versa in Admittance control. As a result, robotic sys-
tems with Impedance Control are generally more stable when interacting with stiff
environments but show poor accuracy in unconstrained movements. On the other
hand, Admittance Control systems can show instability when interacting with stiff
environments. Since its theoretical definition, many researches tried to combine Ad-
mittance and Impedance control, proposing control schemes that seamlessly switch
between the two approaches [83].

In teleoperation, impedance control allows to acquire and feed back to the tele-
operator the force interactions between the slave robots and the workspace as haptic
feedback. To assure system stability, avoiding unwanted hand oscillations intro-
duced by the master device force generation, high damping coefficients are imposed
to the master device dynamics. Therefore, if high slave-environment interaction
forces are suddenly acquired, the resulting haptic feedback won’t generate distur-
bances on the teleoperator’s hand. On the other hand, although assuring system
stability, this solution limits the system transparency, impairing the possibility of
rendering small interaction forces.

To avoid this limitation, variable adaptive impedance control has been proposed
in which multiple sensor inputs are used to obtain a dynamic model of the envi-
ronment [84, 85]. The master device’s damping coefficient is raised when the slave
robot is interacting with stiff environments, and lowered when facing compliant
structures.

In other applications of variable impedance control, the dynamic parameters of
the slave robot, instead, are adapted to match an estimated model of the user’s arm
dynamics, implementing biomimetic controllers [86, 72, 87]. In these approaches,
the user arm stiffness is estimated using a combination of acquired arm kinemat-
ics and biosignals (such as EMG recordings) along with simplified musculoskeletal
models of the upper limbs. Estimating the dynamic changes that occur during the
execution of complex task, such as the peg-in-hole, it has been possible to replicate
these fine motor control strategies adapting the robots parameters. In this way, the
performances of the teleoperated system, as well as in cooperative tasks, improved
significantly [88, 89, 76].

Recently, models of the arm impedance were also used to modify the robot’s
damping coefficient in cooperative pHRI [90, 91]. In these works, users interacted
with a robotic handle’s whose damping coefficients were modulated based on the
estimated users arm stiffness. These works, as well as other similar studies [92, 93],
proved the potentiality of creating dynamic models of the human arm to implement
controllers that improve task performance.

1.5 Thesis motivation

Even though researchers have started to tackle the problem of enhancing the level
of human-robot interaction in multiple ways and for many different applications, an
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unneglectable gap is still preventing humans to easily and fully take advantage of
robots in complex tasks. Rather than mechanical limitations in the design of robotic
actuators, a reason for this limitation seems to lie in the inability to fully transfer
human motor control strategies in robotic applications.

Therefore, future robotic interfaces should not only be able to allow for an in-
tuitive and transparent control, but should also be able to achieve higher levels of
awareness of users’ internal status. Master devices should accommodate to the op-
erators’ characteristics, aiding users in maintaining natural motor commands and
guiding them to take full advantage of their intrinsic arm capabilities rather than
forcing them to adapt to complicated inverse dynamic models.

In this sense, understanding differences in the arm kinematics generated by dif-
ferent master interface design, as well as understanding how the mechanical pro-
prieties of the human arm change during task execution, should guide decisions
regarding the software and hardware design of robotic master devices. In order to
fully consider the human factors and peculiarities inside the teleoperation loop, a
better understanding of the user kinematic and dynamic strategies must be, there-
fore, achieved. This improved knowledge of the users’ internal models can be, there-
fore, shared with the robot and exploited to design interfaces able to mimic and en-
hance natural abilities as well as to accommodate for the arm limits with the final
goal of achieving better results with a faster learning curve.

1.6 Aim of the thesis

The overall goal of this dissertation is to study the HRI in master-slave teleopera-
tion, with the aim of narrowing the gap between the teleoperator’s hand and master
devices. Through the analysis presented, the central role of human arm kinematics
and dynamics and their relation with the tasks performed is studied. The study aims
at obtaining insights that would help in developing more intuitive and human-like
master devices as well as improved control paradigms able to preserve and enhance
users’ motor control strategies.

To do so, the analysis first focuses on the study of two master devices: an hybrid
parallel-serial robot, and a serial link manipulandum. The two master devices have
been chosen as different mechanical solutions used to acquire the movements of
the human hand. In the first case, the hybrid parallel-serial master device presents
a structure in which the translational components of motion are mechanically de-
coupled from the rotations: the robot end-effector, held in the users’ hand, allows
for hand centered rotations that don’t affect the gripper position. This mechanical
solution should allow for easier control in those tasks where a fine control over ori-
entation is required. On the other hand, the serial link master device is characterized
by a kinematic structure in which translational and rotational elements are intercon-
nected with its end-effector shaped as a stylus. Being shaped as a pen, this master
device should allow for the easiest interaction with untrained users, who might find
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FIGURE 1.2: Motor control paradigms in teleoperation. The interaction between
user and task is mediated by the master device, whose kinematic (see Chapter 2)
and dynamic (see Chapters 3 and 4) characteristics influence the motor strategies

adapted to perform tasks (see Chapter 5).

it more intuitive with respect to the unfamiliar gripper of the hybrid parallel-serial
link manipulandum. The different hand grip as well as the mechanical and kine-
matic differences between the two master devices should induce differences in the
control strategies adopted by users.

The main objectives of the PhD research are summarized in the following topics:

I Understanding how two master devices and different tasks’ constraints in-
fluence the kinematic strategy that allows users to exploit arm redundancy
(Chapter 2).

II Study of the arm impedance control in teleoperation with two master devices
as expression of the dynamic motor strategies that affect human robot interac-
tion (Chapters 3 and 4).

III Improving task performance in virtual teleoperation through the design of a
stiffness-based biomimetic variable impedance controller (Chapter 5).

1.7 Outline

This dissertation is organized in 6 chapters:

• Chapter 1 - Motivation and Background: in the first chapter the research context,
motivations and thesis aim are presented. An overview of HRI is presented.

• Chapter 2 - Arm redundancy analysis: in the second chapter an uncontrolled
manifold analysis of joint variability applied to two different virtual teleoper-
ation tasks is presented. Users capabilities in exploiting arm redundancy are
tested in positional and positional/orientational tasks with two master devices
and the changes in arm redundancy exploitation levels are related to the task
constraints and to the teleoperation performance (see Fig. 1.2 in blue).
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• Chapter 3 - Quasi-stiffness analysis: in the third chapter, arm impedance mod-
ulation is studied during the execution of a surgical stitching mimicking task.
An off-line non disruptive musculoskeletal model based technique for the es-
timation of quasi-stiffness is presented and used to evaluate the differences
between free-hand motion and two teleoperation devices. Arm stiffness vari-
ations in magnitude and direction are correlated to the progression along the
task.

• Chapter 4 - Arm Stiffness Analysis: In the fourth chapter, the algorithm to
evaluate arm stiffness presented in chapter 3 is refined: through the acquisi-
tion of 10 muscle signals an EMG-informed inverse dynamic computation is
employed to better evaluate the effects of muscular co-contraction on the arm
impedance modulation. Arm stiffness variations during the execution of two
virtual teleoperation tasks are estimated and the stiffness magnitude modula-
tion is correlated with the task trajectory curvature and the hand speed and
acceleration (see Fig. 1.2 in red).

• Chapter 5 - Adaptive impedance control: The arm stiffness modulation during
a virtual teleoperation targeting task is evaluated through the non-disruptive
EMG-driven musculoskeletal model based algorithm presented. Two imple-
mentations of a biomimetic impedance controller are designed to adapt the
master device damping coefficients to the changes in the stiffness’ magnitude
and direction during task execution. The controller’s performances in terms
of positional accuracy, overshoots, normalized travel lengths and execution
time are compared to the non-adaptive master device controller (see Fig. 1.2 in
green).

• Chapter 6 - Conclusions: In the last chapter the dissertation’s conclusion are
drawn, highlighting scientific contributions, future perspectives and limits.
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Chapter 2

An uncontrolled manifold analysis of arm joint
variability in virtual planar position and
orientation tele-manipulation

In this chapter the investigation of how master devices with different kinematics
structures and how different task constraints influence users’ capabilities in exploit-
ing arm redundancy is presented. A virtual teleoperation workbench was designed
and the arm kinematics of seven users was acquired during the execution of two pla-
nar virtual tasks, involving either the control of position only or position-orientation
of a tool. Using the UnControlled Manifold Analysis of arm joint variability we esti-
mated the logarithmic ratio between task irrelevant and the task relevant manifolds
(Rv). The results showed that users exploited additional portions of arm redundancy
when dealing with the tool orientation. The Rv modulation seems influenced by the
task constraints and by the users’ possibility of reconfiguring the arm position.

This work is under second review (major) as: Buzzi, J., De Momi, E. & Nisky, I.,
“An uncontrolled manifold analysis of arm joint variability in virtual planar position
and orientation tele-manipulation”, Transaction on Biomedical Engineering

2.1 Introduction

Nowadays, teleoperated robotic systems are employed in many different fields, rang-
ing from handling of hazardous materials, dangerous area explorations, precise man-
ufacturing and surgery. Among the other applications of this technology, teleop-
erated Robot-Assisted Minimally Invasive Surgery (RAMIS) has seen a substantial
growth over the last decade thanks to its several advantages with respect to standard
minimally invasive surgery (MIS) [94]. While teleoperating, users (i.e. surgeons) in-
teract with master devices to control slave instruments that directly interact with the
environment (i.e. tissue). This architecture offers improvements compared to open
and standard techniques, such as high precision thanks to hand motion scaling and
tremor filtering. In addition, it provides teleoperators with an ergonomic and com-
fortable setup, and wristed robotic tools allow for high dexterity and an intuitive
mapping of hand to end-effector movements [95, 96, 6, 97].
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Multiple studies focused on the analysis of the relation between teleoperators
and master devices, and explored different control methods ranging from keyboards,
robotic devices, and optical hand tracking; these studies monitored clinically rele-
vant performance metrics [98, 99, 100]. However, teleoperation represents a complex
motor control task, and forces the users to acquire new skills to fully take advantage
of this technology [101, 102, 103]. The human motor control system is characterized
by multiple degrees of redundancy (kinematic, kinetic, sensory and neuronal). This
redundancies allow for one of the characteristics of a healthy human movement:
variability, which translates into multiple unique neural and motor patterns to solve
the same motor task [104]. Instead of freezing the arm joints in the same solutions,
experts exploit this redundancy, and use this variability in their arm joints to increase
performance. To develop intuitive teleoperation systems and controllers, and to fur-
ther understand redundancy exploitation in the human arm, it is beneficial to model
the exploitation of arm kinematic and kinetic redundancy in different teleoperation
and manipulation conditions [105, 106].

Multiple studies tried to assess how the Central Nervous System (CNS) solves
the ill-posed problems of inverse kinematics and inverse dynamics by reducing de-
grees of freedom [107]. The most common approach to solve the redundancy has
been the definition of kinematic and kinetic cost functions that guide the CNS in
planning the best joint trajectories [108, 109, 110]. In these models, the inherent
redundancy is solved by replacing the behavioral goal with the specific desired tra-
jectory that better fits the cost function. These models require as input a detailed de-
scription of the unique and planned joint trajectories predefined by the CNS. How-
ever, the existence of variable equally valid solutions to multiple tasks involving
motor redundancy, exposed the limit of these models [111].

To account for this variability in the kinematic solutions, Todorov and Jordan
proposed optimal feedback control as a theory of movement coordination. In this
framework, the optimal solution is achieved online with a feedback control that uses
all the time-varying feedback available to correct only those deviations that interfere
with the task goals [112]. A goal-oriented performance criterion together with a reg-
ularization term that minimizes control effort is defined, and the movement details
are automatically filled by searching the control policy that achieves the best perfor-
mance [113]. Similarly, Gelfand and Latash defined the principle of abundance for
which families of solutions are generated by the CNS by covarying elemental vari-
ables so that no differences are induced in the output task space [114]. , Instead of
being considered as a burden they proposed the role of motor redundancy in achiev-
ing high performance while minimizing the control effort [115].

Several methods were proposed to quantify the level of redundancy exploitation
by evaluating the variability distribution in geometrically defined subspaces [116,
117, 118]. The Tolerance Noise Covariation (TNC) principle describes how humans
cope with the neuromotor noise and decompose variability into exploitation of task
tolerance, stochastic noise, and covariation between variables. In the TNC, the Task
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Irrelevant Subspace, or Manifold (TIM), is entirely defined in the task space and,
therefore, it requires an analytical model of the task dynamics. Thanks to the task
dependent definition of the TIM, the TNC has been used to estimate how the three
components of variance change during the learning process [116]. Another perfor-
mance analysis of redundancy exploitation is represented by the Goal Equivalent
Manifold (GEM) [117, 118]. The GEM is presented as the set of possible task solution
strategies that arise from the theoretical definition of a goal function. Through this
analysis, the sensitivity of task space errors to joint space perturbations can be esti-
mated along with the degree of alignment between body variability and the GEM.
Similarly to the TNC, the GEM is defined in the task space, thus requiring an in-
depth knowledge of the task dynamics.

A powerful tool for the estimation of redundancy exploitation when the task dy-
namics is unknown and an analytical model that describes the task space is absent, is
the Uncontrolled Manifold (UCM) analysis [119]. In this framework, the TIM defini-
tion is based on the average experimental control variables trajectories, allowing the
extension of performance evaluation to those fields where there is no a-priori knowl-
edge of the task goal. Within the UCM framework, in accordance with the Minimum
Intervention Principle (MIP) [112], humans control and limit the variability aligned
with the task related manifold (TRM) while leaving unrestrained the task-irrelevant
(TIM) variability that has no effect on the task performance. For linear systems, the
TIM can be computed as the null space of the matrix that relates control variables
to task variables. For nonlinear systems, an approximation of the TIM can be com-
puted as the null space of the linearized relation between control variables and task
variables. Instead of analytical linearization, a linear relation can also be estimated
from sampled data by means of linear regression approximation [120].

Recently, Sternad et al. [121] demonstrated that the UCM analysis is sensitive to
the choice of the coordinates that are used to define the task related and unrelated
manifolds. An elegant solution to this problem was recently proposed [122], but it
was only applied to static tasks to date. In this study, we focus on dynamic tasks
in which the structure of the GEM is not well-defined. Therefore, in spite of its
limitations, we chose to employ the UCM, and we discuss the limitations in depth
in the discussion section.

The UCM analysis was adopted to study a large variety of tasks such as reach-
ing movements [119], bimanual pointing [123], stone knapping [124] and isometric
finger force exertion [125]. Recently, it was employed in robotic teleoperation [126]
to discriminate between expert and novice teleoperators and investigate the effect
of teleoperation manipulator dynamics on redundancy exploitation. Nisky et al.
showed how expert teleoperators exploited their arm kinematic redundancy more
than novices and especially when teleoperating.However, this study only focused
on simple point-to-point reach movements, and compared a single teleoperation
manipulator to freehand.

In RAMIS, many tasks involve movement along curved paths and a control of
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the orientation of the master manipulator and the surgical instruments [127, 128,
129]. Quantifying the control of orientation was recently shown to be promising for
assessment of surgical skills [128, 129]. Only few previous studies analyzed how
tasks that require control of orientation affected motor redundancy exploitation us-
ing the UCM approach, [130, 131]. For example, Morrison et al. recently showed
how golfers used different levels of redundancy exploitation through the golf swing
execution, and that they favored the control of the golf clubhead orientation rather
than its position. The control of orientation during fine manipulation tasks is yet
to be fully understood, and in the studies that focused on orientation, the redun-
dancy exploitation that is associated with the position or orientation are analyzed in
isolation [123, 131, 130, 129, 132, 133]

In this study, to address the aforementioned gaps, we employ the UCM frame-
work to analyze how the characteristics of the task, in form of different levels of cur-
vature, may influence the coordination of variability in the control variables through-
out the tasks execution. We also seek to understand how users prioritized the control
of position and orientation in a combined path and orientation tracing task. We de-
signed two tracing in virtual teleoperation. The tasks involve different task space
dimensions and natures: we compared the exploitation of redundancy during the
execution of a two-dimensional planar position tracing with the exploitation of re-
dundancy during the execution of a three-dimensional planar task, in which both
the position and the orientation of a virtual tool had to be controlled.

Our hypotheses are the following:
(HP1) Users may maximize the task redundancy exploitation in face of high com-

plexity portions of the trajectory.
(HP2) The mechanical, dynamic and work space differences between a hybrid

parallel/serial link (Sigma) and a serial link (Omni) master device would modify
novice users’ capabilities of exploiting the arm redundancy.

(HP3) Mixed position-orientational task constraints may influence users capabil-
ities in exploiting arm redundancy.

2.2 Methods

2.2.1 Tasks design

Two tasks were developed in a virtual reality scenario (Vrep, Coppelia Robotics,
Zurich, Switzerland) to challenge users with different task goals and complexities.
Users were asked to precisely follow a path at a self defined comfortable speed (trac-
ing task) and, for both tasks, an eight-shaped path was chosen. The path was mod-
eled as half of the cloverleaf motions presented by Levit-Binnun et al. [134].

1. Task 2D (T2D): Users were requested to follow the path with a virtual stylus
tool (Fig. 2.1.A). They started from an initial position (green dot in Fig. 2.1.A)
and moved first counter-clockwise, then straight crossing the intersection in
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FIGURE 2.1: The two virtual tasks that were developed. In T2D (A) users were
required to follow an eight-shaped path controlling a virtual stylus tip. In T3D (B),

users were also required to control the tool’s orientation throughout the path
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the middle, finally in a clock-wise direction to return to the starting position.
To compensate for the absence of tridimensional depth perception, the path
color turned green when the tool-tip of the stylus was within ± 20mm from
the plane where the trajectory lied or red otherwise. Users were required to
precisely minimize the x-y distance between the tool tip and the path while
avoiding to excessively stray way from the task plane. Since an intuitive and
immediate visual feedback was present for the x-y errors only, due to the lack
of 3D perception, only these task dimensions were considered in the UCM
analysis (dtask,T2D = 2 , see Fig. 2.2.B).

2. Task 3D (T3D): Users were required to follow the same path while also ori-
enting the cylindrical tool tip along the path, as shown in Fig. 2.1B. The tool
end-effector had to slide over the shape fitted path starting from the green dot
(Fig. 2.1.B.1). Due to the structure of the master devices (see Section ??), to
twist the virtual tool, users had to rotate their wrist while maintaining fingers’
grip over the handle of the devices fixed. After flexing the wrist until the cen-
tral intersection was reached (Fig. 2.1.B.2), users had to extend it to reach the
top left. At the upper open end of the path (red dot in (Fig. 2.1.B.2), the users
had to reposition the tool end-effector on the shape fitted path (see Fig. 2.1.B.3).
Similarly, the users had to reach the lower open end (Fig. 2.1.B.4) to complete
the task. The same color feedback as in T2D was adopted. In T3D the task space
is composed of two positional (x,y) and one rotational (α) element, therefore
dtask,T3D = 3 (see Fig. 2.2.B).

2.2.2 Master devices

The virtual teleoperation tasks were implemented using two master devices: a 6+1
DoFs hybrid parallel/serial link haptic interface (Sigma) and a 6 DoFs serial links
haptic interface (Omni).

1. Hybrid Parallel/Serial master device (Sigma): The Force Dimension Sigma7
(Force Dimension, Nyon, Switzerland) was used as Sigma and it’s character-
ized by six degrees of freedom plus an active grasping control (see Fig. 2.2.A.2).
The master device is gravity compensated, has a resolution of 0.0015 mm and
0.013 deg and its workspace can be approximated to an elliptical dome with
radiuses of 190x130 mm. The master device controller, based on a Linux API,
sampled the gripper position and orientation at 1kHz.

2. Serial Link master device (Omni): A Phantom Omni (3D Systems, South Car-
olina, USA) was used as Omni (see Fig. 2.2.A.3). Controlled by a stylus end
effector, within the parallelepipedal workspace of 160x120x70 mm, the device
is characterized by a resolution of 0.055 mm. Omni’s position and orientation
not gravity compensated controller ran at 500Hz.
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2.2.3 Acquisition framework

The kinematics of the user was acquired using two localization devices: the thorax
position was acquired using an optical localization system (see Fig. 2.2.A.4) (Vicra,
Northern Digital, Ontario, Canada, 20Hz sampling rate, 0.25 mm position Root Mean
Squared Error) using three passive retroreflective markers attached to the right and
left acromions and next to the jugular notch (see Fig. 2.2.A.5).

The arm, forearm and hand positions were acquired using an electromagnetic
localization system (see Fig. 2.2.A.6) (Aurora, Northern Digital, Ontario, Canada,
30Hz sampling rate, 0.48 mm and 0.3 deg position and orientation RMSE, dome
shaped field with a radius of approximately 500mm) and three 6-DoF 1.8 × 9 mm
electromagnetic sensors (see Fig. 2.2.A.7).

The electromagnetic 6-DoF markers were used to generate 2 virtual markers for
each body segment and they were placed at recognizable body landmarks calibrated
on the users’ elbow, wrist and hand in a pre-acquisition phase. The two acquisition
systems were then registered to the same reference frame using an Hand Eye cali-
bration approach [135].

2.2.4 Experimental protocol

Seven healthy right handed users were recruited (4 female and 3 male, mean age 23
± 1.5 y.o.) and provided informed written consent in accordance with the Declara-
tion of Helsinki.

The users were sitting in front of a desk, where a 2D monitor (see Fig. 2.2.A.1)
was laid as flat as possible to be approximately parallel to the plane in which the
tasks were performed (see Fig. 2.2.A.9). The seat position and height was adjusted
for each subject to achieve the best personal comfort and interface with the master
devices. Subjects were instructed to find their own trade-off between precision and
execution speed during the execution of the tasks, that were performed with both
master devices for each user.

For each subject, the experiment order was randomized so that users performed
10 repetitions of a randomly selected experiment before moving to the next one.

2.2.5 Joint angle estimation

The users’ arm was modeled as three rigid segments and 7 degrees of freedom.
The shoulder joint was modeled as a ball and socket joint, comprising abduction-
adduction, flexion-extension and external-internal rotation of the forearm. The el-
bow was modeled as a single flexion-extension DoF while the wrist joint consists in
three DoFs: pronation-supination, flexion-extension, abduction-adduction [136].

To estimate the arm joint configuration, OpenSim’s inverse kinematics and a
widely adopted upper limb musculoskeletal model were adopted [137, 138, 139].
Raw marker movements were filtered (recursive 2nd order Butterworth filter with
cut-off frequency 6Hz) and static acquisitions were used to scale the model to fit the



18 Chapter 2. UCM Analysis in planar position and orientation tele-manipulation

FIGURE 2.2: A. The experimental setup: user performs the tasks while looking at a
flat screen (1) and teleoperating with the hybrid parallel/serial link master device
(Sigma - 2) or using the serial link master device (Omni - 3). The thorax move-
ments are recorded using an optic camera (4) with three retroreflecting markers (5)
while the arm kinematics is acquired with an electromagnetic tracker (6) and 6DoFs
markers (7). The shoulder reference frame (8) is grossly aligned with the VR one
(9). B. Task space dimensions for T2D and T3D. C. The OpenSim model used for
the inverse kinematics. In blue the seven degrees of freedom (1, 2 . . . 7) and in red
the virtual markers set-up: Left and Right Acromium (LA, RA), Breast Bone (BB)
for the thorax, Lateral and Medial Elbow (LE, ME) for the arm, Lateral and Medial
Wrist for the forearm (LW, MW), Lateral and Medial Hand (LH, MH) for the hand

orientation. In the magnifying box: T2D and T3D task spaces.
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users’ arm and thorax dimensions. The offline inverse kinematics algorithm takes as
input each frame of the acquired markers positions and finds the best joint vector q
that minimizes the error between the experimental and virtual marker positions:

min
q

[

K∑
k=1

‖pacqk − pvirtk (q)‖2] (2.1)

With q vector of joint angles, pacqk is the acquired 3D position of the kth marker,
pvirtk (q) is the position of the corresponding virtual marker on the model that de-
pends on the vector of joint angles q and K is the number of markers.

2.2.6 Uncontrolled Manifold Analysis

To analyze the coordination between the arm joint angles and the task execution, we
adopted the Uncontrolled Manifold Analysis (UCM) [140]. To evaluate the stability
of joint angles around the time-varying reference path, we first computed the trial-
to-trial variability around an average path. We assume that, for each user, task, and
master device, the same arm state is defined by the CNS as a kinematic strategy
to follow the space-normalized path [141]. While we do not know what the real
reference path is, and whether such reference exists in the motor system, for the
sake of the analysis, these reference joint and task space trajectories were estimated
from the between-trials average path.

First, to account for the between-user and between-trial variability in the task
execution speed, the kinematic data from the inverse kinematic algorithm (θu,n,m,r)
was space-normalized using the curvilinear abscissa of the path [s]. All the task
trials among the different users were re-sampled at the same number of equally-
spaced samples that was equal to the number of frames of the shorter trial. Then, the
between-trials average trajectories and the variability around them could be com-
puted. Therefore, the total joint-space variance Vθu,n,m is defined as:

Vθu,n,m [s] =

N∑
r=1

‖θu,n,m,r[s]− θ̄u,n,m[s]‖2d−1jointsN
−1 (2.2)

where θu,n,m,r[s] represents the joint angles vector for the uth user (u = 1 : U,U =

7), nth task (n = T2D, T3D), mth master device (m = Sigma,Omni), rth trial (r =

1 : N,N = 10) at the sth space-normalized sample (s = 0:1) solution of the inverse
kinematics algorithm, and θ̄u,n,m[s] represents the average (across the N repetitions
of the same task) joint angles vector at the sth space-normalized sample. The joint-
space dimension djoints = 7 is the number of joints in our model of the arm.

For small deviations from the average path, the joint kinematics can be linearized
using the Jacobian matrix J(θ[s]) that relates joint velocities θ̇ = [θ̇1, θ̇2, . . . , θ̇n] to the
end-effector Cartesian (x, y, z) and angular (γ, β, α) velocities ẋ:

ẋ = J(θ)θ̇ (2.3)
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To obtain a linear approximation of the TIM, the null space of the Jacobian at
each average configuration was computed.

J(θ̄u,n,m[s]) · ε = 0 (2.4)

Where ε is the basis vectors matrix, whose dimension is dTIM = djoints − dtask and
θ̄u,n,m[s] is the mean joint trajectory defined as follows.

θ̄u,n,m[s] =
1

N

N∑
r=1

θu,n,m,r[s] (2.5)

Using the null space basis vector matrix ε it’s possible to project the deviations
from the average joint path onto the null space:

θTIMu,n,m,r [s] = εεT (θu,n,m,r[s]− θ̄u,n,m[s]) (2.6)

and onto the orthogonal task-relevant manifold (TRM):

θTRMu,n,m,r [s] = (θu,n,m,r[s]− θ̄u,n,m[s])− θTIMu,n,m,r [s] (2.7)

In the tracing task presented, the TRM can be visualized as a combination of joint
angle variations that affect task performance, generating movements of the tool’s
end-effector. The TIM is composed of joint angle variations that will leave task per-
formance unaltered by leaving the position of the tool end-effector unchanged. Im-
portantly, while geometrical orthogonality is not defined between joint angle varia-
tions, if the linearization holds true, a mathematical orthogonal manifold can always
be extracted.

Similarly to Eq. 2, it’s possible to obtain the variance associated to the two pro-
jections:

VTIMu,n,m [s] =
N∑
r=1

‖θTIMu,n,m,r [s]‖2d−1TIMN
−1 (2.8)

VTRMu,n,m [s] =
N∑
r=1

‖θTRMu,n,m,r [s]‖2d−1taskN
−1 (2.9)

Where dtask is the task space dimension which represents the number of Cartesian
and angular degrees of freedom that the users are required to control to perform the
task and depends on the task type. To estimate the users’ capabilities in exploiting
the arm redundancy, without being biased by the overall joint-space variance, the
logarithmic ratio between the two variances Rv[s] is computed:

Rv[s] = log

(
VTIM [s]

VTRM [s]

)
(2.10)

When Rv is positive, users’ variability along the TIM is higher than VTRM , showing
that users’ are exploiting arm redundancy.
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2.2.7 Jacobian estimation

When the model of the arm is available, the Jacobian matrix can be obtained from
the concatenation of the homogeneous matrices that define the forward kinematics
and their derivation. In this study, we use the user specific scaled model obtained
through OpenSim to obtain the analytical expression of the Jacobian. To apply the
UCM analysis, it is necessary to reduce the dimension of the full rank Jacobian to
account for the task space dimensions that users were trying to control.

The Jacobian is computed with respect to the shoulder reference frame, which
is aligned with the task space frame. Therefore, to extract the task space positional
components in the x-y plane (see Fig. 2B), it’s possible to extract the corresponding
Jacobian rows. On the other hand, the α rotation that users were required to control
(see Fig. 2B) is defined in the end effector reference frame and corresponds to the
tool pitch angle. With respect to the shoulder reference frame, depending on the
arm configuration, this angle might have components in all the three rows of the
Jacobian rotational part, consequently, it would be less intuitive to extract the α angle
only. The Jacobian was therefore also estimated with a regression method from the
joint angle variations and the tasks space variables variations, accounting for the
positional and rotational components of T3D, as presented by De Freitas and Scholz
[142]. To validate the numerical estimation, for T2D, we computed the logarithmic
ratio of the variances on both the analytical and numerical estimation of the Jacobian.
For T3D, only the numerical computation was adopted.

1. Task 2D (T2D):The task space was planar (x − y coordinates) with dtask,T2D =

2, and therefore, only the first two rows of the Jacobian are considered. The
Jacobian matrix associated with this task can be expressed as follows:

J2D,A =

 ∂θ1
∂x

∂θ2
∂x ...

∂θdjoint

∂x

∂θ1
∂y

∂θ2
∂y ...

∂θdjoint

∂y

 (2.11)

where the subscript 2D indicates the positional task space dimensions consid-
ered and A refers to the Analytical computation of the Jacobian.

In addition, the Jacobian associated with the positional task space (2D) was
also estimated with the regression method J2D,LSQ.

2. Task 3D (T3D): In T3D, the elements of the Jacobian matrix were estimated
with independent linear regressions between across-trial joint configurations
and the end-effector tip positions and pitch angle (see Fig. 2B). Each row of
the Jacobian matrix (J3D,LSQ) was computed separately for each task space
dimension and for each path-normalized sample as follows:

∆pxu,n,m,r[s] = Jx∆θu,n,m,r[s] (2.12)

∆pyu,n,m,r[s] = Jy∆θu,n,m,r[s] (2.13)
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∆αu,n,m,r[s] = Jα∆θu,n,m,r[s] (2.14)

Where px, py and α are the user controlled task space variables, Jx, Jy and
Jα are the 1 × 7 separate rows of J3D,LSQ, ∆θu,n,m,r is the displacement from
the mean joint configuration and {px, py, α}u,n,m,r are the displacements from
the task space variables for the uth user, nth task, mth master device and rth

repetition.

Under the assumption that the same arm state is defined for the same path
position for each user and repetition, a system of ten equations correspond-
ing to the 10 task repetitions can be defined for each line in Eq.2.12,2.13,2.14.
Therefore, for each user, task, normalized frame and task space dimension, an
overdetermined system of 10 equations with 7 unknowns has to be solved to
obtain the corresponding Jacobian row. To improve the conditioning of the
regression, the space-normalized signals were binned such that bins of 5 nor-
malized samples were used to estimate each set of unknowns, thus solving
systems of 50 equations with 7 unknowns using a Least Square Method (LSQ).
Similarly, removing the Jα row, the LSQ method can be used to estimate the
J2D,LSQ.

2.2.8 Data Analysis

Redundancy Exploitation

We used the Rv value to measure the joint redundancy exploitation for each experi-
ment and user in each normalized frame.

To analyze the possible modulation of the level of redundancy exploitation (HP1),
and to test if the capability of efficiently partitioning joint variability in the task rel-
evant and irrelevant manifolds was influenced by the path characteristics, we eval-
uated the Rv along the normalized path. The trajectories of the two tasks were di-
vided into eight parts, characterized by three levels of absolute curvature (Fig. 3.1)
that were analytically obtained for each point along the bi-dimensional trajectories
as in Buzzi et al. [105].

We used the Liellefors test (α = 0.05) to evaluate the normality of the Rv distri-
butions for each normalized sample [s] in each experiment among the seven users.
Since the distributions were normal, the mean Rv trajectories and the corresponding
standard deviations in the four experimental conditions were obtained at each sth

space normalized sample.
No significant trends were found in the Rv throughout the path, and therefore,

the Rv mean values (R̄vu,n,m) were extracted and grouped among users.

R̄v u,n,m =
1

Tnorm

1∑
t=0

Rvu,n,m[s] (2.15)
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To test differences between master devices (HP2) and tasks (HP3), as well as eval-
uating the differences between the two Jacobian computation methods, we fitted a
3-way repeated-measures ANOVA model with meanRv as dependent variable, task
type, master device, and Jacobian computation method as fixed-effect within-user
main independent factors; the interaction effects between the main factors were also
evaluated. In this analysis, we compared the mean Rv for all the experiments when
a 3D task space is considered.

Focusing on T3D, the R̄v was computed considering both the 2D positional task
space (x-y) and considering the additional tool orientation (x-y-α). To evaluate the
differences in the Rv introduced by the task space dimension, a follow up analysis
was conducted on T3D. Using the LSQ Jacobian estimation method only, a 2-way
repeated measures ANOVA was used to describe the data distributions in T3D in
which master device and task space dimension as well as their interaction are the
fixed effect independent within users factors.

Error metrics

During the tasks execution, we evaluated the following metrics:

• Positional error (d): for both T2D and T3D, we computed the planar Euclidean
distance (x− y) between the tool’s end-effector tip and the closest point along
the central line of the path (Fig. 2.1.A).

du,n,m,r[s] =

√√√√ (pxu,n,m,r[s]− txu,n,m,r[s])2

+ (pyu,n,m,r[s]− tyu,n,m,r[s])2
(2.16)

With tx and ty x and y coordinates of the closest point on the path center line
in the [s] space normalized frame.

• Angular error (ψ): for T3D only, the angular displacement between the tool end
effector pitch angle and the tangent to the path pitch angle in the closest point
along the path was evaluated (Fig. 2.1.B).

ψu,n,m,r[s] = pαu,n,m,r[s]− tαu,n,m,r[s] (2.17)

Where tα is the pitch angle of the tangent to the curve.

The normality of the distribution of d and ψ for each space normalized stamp
among users and repetitions was tested (Liellefors test α = 0.05). Since the distribu-
tions were normal, the median d̄ and ψ̄ curves were extracted for each experiment.

To test the correlation between Rv and the error metrics (d for T2D and T3D and
ψ for T3D) through the path, the Pearson linear correlation coefficient was computed
for each experiment and user. Moreover, as a measure of the general correlation,
we computed the Perason linear correlation between the mean Rv and the mean
position (d) and orientation error (ψ) throughout all the users acquired.
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FIGURE 2.3: (HP1) A. The curvature regions in the two tasks. B. Mean positional
Rv and standard deviations through the trajectories while teleoperating with Sigma

(in red) and Omni (in blue)

The mean d and ψ values among the ten repetitions and users were extracted
for each experiment to test differences between master devices and tasks for d and
between master devices only for ψ. Therefore, for the positional error d we fitted a
2-way repeated-measures ANOVA model with task type and master device as fixed
effect within users independent factors. For the orientation error ψ, we used a 1-way
repeated-measures ANOVA model with master device as fixed effect withing user
independent factor.

2.3 Results

2.3.1 Redundancy Exploitation

We first focused on the analysis of the redundancy exploitation associated with the
bi-dimensional tool position only, for both tasks, regardless of differences in the task
space dimension. Fig. 2.3 shows the Rv modulation throughout the trajectories for
the different master devices in the two tasks. For T2D, the Rv was computed using
J2D,A and J2D,LSQ (dashed line), while for T3D only J2D,A is presented. The color
bars at the top and bottom of the graphs correspond to the levels of curvature. Since
the highest curvature part of the path (dark green) was missing from T3D, the cor-
responding parts of the graphs were left empty. A modulation of Rv can be seen
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TABLE 2.1: Effects of Task, Master device and Jacobian computation method on R̄v

associated with the positional task dimensions

Source df F P

Tasks 1 12.06 0.0009

Master Devices 1 2.10 0.154

Jacobian type 1 1.53 0.225

Tasks*Master Devices 1 1.09 0.303

Tasks*Jacobian type 1 0 0.988

Master Devices*Jacobian type 1 0.01 0.913

Tasks*Master Devices*Jacobian type 1 0.58 0.452

Total 54

in T2D, where at the beginning and at the end of the path, users generally showed
higher values with respect to other sections. Moreover, Rv slightly increased in the
central part of the path. On the other hand, in T3D, users did not show any notice-
able change in their exploitation of the arm redundancy; in fact, in this case, the Rv
did not change throughout the path.

From the comparison between the two Jacobian computation methods that is
presented in Fig. 2.3.B, in T2D, the LSQ method seems able to follow the Analytical
computation within the variability range.

Fig. 2.4 shows the Rv for T2D and T3D performed with the different master de-
vices. The graph shows a comparison between the Rv values for the positional task
variables only (2D) obtained using the two Jacobian estimation methods: Analytical
(A) and Least Square regression (LSQ). The results of the three-way ANOVA analysis
performed are reported in Table 2.1. Users showed higher R̄v values associated with
the positional aspects of the task execution while performing the second task and
this difference was statistically significant (p < 0.001). No differences were found
between the Rv values obtained using the Analytical and the Least Square Jacobian
estimation or between master devices.

In the second part of the analysis we focused on T3D, studying the contribution of
the tool end-effector orientation (α) to the redundancy exploitation. Fig. 2.5 shows
the R̄v distributions for T3D, computed considering the positional task space vari-
ables only (2D) and with the additional rotational task space variable (3D). When
accounting for the rotational task space variable, users showed higher R̄v values
with respect to the 2D case, and this difference was significant (p < 0.05). Users
showed roughly the same capability of exploiting the arm redundancy while tele-
operating with the two master devices (Sigma/Omni) and no interaction effect was
found either (see Table 2.2).
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FIGURE 2.4: (HP2 & HP3) Rv distribution among the experiments: T2D and T3D
performed with the hybrid parallel/serial link robot and with the serial link one,
computed using the analytical Jacobian (J2D,A) and with the Least Squares Jaco-
bian (J2D,LSQ). The boxplots represent median values, first and third quartiles and
minimal and maximal values. The statistical differences are depicted using lines

and stars.

TABLE 2.2: Effects of Master device and Task Space dimension on R̄v associated
with T3D

Source df F P

Master Devices 1 0.01 0.910

Task Space Dimension 1 4.31 0.048

Tasks Dimension *Master Devices 1 0.67 0.420

Total 27

2.3.2 Error metrics

Fig. 2.6 shows the mean positional error changes though the path for T2D and T3D.
The orientation error, described by ψ is reported for T3D only. For the positional er-
ror, a clear trend can be seen in T2D for both master devices: the error decreases in
correspondence with the high curvature parts of the path and increases when mov-
ing along the straight parts, almost symmetrically with respect to the normalized
progression along the path. Similar behavior can be seen for the positional error in
T3D, in which users showed minimal error when re-engaging the path after the open
ends.

For ψ in T3D, trends are less evident, but, as expected, the angular displacement
between the end-effector direction and the tangent to the path was minimal on the
straight portions of the trajectory.
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Table III shows the correlation indexes (ρ) between Rv and d and ψ in the four
experiments among the users as well as the correlations between the meanRv values
and the mean d and ψ curves. Although users’ performance was characterized by
different levels of correlation, the mean curves suggest that the positional error (d)
correlates negatively with the Rv changes in T2D for both master devices. Regarding
T3D, both d̄ and ψ̄ showed very little correlation with the R̄v modulation, but this is
very likely due to the absence of modulation in the Rv and error values in T3D.

Finally, regarding the positional error d, the ANOVA results showed no statistical
difference between T2D and T3D (F1,22 = 1, p = 0.33) nor between Sigma and Omni
(F1,22 = 0.04, p = 0.84). In the same way, for ψ, the 1-way ANOVA showed no
statistical difference between Sigma and Omni (F1,22 = 1.5, p = 0.25).

2.4 Discussion

We used the UCM analysis to investigate how different task constraints and mas-
ter devices influence users’ exploitation of arm redundancy. We found a significant
modulation in the level of redundancy exploitation throughout the path in the po-
sitional task but less significant in the mixed position-orientation one. We used two
Jacobian estimation methods (analytical and least square regression) and found that
they were equally able to estimate the Rv values in the positional task. During the
execution of the position-orientation task, users achieved higher values of redun-
dancy exploitation. Surprisingly, no significant differences were found between the
two master devices tested in both tasks. We also analyzed task performance: no

FIGURE 2.5: (HP3) Differences in the Rv distribution among users between differ-
ent master devices and task space variables considered. In red the results obtained
considering the positional only task variables (J2D) and in green when also the tool

rotation is accounted (J3D).
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FIGURE 2.6: Error metrics (d and ψ) mean and standard deviations for T2D and
T3D. In red the hybrid parallel-serial link master device (Sigma) and in blue the

serial link master device (Omni).

TABLE 2.3: Pearson’s correlations coefficients between Rv and d or ψ. All the ρ are
significant (p < 0.001)

T2D - d T3D - d T3D - ψ

User Sigma Omni Sigma Omni Sigma Omni

1 -0.18 -0.46 0.35 -0.14 0.35 -0.09

2 -0.75 0.58 -0.51 0.11 -0.51 0.36

3 -0.18 0.11 0.07 -0.26 0.07 0.14

4 -0.79 -0.86 -0.01 -0.12 -0.01 0.42

5 -0.52 -0.14 -0.22 0.18 -0.22 0.30

6 -0.49 -0.67 -0.45 0.18 -0.45 -0.28

7 -0.85 -0.77 -0.13 0.21 0.20 -0.16

Median -0.81 -0.91 -0.45 -0.05 0.11 0.46
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significant difference was found between the master devices, and users achieved
the best performance in the positional task while maximizing the arm redundancy
exploitation.

2.4.1 Redundancy Exploitation

HP1: Rv modulation - We first analyzed the Rv modulation through the two tasks
paths, and found a significant modulation of Rv for T2D, but a constant level of
redundancy exploitation for T3D. While no modulation in the redundancy exploita-
tion was found for free-hand reaching movements [140, 123], more recent studies
showed significant changes in the mean Rv values with respect to the movement
direction during planar teleoperated reaching task [126]. Nisky et al. observed a
small reduction in the level of redundancy exploitation in the central part of reach-
ing movements, and this trend is particularly clear for novices in free-hand and tele-
operated task execution. Expert teleoperators, instead, showed flatter Rv profiles,
especially while teleoperating similarly to what was observed in T3D. However, the
substantial differences between the traditional tasks and the eight-shaped path that
we investigated in the current study, make it very difficult to compare our results
with the existing literature. The task that we analyzed is more complex with re-
spect to traditional reaching movements, and following each point along the path
requires continuous changes in the direction of movement. Moreover, during the
eight-shaped task execution, users relied on visual feedback, and the task required
precision along the entire path, rather than just the endpoint in reaching. This re-
quired and allowed for on-line adjustments and corrections that are absent during
faster goal-oriented reaching and pointing tasks.

The results of T2D, showed that users were maximizing the redundancy exploita-
tion especially around the task’s starting point rather than trying to compensate for
the path’s different movement directions or curvatures. It seems that, in T2D, users
weren’t capable of maintaining high levels of arm redundancy exploitation adapt-
ing to the different part of the path, instead, freezing to the initial kinematic solution,
their redundancy exploitation performance decreased as they moved away from the
starting point [143]. A reason that could explain this behavior can be found in the
fact that, at the beginning of each repetition, users were able to freely reconfigure
their arm position and orientation to adopt the kinematic solution that best fitted
the starting position. As users moved away from the starting point, their capabili-
ties in exploiting the arm redundancy decreased.

On the other hand, the Rv modulation in T3D is flatter: in this task, users were
allowed to reconfigure their arm position as well as the end effector orientation after
the first half of the path. This could have contributed to the increase in the users’
capabilities in maximizing Rv. While performing T3D, users were able to maximize
the ratio between the task irrelevant manifold and the task relevant manifold asso-
ciated with the end-effector x-y position to a higher extent with respect to T2D. On
the other hand, analyzing the differences between the R̄v profiles within the first
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half of the path, it is clear that the the possibility of reconfiguring the arm pose in
correspondence with the path’s open ends can’t be the only factor that modified the
users’ redundancy exploitation. Reasons to explain the R̄v flatness in the first half of
T3D must, therefore, lie in the task constraints and characteristics.

HP2: Differences between master devices - Regarding the hypothesis of differences
in theRv modulation introduced by the two master devices architectures, apart from
an offset between the two profiles, in both T2D and T3D, Sigma and Omni allowed
for very similar trends. This result suggests that the variation in the redundancy ex-
ploitation through the path isn’t affected by the different master devices dynamics
that are eventually even-out by the CNS. Looking at the mean distributions, the dif-
ferences in the Rv between the two master devices tested are non-significant. Nev-
ertheless, trends can be seen in both tasks and, interestingly, while in T2D the Omni
master device shows higher values of R̄v, in T3D the difference direction is opposite;
in both cases, the differences in the mean values are hidden by large between users’
variability. Previous studies showed that the manipulators’ dynamic proprieties can
influence performance and control strategies with respect to free-hand and uncon-
strained motion [126], [144]. Despite the mechanical and dynamical differences be-
tween Sigma and Omni, our results suggest that the differences in the kinematic
solution adopted by users may require higher statistical power to be investigated.
On the other hand, differences in the master devices could also be evened out by
dynamic adaptation (as described in [105]) that would allow for similar Rv modu-
lations and mean values. Further analysis should focus on the possibility of testing
users’ capabilities in adapting to multiple different master device’s dynamics, trying
to understand which differences can are compensated.

HP3: Influence of task constraints - We showed that no significant differences were
found between the mean Rv estimated with the Analytical Jacobian (J2D,A) and the
one obtained with the least square regression (J2D,LSQ) when the same task space
dimension is compared (x-y end-effector position). This result confirms that the two
Jacobian estimations are similar [142].

Significant differences between task space dimensions were found in the mean
Rv in T3D when the end-effector orientation is considered in the task space. J3D,LSQ
is therefore capable of accounting for the additional portion of joint variability that
users were employing to minimize the angular displacement between the tool end-
effector direction and the tangent to the path. Similar results were observed in pistol
shooting [130] and golf swing [131] experiments: users were utilizing part of the
joint variability to finely control the tools orientation rather than its sole position.
On the other hand, contrary to previous studies [131, 133], the level of redundancy
exploitation is constant through the task execution. This is likely because our tracing
task requires a continuous control over the tool orientation, whereas golf and table-
tennis players must coordinate their arm kinematics especially when the club/racket
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hits the ball.
Comparing the R̄v between T2D and T3D, it appears that users were able to

elicit higher levels of redundancy exploitation when performing the most challeng-
ing task. This surprising result may have several explanation: it is possible that
users, being more challenged by the second task, were also more inclined to explore
a higher number of possible kinematic solutions. This difference in the level of task
redundancy exploitation could be also related with the higher intrinsic motivation
that users experience when challenged with a more complex motor task [145, 146,
147].

2.4.2 Error metrics

The results of the error metric analysis showed that users performance changed
through the path. These changes are especially evident in the positional error, that
shows similar behaviors for both master devices. Similarly to Rv, the positional er-
ror increases while moving away from the initial point, reaching its peaks in the
straight and low curvature parts of the path. Regarding the orientation error (ψ),
as expected, users committed the smallest errors when teleoperating in the straight
parts of the task where the changes in the tangent to the path are limited.

Interestingly, no significant differences were found between the errors, both posi-
tional and orientational, that users committed using the hybrid parallel-serial master
device (Sigma) and the serial one (Omni). Although being characterized by signifi-
cantly different structures, dynamics and costs, the users’ performance with the two
master devices are comparable. A reason for this could be found in the fact that
the tasks studied weren’t complex enough to stress the capabilities of each master
device.

The results of the correlation analysis showed that different users adopted differ-
ent strategies to limit the positional and orientational error, both for T2D and T3D. On
the other hand, looking at the correlations between mean Rv and mean d, it seems
that, regardless of the master device used, when users showed the maximal redun-
dancy exploitation, they also committed the smallest positional errors. The same
ability to increase the ratio between TIM and TRM without deteriorating task per-
formance was observed also in expert stone knappers [148], music players [149] and
golfers [150]. This trend, which is particularly evident in T2D, is absent in T3D. In
this case, the lack of variation in Rv, as well as in the performance metrics may have
limited the capabilities of finding correlations. Moreover, the mixed positional and
orientational constraint introduced in T3D may have influenced the strategies that
users adopted during teleoperation, leading to more complex relations between the
task space performance metrics and the redundancy exploitation.

The strong correlation between performance and arm redundancy exploitation is
a clear sign of the importance of this motor property: advantageous master devices
should not limit or modify arm kinematics. On the other hand, modern teleopera-
tion consoles, such as the one adopted in the Da Vinci Robot, employ arm rests to
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increase user comfort and reduce muscular fatigue. While laying the forearm on
the armrest, surgeons might limit their capabilities in finding the arm configuration
that would allow for the maximization of the ratio between task unrelated and task
related variability. Future studies are needed to consider the possible tradeoffs in
using armrests, including fixed and dynamic support [151]

2.4.3 Limitations and future work

An important limitation of the UCM approach is the coordinate sensitivity of the
computational procedures that define the task relevant and irrelevant manifolds
[121]. The structure of the observed variability is defined in a coordinate space which
is arbitrarily selected by the researcher among multiple others. For example, in arm
joint variability, choosing absolute or relative angles to describe the joints can yield
to different results. When the structure of variability is evaluated in the result space
defined by the task, i.e. using the TNC analysis, a sensitivity to changes in the coor-
dinates frame exists, but is far less severe [121].

To solve these issues, a coordinate-independent formulation of the UCM analy-
sis was recently proposed [122]. Campolo et al. exploited a particular type of kinetic
energy metric originally proposed in [152] to study the level of redundancy exploita-
tion during a static pointing task performed with an hand-handled tool. The choice
of a left-invariant metric, which is independent from the frames used to describe the
tool kinematics, allowed to estimate a coordinate-independent level of redundancy
exploitation in a static task. This successful extension of the UCM analysis was ap-
plied to date to static tasks only, and future studies are needed to adopt this promis-
ing framework to the analysis of dynamic tasks such as following a path (tracing) or
a trajectory (tracking).

In the present work, we performed a comparative analysis of different tasks and
conditions, with the aim of underling the effects of different master interfaces and
tasks constraints rather than striving to obtain absolute estimations of the level of re-
dundancy exploitation. We, focused on expanding the existing literature regarding
the effects of mixed positional/orientational constraints over arm redundancy, ex-
ploiting analytical techniques that have been already employed for non-static tasks
[153, 154]. While coordinate-dependency still represents a non-negligible limitation
of the present work, the comparative nature of the analysis should make it less sen-
sitive to changes in the joints reference frames. Future studies are needed to develop
a coordinate-independent metric similar to [122] that would be appropriate for our
current task and for future studies with surgical tasks.

Another limitation of our study is its power. The number of users that took
part in the experiments was small which reduced the statistical power of some of
the analysis conducted. Further studies should therefore focus on extending the
analysis to a higher number of participants. Moreover, the reduced number of sub-
jects limits the strength of the analysis against the effect of human factors during
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the experiment: the differences in users’ patience and personalities, as well as their
different levels of stress or tiredness might significantly affect the data.

The absence of differences in terms of both performance and redundancy ex-
ploitation between the master devices tested should be further analyzed. First, in or-
der to study how users cope with substantially different kinematics, ergonomics and
workspaces, it would be interesting to extend the analysis to other master devices
(i.e. the Da Vinci master console). Moreover, it would be interesting to evaluate how
the use of an arm rest would affect users capability of exploiting arm redundancy.
Secondly, the introduction of more complex tasks, characterized by higher task space
dimensions, would allow to stress the effects of the different kinematic and dynamic
characteristics on the motor strategies adopted by the users. The methods adopted
in the present work could also be used to estimate how the additional task space
dimensions would modify the users’ redundancy exploitation.

Additionally, in the present work, no differences were found among users, who
were all novice teleoperators. Previous studies showed how experienced and novice
users adopt different arm redundancy exploitation strategies. Therefore, it would be
interesting to study how users with different levels of familiarity and skills in tele-
operation would cope with differences in the task constraint and task space dimen-
sions. Moreover, the possibility of having multiple experimental sessions for each
user, would allow to apply the UCM analysis to study how the level of redundancy
exploitation changes throughout the learning process.

2.5 Conclusion

We used the UCM analysis to explore the differences induced by diverse task space
dimensions and constraints and two master devices on teleoperators capabilities on
the exploitation of the arm redundancy. We validated different algorithms to esti-
mate the Jacobian matrix associated with the motion, and found significant differ-
ences between different tasks space dimensions. We found that users maximized
the ratio between task irrelevant and task relevant variability especially in the more
complex task, characterized by positional and rotational task space variables, re-
gardless of the mechanical differences in the type of master device. Moreover, dur-
ing the execution of the 2D task, users showed the lowest positional error while
maximizing their arm redundancy, showing a positive correlation between perfor-
mance and redundancy exploitation.

The present work represents a first step towards an in depth understanding of
the mechanisms that regulate motor control during the execution of complex teleop-
eration tasks. The results showed how, for the tasks studied, substantially different
master devices led to similar outcomes both in terms of performance and arm redun-
dancy exploitation and how teleoperators can take advance of an additional portion
of arm redundancy during mixed positional-orientational tasks.
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Chapter 3

Analysis of joint and hand impedance during
teleoperation and free-hand task execution

In this chapter the estimation of hand stiffness modulation during the execution of
a simulated suturing task is presented. Two different master devices, and free-hand
movements are studied and compared. Kinematic data of eight right-handed users
are acquired, using electromagnetic and optical tracking systems, and analyzed us-
ing a musculoskeletal model. Through inverse dynamics, muscular activation are
computed and used to obtain joint torques and stiffness, leading to end-point stiff-
ness estimation. The maximal stiffness value and its angular displacement with
respect to the trajectory tangent was computed. The results show that there is a
difference in how the main stiffness axis was modulated by using the two master
devices with respect to free-hand, with higher values and variability for the serial
link manipulator. Moreover, a directional modulation of the hand stiffness through
the trajectory was found, showing that the users were aligning the direction of the
main stiffness axis perpendicularly to the trajectory.

This work has been published as: Buzzi, J., Gatti, C., Ferrigno, G., & De Momi, E.
(2017). "Analysis of joint and hand impedance during teleoperation and free-hand
task execution", IEEE Robotics and Automation Letters, 2(3), 1733-1739.

3.1 Introduction

Robot-Assisted Surgery (RAS) is achieving great outcomes and feedbacks [155]. Thanks
to its advantages, such as augmented precision due to movement and force scal-
ing, hand tremor and chopstick effect compensation [6], this technology has widely
spread in the last decade. During teleoperated robotic surgery, the user interacts
with a master controller that detects the position and motion of his/her hand and
sends it to the slave robot. In comparison with traditional laparoscopic surgery, in
which the tools usually have rigid shafts constrained to approach the surgery area
from the direction of the incision, thus limiting the surgery tool mobility, the me-
chanical characteristics of the tools developed for robotic surgery allows for the re-
production of the human wrist mobility. These mechanical differences are reflected
in substantial kinematic and motor control differences that lead to limited correla-
tion between laparoscopic expertise and robotic surgery skills [156].
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To be able to fully exploit the potential of this technique [157] and take advantage
of the tools high dexterity (the capability of changing the position and orientation of
the manipulated objects to every arbitrary chosen pose), surgeons have to undergo
a long and intensive training phase [158]. During this process, teleoperators have to
familiarize with the new environment, by means of, for example, compensating for
the absence of haptic feedback [159] or learning how to fully exploit the 3D visual-
ization. Researchers are trying to restore the lack of force feedback from the tool tip
to the surgeon hand using different strategies [160, 161], involving kinesthetic feed-
back [162], generating guiding forces [163] and actively changing the manipulator
characteristics to help the surgeons [100, 93]. While these studies will help in nar-
rowing the gap that exist between free-hand and teleoperated surgery [164], a better
understanding of the kinematic and kinetic strategies that define the human interac-
tion with the master controller could potentially suggest new solutions to improve
the surgeon’s experience.

Teleoperation is a challenging task for the human motor control system, encom-
passing the management of the intrinsic redundancy of the neuro-muscular-skeletal
system. In fact, from a kinematic standpoint, the human arm can be modeled as a
seven degrees of freedom (DoF) redundant manipulator, which allows to theoret-
ically assume infinite joint configurations to achieve the same hand position and
orientation. Moreover, from a kinetic standpoint, a large set of muscular activations
produce the same motion, but involving different levels of arm stiffness. The dif-
ferent ways the central nervous system manages these redundancies are decided by
human motor control strategies.

A promising approach in the study of the teleoperators’ kinematic redundancy
has been recently presented by Nisky et al. [101], [165]. The authors studied the
arm joint configuration in repeated reaching tasks performed with the Da Vinci Si
surgical system (Intuitive Surgical, Mountain View, California) and in free-hand,
comparing not only the task precision performance in terms of end-effector con-
trol, but also the arm configuration variability. Through the Uncontrolled Manifold
(UCM) analysis the authors were able to distinguish between two joint variability
components: one that helped the expert users in hand stabilization and another that
captured residual noise. Using the UCM analysis, the authors were able to weight
the users’ joint variability into task relevant and irrelevant manifolds, showing that
experienced surgeons were able to maximize the ratio between task-irrelevant and
task-relevant variability.

The central nervous system, while handling kinetic redundancy, is able to con-
trol the mechanical impedance of the arm also through mechanisms as muscle co-
contraction. Teleoperation is usually characterized by slow and precise movements
that can be divided in subsequent joint configurations, each characterized by a me-
chanical impedance dominated by stiffness.
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Several studies measured the arm stiffness resulting from small hand displace-
ment in stationary and dynamic conditions [166],[167], underlying the body capa-
bilities of restoring a desired configuration after being subjected to external pertur-
bation. Stiffness is a measure of arm stability against noise and perturbation and its
modulation has been studied during the execution of multijoint tasks requiring ac-
curacy [168][169]. Other researches [170] also found that the arm stiffness decreases
during multiple executions of the same tasks as far as the users learn. These results
suggest that stiffness and, more in general, impedance control is a key factor in the
process of learning and mastering the execution of a specific task.

Previous studies obtained the arm end-point stiffness applying known displace-
ments to the subjects hand using robotic handles and acquiring the force exchanged
by the hand with the robotic handle [171] [172]. Others evaluated the arm stiff-
ness by analyzing surface EMG activity of antagonist muscles [75]. In our study we
propose a comparison between the arm end-point stiffness computed using muscu-
loskeletal models during the execution of a 3D task with different master devices in
teleoperation and in free-hand. Using free-hand as a reference of the most natural
and transparent controlling strategy, stiffness values and principal direction were
compared and correlated with the task execution performance.

3.2 Materials and methods

3.2.1 Task

The task was designed with the aim of recreating the wrist movement performed
during suturing, where the needle is inserted through the tissues with a wrist rota-
tion. Users were asked to follow an U-shaped trajectory with a ring-terminating tool
and to sweep the ring on the path while keeping the ring centre as more aligned as
possible with the trajectory. The shape and length of the path were grossly estimated
reaching a compromise between wrist activation and task feasibility.

1. The Virtual Task

Fig. 3.1(a) shows the virtual trajectory: the starting point, in the rightmost po-
sition of the trajectory, is marked with a green sphere, the user had to reach the
red sphere on the left. During the task execution, users were given visual feedback
which consisted in a change of the trajectory color based on the distance between
the center of the tool ring and the trajectory: from light green, when the trajectory is
in the middle of the ring, to red, when a collision was detected.

The virtual task was developed using V-Rep (Coppelia Robotics GmbH, Zürich,
Switzerland), a robot simulation program that can be interfaced through the Robotic
Operating System (ROS) [173] network with the master devices involved in the test
and with the data acquisition framework.

2. The free-hand Task
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FIGURE 3.1: The complete setup: (a)The virtual reality trajectory. (b) The free-hand
task: 1. Base 2. Metal wire trajectory 3. EMT Pointer 4. 3D Printed ring end-effector

(c) The serial link master device (SL). (d) The parallel link master device (PL).
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FIGURE 3.2: The acquisition framework: each hatched box represents a ROS com-
ponent that is responsible of streaming or monitoring a specific kind of signal. The
arrows depict the ROS topic connecting each component and the acquisition fre-

quencies are reported into the overlying circles

In order to recreate the same task for the free-hand movements, the trajectory was
realized using a wooden base and coated metal wires that were shaped to assume
the same dimensions and shape of the virtual one . The user performed the task
using a tracked fast prototyped tool with the same dimensions as the virtual one
(see Fig. 3.1(b)).

3.2.2 Experimental protocol

Eight users (3 males, 5 females, 24 ± 1.3 year old) were recruited during the experi-
mental campaign; all of them were right-handed novices with no surgical experience
and no previous experience with haptic interfaces or teleoperation. This study was
carried out in accordance with the recommendations of our institution with written
informed consent from the subjects in accordance with the declaration of Helsinki.
Each user performed 10 repetitions of the task with three control modalities:

1. Parallel Link robot (PL)

2. Serial Link robot (SL)

3. Free-hand (FH)
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The users were given information about how to control the device and about the
visual and haptic feedback that they were going to receive. In PL and SL the users
had 5 to 15 minutes to gain a sufficient acquaintance with the control and with the
virtual environment. The differences in the initial training time were introduced
to account for the slightly different learning curves that users showed: while some
users were capable of completing a test repetition without unacceptable errors in a
brief time, others required multiple trials to achieve the minimum level of familiarity
with the master device. During FH, the initial training time was limited to about 1
minute.

In PL, SL and FH, the users were instructed to find a compromise between task
execution time and accuracy.

3.2.3 Master devices

To control the tool position and orientation in the virtual reality, two haptic devices
were used. In both cases the use of a clutch was adopted to enlarge the robots’
workspace. For both master devices a scaling factor of 0.5 was applied to the hand
movement for the reconstruction of the tool position in the virtual scenarios. The
Phantom Omni (3D Systems, South Carolina, USA) haptic device (Fig. 3.1(c))(workspace
160x120x70mm) was used as SL. The device is characterized by six DoFs with a
stylus end-effector. The device is not gravity compensated and has a resolution of
0.055mm. An external pedal was used as clutch. As a controller, we used a custom
developed impedance controller [79] based on the proprietary API. For PL, a grav-
ity compensated Force Dimension Sigma.7 (Force Dimension, Nyon, Switzerland)
haptic device (Fig. 3.1(d)) (workspace �190x130mm) was used. The robot is char-
acterized by 6+1 DoF delta based parallel kinematics with hand-centered rotation, it
has a resolution of 0.0015mm and 0.013deg. An external pedal was used as a clutch.
The device used the proprietary impedance controller.

3.2.4 Acquisition architecture

A custom data acquisition framework was developed to acquire, synchronize and
record the different signals. Fig. 3.2 shows the ROS based acquisition framework,
which allowed to assign a network timestamp at each sampled signal.

The component functionalities were monitored through a simple graphic inter-
face, and they were running on three different computers, all based on Ubuntu 14.

The position of the arm was measured using an electromagnetic tracker (EMT)
(Aurora - Northern Digital, Ontario, Canada, 30Hz sampling rate, 0.48mm and 0.3deg
position and orientation RMSE, 500mm dome shaped radius workspace). The sys-
tem tracks four 6 DoF 1.8x9mm sensors.

Due to its limitation in both the maximal number of electromagnetic markers and
the field dimension, the EMT system was coupled with an optical localization sys-
tem (OPT) (Vicra - Northern Digital, Ontario, Canada, 20Hz sampling rate, 0.25mm
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position RMSE) that was used to acquire the thorax position. Three passive retrore-
flective markers were attached to the right and left acromions and beside the jugular
notch. In order to register the data from the two tracking devices (EMT and OPT) an
hand-eye calibration [135] was used. In order to perform the registration, a OPT tool
(REF ) was attached to the EMT field emitter. The homogeneous matrix that were
computed, REFTEMT , maps the transformation that brings the EMT reference frame
on REF reference frame (see Fig. 3.3).

In the teleoperated tasks (PL and SL), the distance between the tool center and
the closest point on the trajectory was computed in the virtual environment. In order
to obtain this metric also in FH, an OPT tool (Base) was fixed to the wooden base at
which the metal trajectory is rigidly connected (see Fig. 3.1(b)-1). 50 Points on the
trajectory were acquired using the OPT pointer, and these coordinates were interpo-
lated with a second order polynomial. The tool ring center was recorded using an
EMT pointer (see Fig. 3.1(b)-3) directly handled by the user terminating with a 3D
printed ring tool (see Fig. 3.1(b)-4).

In order to be able to integrate the markers data with the musculoskeletal mod-
eling software, during patient calibration, we created virtual markers from the the
electromagnetic sensors connected to the arm, forearm and hand segments (see Fig.
3.3).

Eq. 3.1 describes the homogeneous transformation matrices that were used dur-
ing the acquisition.

RealTV irt = (EMTTReal)−1 ·EMT TV irt (3.1)

EMTTV irt =EMT TReal ·Real TV irt (3.2)

where RealTV irt is the transformation matrix that maps the virtual markers in the
real markers reference frame, EMTTReal is the transformation matrix that maps the
real markers in the EMT reference frame and EMTTV irt is the transformation matrix
that maps the virtual markers in the EMT reference frame.

3.2.5 The musculoskeletal model

The subject musculoskeletal model was implemented in OpenSim [139]. The model
derives from a 15 DoF model from Holzbaur [138] whose hand grip and fingers kine-
matic were fixed, simplifying it into a 7 DoF model. Its performance in the dynamic
prediction were previously demonstrated. [137]. The model is characterized by 50
Hill-type muscle-tendon actuators, simulating 32 muscle compartments. To fit the
data from the different users that participated in the research, the model was scaled
accordingly with the anthropometric characteristics, also adapting the different seg-
ments mass proprieties.

The inverse kinematic reconstruction was carried on using the markers trajec-
tories filtered with a second order low pass Butterworth filter at 4Hz. The inverse
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FIGURE 3.3: Markers setup: gray points represent EMT markers position, i.e. arm,
forearm and hand; black points are the virtual markers created during the calibra-
tion phase during which the EMT pointer tool was used to touch two recognizable
bony landmarks on each arm segment, while a custom ROS component acquired
the transformation that mapped the touched point in the EMT marker reference
frame of the corresponding segment (RealTV irt). Arm and forearm sensors were
connected to lateral and medial repere point of elbow and wrist respectively; the

hand virtual sensors were placed on the index and little finger’s knuckle.

dynamic reconstruction was performed with the joint kinematic data from the in-
verse kinematic solution, filtered with the same 4Hz low pass filter. The simulations
were performed on an i5 4670k processor, operating at 3.8Ghz with 16Gb of DDR3
memory.

3.2.6 Stiffness computation

Based on the analysis performed with OpenSim, the joint torque matrix Kj for each
arm configuration during the task execution was computed. The (k × k) joint stiff-
ness matrix for the ith sample of the acquisition can be defined as follows [174]:

Kji =
dτ i
dqi

(3.3)

τ i is the (k × 1) vector that represents the joint torques for the qi vector of joint
angles and k is the model’s number of joints.

The joint torques vector is defined as:

τi = JmT
i · Fmi (3.4)

Fmi is the (m × 1) vector of the muscle activations (with m number of muscular
units in the model) at the ith sample, obtained from the inverse dynamic analysis in
OpenSim and Jmi is the muscle Jacobian at the ith sample, computed as follows:
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Jmi =
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(3.5)

The muscular Jacobian matrix, Jmi, relates the variations in muscle length li with
the variations in joint angular position qi and can also be seen as the muscle forces
moment arm matrix.

In order to study the stiffness characteristics and to create a graphical representa-
tion in the Cartesian space, the joint stiffness matrix at the ith sample was converted
into the end-effector stiffness matrix Kei using the corresponding Jacobian matrix Ji
that relates infinitesimal changes in the Cartesian space into infinitesimal changes in
the joint space.

Kei = J−Ti KjiJ
−1
i (3.6)

Note that in Equation 3.6 the non squared 6× 7 Jacobian matrix is inverted using
the Moore-Penrose pseudoinverse. Due to the arm redundancy, the Jacobian matrix
inversion can yield to multiple results: the Moore-Penrose algorithm finds the so-
lution that involves the smallest ∆q. This is a suboptimal solution, since different
choice of generalized inverses would lead to different projections of the joint stiff-
ness onto the end-effector space. In order to avoid this approximation, solutions
have been adopted to estimate the stiffness nullspace which involve calibrations
with constrained arm motions and predefined movements [175].

From the singular value decomposition (SVD) of Kei the translational stiffness
property of the arm can be obtained at each arm configuration. The matrix Kei has
three nonzero singular values that define the ellipsoids main axes dimension while
the ellipsoid orientation can be obtained from the (3× 3) left singular vectors [174].

3.2.7 Results analysis

Error

As a measure of the task execution performance, in PL and SL the distance (E) be-
tween the tool centre at the ith sample (Ci) and the closest point on the trajectory
(CPi) was computed with a sampling frequency of 60Hz (see Eq. 3.7).

EPL,i = ESL,i = ‖Ci − CPi‖ (3.7)

where the norm indicates the Euclidean distance. In FH, through the registration
procedure described in Section 3.2.4, the tool center position was computed with
respect to the trajectory. In order to obtain the coordinate of the closest point on
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FIGURE 3.4: The computed ellipsoid (in blue) is overlapped to the muscoloskeletal
model at a specific point on the trajectory (in red). (a) The main axis dimension
Kmax and its angle with the tangent to the trajectory ϕ are monitored through the

different users task repetitions. (b) The six points along the trajectory

the free hand trajectory (CPFHi), the Quickhull algorithm [176] was used to find the
closest point between the interpolated curve and each tool position Ci (see Eq.3.8).

EFH,i = ‖Ci − CPFHi‖ (3.8)

The data distribution normality was tested using the Lilliefors test with a signif-
icance level (α) of 0.01. Since no significant difference was found in the error dis-
tribution among users (Kruskal-Wallis H test α = 0.001), we grouped all the trials
and users for each control modality into a single population. The differences be-
tween the three control modalities were evaluated through a post-hoc multivariate
analysis using the Willcoxon rank sum test (α = 0.001).

Stiffness ellipsoids - Main axis length

Fig. 3.4(a) represents the transactional stiffness ellipsoid obtained in FH task execu-
tion. The ellipsoid main axis length (Kmax) was computed for six points (P1 ∼ P6)
along the trajectory (see Fig. 3.4(b)).

The population normality was tested using the Lilliefors test (α = 0.01). Since
no statistical difference was found between different users and repetitions (Kruskal-
Wallis H test α = 0.001), the Kmax values for each point through the users and
repetitions were grouped together. We grouped the data from the six point along
the trajectory together, evaluating the statistical differences between the three control
modalities using multiple Willcoxon rank sum tests (α = 0.001).
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FIGURE 3.5: The error metric in PL, SL, and FH are reported as 25th and 75th per-
centiles and median values. The statistical difference between the control modali-

ties is reported using horizontal lines. Three stars indicate p < 0.001

Stiffness ellipsoids - Angular displacement

The angle between the main axis and the tangent to the trajectory (ϕ) was computed
for the same six points (P1 ∼ P6). The value was computed obtaining the vector
tangent to the desired trajectory in the six points and the vector representing the
instantaneous end-effector direction of motion. Since no statistical difference was
found between different users and repetitions (Kruskal-Wallis H test α = 0.001),
the angular displacement ϕ values for each point through the users and repetitions
were grouped together. The existence of possible parabolic trends in the angular
displacement through the trajectory was evaluated using a second order polynomial
regression.

3.3 Results

3.3.1 Error

Fig. 3.5 shows the error data distribution in the three control modalities (PL, SL and
FH). PL median error is statistically lower that SL and FH (p < 0.001 ). In general,
teleoperation (PL and SL) allowed the users to execute the task with higher accuracy
with respect to free-hand.

3.3.2 Stiffness Ellipsoids - Main axis length

Fig. 3.6 shows the distribution of the maximal end-point stiffness in the six trajectory
points and the three controlling modalities. The results obtained show that, during
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FIGURE 3.6: The maximal hand stiffness in the six points of the trajectory for the
parallel link robot, for the serial link robot and for free-hand. Boxes indicate the
25th and 75th percentiles, vertical dashed lines indicate the maximal values and the
horizontal dashed lines represent the median values of the three populations. The
horizontal lines at the top of the graph describe the statistical difference between
the control modalities when all the six points are considered together, as in Table I.

One star correspond to p < 0.05, two stars to p < 0.01

tasks execution, a parabolic trend could be seen in all the control modalities: while
for SL and FH the maximal values seems to be occurring for the central point of the
trajectory (P3 and P4), this trend is opposite in PL, where at the central points of the
trajectory correspond the smallest values of maximal stiffness.

Table 3.1 reports the stiffness maximal valuesKmax distributions for the six points
grouped in the three control modalities. The median values are also reported as
dashed lines in Fig. 3.6 (PL = 0.21 N/m, SL = 0.32 N/m, FH = 0.12 N/m).

The results show that SL maximal stiffness values are statistically higher from
both PL (with a p < 0.05) and FH (p < 0.01).

3.3.3 Stiffness Ellipsoids - Angular displacement

Fig. 3.7 shows the evolution of the angle ϕ in the six points of the trajectory for the
three control modalities. Analyzing the angular displacement results, a parabolic
trend can be found in the median values obtained through the six points on the
trajectory. The R-square indexes obtained for PL, SL and FH are respectively 0.32,
0.43 and 0.66 (Fig. 3.7 - dotted lines).

This behavior, which is particularly clear in the free-hand control, tends to align
the stiffness main axis in order to make it perpendicular to the desired direction of
motion in correspondence to P3 and P4, the central points of the trajectory.
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TABLE 3.1: Maximal stiffness Kmax in the three control modalities

Parallel Link Robot Serial Link Robot Free-hand

PL SL FH

Min: 0.00 N/m 0.00 N/m 0.00 N/m

25th p.: 0.04 N/m 0.04 N/m 0.04 N/m

Median: 0.21 N/m 0.32 N/m 0.12 N/m

75th p.: 3.60 N/m 4.00 N/m 0.71 N/m

Max: 5.55 N/m 8.73 N/m 1.45 N/m

FIGURE 3.7: The angle between the maximal hand stiffness direction and the tan-
gent to the desired trajectory in the six points for the three control modalities. The
points represent the median values, while the vertical lines represent the 25th and
75th percentiles. The dotted line represents the second order polynomial regression,

with the corresponding R2 values associated.

3.4 Discussion

In this work we studied the arm end-point stiffness as a measure of the impedance
control strategies adopted by the central nervous system to stabilize the hand move-
ment in three tasks, in teleoperation, executed with two master devices, and in free-
hand. A task mimicking suturing was realized in a virtual and real environment.

As expected, we found that the error metric results reflect the strength of the
teleoperation scenario in reducing the influence of the hand control variability: the
tasks error are smaller in teleoperation with respect to free-hand thanks to the mo-
tion scaling and the color feedback that was used to finely adjust the tool position.

By analyzing the results obtained in the Kmax modulation, there are significant
differences between the control modalities. In SL control modality only, the users
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were exploiting the pivoting stylus to execute the trajectory. In PL, instead, the rota-
tions were hand centered, as in FH, where the dimensions of the tool and its weight
discouraged the users from executing the task mainly activating the wrist joints. It
is possible that the presence of this "lever" in SL forced the users to increase the arm
stiffness to achieve good performance. This result suggests that hand-centered ro-
tations in the manipulator allow the users to achieve statistically higher kinematic
performances while eliciting lower arm stiffness. Since lower arm stiffness values
are obtained with lower levels of muscular activation, hand-centered rotating master
devices could reduce the users’ muscular fatigue and should therefore be preferred.
In order to further analyze this hypothesis, and understand how the use of a sty-
lus end-effector might change the arm’s dynamic, future work should try to isolate
the differences between the studied master devices. In fact, substituting the existing
stylus end-effector with a custom built replica of the hybrid parallel-serial gripper,
it would be possible to study the effect of the differences in the master devices’ dy-
namic only.

Regarding ϕ modulation, in FH the regression curve obtained is partially able to
fit the data, suggesting the possible existence of a parabolic behavior. This behavior
could be the result of a motor strategy that aims at maximizing the hand resistance to
external perturbation that would directly influence the task execution while main-
taining minimal stiffness in the direction of motion. The maximal values of ϕ are
achieved in P3 and P4, where the users had to change their wrist configuration to
follow the trajectory curvature; from this result it seems that the users were relying
on the directional control of stiffness in particular in the most challenging part of
the trajectory. If this evidence would be confirmed by more in depth researches, it
would be possible to actively use the master devices’ force feedback to increase the
stiffness on the directions perpendicular to the motion, reducing the total muscu-
lar activation requested to the arm. Future works will also test the hypothesis of
stiffness regulation with respect to motion direction in order to understand how the
master devices design could influence the possibility of putting this motor strategy
into practice.

The first limit of this work can be found in the high variability of the data related
to the stiffness ellipsoids. Both the maximal stiffnessKmax and the angular displace-
ment ϕ suffer from high interquartile dispersion inter and intra users. A reason for
this behavior could be found in the complexity of the tasks, that represents a diffi-
cult precision task, and presents different challenges for each user. In spite of the task
being simplified from a previous set of acquisition, this variability, even though re-
duced, still persist. Further analysis should, therefore, focus on easier, more limited
tasks that would force users to achieve and maintain similar kinematic strategies
through their execution. For example, further studies should first analyze simple,
non surgical, tasks such as reaching or tracing planar movements.

An other limitation can be found in the joint stiffness computation, that does not
take into consideration possible voluntary muscle co-contractions.
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Even though it presents some limitations, this study represent a novel approach
to the study of the human robot interaction in teleoperation. The results obtained
could be used as an optimization goal for the design of new master devices.

3.5 Future developments

Starting from this results, it would be desirable to extend the analysis to more sub-
jects and more trajectories, creating task on different planes to test the users capabil-
ity in modulating the hand stiffness orientation.

An interesting future development will be the comparison between the stiffness
computation method presented in this work and other methods: for example, dur-
ing the tasks execution, known external forces could be applied, acting as random
perturbations on the users hand; the measured displacement induced in the hand
position could be used to directly compute the hand stiffness. Another possible
comparison could be done with the methods that use electromyography signals to
evaluate the arm stiffness. It would also be interesting to acquire the electromyo-
graphic activation of the muscles that control the upper limb movements, perform-
ing a co-contraction analysis aimed at finding a physiological correspondence to the
analytical stiffness modulation that was found.
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Chapter 4

On the value of estimating human arm stiffness
during virtual teleoperation with robotic
manipulators

In this chapter an extension of the non-disruptive method to study the arm endpoint
stiffness is presented. Four users were asked to perform two planar trajectories fol-
lowing virtual tasks using both a serial and a parallel link master device. Users’
arm kinematics and muscular activation were acquired and combined with a user-
specific musculoskeletal model to estimate the joint stiffness from muscular fibers
dynamics. The obtained results are in accordance with the existing literature in hu-
man motor control and show, throughout the tested trajectory, a modulation of the
arm endpoint stiffness that is affected by task characteristics and hand speed and
acceleration.

This works has been published as: Buzzi, J., Ferrigno, G., Jansma, J. M., & De
Momi, E. (2017). "On the Value of Estimating Human Arm Stiffness during Virtual
Teleoperation with Robotic Manipulators", Frontiers in neuroscience, 11, 528.

4.1 Introduction

Teleoperated robotic systems are widely used in several long-short range applica-
tion fields, from plant decommissioning [177], environment exploration [178], haz-
ardous material handling and surgery [96]. In order to control the remotely oper-
ated system, the user interacts with a master interface, a robot whose precise and
accurate manipulation allows task execution at the slave side. The design of master
interfaces is a fundamental aspect in teleoperation, indeed several studies focused
on the master devices physical and control characteristics to achieve control trans-
parency while assuring system stability [179], [180], [102]. In teleoperation, stability
of human-robot interaction [181] is guaranteed by closing the control loop with the
user sensory and motor systems and, in this context, both the robot and the user are
considered as passive elements [182]. Therefore, although the design of master de-
vices architecture relies on the human user to achieve stability, the high variability
that characterizes human control strategies are usually neglected. In fact, in human
motor control, task stability is achieved by regulating the dynamic proprieties of the
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limbs through muscular activation. The arm impedance and its components (vis-
cosity, inertia and stiffness) can be modified to adapt to different tasks and desired
interactions by tuning muscle contractions and varying joint angular position, . As
the most predominant component, the arm stiffness also directly depends on the
joint angular velocity, reflex modulation and the presence of expected perturbations
[132]. Previous studies [183] demonstrated the existence of control strategies em-
ployed to achieve stability through the regulation of the arm endpoint stiffness in
terms of maximal value and orientation. Other studies showed the importance of
stiffness regulation during complex tasks execution and motor learning [184, 185,
105].

Up to now, the dynamic proprieties of the human arm have not been fully con-
sidered in the control and optimization design of the master interfaces [186, 187].
Through robust and continuous estimation of arm stiffness, it would be possible to
implement a master controller able to adapt and regulate the physical interaction
between the robot and the human [90, 39] in order to achieve better performance,
higher resistance to external perturbations, and possibly reducing muscular fatigue
[188].

In order to estimate the human arm stiffness, several methods and devices have
been proposed in literature: Flash and colleagues [132] as well as Gomi et al. [172]
used planar robotized handles fitted with force sensors to record the interaction
forces between the subjects’ hand and the robot when known displacements were
applied. Force and displacement variations were used to compute hand stiffness in
multiple directions. While these methods produce a measurement of the stiffness
during postural maintenance, they cannot be applied to the study of stiffness during
movement and task execution without interfering with arm kinematics. To over-
come this limitation, microscopic displacements combined with a time frequency
analysis were used to estimate the mechanical proprieties of the arm during a single
reaching movement [189]. Following an electromyography (EMG) based approach,
recent works [171, 75, 76], estimated the arm endpoint stiffness using simplified pla-
nar musculoskeletal models and recorded surface muscle activations from couples
of shoulder and arm antagonist muscles. Muscular models were used to estimate
the force direction and arm of muscular units, while force intensities were obtained
through calibration from the recorded EMG signals and the maximal voluntary con-
tractions. Although the simplified musculoskeletal models showed the ability to
estimate the arm endpoint stiffness during task execution and without applying
perturbations to the user kinematics, stiffness computation was limited to specific
planes and directions thus neglecting the effects of other couples of muscles, such as
the wrist flexor/extensors.

In this work, we present a non-disruptive method for the computation of the
arm endpoint stiffness based on a user specific 7 degrees of freedom (DoF) muscu-
loskeletal model of the upper limb [139]. The dynamic characteristics of the model
as well as the activation dynamics of muscle units are used in conjunction with joint
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kinematics and EMG signals to obtain a continuous estimation of the arm stiffness
[190].

The aim of this work is to evaluate how different master devices and tasks influ-
ence the regulation of arm endpoint stiffness and its relation with task performance,
hand speed and acceleration. We developed two planar tasks consisting in the posi-
tion and orientation control of a virtual tool. The two task variations were intended
to trigger the use of different biomechanical DoFs to demonstrate the influence of
such constraints on the estimation of end-effector stiffness. We compared a parallel
link (PL) and a serial link (SL) master device, to test how the differences between
the two manipulators would elicit different levels of arm end-point stiffness during
virtual teleoperation. During task performance, arm kinematics and EMG signals
were acquired using an optical and a magnetic tracking systems).

Our primary hypothesis is that end-effector stiffness would be modulated ac-
cording to both the mechanical features of the master device and the task character-
istics. In particular, we expect the users to generate higher overall end-point stiffness
when teleoperating with the serial link master device, characterized by lower struc-
tural stiffness and apparent mass. We also expect the users to increase arm stiffness
while performing the second task; due to the increased complexity of simultane-
ously controlling position and orientation of the virtual tool. Our second hypothesis
is that end-point stiffness would be modulated accordingly to curvature variations
throughout the trajectory. More specifically, we believe that high curvature can be
associated with higher complexity in executing the task, leading to higher values
of arm end point stiffness. As third and final hypothesis, we expect a correlation
between the hand speed and acceleration and arm end-point stiffness so that the
users would generate the maximal levels of stiffness during slow and non acceler-
ated movements.

4.2 Materials and methods

In order to analyze the stiffness regulation during virtual tele-operated tasks, we
created a simple teleoperation scenario in which the users interacted with master
devices to control virtual tools used to perform specific tasks.

4.2.1 Tasks design

Simple repeatable and cyclical planar virtual tasks were developed to challenge the
users with different levels of complexity without requiring any surgical expertise.

1. Half Cloverleaf (HC)
Figure 4.1.1 shows the first virtual trajectory which represents half the clover-
leaf motion as presented by [134]. A virtual stylus shaped tool was manip-
ulated in the simulated environment to follow the trajectory, starting from
the initial position (green dot in Fig.4.1.1) and moving first counter-clockwise,
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FIGURE 4.1: The figure represents the two trajectories designed. Task 1. A line
following task shaped as an half cloverleaf (HC). The aim to to finely follow the
trajectory starting from the green dot and moving anti-clockwise. Task 2. In the
task, shaped as a thicker half cloverleaf (SFHC), the users have to orient the tool’s

cylindrical end-effector along the trajectory (2.1 to 2.4)

then straight crossing the intersection in the middle, finally in a clock-wise
direction to return to the starting position. In order to make the subject per-
form the task approximately in the x-y plane of a three-dimensional Carte-
sian reference frame, a visual cue was provided in the form of the path color
which turned green when the tool-tip of the stylus was in the said plane (
−1mm < z < 1mm), red otherwise.

2. Shape Fitted Half Cloverleaf (SFHC)
The second task was designed to include wrist rotation as the subjects were
asked to navigate a virtual cylindrical shaped tool tip along the path, as shown
in Fig. 4.1.2. The trajectory that the users were requested to follow was iden-
tical to the one of the previous task, with the added complexity of following
the trajectory silhouette using the tool end-effector. Starting from the green dot
(4.1.2), the users were asked to slide the tool end-effector over the shape fitted
trajectory (see Fig. 4.1.2.1) . In order to follow the first portion of the trajectory,
the users needed to flex the wrist until the central intersection was reached
(see Fig. 4.1.2.2) and then to extend it to reach the top left. At the trajectory
upper end (red dot in Fig. 4.1.2.2), the users had to flex the wrist and abduct
the shoulder to reposition the tool end-effector on the shape fitted trajectory
(see Fig. 4.1.2.3). Similarly, the users had to reach the lower open end (see
Fig. 4.1.2.4) to complete the task. As in the previous task, the visual feedback
consisted in the change of the path color to green when the tool tip lied in the
desired plane.
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FIGURE 4.2: Experimental setup: the user performs the task looking at a monitor
laid flat on a table (1) while teleoperating using either a parallel link haptic device
PL (2) or a serial link haptic device SL (3) while the thorax and arm kinematic are
acquired with an optical camera (4) and reflective markers (5) and with electromag-
netic tracker (6) and markers (7). The EMG activation is also acquired with bipolar
electrodes (8).The virtual reference frame (9) and the shoulder reference frame (10)

are grossly aligned in the setup phase.

4.2.2 Experimental setup

Master devices

The subjects were controlling the virtual tool’s position and orientation using two
different master devices: a 7 DoFs parallel links haptic interface (PL) and a 6 DoFs se-
rial links haptic interface (SL). A Force Dimension Sigma7 (Force Dimension, Nyon,
Switzerland) was used as PL (see Fig. 4.2.2). The master device, gravity compen-
sated, is characterized by 6 DoFs plus a grip control, has a resolution of 0.0015 mm
and 0.013 deg and an elliptical dome workspace with radiuses of approximately
190x130 mm . Thanks to its design, the translational and rotational degrees of free-
dom are completely decoupled, and the grasping unit has an apparent mass of 259
g ([191]). The parallel-link structure also contributes to produce a system stiffness of
approximately 14 N/mm.

A Phantom Omni (3D Systems, South Carolina, USA) was used as SL (see Fig.
4.2.3). The device is characterized by a 0.055 mm resolution, a 160x120x70 mm
workspace and it’s controlled through a stylus end-effector. Even though the de-
vice is not gravity compensated, which means that the tele-operator had to sustain
the stylus and part of the links weight when manipulating it, it is characterized by an
apparent mass at the tip of 45 g. Due to its design, the system stiffness components
are not constant in the three axes, ranging from 1.02 N/mm to 2.31 N/mm.

Such differences in the master devices dynamic proprieties, both in terms of ap-
parent mass of the end-effector and system stiffness, contribute to create a higher
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sense of stability while teleoperating with PL.
For both the SL and PL master devices custom impedance controllers were devel-

oped using the proprietary API. In both master devices, the users hand movements
were downscaled with a factor of 2. The described tasks were designed to fit within
the workspaces of both devices in order to avoid the necessity of using the devices
clutching option. If used, the clutching would allow to decouple the virtual tool po-
sition from the master device end-effector position, allowing to reconfigure the arm
when hitting the workspace limits. This option was excluded from the experiments
since it would have caused significant kinematic variability during task execution.

Acquisition framework

The user’s thorax and arm position and configuration were acquired using two lo-
calization devices calibrated to the same reference frame with a hand eye calibration
approach [135]. The thorax position was acquired using an optical localization sys-
tem (see Fig. 4.2.4)(Vicra, Northern Digital, Ontario, Canada, 20Hz sampling rate,
0.25mm position Root Mean Squared Error (RMSE)) using three passive retroreflec-
tive markers attached to the right and left acromions and next to the jugular notch.

The arm configuration was measured using an electromagnetic localization sys-
tem (see Fig. 4.2.6) (Aurora, Northern Digital, Ontario, Canada, 30Hz sampling rate,
0.48 mm and 0.3deg position and orientation RMSE, dome shaped field with a ra-
dius of approximately 500mm) and three 6-DoF 1.8x9 mm electromagnetic sensors
(see Fig. 4.2.7) that were used to generate 6 corresponding virtual markers calibrated
on the users’ recognizable bony landmark on elbow, wrist and hand.

EMG signals were recorded through a TMSi Porti device (Twente Medical Sys-
tems International, Oldenzaal, Nederland, 32 channel acquisition system, 2048Hz
sampling rate) using 10 bi-polar electrodes (see Fig. 4.2.8). Three couples of elec-
trodes were used to acquire the electromyographic signals from the anterior, lateral
and posterior deltoid fiber bands (Fig. 4.3.1-2-3). Two couples of electrodes were
used to acquire the long and lateral triceps brachii heads (Fig. 4.3.4-5) and a single
couple was used to acquire the biceps muscle (Fig. 4.3.6). Four electrode couples
were used on the forearm to measure the activation of the brachioradialis, flexor
carpi ulnaris and radialis and extensor digitorum (Fig. 4.3.7-8-9-10). The mono-
polar electrode used as reference was attached to the users’ left hand. The muscular
maximal voluntary contraction (MVC) was recorded right before the experiments:
each subject was asked to perform a set of different isometric contractions against
static resistance with different joint configurations [192]. The different movements
were designed to elicit the activation of the muscles responsible for the same kine-
matic function: for instance, the biceps’ MVC was recorded by asking the users to
push the hand palm against a tabletop bottom while flexing the elbow; similarly, the
forearm flexors’ MVC were acquired during isometric wrist flexions against static
objects. The contractions lasted for about 5 seconds and were followed by a sec-
ond trial after 30 seconds, to avoid muscular fatigue. The mean of the two maximal
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FIGURE 4.3: Surface electromyography electrodes placement: 1-2-3 for the anterior,
lateral and posterior deltoids, 4-5 for the long and lateral trisceps brachii, 6 for the
biceps, 7-8-9 for the brachioradialis, flexor carpi radialis and ulnaris respectively

and 10 for extensor digitorum

absolute values registered during the two repeated movements was extracted from
the conditioned signals for each muscle. The MVC signals were processed with the
same procedure as the EMG signals recorded during the experiments. The acquired
and processed MVC signals were used within the musculoskeletal model to scale
the recorded EMG signals with respect to the maximal contraction: in this way, the
EMG recordings values were unified and expressed as fraction of the maximal mus-
cle capabilities.

Retroreflective and electromagnetic markers movements and EMG signals were
acquired, recorded and synchronized using custom developed software based on
the Robotic Operating System (ROS, http://www.ros.org/).

Experimental Protocol

We recruited 4 healthy subjects (2 female and 2 male, mean age 23±1.5) who pro-
vided informed written consent, in accordance with the recommendations of Po-
litecnico di Milano Ethical committee Board and the Declaration of Helsinki.

The subjects were sitting in a comfortable chair without arm rests, in front of a
2D monitor screen where the virtual tasks were displayed (Fig. 4.2.1) . The chair
position was adjusted in order to allow an easy interfacing between the subjects and
the tasks. The monitor was laid as flat as possible on the table to be approximately
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TABLE 4.1: Experiments list and description

Experiment

acronym
Master device Task

Number of

trials

PL1 PL HC 10

PL2 PL SFHC 10

SL1 SL HC 10

SL2 SL SFHC 10

parallel to the plane in which the tasks were performed, allowing for the most intu-
itive control, in which the users hand movement directly corresponded to the virtual
tool movement.

Each user was asked to perform ten trials of every task while trying to main-
tain the hand movement on a constant plane, exploiting visual color feedback as
explained in Sec. 4.2.1. Subjects were instructed to perform HC and SFHC tasks
finding a personal trade-off between precision and execution speed. Table 4.1 de-
scribes the four experiments performed: for each subject the experiment order was
randomized so that users performed the 10 repetitions of a randomly selected con-
dition before moving on the next randomly selected one.

4.2.3 Stiffness computation

The kinematic and dynamic characteristics of the user arm movements, as well as
their muscular activations were obtained and elaborated to compute the arm end-
point stiffness during task execution.

Kinematic Analysis

The arm and thorax spatial configuration were reconstructed using the experimental
markers data and the musculoskeletal model implemented in OpenSim [139]. The
model, whose capabilities in predicting the arm dynamics were previously assessed
[137], is derived from Holzbaur’s model [138] and composed by seven DoFs acti-
vated by 32 muscle compartments. The model was scaled to fit the anthropometric
characteristics of each subject and its virtual markers were displaced to the average
real markers position acquired during a static pose.

The markers position data were filtered by applying an IIR second order Butter-
worth filter twice, reversing the time in the second filtering in order to cancel the
non linear phase shift. Filter cutoff frequency was set to 4Hz (- 6dB) and the filtered
data were used as input for the inverse kinematics. The inverse kinematic algorithm
solves the minimization problem in (4.1) for each set of marker coordinates.
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min
q

[
∑

k∈N = number of markers

wk‖xexpk − xk(q)‖2] (4.1)

Where q is the vector of joint angles, xexpk is the experimental 3D position of
the kth marker, acquired using the optical or the magnetic tracking device, xk(q)

is the position of the corresponding virtual marker on the model that depends on
the vector of joint angles q, and wk is the k th marker weight thorough which is
possible to account for the uncertainty related to each marker position detection.
For each set of marker coordinates, the algorithm finds the best joint vector q that
minimizes the error between the experimental marker position vector xexp and the
virtual markers position vector x(q), which is a function of the fixed model geometry
and joint vector, q.

In order to define the correct weighting vector w = [w1, .., wk, .., wN] with N =
number of markers, we analyzed the markers positions during a static recording.
The ratio between the standard deviations from optical markers and electromag-
netic markers is comparable with the ratio between the RMSE characteristics of each
device. We therefore weighted the thorax optical markers with a coefficient of 1,
while the arm, forearm and hand electromagnetic markers with a coefficient of 0.52
(obtained from the ratio between the nominal RMSE for the optical tracker, 0.25mm
and the electromagnetic tracking device RMSE, 0.48mm).

Dynamic Analysis

The obtained joint angles were filtered with an IIR second order Butterworth fil-
ter (cutoff frequency 4Hz) twice, compensating the nonlinear phase shift. The fil-
tered data were used as input for the inverse dynamic reconstruction, along with
the model dynamic characteristics (masses and inertial proprieties of each model
segment). Equation 4.2 shows the dynamic equation when no external forces are
applied to the arm; τ is the unknown (7x1) vector of joint torques, M is the sys-
tem mass matrix, C is the vector of Coriolis and centrifugal forces, G is the vector
of gravitational forces, while q, q̇, q̈ are the vectors of joint position, velocities and
accelerations respectively.

τ = M(q)q̈− C(q, q̇)−G(q) (4.2)

EMG-informed torque estimation

A refined estimation of the joint torques was obtained using the Calibrated EMG-
informed Neuro-Musculoskeletal (CEINMS) modelling toolbox in which the mus-
culotendon unit (MTU) force arms obtained with the inverse kinematics are used
with the joint torques estimated by the inverse dynamics and the recorded EMG
signals.
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The tool firstly calibrates the experimental muscle excitations derived from the
surface EMG acquisition with the muscle activation patters, obtained from the in-
verse dynamic algorithm [193, 194]. The resultant calibrated model is then used to
predict MTU forces, joint moments, and muscle activations solving a set of differen-
tial equations that relates the muscle excitation with the electrical activity recorded
[195]. To be used as an input to the EMG-informed inverse dynamic algorithm, the
EMG data was previously high pass filtered at 30Hz, full wave rectified and filtered
with a zero-lag second order Butterworth filter (6Hz cutoff frequency) [193]. The
experimental muscle excitations were normalized using each user’s maximal volun-
tary contractions (MVC).

Stiffness computation

For each fiber within the musculoskeletal model, the (32 × 32) diagonal muscular
stiffness Km was estimated from the variation of muscular forces Fm and corre-
sponding fiber lengths l at the ith time frame [196]:

Km(i) =
dFm(i)

dl(i)
(4.3)

To map the muscular force matrix Km in the joint space, obtaining the (7 × 7)
joint stiffness matrix Kj, the muscle Jacobian matrix Jm is used:

Kj(i) = JTm(i)Km(i)Jm(i) +
∂JTm(i)

∂q(i)
Fm(i) (4.4)

where the (32×7) muscle Jacobian matrix Jm represents the matrix of the muscle
force arms and relates small changes in the muscle’s fiber lengths ∂l to small changes
in joint angles ∂q.

Jm(i) =



∂l1(i)
∂q1(i)

∂l1(i)
∂q2(i)

· ∂l1(i)
∂q7(i)

∂l2(i)
∂q1(i)

∂l2(i)
∂q2(i)

· ∂l2(i)
∂q7(i)

· · · ·

∂l32(i)
∂q1(i)

∂l32(i)
∂q2(i)

· ∂l32(i)
∂q7(i)


(4.5)

In order to obtain the Cartesian representation of the arm stiffness, the arm end-
point Cartesian stiffness (Ke) has been obtained using the arm kinematic Jacobian J
(7× 6), as follows:

Ke(i) = (J−1)T (i)Kj(i)J−1(i) (4.6)

Through the Singular Value Decomposition (SVD), the left singular vectors and
non-zero singular values of Ke were obtained to draw the end-point stiffness ellip-
soid orientation and dimensions that are used as a way of visually represent the



4.2. Materials and methods 61

stiffness [174]. The maximal singular value of Ke is the maximal stiffness value
(Kmax(i)) in the ith time instant.

4.2.4 Metrics and statistical analysis

The following performance-related parameters were evaluated:

• 2D distance from the trajectory at the ith time frame, di: the distance is com-
puted from the tool tip to the closest point on the trajectory center on the task
plane (see Fig. 4.1); it is calculated as shown in (4.7).

d(i) = 2

√
(xtarget(i)− xtool(i))2 + (ytarget(i)− ytool(i))2 (4.7)

Where (x, y)target are the tool tip’s 2D coordinates and (x, y)tool are the 2D
coordinates of the closest point on the trajectory. The z-component of the dis-
placement from the trajectory was excluded from the distance metric compu-
tation due to the significant differences that the color visual feedback could
introduce with respect to the other two dimensions.

• Maximal stiffness Kmax: the end-point stiffness ellipsoid main axis was com-
puted in 29 (for HC) and 23 (for SFHC) equally spaced points along the task
trajectory (for SFHC, the points corresponding to the open ends were excluded
from the analysis). For each task trial and for each point selected, the three
closest virtual tool positions were searched and the corresponding maximal
stiffness (Kmax(j),Kmax(j+ 1) andKmax(j− 1)) were averaged to obtain
the mean maximal stiffness estimation as in (4.8)

Kmax =
1

3
(Kmax(j − 1) +Kmax(j) +Kmax(j + 1)) (4.8)

With j = 1...M − 1 number of points along the trajectory.

• Curvature C: In both tasks, the trajectory was created to fit the same Bernulli’s
Lemniscate function. The generic function of a Bernulli Lemniscate curve in a
planar x-y plane with the main axis oriented along the x axis is

(x2 + y2)2 = 2a2(x2 − y2) (4.9)

Where a is the parameter that defines the position of the curve foci. The task
trajectory curvature (C) can be computed in polar coordinates using:

C(t) =
3
√

2cos(t)√
3− cos(2t)

(4.10)

with t that spans from 0 to 2π. For each 3D point of the trajectory selected for
the stiffness analysis, the corresponding curvature was computed.
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• Hand speed and acceleration: the position and orientation of the hand in the
shoulder reference frame (see Fig. 4.2.10) was computed. The speed was ob-
tained performing numerical differentiation on the x-y-z coordinates, smooth-
ing the signal with a second order Butterworth filter with cutoff frequency of
4Hz twice forward and backward. Acceleration was computed and filtered
from hand speed following the same procedure previously described.

For all the metrics, the statistical distribution normality was tested for each user
in the four experiments PL1, PL2, SL1, SL2 (see Table 4.1) using a one-sample Kolmogorov-
Smirnov test with 1% significance level. The arm stiffness data resulted to be non-
normal, therefore, using the natural logarithm function (as in [197]), the data was
normalized: the same Kolmogorov-Smirnov test was performed for each user, repe-
tition and experiment, identifying as normal the 97% of the distributions. The dis-
tance metric, as well as the hand speed and acceleration had a normal distribution
(Kolmogorov-Smirnov α = 0.01).

Analysis performed and hypothesis tested

All the inferential statistic analysis that will be presented were conducted with the
Statistics and Machine Learning Toolbox for Matlab 2016b (Mathworks, Natick, Mas-
sachusetts, US).

1. Maximal stiffness through the trajectory - The stiffness maximal valuesKmax

were first of all studied as a function of the task type and controller. The
distributions of the normalized stiffness data were compared between users
and repetition, since no significant differences were found, the users data were
grouped together for each experiment

Hypothesis 1 & 2: To analyze whether the task and master device types, as
well as level of trajectory curvature affected the maximal values of stiffness,
the data from the 29 (HC) and 23 (SFHC) points on the trajectory for each ex-
periment were grouped. The mean values of maximal stiffness for each region
of curvature and repetition were extracted and a three-way ANOVA was per-
formed on the log-normalized data (task, master device type and curvature
region as fixed factors, user number as random-effect factor). To further test
the effects of the different factors on the end-point stiffness, the same ANOVA
model was also applied to the stiffness variability in the various regions and
repetitions. To test the presence of possible correlations between stiffness and
curvature the Pearson rank test (α = 0.05) was adopted.

2. Stiffness against hand speed and acceleration - Using two separate two-ways
ANOVAs (task and master device type as fixed factors, user number as random-
effect factor) the hand speed and acceleration distributions in the four exper-
iments were analyzed. Hypothesis 3: we tested the hypothesis that a relation
between hand speed and acceleration with respect to maximal stiffness could
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exist. For each of the ten trajectory repetitions, 4 levels of hand speed and
acceleration were obtained in the four experiments and for the 4 users. Two
separated three-way ANOVAs were performed on the corresponding values
of stiffness (task, master device type and level of speed/acceleration as fixed
factors and user number as random effect factor).

3. Distance metric - The difference between different trials of the same experi-
ment for each user was tested using a one-way ANOVA test (α = 0.05). Since
no statistical difference emerged, the mean values of distance throughout each
repetition and user were extracted. The four experiments’ performance distri-
butions were then modeled with a two-way ANOVA statistical model, where
task and master device type were considered as fixed factors, while user num-
ber was considered as random effect factor.

4.3 Results

4.3.1 Maximal Stiffness through the trajectory

Figure 4.4 shows the results obtained when the mean stiffness values through the
trajectory among users and trials for each experiment are grouped together. The
stiffness values below a threshold of 0.1 N/m were removed from the analysis: the
threshold was obtained from previous arm end-point stiffness estimations [172, 90]
and the percentage of values discarded was less than 1% of the total dataset. The
results of the three-way ANOVA analysis showed no significant interaction between
the factors, and a statistical difference between tasks (HC and SFHC) (F(1,624) =
10.06, p < 0.005) while no significant difference was found between the master
devices (F(1,624) = 0.14, p = 0.70). Overall, users elicited significantly higher arm
stiffness when performing the HC task with respect to SFHC.

Figure 4.5 shows the end-point stiffness variability in the four experiments. The
three-way ANOVA test showed no significant interactions among factors and statis-
tical difference between both tasks (F(1,624) = 7.75, p < 0.01) and master devices
(F(1,624) = 7.64, p < 0.01). Interestingly while the stiffness variance increases in
the SFHC task when teleoperating with PL, when teleoperating with the SL master
device, instead, users decreased the arm stiffness variance when performing SFHC
with respect to HC. Overall, users explored the highest range of end-point stiffness
in HC when teleoperating with SL and showed the lowest variance with the same
master device in the SFHC task.

To further analyze stiffness modulation through the 29 (for HC) and 23 (for
SFHC) points along the trajectory while teleoperating with the PL and SL master
devices, Fig. 4.6 shows the median values obtained for each experiment. The re-
sults are presented as a tri-dimensional graph where each point mean Kmax value
is represented as a colored column (see Fig. 4.6). No evident trends can be found in
stiffness maximal values modulation through the trajectory points.
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FIGURE 4.4: Maximal stiffness (Kmax) distribution in the four experiments for the
four increasing levels of curvature. The results are presented using boxplot indicat-
ing median, first and third quartile, minimal and maximal values. Horizontal lines
over the boxes indicate statistical difference while the number of stars indicate dif-

ferent levels of significance (** = p<0.01)
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FIGURE 4.5: Variance of maximal stiffness (Kmax) in the four experiments for the
four increasing levels of curvature. Horizontal lines over the boxes indicate statis-
tical difference while the number of stars indicate different levels of significance (**

= p<0.01)

FIGURE 4.6: Maximal stiffness Kmax from all the users and trials in each point
along the trajectory is presented: the height and color of each column indicates
the corresponding point median. To account for the difference in terms of median
values from experiments PL1 and SL1 compared with PL2 and SL2, a custom color-
map was designed. Kmax values from 0 to 4 N/m are plotted with colors from
light blue to purple, while Kmax values from 4 to 40 N/m range from a dark red

to bright yellow.
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FIGURE 4.7: Stiffness with respect to curvature analysis. 1. Normalized curvature
through the trajectory. 2. Definition of the four regions of normalized curvature.
3. Box-plot comparing the maximal stiffness valueKmax for the PL master device,
on the left, and for the SL master device on the right. The boxes represent the first
and third quartile, while the whiskers represent the minimal and maximal values.

Regarding the end-point stiffness mean values relation with curvature, the three-
way ANOVA showed significant difference (F(3,624) = 28.19, p<0.0001) between the
four different levels of curvature. The box-plots in Fig. 4.7.3 show the maximal stiff-
ness distribution as function of four levels of trajectory curvature for PL and for SL.
Although characterized by high interquartile distances, the similar behavior can be
observed for PL and SL and in the two tasks: the smallestKmax mean values are reg-
istered where the normalized curvature is< 0.25 while the maximal values appear
in the range between 0.75 and 1. Interestingly, while for the hybrid parallel-serial
link master device (PL) the end-point stiffness behavior in HC and SFCH shows the
same trend, with an apparent plateau in the middle curvature zones, different be-
haviors can be seen with SL. In this case, HC shows a clear increase in the mean
value of maximal stiffness with increasing levels of curvature, while in SFHC users
were eliciting very small variations of arm end-point stiffness. Due to the high vari-
ance in the data, Pearson correlation analysis showed non-significant (p > 0.05)
correlations for all the experiments. Furthermore, regarding the stiffness variability
in the four regions of curvature, the three-way ANOVA test showed no significant
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FIGURE 4.8: Distribution of speed (in blue, solid line) and acceleration (in red,
dashed line) in the four experiments. Horizontal lines over the boxes indicate sta-
tistical difference while the number of stars indicate different levels of significance

(*** = p<0.0001)

differences (F(3,624) = 1.54, p = 0.20).

4.3.2 Stiffness against hand speed and acceleration

Figure 4.8 shows the speed and acceleration distribution in the four experiments; the
two separated two-ways ANOVAs showed significant differences in tasks and mas-
ter devices in both speed (F(1,156) = 998 p < 0.0001 and F(1,156) = 36 p < 0.0001

respectively) and acceleration (F(1,156) = 1300 p < 0.0001, F(1,624) = 180 p <

0.0001 respectively). The two separate three-way ANOVAs showed no significant
interaction among task, master device type and level of speed or acceleration; a main
significant effect was found for the task type (F(1,624) = 10.23, p < 0.005 when the
data was grouped in levels of speed and F(1,624) = 10.23, p < 0.005 for levels of ac-
celeration) while no significant effects were found for the master device type and the
levels of speed or acceleration. Figure 4.9 shows the end-point stiffness distribution
with respect to increasing levels of speed and acceleration for the four experiments.
To emphasize the differences in the stiffness distribution, the non-normalized stiff-
ness values are presented. The Pearson correlation tests between the log-normalized
data and the hand speed and acceleration in the four experiments showed low (|p|
ranging from 0.1 to 0.3) non significant (ρ > 0.1) negative correlations.
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FIGURE 4.9: End-point stiffness distribution with respect to four increasing levels
of hand speed (in blue) and acceleration (red). The levels of speed and acceleration

correspond to each experiment distribution quartiles.
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4.3.3 Distance metric

The mean distance value for each repetition was obtained for each of the 10 repe-
titions and users and the obtained data sets were grouped in the four experiments.
The results of the two-way ANOVA with subjects’ number as random-effect param-
eter showed a difference between HC and SFHC (F(1,156) = 548 p < 0.0001) and
no difference between PL and SL (F(1,156) = 2.43 p = 0.1214). The users were capa-
ble of achieving the best performances, testified by lower distances, with the parallel
link master device (PL) and in the first task (HC). Similarly as seen with the maximal
stiffness values (see Fig. 4.4), the interquartile distances for SFHC are significantly
higher than in HC.

4.4 Discussion

We evaluated the arm end-point stiffness modulation adopted by novice teleoper-
ators in performing two tasks with two different master devices as a reflection of
the control strategies adopted by the central nervous system to increase the hand
resistance to internal and external noise. Using kinematic and muscular parameters,
we estimated the stiffness and its relation with the trajectory characteristics and the
hand speed and acceleration.

The difference in maximal stiffness values between the different task types (as
presented in Fig. 4.4) proves that the users were adapting their stiffness modula-
tion strategies to the different task characteristics. We were expecting higher values
of end-point stiffness during the execution of the SFHC task, due to the increased
complexity added by the requests to orient the tool; instead, the stiffness is signifi-
cantly higher in the HC tasks. A possible explanation to this result may be that the
users were discouraged to increase the arm stiffness in order to comfortably activate
the wrist joint. In fact, to increase the overall arm stiffness, it would be necessary
to increase the level of co-contraction also for the wrist flexor-extensors, potentially
impairing the free rotation of the wrist. Therefore, this significant difference in stiff-
ness values between HC and SFHC may be explained by the different levels of wrist
flexion-extension activations that were registered in the two tasks. As an example,
Fig. 4.10 shows the wrist flexion-extension patterns found during the execution of
HC and SFHC for a single user with the PL master device. The same significant dif-
ference can be seen in all the acquired users. The fact that users were eliciting similar
values of stiffness when teleoperating with the two master devices seems to suggest
that users can compensate for the significant differences in the master devices me-
chanical proprieties assuring the same overall dynamic performances.

Users showed the highest end-point stiffness variability when teleoperating with
the serial link robot during the execution of the HC task, possibly hinting that for
that specific task, the SL master device’s characteristics offered a less stable and re-
liable interaction with respect to PL. Interestingly, while for the PL master device
the request to orient the tool along the trajectory introduced higher variability in the
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FIGURE 4.10: Wrist flexion-extension patterns during the execution of HC and
SFHC for a single user: in gray the single normalized task repetitions, red and
blue lines represent the mean joint angle signal for HC and SFHC, while red and

blue areas represent the standard deviation interval.

elicited stiffness, the opposite can be seen for SL. This discrepancy could be caused
by the significant differences in the master device structural construction: in PL the
hand rotations are completely decoupled from translations while in SL rotations are
less hand-centered. This finding would therefore endorse the hypothesis that differ-
ent kind of tasks may require different master device mechanical characteristics.

The statistical difference in arm stiffness mean values between different regions
of curvature could suggest a relation between trajectory curvature and stiffness max-
imal values: in fact, the users were generally generating the lowest stiffness in the
low-curvature portion of the trajectory. Under the hypothesis that straight trajecto-
ries are easier to follow than highly curved ones, it is possible that the users were
relying on higher stiffness to increase their performance in the most difficult parts
of the trajectory. On the other hand, this modulation seems particularly affected by
the task and master device characteristics. By looking at the stiffness distributions
in Fig. 4.7, it seems that while the PL master device offers a rather consistent inter-
face for both tasks, allowing more or less the same modulation in HC and SFHC,
the SL master device showed different behaviors in the two tasks. Specifically, while
an increase in the mean stiffness at high curvature can be seen for the HC task, arm
end-point stiffness was almost constant for SFHC. This discrepancy may suggest
that, during the SFHC task performance, when teleoperating with the SL master de-
vice, users weren’t able or didn’t felt the necessity to adopt the same kinetic strategy
that they used otherwise.

The disparity in the speed and acceleration distributions between the two tasks
could lie in the differences in the task graphical representation: in order to make the
SFHC task more clear, the trajectory thickness is increased with respect to the HC.
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In the same way, the tool-tip changes from a small point (in HC) to a cylinder (in
SFHC). These differences could have decreased the users perception of the distance
from the target trajectory thus reducing the feedback on their actual performance.
Consequently the users performed the task with higher speed. This explanation
seems to be endorsed by the statistically higher mean distances recorded in SFHC
with both master devices. The differences in mean speed and acceleration between
the master devices are affected by the task request: during HC users where slower
using PL while significantly faster using SL. On the contrary, the maximal speed
for SFHC was obtained with PL, showing how different tasks may require different
types of master devices in order to be efficiently executed. No statistical difference
was found between the arm stiffness at different levels of speed and acceleration,
but the higher end-point stiffness values and variability that were seen for some ex-
periments, suggest that, in those experiments, high stiffness is more likely to occur
at lower speed and accelerations. On the other hand, it appears that, even though
joint speed and acceleration are fundamental components in the joint stiffness com-
putation, their relation with arm end-point stiffness can’t be modeled with simple
correlations.

A limitation of this work can be found, first of all, in the small number of subjects;
the number of trials for each task may not have been enough to account for the high
variability that characterizes human motor control. Another limitation lies in the
described differences between the two tasks; the SFHC task, in fact, differs from HC
not only for the necessity or re-orienting the tool end-effector, but also in terms of
trajectory thickness and tool-tip dimension.

In conclusion, the results obtained suggest that the users tend to modulate the
arm endpoint stiffness with respect to different tasks and interfaces and that this
modulation is influenced by both the trajectory characteristics and the users’ hand
kinematics. The users were coping with the difference in task design and master de-
vice by adapting their arm stiffness modulation both in terms of central tendencies
and variability. Although affected by some limitations, these findings prove that the
arm dynamic proprieties are highly variable and that there could be significant ben-
efits from the estimation of the kinetic proprieties of the users’ arm during teleoper-
ation. For instance, knowing how the users modulate their stiffness would allow to
develop master devices able to match and to enhance this modulation, potentially
reducing the energetic cost of the teleoperators while maintaining high precision.
The results obtained could also be used to improve human-robot interactions dur-
ing cooperative tasks, as in [93] and [161].

4.4.1 Future developments

Future studies should focus on further trying to asses the effects of different tasks
on the dynamic proprieties of the arm. In order to do so, sets of multiple tasks that
require different skills and kinematic solutions should be developed. It would be
interesting, for example, to test tasks that focus on rotational movements only, in
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which the user controls only the tool orientation while different movements and
trajectories are imposed. Developing tasks in which rotations on different axis as
well as movements on different directions are requested, would allow to test the
efficiency of different master devices. Moreover, since actual teleoperated tasks are
usually composed of different types of movements, complex, multi-purpose tasks
should be developed and assembled to test realistic applications.

An interesting possible future development would be the inclusion in the re-
search of a higher number of subjects as well as expert teleoperators, in order to
study and compare the stiffness modulation strategies that they may have devel-
oped with expertise. To further understand which are the characteristics and param-
eters that play a fundamental role in the human-robot interaction, it would also be
advisable to study how stiffness relates to other dynamic parameters such as damp-
ing and inertia whose relation to human-robot system stability have been recently
investigated [198]. These studies proved that the human arm behavior can change
from passive to active based on the task performed and on the magnitude of the
force perturbation applied.
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Chapter 5

Biomimetic adaptive impedance control in
physical Human Robot Interaction

In this chapter a novel impedance controller to regulate the master device’s dynamic
proprieties based on the estimation of user’s arm stiffness is proposed with the aim
of improving task performance. A virtual planar reaching task was developed, and
the arm end-point stiffness’s main axis changes in magnitude and direction was
evaluated with the algorithm presented in Chapter 4. Based on the stiffness modula-
tion, the biomimetic variable impedance controller was designed to adapt the master
device’s damping matrix, creating two different damping fields. In one case the di-
rection of maximal damping was aligned with the estimated direction of maximal
stiffness (Enhancing field), in the other, maximal damping was generated on the per-
pendicular to the stiffness main axis (Isotropic field). The task performances under
the effects of the biomimetic impedance controllers were tested and compared with
the Null damping condition. The results showed an increase in task performance,
in terms of positional error and overshoots, with both biomimetic controllers. The
analysis proved the potentiality of the biomimetic impedance modulation controller
in terms of execution accuracy.

This work is under submission as: Buzzi, J., Passoni, A., Mantoan, G., Mollura,
M. & De Momi, E. “Biomimetic adaptive impedance control in physical Human
Robot Interaction”, IEEE International Conference on Biomedical Robotics and Biomecha-
tronics (Biorob), 2018.

5.1 Introduction

In the last years, a growing number of applications have showcased the great poten-
tiality of introducing robotic assistances, from manufacturing to automotive, enter-
tainment and health-care. Depending on the application, users and robots interact,
sharing mutual information about intentions and internal states. This information
can be conveyed through different means of communication, comprising, among the
others, visual and audio clues [199, 200], gestures [201], forces and torques [202, 203,
204].

When humans and robots physically interact (Physical Human-Robot Interaction
or pHRI), two dynamically and kinematically different entities are coupled, creating
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a complex system. The effect of the interaction forces on the coupled system’s state
depend on the relation between the human’s dynamic characteristics and the robot’s
mechanical proprieties. While the first are controlled by the Central Nervous System
(CNS) and change with respect to muscular co-contraction and joint configuration
[205], based on specific motor control strategies, robot’s dynamic behavior is de-
fined by its design and by the type of control adopted. Therefore, when analyzing a
pHRI system, along with a complete control over the robot dynamics, a deep under-
standing of the users motor strategies adopted during the execution of the task is of
paramount importance.

Based on the nature of the physical interaction with the robot, different types
of pHRI can be identified: firstly, users and robots can interact while performing a
common shared task. In this case, users don’t hold the robot directly, but forces are
exchanged while working on the same shared task i.e. during lifting and handling
of heavy objects [206] or when cooperating to assemble parts within an industrial
process [207].

Moreover, a rigid connection can be established between human’s limbs and
robots: this is the case of rehabilitative robotics, where robots are used to help neu-
rological patients in regaining motor capabilities [208] [209].

Users can also interact with robots’ end-effectors using handles or directly mov-
ing the robots’ links, as in teleoperation or shared control. Among the others, in
teleoperation, users interact with robots specifically designed to follow and acquire
hand movements, functioning as masters to control remotely placed slaves arms
[210]. In order to preserve the user’s free-hand manipulative skills, master robots
shouldn’t, first of all, limit the natural dexterity of the arm and should allow for the
most intuitive kinematic and dynamic coupling. Many studies focused on the de-
sign of master devices to improve user-master robot interaction with the final aim of
achieving higher level of dexterity, larger workspaces and higher position/orienta-
tion accuracy [179] [211] [212]. Some authors have given emphasis to the ergonomic
aspects and user’s posture while teleoperating [48] [49], while others have paid at-
tention to the master device handle design [50]. More recently, the effects on the arm
kinematics and dynamics induced by different master devices architectures have
been studied in order to define which are the characteristics that might effect human
motor control strategies [106, 213].

Traditionally, robots are controlled using two main paradigms: admittance and
impedance control, reflecting the control over position or forces [214]. While in the
first case the robot reaches a desired position and orientation regardless of the forces
generated, in impedance control the robot-environment’s force exchange is moni-
tored and can be used to modify robots’ dynamic proprieties, such as its compliance
or damping. In order to assure teleoperation stability while implementing force
reflection, high damping coefficients are usually applied to the master device, im-
pairing the possibility of conveying small interaction forces to the user arm [102].
To overcome this limitation, adaptive impedance control was introduced [84, 85]:
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a time-varying position-dependent dynamic model of the environment is obtained
and used to adapt the master robot impedance. When facing with compliant envi-
ronments, which are less prone to generate high interaction forces and cause system
instability, the master device’s damping coefficient is reduced.

While these solutions allowed adaptations to different environments, master de-
vices are, still, completely unaware of the continuous dynamic and kinematic changes
that users undergo while performing the task. As a promising step toward the
possibility of including models of the arm dynamic changes within robot control,
biomimetic impedance regulation has been recently proposed [86, 39, 215]. In this
control paradigm, dynamic characteristics of the human arm (i.e. arm stiffness) are
estimated through the acquisition of bio-signals (such as muscular activations with
surface electromyography signals) and are used to modify the slave robot parame-
ters.

In other studies [90, 91], the estimated model of the arm impedance, was used
to modify the robot’s damping coefficient in cooperative pHRI. In these works, hu-
mans interacted with a robotic handle’s whose damping coefficient was modulated
to match the users arm’s stiffness, evaluated using the derivative of the force ex-
changed by the user and the handle. These works, as well as other similar studies
[92, 93], proved the potentiality of creating dynamic models of the human arm to
implement controllers that improve task performance in terms of targeting accuracy
and reduction of overshoots.

We present the development of a model-based stiffness-mimicking adaptive imp-
edance controller for adjusting the dynamic proprieties of a master device to increase
accuracy in a virtual targeting task. Using an off-line musculoskeletal model algo-
rithm based on kinematic and dynamic data, the cartesian hand stiffness modulation
was evaluated [105]. The proposed biomimetic controller accounts for the changes
in the arm stiffness while performing the task, adapting the master device’s damp-
ing coefficient in order to reflect the natural, anisotropic, stiffness characteristics.
Through experimental acquisitions, we test our main hypothesis that the introduc-
tion of the impedance controller will increase users’ performance in terms of posi-
tional error and overshoots from the targets.

5.2 Materials and Methods

In the experiment users performed a virtual teleoperation targeting task manipulat-
ing a 7DoFs master device. Joint angles and surface EMG signals were used to ob-
tain an offline computation of human impedance. From this estimation, the variable
impedance controller’s damping coefficient modules of the master interface were
defined.
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FIGURE 5.1: Starting from the central Home, the user has to reach every single
target point Ti (arranged along the sides of a square), positioning the end effector
point (PV E) as precisely as possible in the center of the target for 1s and come back
to the Home. Circular targets with a radius r = 50mm are are distributed on a
square with semi-side LT = 300mm. The virtual reference frame (x-y) is centered

on the Home position.

5.2.1 Task design

In the targeting task each user interacted with the master device to move a virtual
stylus shaped end effector tool on eight target points (T1, Ti, ..., TT with T = 8, see
Fig. 5.1). These targets lie on a plane and they are distributed to form a square
whose semi-side length LT is 300mm . Starting from the center of the square, every
user was asked to reach each target point (reaching phase) and, after having kept the
position for 1s (targeting phase), to come back to the central "Home" position (see
Fig. 5.1). During the task execution, one circle at a time changed color from red
to green, guiding the user towards the correct target. Once the target’s outer circle
(r = 50mm) was crossed, users had to place the tool’s end effector in the inner circle
(white dots in Fig. 5.1) as precisely as possible, while a counter measured 1s before
indicating users to go back to the home position and moving to the next target.

The virtual task was developed using V–Rep (Coppelia Robotics GmbH, Zurich,
Switzerland), a robot simulation program that can be interfaced through the Robotic
Operating System (ROS) [216] network with the master device and with the data
acquisition framework.

5.2.2 Master Device

Users performed the targeting task using the Sigma7 interface (Force Dimension,
Nyon, Switzerland), a hybrid parallel/serial link master device, gravity compen-
sated and characterized by 6 DoFs plus 1 grip control, with a resolution of 0.0015mm
and 0.013deg and an elliptical dome workspace with radiuses of approximately
190x130mm. The task was designed to fit within the master device workspace in
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such a way as not to use the device clutching option which decouples the virtual
tool position from the master device end effector position.

5.2.3 Stiffness Estimation

The offline stiffness estimation algorithm follows the steps presented in [105]. The
users’ arm and thorax kinematics are measured using optoelectronic cameras (Vi-
cra – Northern Digital, Ontario, Canada, 20 Hz sampling rate) and electromagnetic
sensors (Aurora – Northern Digital, Ontario, 30 Hz sampling rate) and 10 surface
EMG signals are acquired using a multichannel ADC (TMSi Porti - Twente Medical
Systems International, Oldenzaal, Nederland, 2048Hz sampling rate).

Exploiting an already validated musculoskeletal model [217] developed in Open-
Sim (see Fig. 5.2), the arm joint angles variations ϑ are computed from the marker
movements through inverse kinematics. Using an EMG informed inverse dynamic
toolbox [190] the muscle stiffness can be estimated and projected in the joint space
using the muscle Jacobian. From the joint stiffness matrix, using the geometric Jaco-
bian, the Cartesian stiffness at the hand has been obtained. To geometrically repre-
sent the Cartesian stiffness, using the Singular Value Decomposition (SVD), the left
singular vectors and values are extracted. The first singular vector represents the
direction and magnitude of the stiffness main axis.

The modulation in the stiffness main axis dimension (Kmax,i(d)) with respect
to the x-y distance (d =

√
(Px,V E − Tx,i)2 + (Py,V E − Ty,i)2) between the target

position (Ti) and the tool end-effector position (PV E) during task execution was
evaluated for the ith target. In the same way, the angle between the main stiffness
axis and the x axis from the task reference frame (θ̂i) for the ith target was projected
on the x-y plane and used as indication of the stiffness ellipsoid’s direction.

5.2.4 Biomimetic adaptive impedance controller

The estimated changes in the arm stiffness are used to tune the master device’s
damping matrix (see Fig. 5.2). Humans increase arm stiffness in order to achieve
high precision during the execution of targeting tasks, increasing stability against
internal and external noise. The proposed biomimetic impedance controller corre-
spondingly increases the master device’s damping coefficients, increasing the forces
needed to maneuver the robot’s handle thus reducing the effects of unwanted hand
movements.

The force generated by the master device (F(t)) at the tth time frame can be
expressed as sum of elastic, damping and inertial components:

F(t) = K · PMD(t) + D · ṖMD(t) + I · P̈MD(t) (5.1)

Where K is the elastic coefficient matrix, D is the robot’s damping matrix, I is the
robot’s matrix of inertia (see Fig. 5.2), PMD(t) and P̈MD(t) are the Master Device
(MD) end-effector position and acceleration in the MD reference frame.
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FIGURE 5.2: Schematic of the biomimetic adaptive impedance controller: using
joint angles (ϑ) and EMG signals combined with an EMG informed inverse dy-
namic algorithm, users’ stiffness is estimated. Mean stiffness modulation (K̄max)
and orientation (θ̂, with respect to the virtual plane x axis) are used to generate
the adaptive damping modulation (cx, cy). The master device’s speeds on the x-
y plane (Ṗx,MD ,Ṗy,MD) are used to compute the corresponding damping forces
(Fx,C ,Fy,C). Similarly, a viscoelastic virtual plane produces forces along the Z axis
(Fz,MD) obtained from the sum of the elastic (kz) and damping (cz components)

The damping component of the forces generated by the adaptive impedance con-
troller (FC(d, t) = D · ṖMD(t)) as a function of the distance from the target d and
the t time frame can be obtained as follows:

FC(d, t) = C(d) · ṖMD(t) · Rz(ψi) (5.2)

where C(d) is the damping coefficients matrix, ṖMD(t) is the MD end-effector speed
and Rz(ψi) is the 3x3 rotation matrix around the z-axis that is used to rotate the
damping coefficients direction on the x-y plane (see Fig. 5.3B).

The same equation can be also expressed as:
Fx,C(d, t)

Fy,C(d, t)

Fz,C(d, t)

 =


cmin(d) 0 0

0 cmax(d) 0

0 0 cz

 ·


cos(ψi) − sin(ψi) 0

sin(ψi) cos(ψi) 0

0 0 1

 ·

Ṗx,MD(t)

Ṗy,MD(t)

Ṗz,MD(t)



(5.3)
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where cmin(d) and cmax(d) represent the adaptation of the module of the two
axes of damping (along x and y) with respect to changes in the target-tool distance
d. In order to reflect arm stiffness’ anisotropy, we generated a non-isotropic ellipti-
cal damping field, whose axis dimensions (cmin and cmax) are tuned to match the
changes in the mean arm stiffness module K̄max when approaching targets. cz rep-
resents the constant damping coefficient that we used to avoid possible instability
caused by the elastic virtual plane (see 5.2.5).

At dth distance from the target, cmin and cmax are defined as follows:

cmin(d) =

cmin,1 d ≥ LT/2

cmin,0 −
(cmin,0−cmin,1)·d(t)

LT /2
d < LT/2

(5.4)

cmax(d) =

cmax,1 d ≥ LT/2

cmax,0 − (cmax,0−cmax,1)·d(t)
LT /2

d < LT/2
(5.5)

Where cmin,0 and cmax,0 are respectively the maximal and minimal values of c
(when d = 0) and cmin,1 and cmax,1 are the minimal and maximal values of c
(when d = LT ).

The maximal damping variation (∆cmax = cmax,0 − cmax,1) was obtained
from the estimated variation of maximal stiffness ∆Kmax = Kmax,0 −Kmax,1 as
follows:

∆cmax = ∆Kmax · smax (5.6)

Where smax = 3
2

s
m2 is the scaling coefficient that converts the arm stiffness modu-

lation into the master device’s damping modulation. In the same way, for ∆cmin, a
scaling factor smin = 3

4
s

m2 was used.
The resulting variation of maximum and minimum components of the damping

coefficient as a function of d is shown in Fig. 5.3.A.
Two different damping fields were generated:

Enhancing damping field

In the first case, the maximal damping coefficient is directed along the axis of maxi-
mal stiffness. This can be achieved imposing ψ = θ̄i in Eq. 5.3 , therefore applying
rotations around the z axis equal to the displacement between the main axis of stiff-
ness and the x axis (θ̄i) for each of the eight targets (see Fig. 5.3.B, green ellipse) . The
effects of this damping field enhance the natural stiffness directionality, increasing
the effect of the stiffness ellipsoid anisotropy.

Isotropic damping field

In the second case, the maximal damping coefficient is directed along the perpendic-
ular to the stiffness main axis, imposing ψ = θ̄i + π/2 (see Fig. 5.3.B, blue ellipse).
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FIGURE 5.3: A. cmax and cmin as function of d. B. Subject posture during task
execution. The main axis of the stiffness ellipse (red dash-dot line), corresponds to
the shoulder-hand direction. In green: the Enhancing damping coefficient field, in

blue, the Isotropic one.

In this case, we aim at obtaining a more isotropic workspace for the user hand by
summing the effects of the natural impedance control with the controller generated
damping forces.

5.2.5 Visco-elastic Plane

Perpendicularly to the virtual plane of the task (x-y), a viscoelastic force is applied in
order to help the user to steady the tool-tip Pz,MD on the z dimension. This solution
was introduced to compensate for the lack of 3D perception that users suffered while
performing the tasks on a flat bi-dimensional screen. The elastic component of the
force generated by the master device FK,MD can be expressed as follows:

FK,MD =


0 0 0

0 0 0

0 0 kz

 ·

Px,MD

Py,MD

Pz,MD

 (5.7)

Where kz is the elastic coefficient whose value was experimentally defined. There-
fore, the total force along the z axis that is generated in each time frame to create the
virtual plane, comprises a damping and an elastic component as follows:

FZ,MD(t) = k · Pz,MD(t) + cz · ṖZ,MD(t) (5.8)



5.2. Materials and Methods 81

5.2.6 Experimental protocol

Since an off-line method for the estimation of the arm end-point stiffness was adopted,
the biomimetic adaptive impedance controller’s effects were evaluated on a succes-
sive experimental session.

Arm stiffness estimation

For the stiffness characterization, we recruited 7 healthy subjects (4 female and 3
male, mean age 23 ± 1.5y.o) Each user was seated in a comfortable chair in front
of a monitor and, after having been instructed about the task he/she was going to
perform, he/her was asked to execute 10 trials while trying to maintain the hand
movement on a constant plane. The monitor was put as flat as possible to make it
parallel to the pane in which the task was performed.

Variable impedance controller

For testing the performance of the stiffness-based variable impedance controller, we
recruited 12 right-handed subjects (4 females and 8 males, mean age 24 ± 2.8y.o.)
who had no experience with the master controller. Each subject performed 10 trials
of the same virtual task under 3 different force conditions (30 overall repetitions): no
impedance regulation (Null), Enhancing damping field and Isotropic damping field.
The execution order was randomized, assuring to have the three different conditions
tested an equal overall number of times.

All the involved subjects provided informed written consent, in accordance with
the recommendations of Politecnico di Milano Ethical committee Board. All subjects
gave written informed consent in accordance with the Declaration of Helsinki.

5.2.7 Performance Indexes

To assess each subject’s performance during task execution, the following indexes
were evaluated for each damping field condition:

• Maximal Error (Emax,i): Maximal distance from the ith target during the tar-
geting phase.

Emax,i = max
[tc:toff ]

d(t) (5.9)

Where tc and toff are, respectively, the time frames when the targeting phase
starts and ends.

• Integral Error (Eint,i): Error computed as integral of the distance from the ith

target normalized by the duration of the resting phase.

Eint,i =

∫ toff

tc
d(t)dt

toff − tc
(5.10)
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• Unacceptable Error (Eu,i): Error computed as for Eint,i, but considering only
the distances from the ith target higher than the radius of the target r.

Eu,i =

∫ toff

tc
d(t)dt

toff − tc
d(t) > r (5.11)

• Overshoots (O): Number of times that the subjects went out from the ith target
during the resting phase.

• Normalized Traveled Length (NTL): Normalized length of the path traveled
by the subjects during each reaching phase; it is expressed as:

NTLi = 1−

∑N
k=1

√
∆P 2

x,V E,i + ∆P 2
y,V E,i

LT
(5.12)

Where N is the number of sampled positions of the virtual tool tip during the
reaching phase, ∆Px,V E,i and ∆Py,V E,i represent the variation in the x and
y components of the tool’s end-effector position in the virtual environment
reference frame (VE) with respect to the previous (k − 1)th sample.

• Reaching Time (tR,i): Time needed to reach the ith target from the center posi-
tion.

tR,i = tc − ton (5.13)

Where ton and tc are, respectively, the time frames when the reaching phase and
the targeting phase starts.

5.2.8 Results analysis

Stiffness Estimation

The reaching and targeting phases of the task were extracted for each subject, rep-
etition and ith target. The stiffness ellipsoid’s main axis dimension Kmax(d) and
direction θ̂(d) were extracted and, for each subject, their distribution normality be-
tween different repetitions was evaluated (Lilliefors test, α = 0.05). Since the data,
for all the subjects, was normally distributed, the mean stiffness main axis dimension
for each target throughout the normalized time was obtained K̄max,i(d) as well as
the mean direction of stiffness for each target θ̄i(d).

Since the same stiffness modulation was observed for all the targets, a single
modulation K̄max(d) was obtained from the mean through the eight targets direc-
tions. Linear regression was used to describe the K̄max(d) modulation. No signifi-
cant changes in the θ̄i(d) were seen throughout the task progression, with the data
appearing normally distributed (Lilliefors test, α = 0.05), therefore, a single mean
value of θ̄i was extracted for each target.
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Variable impedance control performances

The first experimental session, for each subject, regardless of the force condition
(Null, Enhancing or Isotropic) was considered as a training phase during which users
had time to familiarize with the master device and with the task. For this reason, the
first experimental session was excluded from the analysis.

For each index, within the same subject and force condition, the data distribution
through the 10 repetitions was evaluated (one-way ANOVA, α = 0.05). Since in
some cases the first repetition of each force condition was found to be significantly
different from the others (Tukey’s range test α = 0.05) nine task repetitions (2:10)
were considered for the analysis.

For each user and each of the eight targets, the statistical distribution for the
nine considered repetitions of the aforementioned indexes was evaluated using a
normality test (Lilliefors α = 0.05). Since the data distribution was normal, and no
significant differences were found between different targets, the mean value for each
subject and force was extracted. The differences between the three force conditions
for each index were evaluated using a one-way ANOVA test (α = 0.05), followed by
post-hoc analysis (Tukey’s honestly significant difference procedure α = 0.05 ).

The effects of hand speed over the task performance in the three damping condi-
tions was also analyzed. The mean hand speed for each user over the ten repetitions
of each experiment was compared against the performance evaluated with the dif-
ferent indexes. Anyway, no significant interaction between speed and performance
was found in any of the experiments for all the indexes considered, this analysis,
was, therefore, discarded.

All the inferential statistic analysis were conducted with the Statistics and Ma-
chine Learning Toolbox for Matlab 2017b (Mathworks, Natick, Massachusetts, US)

5.3 Results

5.3.1 Stiffness Estimation

The mean stiffness modulation profile K̄max(d) with respect to d, as well as the first
and third quartiles, are shown in Fig 5.4. While in the first part of the movement,
(from 0 to 1

2
LT ) K̄max is constant in both mean and interquartile range, an ascend-

ing trend can be observed in the second half of the movement and a linear regression
approximates this part of task (ρ = 0.887, p = 0.0003 see red line in Fig. 5.4).

The stiffness ellipsoids orientations were found to be normally distributed (Lil-
liefors test, α = 0.05), therefore, the mean orientation was extracted for each tar-
get. θ̄i (angle between the stiffness main axis and the x axis in the task’s reference
frame) ranges between 50 and 60 deg (see Fig. 5.4.B), grossly overlapping with the
shoulder-hand direction.



84
Chapter 5. Biomimetic adaptive impedance control in physical Human Robot

Interaction

FIGURE 5.4: Mean stiffness modulation profile and stiffness ellipsoid orientation.
A. the solid black line represents the mean stiffness K̄max(d) over the different
targets, while the dashed black lines represent the first and third quantiles. The
solid red line shows the linear regression, whose significance (p) and ρ values are
also reported. B. The main axis of the mean stiffness ellipsoid is represented with a
dashed line along the shoulder-hand direction. θ̄ is the angle between the task’s x-
axis and the direction of maximal stiffness. The shaded area represents θ̄ variability

around the mean
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FIGURE 5.5: Statistical distributions for the three force conditions throughout the
six indexes analyzed. Statistical significance (evaluated with one way-ANOVAs
and post-hoc tests) is indicated with lines and stars (* for p < 0.05, ** for p < 0.01)

5.3.2 Variable impedance control performances

Figure 5.5 shows the inter subjects variability for each index’s mean value. The Null
damping condition shows worst results in terms of Maximal Error (Emax) with re-
spect to the Enhancing (p = 0.006) and the Isotropic (p = 0.026) damping fields. Un-
der the Null damping condition users showed a median Emax of 2.78mm while
targeting the center of the 30mm circular target. While performing the task with
the biomimetic variable impedance controllers, this error was reduced to less than
2.35mm (corresponding to a 15.5% increase in targeting accuracy).

Similar results can be seen in the Integral Error (Eint) (p = 0.022 with respect
to Enhancing and p = 0.045 with respect to Isotropic damping field) and in the Un-
acceptable Error (Eu) (p = 0.004 with respect to Enhancing and p = 0.024 with re-
spect to Isotropic damping field). For the Eu, the Null condition is characterized by
a larger interquartile distance. A very similar trend is seen in the Overshoots index
(O), where the Null damping condition shows significant worse performance with
respect to the Enhancing (p = 0.013) and Isotropic (p = 0.043) conditions and larger
interquartile distance. While users overshot targets around one time under the ef-
fects of the biomimetic variable damping controllers, when no damping was applied
users surpassed the target around six times during task repetitions.

On the other hand, no differences were found in terms of Normalized Tool move-
ment Length (NTL) and target reaching time (tR) although, for the Isotropic damping
condition, the NTL interquartile range is significantly smaller.

No significant differences between the Enhancing and Isometric damping fields
were found. A very small, non significant trend can be seen in Emax, Eu and for
the Overshoots, where the median and mean index values for the Isotropic damping
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field are slightly higher with respect to the Enhancing condition. On the contrary, for
the reaching time tr, the minimal mean value was achieved under the Isotropic force
condition.

5.4 Discussion

The arm stiffness modulation was evaluated in terms of maximal value and main
axis direction during the execution of a teleoperated targeting tasks. The results
showed an increase in the arm stiffness when approaching the targets, while a rather
constant main axis direction was maintained through the different targets. From
the results it can be inferred that in the first part of the reaching task the maximal
stiffness exerted by the users is almost constant: users are still relatively far from the
target, producing a fast movement rather than a precise one. While approaching the
target, maximal stiffness increases, reflecting, as expected, the necessity of increasing
the hand stability against internal and external noise, to achieve greater precision.

Regarding the stiffness main axis direction, the results showed no significant dif-
ferences in the ellipsoids mean orientation among different targets because of the
very slight changes in the joint configuration of the arm required by the task in
reaching the different target points. The direction along which subjects exerted the
maximal stiffness modulation was the shoulder-hand one in accordance with previ-
ous studies [218, 132, 219, 172].

From this modulation, a biomimetic variable impedance controller for the mas-
ter device was developed and tested. The results showed that the biomimetic impe-
dance modulation increased users targeting performances. The damping positively
influenced users performance, both in terms of maximal displacement from the task
goal, as well as in their capability of finely finding the center of the targets’ circle
during the given time.

The mean number of overshoots per experiment shows that the variable imp-
edance control allows users to perform significantly better while introducing no
significant differences in terms of end effector’s traveled length nor reaching time:
users were therefore facilitated in finding an advantageous kinematic and dynamic
matching with the master device.

The results obtained are in accordance with previous experiments: in [93], Beretta
et al., showed that the introduction of a variable impedance controller increased ex-
pert and naive users performance during a human-robot cooperative point targeting
task. In the aforementioned analysis, a robotic arm damping matrix was modulated
isotropically based on an a priori knowledge of the task performed, which requested
an increased precision in its final line-following part. Coherently, a similar study
from Duchaine and Gosselin showed how the introduction of an arm stiffness based
adaptation of a robotic handle damping factor led to significant improvements in
terms of overshoots reduction in a cooperative drawing task [91].
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No significant differences between the Enhancing and Isotropic force conditions
was found: users behaved similarly when facing an augmentation of the natural
arm stiffness (achieved when the maximal damping was aligned with the direction
of maximal stiffness) and when the same damping was directed along the perpen-
dicular to the stiffness main axis. This results may be interpreted in different ways:
first of all it is possible that the difference between the damping coefficient’s magni-
tude in the two directions is too small to introduce significant effects in the arm and
hand dynamics. It is, therefore, possible that higher damping coefficients would
lead to different results. Another possible reason may be found in the capability
of the human arm to cope with different robot’s dynamics while achieving similar
results: with both force fields, users seemed to benefit from the overall increase in
damping regardless of its anisotropy and orientation. Lastly, differences between
the Isotropic and Enhancing damping fields might be seen when different hand ve-
locities are considered. In the analysis presented, limited differences in the hand
velocities profiles have been registered and no significant behaviors were seen in the
comparison between the slower and faster movements. Anyway, it is possible that,
imposing different velocities profiles to the users, introducing, for example, track-
ing or cursor-chasing tasks, more differences would be found in the two proposed
implementations of the damping fields.

A limitation of the present work can be found in the absence of a real-time es-
timation of the arm stiffness during the execution of the task. In fact, due to the
offline nature of the arm’s stiffness estimation adopted, two separated subsequent
experiments had to be conducted, involving different subjects. This solution im-
plies the necessity of approximating the diverse dynamic modulations that different
users might exhibit to a common trend, which defines the changes in the damping
coefficients presented. The adoption of an online stiffness estimation method (as in
[76]), could, instead, preserve and take into consideration inter subjects’ dynamic
variability, possibly magnifying the effects of the biomimetic impedance controllers.

Future work should, therefore, focus on the development and implementation
of real-time algorithms to estimate arm stiffness during task execution: a machine
learning approach could be, for example, explored. A subject specific initial phase of
calibration could be implemented using traditional frequency-based analyses to es-
timate the arm dynamic proprieties. The use of a force sensor to record arm-robot in-
teraction forces, coupled with the application of known hand displacements, would
allow to generate the ground truth that can be used to train the on-line stiffness es-
timation algorithm. This approach would allow to acquire different kind of signals,
ranging from the arm joint angles to multiple EMG recordings that could be used to
infer the arm stiffness during task execution.

The real-time stiffness estimation would also allow to develop biomimetic con-
trollers that can adapt the master device dynamics to unknown, unplanned tasks
or to those activities where limited a-priori knowledge of the task environment is
available. This is the case, for example, of surgical teleoperation procedures, where
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it’s hard to define predetermined tools trajectories and sub-task due to the natural
differences between patients as well as due to the numerous possible complications
that can occur through the surgery. The control of the robot’s dynamic proprieties
could also be extended to the inertia: in redundant robots it would be possible to
match the user’s inertia changing the robots configuration.

5.5 Conclusions

In the present work we developed and tested two implementations of an adaptive
impedance controller in HRI during the execution of a virtual planar targeting task.
The arm stiffness modulation main axis dimension and direction were evaluated
through a musculoskeletal model approach based on acquired kinematic and dy-
namic data. In a follow-up experiment, the stiffness modulation was matched with
corresponding changes in the master device’s impedance parameters, creating two
damping fields: one directed along the estimated stiffness main axis, the other per-
pendicular to it. In accordance with previous literature, the results showed that
users benefited from the variable impedance controller in terms of positional error
and overshoots but no significant difference was found between its two implemen-
tations.

Regarding the possibility of finding differences between the two biomimetic imp-
edance regulation strategies presented, the results suggest that further analysis should
be conducted, involving higher values of damping coefficients, increasing the damp-
ing fields eccentricity or studying more complex tasks.
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Conclusions

This PhD thesis investigated physical human robot interaction in teleoperation, with
the aim of exploring the motor control strategies that teleoperators adopt, compar-
ing different master device’s designs and developing novel control architectures to
enhance this interaction.

Recently, the remarkable growth of teleoperation applications in many differ-
ent fields, has increased the necessity of improving the interaction between human
arm and robotic master devices. While multiple studies focused on the optimiza-
tion of the master device’s mechanical characteristics to achieve large workspaces
and high precision, limited researches explored the effects of the hand-robot physi-
cal interaction over the users’ motor skills. Despite being designed to preserve the
natural hand motion, as well as to be as intuitive as possible, some researches [126,
127] demonstrated that expert teleoperators have to develop new motor skills in
order to achieve proficiency in the execution of teleoperated tasks. These findings
proved the existence of a gap between natural, free-hand task execution and teleop-
eration performed through the interaction with the master device. In order to im-
prove the effectiveness of teleoperation, and, therefore, facilitate its development in
even more applications, master devices should not only preserve the natural motor
control strategies, but, also, enhance them. To do so, master devices should achieve
higher levels of awareness with respect to the kinematic and dynamic changes that
humans’ arm undergo while performing a complex task.

To this end, in Chapter 2, the analysis firstly demonstrates the effects of the differ-
ent tasks types over the possibility of fully exploiting arm’s kinematic redundancy.
The analysis also presents the effects of different master device’s designs over the
level of redundancy exploitation that can be achieved, suggesting that different de-
signs may be suitable for different application. In Chapter 3 and 4 the dynamic as-
pects of human motor control are analyzed, studying arm stiffness variations during
the execution of different tridimensional and bidimensional tasks. The results show
that arm stiffness is modulated with respect to the task characteristics, both in terms
of magnitude and main axis direction. Moreover, based on the type of task, differ-
ent master device’s kinematic and dynamic proprieties may influence the level of
arm stiffness that users exerted. In Chapter 6, the acquired knowledge over the arm
stiffness modulation is used to design a biomimetic controller to improve perfor-
mances in a virtual targeting task, proving the feasibility of enhancing HRI through
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the obtainment of an in depth knowledge of the users’ arm internal state.

6.1 Thesis Contributions

This PhD research focuses on the analysis of the kinematic and dynamic aspects
of motor control that are involved in teleoperation. The effect of different master
devices and tasks over the arm joint configurations and end-point stiffness modula-
tions are studied, drawing suggestions over master devices’ design and control.

To study the kinematic motor control strategies, we used the UCM analysis to
explore the differences induced by diverse task space dimensions and constraints
and by two master devices on teleoperators’ capabilities to exploit arm redundancy.
In order to study the different task spaces, we validated different algorithms to es-
timate the Jacobian matrix associated with the motion, enabling the possibility of
studying tasks which involve mixed position/orientation constraints. The analysis
underlines the importance of the arm redundancy exploitation motor strategy, which
must be preserved to achieve a functional human-master robot interaction. In fact,
especially during mixed position-orientation manipulations, users rely on this mo-
tor strategy, exploiting arm redundancy to a greater extent in order to perform the
task. The conservation of the redundancy exploitation motor strategy would also
increase task performance as the correlation between task performance and the level
of arm redundancy exploitation in position-only tasks demonstrates. Moreover, the
analysis showcased the capability of the human motor control system to adapt to dif-
ferent master device designs; the overall level of redundancy exploitation is, in fact,
unaffected by the mechanical characteristics of the master devices. On the other
hand, looking at the two tasks separately, the analysis shows that serial link mas-
ter devices with a stylus shaped end-effector might allow for maximal redundancy
exploitation for position only tasks, while hybrid parallel-serial link devices, charac-
terized by hand centered rotations, are more effective in mixed position-orientation
task. In fact, due to the stylus shaped end effector, in the serial link master device
the decoupling of position and orientation is less intuitive, with rotations that are
not centered in the hand. The stylus end-effector, on the other hand, allows a grip
usually adopted while holding a pen, therefore, it grants an easier control over po-
sition with respect to the handle adopted in the hybrid parallel-serial link master
devices.

In Chapters 3 and 4, the study of the dynamic motor strategy that modulates
arm impedance is performed for two different tasks with different control strategies.
Through a musculoskeletal model approach, an offline estimation of arm stiffness
is presented. Both the analysis prove that tasks characteristics have an impact not
only on the arm impedance control, but also on how human motor control is able to
compensate for dynamic differences between different master devices. In particular,
when performing complex tridimensional tasks, as in the case of the stitching mim-
icking virtual task presented in Chapter 3, users rely on an increase of arm stiffness
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when teleoperating with the serial link master device, compensating for its low in-
ertia and low mechanical stiffness. On the other hand, the hybrid parallel-serial link
master device, which shows higher mechanical stiffness and apparent mass, allows
for the same arm dynamic modulation as in the free-hand task execution, while in-
creasing task accuracy at the same time. A reason to explain this difference may lie
in the orientational nature of the stitching task that favors the hand-centered rota-
tions allowed by the hybrid parallel-serial link master device. In Chapter 4, the stiff-
ness analysis is applied to an eight-shaped bidimensional position only line follow-
ing task and to a position-orientation bidimensional line following task. Contrary
to what found in the tridimensional stitching mimicking task, when dealing with
bidimensional tasks, the differences in the master device’s dynamic and kinematic
proprieties doesn’t affect stiffness modulation. Human motor control is therefore
capable of compensating for mechanical and design differences between master de-
vices, but this adaptability is reduced when dealing with strict task requirements.
Moreover, the results confirm the tight relation between task characteristics and arm
end-point stiffness modulation: coherently with the literature, users increase stiff-
ness when facing complex, high curvature portion of the trajectory, on the other
hand, the necessity of rotating the wrist, as requested by the position-orientation
task, reduces the possibility of increasing arm stiffness. Due to this, tasks that re-
quire high dexterity, and complex writs movements are more likely to be affected by
external and internal noise.

In Chapter 5, a stiffness based biomimetic adaptive impedance controller for
master devices is presented. In this section, the informations achieved in the pre-
vious chapters are combined to create a controller that increases users’ performance
in a virtual targeting task. The arm stiffness modulation is estimated using the non
disruptive offline method presented in Chapter 4. Coherently with the existing lit-
erature, the results show that users increased the arm stiffness when approaching
targets, in order to achieve the high positional accuracy requested by the task. The
evaluated stiffness modulation is used to define two different approaches to the
biomimetic impedance controller: in the first case, a variable damping field is ori-
ented in the same direction as the main axis of stiffness, while in the second case,
the damping field is perpendicular to the stiffness main axis direction. In both cases,
following the arm stiffness modulation, the module of the damping coefficients is
increased while approaching the targets. The great potentiality of biomimetic con-
trollers is underlined by the increased performances in the targeting task execution:
the positional errors, as well as the overshoots, are significantly reduced with both
damping fields. Contrary to the use of high, isotropic damping factors, the reach-
ing time as well as the normalized tool movement length remain unchanged with
respect to the absence of damping fields. Users benefited from the overall increase
in the damping factor without preferring either of the two biomimetic impedance
controllers proposed. This result may imply that the two approaches to damping
modulation are equally feasible or that the differences between the two damping
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fields generated are too small to affect arm motion, pointing out the necessity of
further researches.

The overall results highlight the benefit of achieving an in-depth knowledge of
the arm’s control strategies adopted during teleoperation and, more in general, in
HRI. Studying the task requirements and its constraints, it would be possible to sug-
gest the master robot design that best fits the application. Moreover, the incorpora-
tion of human motor control principles into the design of robot controllers would
lead to an effective human-in-the-loop control, which would improve the human-
master robot interaction, its intuitiveness and, thus, task performances.

6.2 Future Perspective

In the near future, robots will most likely blend with humans in an increasing num-
ber of everyday life applications. This trend, that can be already observed in in-
dustry [220] as well as in healthcare [221], is justified by robots’ great capabilities in
supporting and augmenting users’ physical capabilities. With the growth of possi-
ble applications, and the development of technological advancements that will fix
current technical limitations, the research will focus on understanding the social,
behavioral and physical human-robot interaction dynamics.

In this perspective, the proposed work represents a portion of a wider framework
that aims at developing a new generation of robotic interfaces capable of being aware
of all the motor control strategies that undergo the execution of a complex task. In
order to achieve this goal, in my opinion, new metrics are required to objectively
estimate the level of intuitiveness, transparency, and, more in general, interaction
performance that users reach with a master device in the execution of a specific task.
In this sense, the UCM analysis presented in Chapter 2 is one of the possible tools
that could be used to estimate how well a master device preserve kinematic strate-
gies.

Some considerations must be taken regarding OpenSim, the musculoskeletal
model simulator that has been used throughout the analysis to obtain estimations
of arm’s dynamic proprieties. Although this platform represents a powerful tool to
explore the arm’s behavior in different conditions, it is also affected by clear limita-
tions. First of all, although mitigated by the scaling tool, the software capabilities
in accounting for the natural variability that characterizes human motor control are
limited: the muscle activation patterns, as well as the muscle fibres parameters are
normalized to standard values, which might be different from the subjects character-
istics. Moreover, OpenSim analysis require an intense computational phase, which
can’t be easily adapted for real-time estimations. Therefore, for these reasons, new
ways of estimating the arm’s dynamic parameters must be adopted: through cal-
ibration phases, the arm configuration as well as the muscular activity should be
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related to the arm stiffness, estimated with traditional techniques. It would be pos-
sible, i.e., to train machine learning algorithms to infer arm stiffness from a variety
of biological signals acquired during task execution.

In this sense, the recent introduction of robust realtime estimations of the arm’s
dynamics [76], and the encouraging results obtained with the adoption of biomimetic
impedance controllers [222, 223, 224], motivates the necessity of exploring the pos-
sibilities offered by non-traditional control schemes. In fact, inferring the dynamic
characteristics of human movements will allow robots to generate a more specific
and advantageous assistance, possibly increasing comfort and task performances
while reducing users’ muscular effort. Since this assistance is based on users’ motor
control adaptations, it doesn’t require any a priori knowledge of the task, show-
casing the viability of this approach to complex, unplanned tasks as the one often
encountered in surgery.
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