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Abstract

VIDEO recordings are complex media types. For example, when we
watch a movie, we can effortlessly register a lot of details conveyed
to us (by the author) through different multimedia channels, in par-

ticular, the audio and visual channels. To date, the majority of content-
based movie recommender systems (CBMRS) base their recommendations
on metadata (e.g., editorial metadata such as genre or wisdom of the crowd
such as user-generated tags) since they are human-generated and are as-
sumed to cover the ‘content semantics’ of movies by a great degree. Mul-
timedia features, on the other hand, provide the means to identify videos
that ‘look similar’ or ‘sound similar’. These discerning characteristics of
heterogeneous feature sets meet users’ differing information needs.

In the context of this PhD thesis, methods for automatically extracting
video-related information from the multimedia content (i.e., audio and vi-
sual channels) have been elaborated, implemented, and analyzed. Novel
techniques have been developed as well as existing ones refined in order
to extract useful information from the video content and incorporate them
in recommendation systems. Different video recommendation tasks are
solved using the extracted multimedia information under recommendation
models based on content-based filtering (CBF) models and the ones based
on combination of CBF and collaborative filtering (CF).

As a branch of recommender systems, this thesis investigates a partic-
ular area in the design space of recommender system algorithm in which
the generic recommender algorithm needs to be optimized in order to use
a wealth of information encoded in the actual image and audio signals.
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The results and main findings of these assessments are reported via sev-
eral offline studies or user-studies involving real users testing a prototype
of developed movie recommender systems powered by multimedia content.
The results are promising and show different scenarios in which multimedia
content can be leveraged for successful video recommendation outperform-
ing the alternatives, most notably in new-item settings.
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CHAPTER1
Introduction

1.1 Motivation

In recent years, we have witnessed a rapid growth in availability of many
forms of video content (e.g., user-generated videos, movies, music video
clips) created, shared, and consumed through various web channels such as
YouTube 1, Netflix 2, DailyMotion 3, Vimeo 4, etc., as well as the social me-
dia platforms. According to statistics, as of 2016, more than 500 hours of
videos were uploaded to the channel every minute; this is equivalent to say
if one would like to watch all the videos uploaded to YouTube only in one
hour, it would take a genuine time of 3 years of uninterrupted watching to
see them all [4]. Another statistics by Cisco, the largest network company
in the world, reveals that more than 75% of world’s mobile data traffic will
be video by the end of 2020 and (more than) 80% when video and audio
data are considered together [1]. When faced with this amount of informa-
tion, consumers often feel overwhelmed. How much information can peo-
ple reasonably process? Even retrieving a specific version of an item amidst

1https://www.youtube.com
2https://www.netflix.com/it-en/
3http://www.dailymotion.com
4https://www.vimeo.com

1
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Chapter 1. Introduction

pages and pages of Internet is sometimes equal to looking for the proverbial
“needle in the haystack” [40]. As a countermeasure, recommender systems
(RS) that help users with decision-making on which products to purchase/-
consume by automatically determining the content that a user may like have
emerged and developed during the last decade [16, 23, 268].

Video recordings are very complex signals composed of different mul-
timedia channels, in particular, the audio and visual modalities. When we
watch a video, we can effortlessly register a lot of details communicated to
us through these modalities. As a result, the video content can be described
in versatile manners since its perception is not limited to one sense. For
example, for a movie, these multiple facets could be reflected in its genre,
its reviews, and its visual and audio content. To date, metadata features are
commonly used in the design of video and other multimedia recommender
systems (e.g., music RS) as they are assumed to cover the ‘content seman-
tics’ of a video, mainly because metadata is the result of human knowledge,
reflecting either expert knowledge in case of editorial metadata like genre,
or the wisdom of the crowd in case of user-generated tags/keywords. Multi-
media information, on the other hand, provide the means to identify videos
that ‘look similar’ or ‘sound similar’. These discerning characteristic of
multimedia meet users differing information needs.

Video recommendation systems are traditionally powered by either col-
laborative filtering (CF) or content-based filtering (CBF) algorithms [190,
214, 268]. CF exploits the interactions between users and items to make
recommendations. In other words, CF methods leverage the fact that the
specified ratings are often highly correlated across users and items, there-
fore the unspecified ratings (to be predicted by the RS) can be imputed by
considering the inter-item correlations (item-based CF model) or inter-user
correlations (user-based CF model). Some models use both types of corre-
lations [16,23]. CBF approaches on the other hand, use content descriptors
of items expressed in terms of attributes, typically feature vectors, to make
recommendations. In situations when a new item is added to the catalog
and not much rating is available about the item (new item problem), CBF
are preferred over CF since CBF models do not require preference of the
other users and as long as some piece of information about the target-user’s
own preference are available, recommendations can be computed.

The extent to which CBF and their respective algorithms are used strongly
varies between domains, i.e., the type of item being recommended. While
in the multimedia community, extracting descriptive item features from the
multimedia content (i.e., text, audio, image, and video content) is a well-
researched task, the recommender systems community has considered for

2
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a long time metadata, such as title, genre, tags, actors, or plot of a movie,
as the single source for CBF recommendation models, thereby disregarding
the wealth of information encoded in the actual content signals. In addition,
the metadata generations process is a time-consuming and error-prone task
(in particular being user-generated) and labor-intensive/expensive to collect
(especially the expert-generated ones). User-generated metadata often ex-
hibit user or community biases and might therefore not fully, or only in a
distorted way, reflect the characteristics of a video [61, 197]. Furthermore,
metadata are often rare or absent for new videos, making it difficult or even
impossible to provide good quality recommendations — a problem known
as cold-start scenario [269]5. Even if metadata are available in abundance,
given their unstructured or semi-structured nature, they often require com-
plex natural language processing (NLP) techniques for pre-processing, e.g.,
syntactic and semantic analysis, stemming, or topic modeling [19].

Addressing theses research gaps, in this thesis I explore solving differ-
ent video recommendation tasks using multimedia content. As a branch of
recommender systems, the thesis investigates a particular area in the design
space of recommender system algorithm in which the generic recommender
algorithm needs to be optimized in order to use a wealth of information en-
coded in the actual image and audio signals. I believe that recommender
system research can strongly benefit from knowledge in multimedia sig-
nal processing (MSP) and machine learning (ML) established over the last
decades for solving various multimedia processing and retrieval tasks. In
this thesis, I aim to bridge the gap in perspectives and advances between the
MSP/ML and the RS communities. When I started this thesis using visual
features for video recommendation showed some initial success for video
recommendation both in addressing the cold-start scenarios and improving
the performance in warm-start scenarios; however the topic was heavily
under-researched. Feeling this gap seemed promising for advancing the
field of video recommendation and in general multimedia recommenda-
tion but also for learning about multimedia processing and subsequently
transferring the expertise and domain knowledge required to apply to video
signals.

1.2 Research Goals

In this thesis, we explore to solve different video recommendation problems
by exploiting the visual and audio content of videos. A broad range of

5Cold-start refers to the situation where rating and/or metadata are rare or absent. Here we use the terminology
to refer to the lack of metadata as CBRS do not require the ratings of other users to generate recommendations.

3
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Chapter 1. Introduction

research questions are presented throughout chapters of this thesis. The
main research goals addressed are as following:

RG1: Review the state of the art on recommender systems exploit-
ing multimedia content analysis: We aim to present a systematic litera-
ture review of research works exploiting multimedia content for a particular
media content recommendation, such as music (example of audio media),
movie (example of video media) or clothes in fashion industry (example of
image media type) [226] among others and also in domains where the target
product is not necessarily a media type but some form of information pre-
sented to the user, for example in tourism domain recommending place of
interest (POI) to users by analyzing visual content of user-generated pho-
tos [71]. The literature-review aims to provide an extensive and rigorous
discussion of the state of the art and latest advances in the field in order to
bridge the advances in the field of recommender systems and multimedia
processing.

RG2: Investigate the impact of personalized video recommenda-
tions using the visual content

From the survey in RG1, we realized that multimedia content has been
widely adopted in a few neighboring fields to video RS such as music in-
formation retrieval (MIR) to solve variety of music-related tasks including
music information retrieval, music recommender system and music similar-
ity estimation. This is while the number of research works dealing with the
video recommendation problem using the multimedia content is by a large
margin lower where this can have several reasons, complexity of video sig-
nal compared with music with regards to different modalities involved in
it, the duration of signal, the level of user emotional and cognitive engage-
ment when watching movies compared with music and the absence of re-
peated recommendation nature in movies compared with music to name
a few. When it comes to images, based on our literature review in RG1,
we believe the number of research articles dealing with images (e.g., con-
sider [66, 71, 149, 226, 348]) is larger than videos but still less than those
in music domain . We therefore focused our attention mainly on the video
domain and techniques that can be applied to advance the field of video
recommendation by exploiting multimedia content.

Given that the name of the video is intrinsically linked with the visual
modality (similar to audio modality for music), in RG2 we base our goal on
investigating if the visual characteristics of video contains useful informa-
tion that could be leveraged in order to improve the utility of recommenda-
tion? Which visual content is the key and how recommendations quality is
changed when building CB or hybrid CB+CF video recommendation sys-

4
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tems that leverage visual content for predicting user’s preference?
Having studied the literature of multimedia processing (and computer

vision) in the preliminary phases of the research, we identified a number
of visual features based on color, motion and lighting that showed initial
success in beating simple CB recommendation based on K-nearest neigh-
bor (KNN) using genre as metadata. Once we verified the effectiveness of
the recommendations using the visual content, we pursued to advance the
field by improving visual features, techniques for representation the fea-
tures, techniques for fusing this source of information with other available
data (e.g., metadata or rating) techniques as well the core recommendation
method.

RG3: Investigate the impact of perceived personalized video rec-
ommendations using the visual content, metadata and combination of
both

From the analysis in RG1 and RG2, we realized that majority of the
existing research works focous on content-based recommendation by ex-
ploiting multimedia content for predicting rating scores of users given to
items (rating prediction task) or recommending the best K items matching
the short-term and long-term preference of users (top-K recommendation
problem). These works employ variety of accuracy metrics such as: error
metrics (RMSE, MAE), decision-support metrics (precision, recall, F1),
or rank-aware metrics (MAP, MRR, NDCG). A few works extend the ac-
curacy metrics and consider beyond-accuracy metrics (novelty, diversity,
catalog coverage) as the secondary goal of recommendation system. All
these studies are carried out using historical dataset via the so-called offline
experiments. However, how users perceive the quality of recommendation
in a real system can be different. We noticed an overall lack of user-studies
in movie recommendation exploiting multimedia content while in music
domain, a considerable amount of research works of this type exists.

Therefore, once we assessed the effectiveness of the recommendations
in offline experiment, we pursued deploying the algorithm on a real-system
in order to evaluate if the introduction of low-level visual features alone or
combined with high-level semantic features, induce measurable effects on
the perceived utility of recommendations.

RG4: Trailers v.s. Full which content is key? Movies and the cor-
responding trailers are not made necessarily by the same director. In the
former case, the director applies various filmmaking conventions to influ-
ence the believability of a film in the eyes of its viewers. These conventions
are sometimes referred to as “mise-en-scene”. Elements of the mise-en-
scene include but not limited to composition, costumes, actors, objects,
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movements, lighting, and sound or everything that appear in front of the
camera and its arrangements. While full-length movies are made with a
natural pace to increase the believability of the scenes, trailers (aka pre-
views) serve as an advertisement for a feature film that is planned to be
exhibited on TV or at the cinema. Movies trailers are nowadays popular
on the Internet and mobile device and particular contextual situations like
an air-flight in order to give the user an option for “previewing” the movies
before actually watching them. As such, trailers can be made with a lot
of abrupt cutting and merging of the scenes since their production goal is
mainly to “excite the users” in order to watch the full movies, even if this
comes at the expense of “eradicating” the mise-en-scene. The correspon-
dence of the trailers with their full-movies can be dependent on the genre,
country of their production and other factors.

RG5: Investigate the impact of latest state of the art audio and vi-
sual content on the quality of video recommendation both in terms of
offline quality of recommendations and user-studies and releasing a
new, large-scale video dataset

Based on the promising achievements obtained in RG2 and RG3 by us-
ing the visual characteristics of videos, in RG5 we aim to deploy a com-
plete movie recommender system which employs the latest state of the art
descriptors in the field of multimedia. RG5 improves and extends RG2 by
large margin when considering the following aspects:

• In RG5, we consider both visual and aural characteristics to filter
the movies while in RG2 we considered the singe visual modality.
This is an important extension since the communication of emotion-
s/messages from the director to the user is by nature multi-modal (see
section 2.2.3 for further information) and a complete RS should con-
sider both of these sources of information in meeting users’ diverse
information needs. This problem has been heavily unsearchable in the
community, the only ones to date we can name of are [229,339] using
quite old deprecated features and posing the problem of recommenda-
tion as visual retrieval problem.

• We employed the latest state of the art audio and visual features in the
proposed system in RG5, specifically the one based on i-vectors and
convolutional deep neural networks, where the former has had a huge
success for tasks related to speaker verification, music information
retrieval, music similarity estimation and acoustic scene classification
(all involved in movies) and the latter with a recognized performance
for visual object recognition. The system also employed other types of
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established features such aesthetic visual features (used for measuring
beauty in images) and block-level audio features for completeness.

• We proposed an effective hybridization (fusion) technique leverage
the informativeness of different feature sets when combined together.

• The final model in a real movie recommender system similar to Netflix
whose performances was validated in RG2 and published as a short
paper at ACM conference on Recommender Systems [112]. All the
experiments are therefore validated comparatively in an offline setting
using historical dataset and via a user-study. In the offline setting, we
validate the performance of the proposed CB models on a large-scale
movie trailer dataset while with the user-study assessed the results
obtained in the offline study by measuring the perceived utility of rec-
ommendation.

• Finally, to address the need for large datasets for movie recommenda-
tion, we aim to present a novel, open, large-scale dataset for devising
and evaluating movie recommender systems.

1.3 Contributions

Over the past three and a half years, my principal intention has been bring-
ing together the fields of recommender system and multimedia information
retrieval/signal processing. The focus of this thesis is on video products
(specifically movies) but the ideas learned can be easily mitigated to many
neighboring domains (e.g., images, music, Web) as well domains where the
target product is not necessarily a media content (e.g., social networks and
tourism).

The scientific contributions from this endeavor are manifold:

1. A comprehensive, in-depth review of the state of the art in recom-
mender systems exploiting multimedia content analysis (discussed in
Chapter 2

We aim to bridge the gap in perspectives and content analysis ad-
vances between the multimedia and the recommender systems com-
munities.

In section 2.1, we present foundations of multimedia processing
and recommender systems and explain the basic concepts of multi-
media signal processing and recommender systems, disambiguate the
term multimedia as an item for recommendation and feature extraction

7



i
i

“thesis” — 2018/6/25 — 21:06 — page 8 — #24 i
i

i
i

i
i
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modality, present different models of feature extraction techniques,
and different types of content-based recommendation algorithms (and
hybrid CB+CF ones) from basic K-nearest neighbor (KNN) method
(leveraging solely content) to more complex ones such as regression-
based latent-factor model (RLFM) or factorization machines (FM)
(leveraging both content and user ratings).

In section 2.1.2, we present the general framework for building a
content-based RS exploiting the multimedia content and describe
the nuts and bolts of different processing steps involved in each stage
for each modality.

In section 2.2, we present an in-depth review of the state of the
art in recommender systems exploiting multimedia content and
categorize the reviewed state-of-the-art research works with respect to
the objectives and challenges they address.

2. Video recommendation by exploiting the visual content (discussed in
Chapter 3)

Based on my publications [87, 88, 90, 91, 94, 112], in this chapter we
focus on solving several video recommendation problems by ex-
ploiting low-level visual features extracted from the visual channel
of movies. I proposed a new type of CB technique that filters videos
according to the visual characteristics of movies including color vari-
ation, motion and lighting key where these features correspond with
the stylistic elements used in applied media aesthetics [344] used to
convey communication effects and to simulate different feelings in the
viewers. Several subproblems are addressed in this context including
analyzing the quality of different low-level visual features in offline
experiments in both cold-start and warm-start scenarios, investigating
the perceived utility of recommendation using low-level visual fea-
tures alone or hybridized with high-level semantic features, analyze
the offline quality of recommendation under hybridization techniques
based on canonical correlation analysis (CCA) and factorization ma-
chines (FM).

3. Video recommendation by exploiting the latest advances in audio and
visual content analysis, both in offline experiments and via user-studies
in a real deployed system

Based on my recently submitted publication to the journal of User
Modeling and User-Adapted Interaction (UMUAI), I deployed a CB
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video RS that exploits latest state-of-the-art visual and audio fea-
tures along with metadata, in order to build rich item descriptions.
We refer to this rich content information as the Video Genome, since
it can be considered as the footprint of both content and style of a
video (similar to a biological DNA composed of long sequences of
letters) [52]. I further proposed an improved version of Borda count
method to hybridize the ranking output of different recommenders and
show that under this hybridization, the quality of recommendation is
significantly improved compared when the standard form of Borda
count method or when the recommenders are used individually.

For evaluation, we conducted two large-scale empirical studies: (i) a
system-centric study to measure the offline quality of recommenda-
tions in terms of accuracy-related metrics such as MRR, MAP, Recall
and beyond-accuracy novelty, diversity, and coverage performance
measures, and (ii) a user-centric online experiment, measuring differ-
ent subjective metrics, including relevance, satisfaction, and diversity.
experiments have shown, multimedia features can provide a good al-
ternative to metadata with regards to both accuracy measures and be-
yond accuracy measures. The most significant improvement for the
accuracy metrics was achieved when using novel, state of the art ap-
proaches for audio and visual features: i-vectors and deep neural net-
work features. Multi-modal fusion under the proposed Borda count
method shows the best results in our studies.

4. Present a large-scale dataset for video recommendation using multi-
media content and discuss the main evaluation metrics used to assess
the quality of video recommendation algorithms

Based on my publication [86] (accepted in April 2018), I designed
and released a large-scale publicly available multifaceted movie trailer
dataset (MMTF-14K) to facilitate research on recommendation, clas-
sification and retrieval. MMTF-14K contains audio and visual de-
scriptors in addition to ratings and metadata for 13,623 Hollywood-
type movie trailers.

With respect to existing datasets, this is first large-scale and stable
dataset in the community of RS which supplied all types of precom-
puted content-based descriptors in conjunction with metadata in nu-
merical feature format. Part of these data is used in a MediaEval 2018
task6 (See [85] for more information).

6http://www.multimediaeval.org/mediaeval2018/
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1.4 List of Publications

The following articles were published during the course of this research:

Under Review

Deldjoo, Y., Constantin, M.G., Eghbal-zadeh, H., Cereda, S., Schedl, M.,
Ionescu B., Cremonesi, P. (2017), Video Genome: Audio-visual Encoding
of Multimedia Content to Enhance Movie Recommendations, Journal of
User Modeling and User-Adapted Interaction (UMUAI), (submitted Dec
2017)

Journal Publications

Deldjoo, Y., Elahi, M., Cremonesi, P. and Quadrana, M. (2018), Using
Mise-en-Scène Visual Features based on MPEG-7 and Deep Learning for
Movie Recommendation, International Journal of Multimedia Information
Retrieval (IJMIR).

Schedl, M., Zamani, H., Chen, C.W., Deldjoo, Y., and Elahi, M. (2018),
Current Challenges and Visions in Music Recommender Systems Research,
International Journal of Multimedia Information Retrieval (IJMIR)

Deldjoo, Y., Elahi, M., Cremonesi, P., Garzotto, F., Piazzolla, P., and
Quadrana, M. (2016), Content-based video recommendation system based
on stylistic visual features, Journal of Data Semantics (JoDS), 5(2):99-
113.

Conferences Publications

Deldjoo, Y., Constantin, M.G., Eghbal-zadeh, H., Cereda, S., Schedl,
M., Ionescu B., Cremonesi, P. (2018), MMTF-14K: A Multifaceted Movie
Trailer Feature Dataset for Recommendation and Retrieval, Proceedings
of the 9th ACM Multimedia Systems Conference, MMSys 2018, Amster-
dam, Netherland, June 12-15, 2018

Elahi, M., Deldjoo, Y., Moghaddam, F.B., Cella L., Cereda S., and Cre-
monesi P., Exploring the semantic gap for movie recommendations, Pro-
ceedings of the Eleventh ACM Conference on Recommender Systems,
RecSys 2017, pp. 326-330, Como, Italy, August 27-31, 2017

Deldjoo, Y., Elahi, M., Cremonesi P., Moghaddam F.B., and Caielli A. L.
E., How to combine visual features with tags to improve movie recommen-
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dation accuracy?, in E-Commerce and Web Technologies: 17th Interna-
tional Conference, EC-Web 2016, pp. 34-45, Porto, Portugal, September
5-8, 2016

Deldjoo, Y., Elahi, M., Quadrana, M., Cremonesi P., and Garzotto, F.,
Toward Effective Movie Recommendations Based on Mise-en-Scène Film
Styles, ACM Proceedings of the 11th Biannual Conference on Italian SIGCHI
Chapter, CHItaly 2015, 162-165, Rome, Italy, September 28-30, 2015

Deldjoo, Y., Elahi, M., Quadrana, M., and Cremonesi P., and Piazzolla, P.
Toward building a content-based video recommendation system based on
low-level features, in E-Commerce and Web Technologies: 16th Interna-
tional Conference, EC-Web 2015, pp. 45-56, Valencia, Spain, September
2015

Workshops/Extended Abstracts

Deldjoo, Y., Cremonesi P., Schedl M., and Quadrana, M., Enhancing Chil-
dren’s Experience with Recommendation Systems, Workshop on Children
and Recommender Systems (KidRec ’17) as part of ACM Conference on
Recommender Systems 2017, Como, Italy, August 27-31, 2017

Abel, F., Deldjoo, Y., Elahi, M., and Kohlsdorf D., Recsys challenge 2017:
Offline and online evaluation, Proceedings of the Eleventh ACM Confer-
ence on Recommender Systems, RecSys 2017, pp. 372-373, Como, Italy,
2017/08/27

Deldjoo, Y., Cremonesi P., Schedl M., and Quadrana, M., The effect of
different video summarization models on the quality of video recommen-
dation based on low-level visual features, ACM Proceedings of the 15th
International Workshop on Content-Based Multimedia Indexing, CBMI
2017, pp. 20:1–20:6, Florence, Italy, June 19-21, 2017

Deldjoo, Y., Frà, Valla M., and Cremonesi, P., Letting Users Assist What
to Watch: An Interactive Query-by-Example Movie Recommendation Sys-
tem, Proceedings of the 8th Italian Information Retrieval Workshop, IIR
2017, 63–66, Lugano, Switzerland, June 05-07, 2017.

Deldjoo, Y., Elahi M., and Cremonesi P., Using visual features and latent
factors for movie recommendation, Workshop on New Trends in Content-
Based Recommender System (CBRecSys ’16) as part of ACM Confer-
ence on Recommender Systems 2016, RecSys 2016, Boston, MA, USA,
September 16, 2016.
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Deldjoo, Y., Elahi, M., Cremonesi P., and Garzotto, F., Recommending
movies based on mise-en-scene design, Proceedings of the 2016 CHI Con-
ference on Human Factors in Computing Systems, CHI 2016, 1540-1547,
San Jose, CA, USA, May 7-12, 2016, Extended Abstracts.

1.5 Outline of the Thesis

The remainder of the thesis is structured the follows:

• Chapter 2 presents the foundation needed for multimedia processing
and recommender system, presents the general framework of content-
based recommendation using audio and visual content and positions
this thesis with respect to the state-of-the-art in multimedia content
analysis for recommendation.

• Chapter 3 investigate the role of visual characteristics of videos for
recommendation.

• Chapter 4 extends chapter 3 and presents the role of both audio and
visual characteristics of videos by considering the latest descriptors in
the field of computer vision and music information retrieval.

• Chapter 5 presents a novel large-scale multifaceted movie trailer dataset
(MMTF-14K) to facilitate research on recommendation to facilitate
research on video recommendation using multimedia content. It also
provides a review common evaluation metrics used to assess the qual-
ity of RS in offline settings.

• Chapter 6 Offers the conclusions and future works
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CHAPTER2
Recommendation using Multimedia

Content Analysis: State of the Art and
Preliminaries

In recent years, we have witnessed an huge amount of multimedia data cre-
ated by users in various Web channels as well as the social media platforms.
As a consequence, it has become harder and harder for users to find inter-
esting new content. Even retrieving a specific (version of an) item sought
for sometimes equals looking for a needle in a haystack, especially in the
presence of ambiguities or various similar versions of that item. As a coun-
termeasure, recommender systems (RS) that automatically determine con-
tent that a user may like have emerged and evolved during the last decade.
Since then, a large scale effort of research, mostly algorithmic, has been
devoted to improve RS, not least because of initiatives such as the Netflix
Prize,1 driven by commercial interests [191].

As of today, collaborative filtering (CF) and content-based filtering (CB)
are presumably the two most frequently adopted variants of RS today.2 CF

1http://www.netflixprize.com
2A RS variant which is not based on this assumption is context-aware or context-based recommendation,

which adjust their recommendations based on contextual or situational aspects of the consumption environment.
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model assume that a user will appreciate content that is similar to the con-
tent other like-minded users prefer, where this similarity is computed ei-
ther (i) by comparing the user’s consumption history with that of differ-
ent users and suggesting what similar users liked, but the target user has
not seen previously (user-based CF), or (ii) by taking into account the
items in the target user’s consumption history, deciding similar items via
their co-consumption patterns with other users, and recommending those
items with highest similarity, unseen by the target user (item-based CF).
These similarities are nowadays normally measured not in the original high-
dimensional user–item (UI) interaction/consumption space rather in a latent
factor space derived from the UI space, by matrix factorization (MF) tech-
niques [24, 190].

In order to alleviate the common issue with CF, such as the cold-start
problem when a new user enters the system a or new item is added to
the catalog, content-based filtering (CB) approaches have been proposed
as an alternative or extension to CF, in the latter case to build hybrid sys-
tems. CB algorithms base their recommendations on similarities between
intrinsic item properties, rather than their co-consumption patterns in users’
interactions histories as it is the case with CF. To provide some vivid ex-
amples, in the multimedia domain, such item properties can relate to the
hues in a picture, the motion trajectories of a movie, the rhythm of a music
piece. However, the degree to which CB is used, and in turn the complexity
of individual algorithms, strongly varies between different domains. While
in the multimedia community, extracting descriptive item features from all
kinds of text, audio, image, and video content is a well-established research
task, the recommender systems community — for a long time driven by
movie recommendation tasks — even has a different interpretation of the
term “content”. In fact, in RS community, them term content-based is fre-
quently used to refer to (high-level) metadata only, e.g., title, tags, actors,
or plot of a movie, disregarding the abundance of information encoded in
the actual image and audio signals.

We believe that recommender systems community can strongly benefit
from knowledge in multimedia signal processing, built over the last years
by the multimedia research community. In this chapter, therefore we follow
two main objectives: First, we aim to bridge the gap in perspectives and
content analysis advances between the multimedia and the recommender
systems communities. Second, we provide for a general computer science
audience a comprehensive review of current state-of-the-art CBRS algo-
rithms that utilize “content” features from a multimedia/signal processing
perspective, i.e., features extracted directly from the multimedia content.

14
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Figure 2.1: Classification of multimedia item types and modalities for feature extraction

We also include approaches that integrate metadata together with other
forms of multimedia content for the recommendation purpose.

2.1 Foundations of multimedia processing and recommender
systems

Multimedia recommender systems, which are the target of this study, con-
sider multimedia material at two levels: (i) as an item for recommendation
in which each item can be composed of multiple media contents such as
a video clip, a book or a music piece as shown in the left branch of Fig-
ure 2.1(ii) as the feature extraction modality. Each media content itself is
formally represented in terms of specific features which can be of type au-
dio, visual and textual or combination of them as shown in the right branch
of Figure 2.1. These features constitute a descriptive representation of the
multimedia item upon which the content-based recommender systems are
built.

Multimedia features can be classified along different dimensions as we
will see later in Section 2.2. One of the distinctive dimensions from a hu-
man point of view is the semantic expressiveness of these features. It is
common to recognize three levels of expressiveness (aka levels of abstrac-
tion), with increasing extent of semantic meaning: low-level, mid-level, and
high-level features according to which features can be classified. Low-level
features are close to the raw signal (e.g., energy of an audio signal, color
in an image, motion in a video, or number of words in a text), high-level

15
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features are close to the human perception and interpretation of the signal
(e.g., motif in a classical music piece, emotions evoked by a photograph,
meaning of a particular video scene, story told by a book author). In the
middle of them, mid-level features are more advanced than low-level ones,
but further distant from being semantically meaningful as high-level ones.
Mid-level features are often expressed as a combination or transformations
of low-level features, e.g., by applying human auditory models to the am-
plitude or frequency representation of an audio signal, or they are inferred
from low-level features via machine learning. Some examples from differ-
ent feature categories are provided in Table 2.1.

Table 2.1: Categorization of different multimedia features based on their semantic expres-
siveness.

High-Level events,
story

structure, mood,
message

story,
writing style

Mid-Level objects, people,
their interaction

note onsets,
rhythm patterns

sentence,
term frequency

Low-Level motion, color,
texture, shape

pitch, timbre,
loudness

tokens,
term frequency

Hierarchy/
Modalities Visual Audio Textual

2.1.1 Multimedia processing

A multimedia item by definition refers to any combination of audio, image,
and textual information, as shown in Fig 2.1. Please note that this defini-
tion also includes items with a single modality only, which are sometimes
not considered multimedia items though. The main categories of audio
items are music and speech. The main categories for the visual media type
include static images (like a picture) and moving images (like a movie).
Textual information can be pure text like a book without any images, text
with visual information such as a web page containing texts and several
images, and spoken textual information recorded orally, such as speech.
For simplicity of the illustration, in Fig 2.1 we only show the intercon-
nection between neighboring modalities, whereas in reality, for instance,
speech should reside in the intersecting point between textual and audio
information. Also video typically contains moving images as well as au-
dio, sometime also textual information (e.g., subtitles). In the following, we
will introduce the fundamental concepts in Audio Content Analysis (ACA),
Image Content Analysis (ICA), and Video Content Analysis (VCA).

16
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Table 2.2: Physical and psychological dimensions of music. Courtesy of [101].

physical characteristics
of sound waves

psychological perception
of music

frequency [Hz] pitch
amplitude [dB] loudness

complexity timbre

Audio Content Analysis:

Fundamentally, on the physical level, sound is created as a result of propa-
gation of energy from a source into a medium such as air (or water). The vi-
brating energy acts on the surrounding air molecules, compressing the ones
that are in contact with the vibrating material. These excited molecules in
turn, compress the molecules adjoining them, and this progressive patterns
propagates through the air until it arrived the ear drum. A sound wave is
therefore generated as the result of successive compression and expansion
of air molecules, which can eventually excite the human auditory system,
giving rise to the perception of sound [101].

The branch of science that is concerned with sounds (creation of sound,
its transmission and perception) is known by acoustics. Musical acoustics
is a specific sub-domain of the acoustics field whose focus is on the mech-
anisms of sound production by musical instruments, impacts of reproduc-
tion processes on musical sounds, and human perception of sound as mu-
sic [101, 138]. The sound produced at the source side and what is how it
is perceived by the human auditory system are not the same. [101] presents
an interesting study by comparing the physical characteristics of a sound
wave and the perception of those characteristics focusing on the psycho-
logical dimensions. The main low-level properties representing sound and
music by contrasting their physical characteristics and their psychological
perceptions is shown in Table 2.2.

• Frequency and pitch: The primary parameter identified with a sound
wave is the rate at which it alternates: the frequency measured in Hertz
(Hz) or cycles per second. For instance, a sound wave vibrating at 40
cycles per second has a frequency of 40 Hz. The frequency of the
sound wave gives rise to the aural sensation of pitch. Human can
discern the pitch range lying in the frequency range from 20 Hz to
20000 Hz. By the age of 30 or 40, as the result of a phenomenon
known as presbycusis (or hearing loss associated with age), the sen-
sitivity of the human auditory system to high-pitch ranges decreases.
Nevertheless this hearing loss does not appreciably affects the music

17
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listening experience since music is typically played in the frequency
range 20 Hz to 4000 Hz [101, 199].
There is a positive mathematical correlation between the frequency f
of the audio signal at the sound source and its perceived pitch in the
sense that a high frequency tone results in perception of it as high-
pitched while a low frequency signal leads to a low-pitched perceived
sound. In high frequency ranges, this relationship is non-linear where
two pitches with the same perceived pitch distance have a larger fre-
quency distance than at lower frequencies [199]. This non-linearity is
caused by the frequency resolution of the human cochlea.
The Mel scale model is one of the most common models for map-
ping the actual frequency to its perceived pitch given by Equation 2.1,
where f denotes the frequency in Hertz.

m(f) = 1127 · log10

(
1 +

f

700

)
[Mel] (2.1)

According to the Mel scale, the relationship between Hertz and Mel
is approximately linear below 1000 Hz and logarithmic above. The
scale’s reference point is 1000, which means that 1000Hz = 1000Mel
[180, 332].
Motivated by the field of physiology, in pitch processing, there exists a
concept named critical bandwidth or just critical bands of the human
hearing system, which refers to the extent of frequencies that evoke
a comparative sensation in the auditory system [101]. It is based on
the fact that the human auditory system responds to the incoming fre-
quencies reaching it selectively. For example, if the incoming sound
reaching the ear drum contains several frequencies in close selectively
with each other, they are perceived as one pitch. The Bark scale is
constructed based on this effect; it quantizes music signals into critical
bands whose range corresponds to that of human auditory perception.
In other words, in each band, the lowest and the highest frequency
correspond to one pitch interval [179]. The function to convert Hertz
to Bark is given in Equation 2.2.

b(f) =
26.81 · f
1960 + f

− 0.53 [Bark] (2.2)

For example, the frequency range [1250, 1460] Hz corresponds to [10,
11] on the Bark range while the frequency range [4370, 5230] Hz
corresponds to [18, 19] on the Bark scale [180]. These models serve

18
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as approximation models in many practical audio applications [101,
180, 199].

• Amplitude and loudness: The second relevant parameter to sound
and music is the amplitude. The amplitude of a wave is the maximum
displacement of the points in the wave. The greater is the amplitude,
the more energy it transmits into the medium. The amplitude of the
signal (sound wave) creates the aural sensation of loudness. Sound
waves with higher energy (i.e., larger amplitude) are heard louder than
sound waves with less energy, at the same frequency [101]. The physi-
cal loudness of a sound is known as intensity measured in decibel (dB)
according to Equation 2.3, in which i is the energy of the sound and i0
is the energy of the faintest discernible sound (human hearing thresh-
old), i.e., 10−12 watts/m2 (at frequency 100 Hz) or 10−16 watts/m2 (at
frequency 3000 Hz).

idB = 10 · log10

(
i

i0

)
[dB] (2.3)

This means if we give the faintest describable sound a value of i0 = 1,
the loudness 0 dB represents the hearing threshold since 10·log 1

1
= 0.

Doubling the sound energy would yield the loudness equal to 3 dB
since 10 · log10

2
1
≈ 10 · 0.3 = 3. To give some real-world exam-

ples, a whisper at a distance of 1 meter has a loudness about 10 to
15 dB whereas a normal conversation at the same distance is approx-
imately 65 dB. The environment sound in a big city or house is about
40 dB. The human auditory system allows discrimination of sound
waves with differences in their loudness of approximately 1 dB for
frequencies between 200 Hz and 4000 Hz.

• Timbre and Complexity: The third related parameter is the complex-
ity of the sound. Sine waves with a single frequency represent a ‘tone’
in music. However, most sounds do not contain a single tone, rather an
arrangement of many, occurring simultaneously. Such sounds can be
regarded as complex tones, and the interplay between the constituent
frequencies yields a characteristic of sound, known as timbre. For in-
stance, a beep sound or the sound produced by a tuning fork are con-
sidered single tones, while a friend’s speech or piano play and regular
sounds in nature have complex descriptions. The composing frequen-
cies (harmonics) of a complex sound signal can be decomposed by
Fourier analysis [101, 150].
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Image Content Analysis:

A digital image is characterized via a two-dimensional function f(x, y) :
R2 → R where x and y are the spatial (plane) coordinates. In practice, the
spatial coordinates x and y are typically restricted to a rectangular shape
thereby f(x, y) : [a, b] × [c, d] → R. The value of the function f at any
pair coordinates (x0, y0) denoted by f(x0, y0) indicate the brightness of
intensity at that pixel. Three types of images based on the value of f(x, y)
can be identified: (i) monochrome image (aka. black & white image), in
which the output is limited to two colors, black (0) and white (1), (ii) gray-
scale image, in which f(x, y) represents shades of gray color, varying from
0 (black) at the weakest intensity to 2n (white) at the strongest where for
limitation of HVS, n is usually set to 8, and (iii) color image in which the
value of f(x, y) at each pixel is given by a 3-tuple (R,G,B) denoting the
amount of redness, greenness, and blueness in that pixel.

Color can be comprehended as an electromagnetic (EM) wave hitting an
object and reflecting toward the observer’s eye where in this process some
wavelengths are absorbed and some reach the eyes, giving the perception of
different colors. Visible colors lie within the wavelength range 380–780 nm
known as the visible spectrum, where each wavelength characterizes an spe-
cific color; at the extreme short and long wavelengths reside, respectively,
violet and red, while between them there are shades of green and yellow.
The perception of color happens at retina due to the existence of three types
of color photo-receptor cells namely cones which respond to wavelengths
near the blue, red, and green lights as shown in Fig 2.2. Another of type of
photo-receptor cell known as rods in the retina is responsible for vision dur-
ing night and is effective only at extremely low light levels. Inspired by the
human visual system (HVS), colors can be represented by three stimuli ac-
cording to the way they are perceived, known as tristimulus representation.
Developed formally by Thomas Young and Hermann von Helmholtz [295],
the tristimulus theory states that all possible colors humans perceive can be
represented in a 3D linear space defined by the colorimetric equation, given
by Equation 2.4, in which [A1, A2, A3] define the base colors (or primaries)
and [c1, c2, c3] are the associated weights with each color3.

C = c1A1 + c2A2 + c3A3 (2.4)

The set of all colors form a vector space are called color space or color
model. The three components of a color can be defined in many different

3The equality does not mean that the algebraic summation in the right side gives a numerical value C that can
be used to represent or re-create the color. The symbol C is not a value or a color representation, but the equation
expresses the idea that three stimuli combined by superposition of lights re-create the perception of the color.
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Figure 2.2: Visible spectrum and tristimulus response curves. Courtesy of [236].

ways leading to various color spaces.
For example if we define the base colors in Equation 2.4 based on the

human visual system (HVS), the primary colors will need to be set as the
response of the cone receptors in the human eye: red, green, and blue. This
model is formally known as the CIE RGB model given by Equation 2.5.

C = r R + g G+ bB (2.5)

The CIE RGB color model considers how colors are perceived by the hu-
man eye and was developed on such a premise; however it has several un-
desirable properties as discussed in [236]. For example, one of this unde-
sirables effects is that all three base colors contribute to the definition of
brightness (or illumination) of a color. Due to high sensitivity of the HVS
on perception of brightness, there is a need for a color model to concen-
trate on the brightness as a single component. The CIE XYZ model, given
in Equation 2.6, was developed as a universal reference system to combat
these unwanted properties.

C = xX + y Y + z Z (2.6)

The color components in the XYZ color model can be calculated directly
from the components of the CIE RGB model by a linear transformation
given by Equation 2.7, where M is a predefined 3× 3 non-singular matrix,
defining the mapping from the CIE XYZ to the CIE RGB color model.xy

z

 = M

rg
b

 (2.7)

Generally there is no technique to determine the optimum color space
model for all multimedia applications. The choice of a color model heav-
ily depends on properties of the model and the design characteristics of
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Table 2.3: Classification of color models. Courtesy of [250]

type model application
user-centric HSI, HSI, HLS human color perception, computer graphics

device-centric
RGB, YIQ, YCC
(non-uniform space)

color difference evaluation, color management system

LAB, LUV
(uniform space)

coding, color TV, storage

the application. The most popular color models and their applications are
summarized in Table 2.3.

Computational features extracted from images share the common goal
to convert the image (or segmentations of the image) into a representa-
tion that better describes the image’s main properties. Feature extraction
is the critical step in many computer vision tasks since it enables the tran-
sition from a qualitative (pictorial) representation into a quantitative (non-
pictorial) representation which can be exploited in pattern recognition, clas-
sification, and recommendation tasks. Two types of features are extractable
from images and videos, depending on the application at hand: (1) static
features (aka spatial features) and (2) dynamic features (aka temporal fea-
tures), where (1) can be used for both ICA and VCA and (2) is specific to
VCA.

Static features are extracted from an image or single frame of a video,
often the key frame (see Section 2.1.1). For videos, these features cover the
visual characteristics of the video to some extent. Main examples of static
features are color, texture described in the following:

• Color: Color is a shared property between human perception and
computer vision. It is perhaps the most expressive and extensively
utilized feature in image and video retrieval systems. Color has been
used in various fields ranging from purely scientific, to abstract art,
and applied applications [219]. Using color as a low-level descriptor
in recommender systems of pictorial objects such as images or videos
is crucial since color does not only allow discrimination of objects
by adding information to them, but it also adds beauty to objects.
There exists a strong emotional and psychological impact of color
on humans which the system can explore in various ways and appli-
cations (e.g., recommendation of paintings in an art museum). The
studies on emotional and psychological influence of color originally
dates back to 1840 in the famous book by Goethe named “Farben-
lehre” [200, 324]. From a processing point of view, colors are charac-
terized by a specific color space as described in the previous section.

22



i
i

“thesis” — 2018/6/25 — 21:06 — page 23 — #39 i
i

i
i

i
i

2.1. Foundations of multimedia processing and recommender systems

In image retrieval, the color spaces RGB, LAB, LUV, HSV (HSL),
YCrCb and the hue-min-max-difference (HMMD) are widely used
since they are known to be closer to human perception. Standard color
descriptors include but not limited to color-covariance matrix, color
histogram, color moments, and color coherence vector [211]. Stan-
dards like MPEG-7 have taken the effort to formally define content-
based descriptors that can be leveraged to build search, retrieval and
recommender systems in order to effectively and efficiently identify,
browse, or retrieve images. The MPEG-7 color and texture visual
descriptors are summarized in Table 2.4 [64, 200, 211, 219].Two soft-
ware implementation of for extracting and matching MPEG-7 visual
descriptions from associated visual content of images can be found
in [7, 8].

Table 2.4: Visual descriptors for color and texture as defined by MPEG-7 standard. Offi-
cal homepage can be found in [9].

MPEG-7 features names
color dominant color (DC), color structure (CS), scalable color (SC), color layout (CL)

texture homogeneous texture (HT), edge histogram (EH)

• Texture: Texture is the second powerful descriptor of image. Texture
however has not been employed in image and video retrieval systems
so often perhaps because it is not well-defined. Texture is an intu-
itive concept. Although we humans are able to discern texture when
we see it, for example spots on leopards v.s. stripes on tigers, it may
be difficult to characterize a precise formulation for texture. Never-
theless, there is a agreement on two main properties of texture: (i)
there exists a significant changes in intensity levels of the nearby pix-
els within a texture which is equivalent to say at finer resolutions,
texture has a non-homogeneous structure however, (ii) texture is a ho-
mogeneous property at some spatial scale larger than the resolution of
the image [324]. In the literature, three main approaches for analyzing
textures re suggested [200, 211]:

– Statistical approach: The characteristics of texture is described
by a set of features such as contrast, correlation, and entropy.
Detailed information can be found in [140].

– Stochastic approach: It is assumed that a stochastic process gov-
erned by some parameters leads to texture. The estimated param-
eters of the models serve as the features for texture classification
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and segmentation. Detailed information can be found in [137].
– Structural approach: This approach is applicable to certain types

of textures, which are viewed as two-dimensional patterns con-
sisting of a set of primitives or subpatterns arranged according
to specific placement rules. Some examples of such textures in-
clude tilings of the plane, cellular structures such as tissue sam-
ples, and a picture of a brick wall. Detailed information can be
found in [137, 140].

A common requirement for feature extraction and representation techniques
in ICA is that the features are robust to changes in rotation, scaling, and
translation, collectively known as RST. Being RST-invariant is an advan-
tage in some applications because it can ensure that a machine vision to
capture the same low-level/semantic information from an image indepen-
dent of what size, position within the image, and angle its appear at [221].

Video Content Analysis:

A video is a sequence of images extended over time, mathematically de-
fined as f(x, y, t) where f : R3 → R for a gray-scale video and f : R3 →
R3 for a color video using a 3-dimensional color space. Each image consti-
tutes the basic unit in a video, known as frame. Consecutive video frames
mostly contain a high degree of similarity in their visual content and give
the user the illusion of motion.

Because consecutive video frames are visually highly correlated, con-
sidering all such frames for VCA is computationally inefficient due to high
amount of redundancy in the data. Therefore, it is common to split the video
into semantically meaningful segments known as video scenes, where each
scene can contain several shots, in which a shot is a single camera action.
For instance, a conversation scene between three people can contain sev-
eral shots capturing each speaker when he/she speaks, but they all belong
to one semantic unit, the conversation scene. It thus makes sense to capture
information from the video scene that can tell us what is happening in the
scene. This kind of information are also referred to as semantic features, as
illustrated in Fig 2.3.

Frames around the shot boundary have a significant dissimilarity in their
visual content, while frames within a shot are highly similar. It is thus com-
mon to select a single frame (e.g., the middle frame) from each shot and use
that frame for feature extraction. This frame is called the key frame. Fig 2.3
illustrates the hierarchical representation of a video. Two types of low-level
features are then extractable from videos, depending on the application in
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hand: (1) static features (aka spatial features) and (2) dynamic features (aka
temporal features).

Figure 2.3: Temporal segmentation in a video. Courtesy of [90].

In addition to static and dynamic features extracted from the visual chan-
nel of a video, many videos also contain audio channels and/or text (e.g.,
subtitles), to which dedicated feature extraction techniques can be applied
to obtain a more comprehensive description of the video.

Dynamic features: Motion is an essential aspect of video sequences, distin-
guishing them from images. Motion can be due to camera movement or
object movement. The ability to estimate motion is important for many
tasks (retrieval, classification, or recommendation). For example, certain
genres are known to be made with fast pace (e.g., Action movies) while
others are typically shot slow-paced (e.g., Drama). Motion estimation is
the process of analyzing successive frames of a video in order to identify
objects that are moving. The latter is usually realized by estimating a se-
ries of two-dimensional vectors called motion vectors (MV), which encode
the length and direction of motion. According to [221], we can identify
between different types of motion estimation methods:

1. Still camera, single moving object, constant background.

2. Still camera, several moving objects, constant background.

3. Still camera, single moving object, moving (cluttered) background.

4. Still camera, several moving objects, moving (cluttered) background.

5. Moving camera, fixed object(s), constant background.
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6. Moving camera, several moving objects, moving (cluttered) back-
ground.

The first and the second problem are addressed/solved by most motion es-
timation algorithms in use today. When the background is complex (e.g.,
wavering tree branches), the task becomes more complicated though, and a
significant amount of ongoing work in VCA deals with those scenarios. The
fifth problem is a separate problem and entails usage of camera movement
detection methods. The last problem is a sophisticated problem and be-
yond the reach of contemporary VCA systems. Further information about
motion and its estimation can be found in [155, 221].

Recommender systems

Recommender systems (RS) are arguably one of the most essential accom-
plishments of machine learning (ML) in the last decade. They refer to a
set of software tools and algorithms which provide suggestions to users for
items that are most likely interesting for them [23, 268]. These suggestions
assist the users in decision-making about what product to purchase or which
music to listen to. In the multimedia domain, the items are of types audio
(e.g., a piece of music), visual (e.g., a movie on Netflix or painting in an art
gallery), or textual (e.g., a news on the web site), as shown in Fig 2.1. Effec-
tive recommendation often requires the knowledge about of the properties
of specific items at hand, the graphical user interface, and the core rec-
ommendation technique used to produce the recommendations [268]. The
previous components are all customized to provide valuable and effective
recommendations for the particular type of item. Recommendation are ap-
preciated by users when they are personalized to their tastes and interests4.
Therefore in order to be able to provide such functionality, such system
require to collect information from users regarding their preferences either
expressed explicitly, e.g., as ratings for products, or inferred implicitly by
interpreting their actions on the items. Formally, let u ∈ U be a user from
the set of all users, i ∈ I be an item from the set of all items, and r ∈ R be
a rating associated with a user-item pair, i.e., an ordered set of non-negative
numbers, then g : U × I → R is the utility function which measures the
usefulness of item i for user u. For each user u ∈ U , we aim to choose an
item i ∈ I that maximizes the utility given by Equation 2.8.

∀u ∈ U, iu = arg max
i∈I

g(u, i) (2.8)

4Example of non-personalized RSs in the movie domain include top-popular movies, top-rated movies or
random movie recommendations.
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We refer the user for which recommendations are provided as active user or
target user, both terms used interchangeably. Given this formal definition,
the goal of a RS is to learn the utility function g based on given rating data,
in a way that g is capable of accurately predicting a rating for unknown
user-item pairs and thus simulating the user behavior. Three main strategies
exists for this purpose: collaborative filtering (CF), content-based filtering
(CB), and hybrid models.

• Collaborative filtering (CF) exploits the interactions between users
and items expressed through their preference to make recommenda-
tions. In other words, CF models leverage the fact that the specified
preference (e.g., rating scores) are often highly correlated across users
and items, therefore the unspecified ratings (to be predicted by the
RS) can be imputed by considering the inter-item correlations (item-
based CF model) or inter-user correlations (user-based CF model).
A few CF models utilize both types of correlations. CF-based mod-
els are classified in two types: (1) memory-based and (2) model-
based. The distinction is that in (1) the ratings of few similar users or
items are aggregated (typically using the K-nearest neighbor (KNN)
method) to predict an unknown rating, where similarity is charac-
terized using a similarity metric (usually the Pearson correlation or
the cosine similarity), whereas in (2) the recommendation is enabled
based on prediction models that have been trained using the user-
item matrix, in whole or in part. Such a trained prediction model
is provided as the input for making recommendations for individual
users [16, 23, 111, 297]. The measured prediction models represent
users and items in a joint latent space which is usually of much lower
dimensionality than the original rating space, making recommenda-
tions more efficient to compute.

One of the standard measures to compute correlation between users
in a user-based CF model (by removing the effects of mean and vari-
ance) is the Pearson correlation similarity defined by Equation 2.9, in
which suv defined the similarity score between the ratings expressed
by users u and v. In order to provide an example for rating prediction
for an unknown user-item pair r̂ui in a simple user-based CF system,
consider Equation 2.10, whereNi(u) denotes the users who have rated
item i and are most similar to user u, since only their ratings can be
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used in the prediction of r̂ui [25, 235].

suv =

∑
i∈Iuv(rui − ru)(rvi − rv)

2

√∑
i∈Iuv(rui − ru)2

∑
i∈Iuv(rvi − ru)2

(2.9)

r̂ui =
1∑

i∈Ni(u)
suv

∑
i∈Ni(u)

suv rvi (2.10)

Since CF methods can somehow leverage the shared knowledge be-
tween community of users (through their behaviors), they are known
to be able to provide high-quality recommendations when sufficient
information about users’ interactions are available. The fundamen-
tal challenge with CF strategies is that the underlying user-rating ma-
trix is typically very sparse a problem known as the sparsity problem
which can introduce negative impact on the effectiveness of CF sys-
tems. Also when a new user or item has newly entered the system, CF
approaches are unable to generate useful recommendations due to the
lack of sufficient previous interactions [23, 157].

• Content-based (CB) recommenders use content descriptors of items
typically describe in the form of feature vectors, to make recommen-
dations. CB models combine the preference indications of the target
user and content information available about the items in order to build
a user model (aka user profile) and compare it with the descriptive in-
formation of the content (aka item profile). These models have the
advantage that they do not require the rating of other users, therefore
as long as the target user’s own preference is available, they can make
recommendations. The other users’ ratings hence do not affect CB
systems which is beneficial in cold-start scenarios [19].

At the most fundamental level, CB models require two sources of in-
formation to compute recommendations: (1) item profile, which is the
content-based attributes of items, for example color in an image or in-
strumentation of a piece of music, and (2) user profile, which is com-
puted from users’ feedbacks on items, implicitly (clicking on item) or
explicitly (expressed by rating). The CB user profile is a feature vec-
tor in the vector space spanned by the item features determining the
amount of user interest in each of the items/features. A CBRS com-
pares the user profile of the active user with the item profile of various
items and recommend the item with the closest match of the profiles,
usually disregarding the items the user is already aware of.
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Because of the relevance of this thesis (and this chapter) to CB mod-
els, in the following we define some of the variations of such systems.
The most widely used algorithm in CB systems is the item-based K-
nearest neighbor (KNN), in which the unknown preference score (rat-
ing) r̂ui for user u and item i is computed as an aggregate of the rat-
ings of u for similar items [16, 235]. Standard aggregation functions
include (1) the average and, (2) the weighted average, given by Equa-
tions 2.11 and 2.12, respectively,

r̂ui =
1

K

∑
j∈Nu(i)

rui (2.11)

r̂ui =
1∑

j∈Nu(i)
sij

∑
j∈Nu(i)

sij rui (2.12)

where Nu(i) denotes the items rated by user u most similar to item
i (i.e., i’s neighbors) and sij is the similarity score between items i
and j. The difference between a CF item-based and CB item-based
model lies in the computation of sij , the former computes the sim-
ilarity between rating scores by co-rating users and the latter using
the content-based notion of similarity between item descriptions. It is
also possible to use sαij rather than sij where α > 0 is an amplification
factor whose role is to assign greater importance to the neighbors that
are the closer to i [50, 235].

Another common approach to CB recommendation is based on re-
gression models. These models have the merit that they can be used
for various types of preference scores, including binary, numerical,
or interval scales. [19] provides a comparison of different model of
regression family that can be used for the recommendation problem
depending on the application at hand [19]. A CB model based on
linear regression is given by Equation 2.13,

r̃ui = α + puf
t
i (2.13)

in which α is a scalar bias term, pu is the 1×nF regression coefficient
vector, fi is the 1×nF feature vector of item i and r̃ui is the estimated
rating for user u on item i. Here, pu can be viewed as the user profile
for user u, a weight vector measuring u’s taste on each of the fea-
ture vector components. The user profile pu can be estimated by the
ridge regression optimization model [249], given by Equation 2.14,
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where ‖.‖22 is the `2-norm and the constant λ > 0 is the regularization
parameter.

min
pu

1

2
‖rui − puf

t
i ‖22 + λ‖pu‖22 (2.14)

The optimization model in Equation 2.14 has an closed-form solution
which learns the user profile p̃u in the train phase and uses it pre-
dict the unknown rating in the test phase [19]. It is also possible to
use L1-regularization by replacing the regularization term ‖pu‖22 with
‖pu‖1. This form of regularization does not have a closed-form al-
gebraic solution and gradient. descent methods must be used. Using
L1-regularization is known as Lasso [122], which can be used in a
dual role for feature selection since it will activate only a few coeffi-
cients, resulting in a sparse coefficient vector or sparse solution [19].

CBRS have the peculiarity which is they often require to gather item
descriptions coming from different types of unstructured data and con-
vert them into standardized representation. To this end, some ad-
ditional steps are often required, including data pre-processing, fea-
ture extraction, and feature post-processing, which are intrinsic part
of CBRS. In this chapter to the relevance of the topic to CBRS, we
will describe these additional steps in more detail with the focus on
multimedia content.

• Hybrid models combine different RS approaches, using different sources
of information, each having their own strengths and weaknesses. For
instance, while CF methods utilize the ratings of a community of users,
CB methods use the ratings of a the active user’s own preference to-
gether with item descriptions (features) in order to make recommenda-
tions. Hybrid RS combine at least two recommendation models and
exploit the the algorithmic power and knowledge available in each
of recommendation models in order to make robust inferences. [55]
present different classes of hybridization for RS including: weighted,
switching, mixed, feature combination, cascade, feature augmenta-
tion, and meta-level hybrids. In RS literature, sometimes terminolo-
gies like “CF with side information” are invented to describe the hy-
bridization from a RS point of view. In this chapter, we however resort
to the systematic definition of hybrid systems as presented in [55]. We
should also remind that from a systematic point of view we consider
a CBRS using two types of MM features (e.g., color and texture) a
hybrid recommender while in RS terminology the former can be con-
sidered a pure CB system. A good presentation of hybrid RS can be
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found in [21, 268]. We describe some of the important techniques in
the following.
In recent years, a new family of RS has emerged known by cold-
start recommender systems, used primarily to recommend new items.
These recommendation techniques typically have a hybrid regression-
based nature and employ some parameter learning during the train
phase. One of such methods is the attribute-to-feature mapping (AFM),
defined by Equation 2.15 [123]

r̃ui = puA f ti (2.15)

where fi is the 1 × nF feature vector of item i, pu is the 1 × nF
regression coefficient vector, and A is the nF × nF matrix of regres-
sion coefficients. In cold-start settings, the AFM method the factor-
ization terms R = PQt, i.e, maps the preferences of users and items
into the latent space . Next, another mapping R = PQt = PAF t is
learned between item latent representation and their feature represen-
tation, which eventually defines the recommendation model of AFM.
Bayesian personalized ranking (BPR) is used to learn the factoriza-
tions [123, 264].
An alternative to AFM is a technique known as the regression-based
latent-factor model (RLFM) [18], defined by Equation 2.16

r̃ui = α + b f ti + puA f ti (2.16)

The main difference between the AFM and RLFM model is in in-
troduction of new term b f ti in RLFM which represents users’ global
preferences toward item i, also known as feature-based item bias. In
addition, while in AFM the model parameters are leaned in two sepa-
rate steps, RLFM learns them simultaneously in a single step [18,114,
123].
The last very popular hybridization technique is the Factorization ma-
chines (FM) [262] which is a model taking advantages of both support
vector machines (SVM) and factorization models (FM). The innova-
tive idea behind FM is to transform user-item interactions and the fea-
tures associated with users and items into a compact real-valued fea-
ture vector and leveraging a strong SVM-like learning algorithm in a
regression framework. FM can be formally defined by Equation 2.17
(bias terms are omitted for simplicity),

r̃ui =
k∑
c=1

k∑
c′=c+1

xui,c xui,c′vc v
t
c′ (2.17)
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Figure 2.4: Generic framework for a recommender system using content-based multime-
dia analysis

where k is the length of the feature vector, xui,c is the value of feature
c in feature vector xui, and vc is the vector of latent factors repre-
senting feature c. FM allows to model higher-order interactions in a
way different from classical approaches (such as tensor factorization,
e.g., [297]). In particular, since FM can capture feature interactions,
they are known to be powerful for handling heterogeneous informa-
tion sources and can thus represent a promising approach for build-
ing content-based multimedia RS when multiple modalities are used
(e.g., audio, visual, and/or textual). Further information can be found
in [114, 262, 297].

2.1.2 General framework

The main processing stages involved in a content-based multimedia RS is
illustrated in Fig 2.4. In the following, we describe each of the stages with
differentiation between different media contents.

Data preparation

To apply existing data mining techniques on multimedia data, the first step
usually is comprised of transforming data into suitable format for min-
ing [43]. For some type of multimedia data, this step is particularly funda-
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mental. For instance, the video data as a whole is very large data composed
of many similar frames compressed together in time. The general aim of
data preparation step is to remove noise and redundancies from the mul-
timedia, for example the latter because a naturally-looking video is com-
posed of many highly similar frames. Typical tasks in the data preparation
step include data cleaning, normalization, transformation, and feature se-
lection. In the following, we discuss common approaches, separately for
each modality.

(i) Audio preparation: In the audio domain, feature extraction is not per-
formed on the continuous, analog signal produced by real-world in-
struments, instead the continuous audio signal x(t) needs to be dis-
cretized in time (known by sampling) and in amplitude (known by
quantization):

(a) Sampling: The discretization in time is done by sampling the sig-
nal at uniform intervals of Ts times per second between sampling
points. In picking the correct value for Ts, we need to take into
consideration the sampling theorem stated as follows: “the sam-
pled signal can be reconstructed without loss of information if
fs > 2 · fmax, where fmax is the the highest frequency in the sig-
nal” [180, 199].

(b) Quantization: Quantization refers mapping each amplitude of the
signal (which is sampled in time) to a pre-defined scale of allowed
amplitude values, usually represented with a binary code of power
of 2, where the codeword length is given by n = log2M ,M being
the number of levels and n the resolution of the analog-digital
conversion. A common practice in MIR is to use an uncompressed
file format like WAV (instead of a compressed format like MP3)
with sampling rate of 44.1 kHz, i.e., samples per second, and a
resolution of 16 bits per channel.

(ii) Image preparation: The image preparation step refers to preparing the
digital images with the right spatial resolution and gray-level (inten-
sity) resolution defined according to the following:

(a) Spatial resolution: According to [130], “spatial resolution is the
smallest perceivable detail in an image”. It quantifies the amount
of pixels per certain fixed physical size (usually inch) and can be
used to compare quality (clarity) of two images. The greater the
spatial resolution, the higher the density of pixels in an image [6,
130, 221].
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(b) Gray-level resolution: “Gray-level (intensity) resolution refers to
the smallest change in intensity level that the human visual system
(HVS) can discern” [221]. It is known today that adoption of 256
intensity levels (8 bits per pixel) is practically a good choice. It
is worthwhile to note that some image applications require higher
gray-level resolution, thus formats such as 12-bit RAW or 16-bit
tagged image file format (TIFF) can be used for this purpose.

(iii) Video preparation: Data preprocessing for videos commonly means
to prepare the video at a specific frame rate (see section 2.1.1). The
value of frame rate affects mostly dynamic features since motion fea-
tures are directly computed from the succession of frames. Static fea-
tures are less affected by this choice since they are computed on a
single frame. Nevertheless, the evolution of static features over the
span of time may have an influence on the quality of video recom-
mendation. Practical choices for decomposing videos into frame are
5 or 10 frames/second; this is while many practical papers coping
with large scale videos [14] prefer to choose the frame rate as low as
1 frame per second (fps) and avoid the temporal segmentation step in
order to reduce the computational time and storage requirements in
the feature extraction step. In this regard, in choosing the right frame
rate, it is worthwhile to pay attention to the specific video document
in hand; for example, since movie trailers are specifically designed to
serve as an exciting media, they are usually made with lots of abrupt
cuts, while full movies are made with a eye-looking natural pace; as
the results the extraction of motion features (and thus setting up a right
frame rate) may be less vital for movie trailers and more necessary for
full movies.

Segmentation:

The goal of segmentation is to split the multimedia item (audio, video, or
image) into smaller disjoint structural units each having similar semantic
content [155].

(i) Audio segmentation: In the audio domain, after having converted the
signal from analog to digital, to compute meaningful acoustic fea-
tures, consecutive digital samples are aggregated into large chunks
long enough to be perceivable by the human ear. Segmentation ap-
proaches commonly operate at the frame-level or the block-level, the
latter sometimes referred to as segment-level.
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(a) Frame-level segmentation: An audio frame is usually comprised
of 256 to 8192 consecutive samples. The human ear has a sen-
sitivity resolution of tens of milliseconds (ms), which needs to
be considered when deciding on the frame size in relation to the
sampling frequency [179]. For instance, a frame size of 1024 for
a signal sampled at 44.1 kHz yields frames that cover about 23 ms
of the signal. The resulting frame representation can be used as
input to feature extractors that operate in the time domain. For
features that are computed in the frequency domain, we need to
perform windowing before computing the transform. This opera-
tion refers to applying a sliding window function to each frame.
Mel-Frequency cepstral coefficients (MFCCs) have proven to be
one of the most useful frame-level features for many audio and
music processing tasks [115, 213].

(b) Block-level segmentation: Blocks are created by considering larger
segments of a piece, typically a few seconds. Due to this prop-
erty, the temporal essence of audio can be better captured by this
segmentation scheme. In [289], six different block-level features
(BLFs) are presented and a method to fuse all the blocks together.
BLFs have shown considerable performances in the MIREX chal-
lenges. 5

(ii) Image segmentation: Also known as spatial segmentation, image seg-
mentation is a fundamental problem in image processing and com-
puter vision since it marks the transition between low-level image pro-
cessing and image analysis. Image segmentation aims to decompose
an image into several disjoint partitions where each partition repre-
sents a semantically meaningful part of the image. Once an image has
been segmented, the resulting individual partitions (or objects) can be
described, represented, analyzed, and classified [221].

For a recommender system practitioner, image segmentation can be
useful in an application where parts of the image needs to be classified
into meaningful descriptions to serve as a semantic content for the
system. For example, in order to determine if an image is representing
an indoor or outdoor scene, one approach can be to segment the upper
portion of the image and calculate the color histogram distribution
on the upper portion of the image based on the segmentation results.
If the color has a tendency towards white and blue colors, it can be

5Annual Music Information Retrieval eXchange (MIREX). More information is available at:
http://www.music-ir.org
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an indication of sky in the scene so the image can be considered as
outdoor, or indoor otherwise. Image segmentation can be also useful
if it is desired to extract computational features from some particular
regions in the image (local feature extraction), instead of the entire
image (global feature extraction). However, many of today’s image
RS employ a holistic global technique [245].

(iii) Video segmentation: Generally, the goal of video segmentation is to
partition the video into segments that are homogeneous in some fea-
ture space. Depending on whether the partitioning is effected on in-
dividual images (video frames), along the time domain, or both, the
segmentation is known as spatial segmentation, temporal segmenta-
tion, or spatio-temporal segmentation, respectively.

(a) Spatial segmentation: Spatial segmentation on videos is similar to
image segmentation applied to individual frames.

(b) Temporal segmentation: Temporal segmentation partitions the video
into shots based on visual similarity between consecutive frames [90],
as shown in Fig 2.3. Some works consider scene-based segmenta-
tion, where a scene is semantically a higher-level video unit com-
pared to a shot [90, 189]. Detailed information can be found in
section 2.1.1.

(c) Spatio-temporal segmentation: Spatio-temporal segmentation re-
sults in object trajectories, or temporally linked spatial segments
over multiple frames. The latter can be achieved by color or mo-
tion tracking or inter-frame segmentation [313].

Feature extraction:

Feature extraction aims at encoding the content of the multimedia items in
a concise and descriptive manner for use in retrieval, recommendation or
similar systems [221]. Feature extraction typically is a multi-disciplinary
research field and depending on the application at hand, it can requires
knowledge from various fields. For instance, since ACA deals with audio
signals, the emphasis lies on digital signal processing, and depending on
the tasks, it can also require knowledge on machine learning, musicology,
music theory, even (music) psychology, psychoacoustics, and audio engi-
neering [199]. An accurate feature representation can reflect item char-
acteristics from various perspectives and can be highly indicative of user
preferences thereby crucial for RS.
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Features can be represented by manifold data types, most commonly as
a scalar describing a single aspect (e.g., beats per minute of a song), as a
high-dimensional numeric feature vector (e.g., values of a color histogram
for the three channels red, green, and blue), or as a set or list of feature
vectors, where each individual vector describes one segment of the item
under consideration (e.g., energy levels in different frequency bands of an
audio frame).

We identify four main categories of feature extraction techniques for
recommendation purposes:

(a) Type I: Unsupervised feature extraction: This types of feature extrac-
tion refers to the ones extracting a feature vector from a multimedia
item without the use of any previously human-assigned semantic labels
during or after the extraction process or without taking into account the
relation with other items in the dataset. The term “unsupervised” refers
to such unlabeled multimedia documents.

The majority of feature extraction techniques fall into this classifica-
tion; the main advantage of these techniques is their simplicity since
a feature extractor can be taken item off-the-shelf and used on a MM
item; the main drawback of such methods is that each feature vector
represents the characteristic of a single target item without taking into
account the inter-relation between items in the dataset. Examples of
features extracted using this type of feature extraction scheme include
MFCC and BLF for the audio domain or color and texture in the image
media type.

(b) Type II: Unsupervised feature extraction using an external multimedia
corpus: In this type of feature extraction, instead of using a feature ex-
tractor off-the-shelf and applying it to a multimedia item, an external
multimedia corpus is used. The information obtained from the multi-
media corpus is integrated for the final feature description.

The multimedia corpus can be also built by considering the items in the
train dataset. For instance, in an offline settings, the extracted feature
vectors from the training dataset can be used to build a statistical model
of the entire multimedia collection. This statistical model is sometimes
referred to as universal feature model or audio/visual dictionary whose
role is to map the extracted features in a new feature space in which the
interrelation between items is better modeled. This approach is opposed
with the previous one which disregards the relations between items and
treats them as individual entities. During test time, both the model used
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in the train phase and the feature extracted are jointly considered in
order to build the final feature vector. Examples of this type of fea-
ture include i-vectors [82] in the audio and Fisher vectors in the image
domain [10, 248].

(c) Type III: Supervised semantic-inferred feature extraction: This class of
feature extraction techniques uses some form of human-generated se-
mantic labels assigned to multimedia items in the post-processing stage
of features extracted and from this perspective it can be considered as a
supervised approach, since human knowledge is embedded in the final
feature descriptions. Examples of such semantic-inference is learning
the association between low-level multimedia content (e.g., music) and
emotion, genre and or movie popularity. Linear discriminant analysis
(LDA) and probabilistic linear discriminant analysis (pLDA) are tech-
niques that are commonly applied to transform the features into a new
semantic space where the ratio of between-individual variation (intra-
class variance) to within-individual variation (inter-class variance) is
maximized. The models seeks directions in space that have maximum
discriminability under a target label e.g., genre separation or emotion
classification. Such methods are very suitable for class recognition
tasks [253].

In an offline setting, a model which contains the association between
low-level multimedia content and the labels is learned denoted and ex-
ploited during test phase to map the extracted features into a new se-
mantic space.

(d) Type IV: End-to-end (E2E) learning: End-to-end learning often refers
to training a possibly complex learning system by applying gradient-
based learning to the system as a whole. This technique has been
popularized in the context of deep learning [129]. While the previous
class of techniques treats the feature extraction and recommendation as
separate stages, in E2E learning, all intermediate processing steps are
optimized simultaneously. For a recommendation task, E2E learning
encompasses employing deep learning methods that accept as input the
segmented multimedia file (e.g., video frames) and the parameters at
all layers are jointly trained to optimize (e.g., minimize) an objective
function for the desired task.
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Feature post-processing:

This stage involves applying different processing steps to the extracted fea-
tures mostly with the objective of creating an item-level descriptor by ag-
gregating the features over time (temporally), early fusion, or dimension-
ality reduction. As for temporal aggregation, the following approaches are
widely used in the field of multimedia processing:

(a) Statistical summarization: The simplest approach to build an item-level
descriptor from the computed features is to compute a statistical sum-
mary of the local features that make up an item, using standard statical
functions such as mean, standard deviation, median, maximum, or com-
binations thereof, e.g., means plus covariance matrix. A subnational
amount information may be ignored using this approach. In addition,
the temporal ordering of the features is discarded when using statistical
summarization [180].

(b) Probabilistic modeling: An alternative approach for temporal aggrega-
tion is to summarize the local features of the item using a probabilistic
model. Gaussian mixture models (GMMs) are often used for this pur-
pose. A GMM describes the item under consideration by a fixed num-
ber of Gaussians, given by their parameters (means and covariances)
and mixture weights. Formally, a GMM is characterized by a number
K of Gaussian distributions Nk = 1...K, each of which is defined by
their means µk and covariances Σk. Each Gaussian Nk in the mixture
model is further assigned an importance (mixture) weight wk, which
approximates the number of local features represented by Nk. The
parameters of a GMM are typically learned by maximum likelihood
estimation method (MLE) [180].

(c) Other approaches: Other feature aggregation techniques include vector
quantization (VQ), vectors of locally aggregated descriptors (VLAD)
and Fisher vectors (FV), where the latter was originally used for aggre-
gating image key-point descriptors. They are used as a postprocessing
step for video representation, for example within a convolutional neural
network [128].

The fusion of multimedia features is an open and promising research di-
rection to improve performance of multimedia tasks, such as recognition,
classification, or retrieval. The fusion at the stage of feature postprocessing
is known by early fusion whose goal is to combine feature extracted from
various unimodal streams into a single representation (see [304] for a dis-
cussion on early v.s. late fusion). For instance, in [289], six different block-
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level features (BLFs) capturing spectral aspects, rhythmic aspects and tonal
aspects are proposed and fused together using an early fusion method. The
appropriate synchronization of the different modalities, specifically when
and how much data should be processed from different modalities, is still
an open research problem. A thorough discussion about this topic can be
found in [31].

Content-based learning of user profile:

The goal of this step is to learn a user-specific model based on her past
history of interaction with the items and descriptive attributes of items (item
feature vectors) which is leveraged in the next step to predict the target
user’s preference on the items [19].

Filtering and recommendation:

In this final step, the learned user profile model is compared to represen-
tative item features (or item profiles) in order to make recommendations
personalized to the target user.

2.2 State-of-the-Art Approaches

In Section 2.1, we presented an overview of the main concepts in mul-
timedia processing and recommender systems as well as our framework
to characterize a complete content-based multimedia recommendation sys-
tem, which has the primary goal of providing personalized multimedia rec-
ommendations to users by exploiting multimedia content. In this section,
we present a systematic literature review of recommender systems which
exploit multimedia content for a particular media content recommendation
(music, video, image and text) but also in domains where the target product
is not multimedia necessarily (e.g., place of interest (POI) in tourism). This
literature review discusses the state of the art and latest advances in the field
in the following directions:

(1) We present a classification of the main research challenges and goals
addressed in the literature for the research works that have exploited
multimedia content information in music, image, or video recommen-
dation.

(2) Based on this categorization, we provide a description of each research
work and discuss its advantages and limitations.
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Table 2.5: Classification of main challenges addressed in the literature. Contextual vari-
ables include: mood/emotion and situation, location/POI, multimedia context)

Goal/Challenge Research work

Improve recommendation quality
[104, 293]
[341–343]

Popularity bias and long tail
[63]
[285]

Multimodal analysis
[234, 315]
[196, 229, 339]

[73, 172, 201]
Context-aware multimedia recommendation [66, 72]

[229, 266, 339]
[139, 348]

Leveraging social network information
[53]

Sequence-aware multimedia recommendation
[162]

Unobtrusive Preference Identification
[336]

We categorize the reviewed state-of-the-art research works with respect
to the objectives and challenges they address. The summary of main cate-
gories are outlined in Table 2.5 and respective research works are discussed
in the following.

2.2.1 Improve recommendation quality:

The research works discussed in this section follow the broad objective
of improving the recommendations quality w.r.t. particular evaluation met-
ric(s). These research works use various multimedia descriptors as well
fusion schemes in order to achieve this goal.

As one of the first works in the music (audio) domain, [104] proposed a
music recommendation system which combines item-based CF and acous-
tic CB in order to build a hybrid recommender systems using feature-level
hybridization. The proposed system in [104] takes a user’s playlist as the
input to the system and provides a list of recommended songs which are
similar to those in the playlist. For a tutorial on this subject, find the Rec-
ommender System challenge 2018 [277,278] as part of the challenge series
at the ACM conference of recommender systems [11, 12].

The CF recommender works by building a co-occurrence matrix from
song co-occurrences in playlists and decomposing the matrix using eigen-
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value decomposition. On the CB system, three kinds of audio features are
extracted: timbral (MFCCs), rhythmic, and time signature features (auto-
correlation)6 using the software package in [330]. Multiple acoustic fea-
tures are concatenated to make an acoustic feature vector of dimension
30 (19 timbre, 6 rhythmic and 5 pitch). Afterwards, the CF spectral and
CB acoustic features are combined by a linear weighing scheme which
accounts for features that have significant correlation in a certain feature
direction when calculating similarities between two music pieces. The ad-
vantage of the proposed hybrid system is that it leverages both social/cul-
tural aspects of music together with it acoustic properties and is able to
recommend more popular songs if it is fed with playlists containing more
popular tracks or acoustically similar musics if fed with low co-occurrence
songs [171]. The main limitation of this [104] research work is that it lacks
an experimental study.

[342, 343] proposed a recommendation strategy whose origin can be
traced back in [341]. The proposed system aims to solve the traditional
trade-off between accuracy and diversity of recommended songs. The au-
thors used variety of artists of the recommended music pieces as the main
measure to compute the diversity of recommendation lists. The main is-
sue reported by the authors is that recommendation generated by CF mod-
els are less diverse since most users provide higher number of ratings to
songs associated with their favorite artists therefore limiting the diversity
of recommendation lists. On the other hand, while CB methods suffer
less from this matter, they often provide less accurate recommendations
(compared with CF) since they solely rely on musical properties prop-
erties of songs in order to predict interesting pieces. The solution pro-
posed by the authors is a hybrid recommender system that leverages the
advantages of both CF and CB models via a feature-level hybridization
scheme. The main novelty of the research works is on proposing a hybrid
music recommendation algorithm based on probabilistic generative model
named three-way aspect model which can explain the generative mecha-
nism of the observed data by introducing a set of latent variables (called
conceptual genres). The content-based audio features used in [341–343]
are based on Mel-Frequency cepstral coefficients (MFCCs) and includes
13 coefficients of MFCC and GMM with number of mixtures equal to 10
and 64. Higher number of mixtures is reported not to make a significant dif-
ference in recommendation quality. The CF approach is based on a rating
matrix using a 3-point rating scale: dis-appreciation (0), neutral (1), and ap-

6Note that the CB system is infact a hybrid system by itself since it combines several content features captur-
ing different musical aspects.
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preciation (2) [60]. The main advantage of Yoshii et al.’s works [342, 343]
is on proposing an incremental learning method that can handle increasing
numbers of users, permitting new users to register to the system in an incre-
mental fashion and at a low computational cost, without trading off accu-
racy. However, the system cannot incrementally add non-registered pieces
(new items) to the probabilistic model [343]. However, these research work
seems to be lacking an evaluation of whether semantic properties of latent
variables are similar to those of existing genres or moods.

2.2.2 Popularity bias and long tail

An open research problem with RS is the issue of popularity bias (aka.
long tail property or concentration bias). According to this property, the
rating distribution of users among items is highly skewed in which a much
larger portion of items reside in the long tail (very low rating frequencies),
while a much smaller portion reside in the short head (very high rating fre-
quencies). These two categories of items are quite often referred to as niche
products and mainstream (popular) products, respectively. From a business
perspective, most business profits arise from products that stay on the long
tail while those in the short head entail little profit. On the other hand, from
a user perspective, recommendations of items that the user did not know
about is an important characteristic of RS, because it can lead to discovery
of new items which is one of the main pragmatic goals of such systems [23].

The popularity bias problem refers to the fact that majority of the rec-
ommendation algorithms have the tendency to promote recommendation
of popular items and therefore recommendations generated by such sys-
tem suffer from lack of novelty [25, 78]. For instance, it is known that
item-based and user-based CF base their recommendations on frequently
co-rated items. Hence, recommendation of less rated items by such algo-
rithms can be misleading [25]. Novelty in RS is interpreted as the likeli-
hood of a RS to generate recommendation that a user was not aware of or
did not know about. A good discussion of the notion of novelty and ways
to measure it is provided in [187, 292]. Since users usually provide solely
some form of preference (either implicit or explicit) to items, it is difficult
to understand novelty by only considering these preferences. Therefore, the
most natural way to understand novelty is through user-studies and directly
asking users whether they were aware of an item previously or not. In of-
fline studies, the standard approach to estimate novelty is by computing the
average self-information of recommended items, which is equivalent to say
novelty of a recommendation list is proportional to how much “unpopular”

43



i
i

“thesis” — 2018/6/25 — 21:06 — page 44 — #60 i
i

i
i

i
i

Chapter 2. Recommendation using Multimedia Content Analysis: State of
the Art and Preliminaries

the items are [317, 353].
In the following, we review a number of research works that use some

form of low-level multimedia content to address either of the following
related problems:

(i) popularity bias as a standalone problem and its roots

(ii) novelty vs. accuracy of recommendation

In order to address the above research questions, typically a combination
of CF and CB recommenders based on multimedia content is used. This
is because these two family of algorithms base their recommendations on
inputs of entirely different nature. For example, CF models traditionally
show to suffer from popularity bias because of their dependency on user-
rating to compute recommendation. On the other hand, multimedia CB
models which base the recommendations on the multimedia content, treat
different items more equally and less promote recommendation of popular
items.

In [63] the authors present an interesting study with the main objective
of investigating if the network topology of item-item CF has any pathology
that hinders recommendation of novel items. This study stands at shark
difference with other studies that solely put their concentration on com-
paring the ability of different recommendation models in computing novel
recommendations. For this reason, the authors present an offline study in
which the primary goal is to analyze the topological properties of the item
graphs connecting recommended items. The authors conclude that social
CF recommenders in Last.fm are susceptible to popularity bias. The main
limitation of the offline study is that it does not reflect information about the
items users have consumed prior to using the RS, thereby limiting the com-
putation of novelty [25, 292]. To remedy this issue, in a second study, [63]
presents a user-centric experiment to assess the perceived novelty of rec-
ommendation from the users’ perspectives. The recommender takes the
20 most played artists in the target user’s playlist as the input and uses an
item-item CF together with acoustic CB to generate recommendation. The
CB system uses MFCCs audio features and features related to rhythm and
tonality (key and mode). The authors use artist similarity as the measure
of novelty. The results obtained by the user study with 228 users and 5,573
tracks indicates that even though CF recommends less novel items than CB,
the perceived quality of recommendations is higher in a social CF compared
with an acoustic CB. The main advantage of this [25, 292] research work
is that it conducts two types of studies (offline v.s. user-study) in order
to draw a conclusion about different recommendation models. Although
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user-studies are difficult to conduct in reality, the approach adopted by the
authors is promising and adds significant value to the final conclusions.
One of the shortcomings of this [63] research work is that it does not well
elaborate how to use these results with the main goal of the recommender
system, i.e., optimizing revenue and recommending useful items [132].

[285] followed the study by [63] from a different perspective. The au-
thors mention that generally there exists two main reasons why niche prod-
ucts stay hidden in the long tail: (1) lack of reliable information about a
niche product so the niche products are recommended in a wrong context
where users most likely are not interested in it, (2) a niche product is hardly
or not at all reachable by any sequence of recommendations but only by
a direct query. While most previous research works including [63] focus
on the former problem, the authors of [285] focus on the latter problem.
The main question the authors studied was whether recommendation net-
works generally suffer from reachability problems. They tested two recom-
menders, an item-item CF and an acoustic CB, where MFCC features were
used in the latter. Experiments with two recommender types w.r.t. coverage
show that in music recommendation networks, a fraction of items remain
unreachable independent of the recommendation approach and the network
size. This is an interesting result and is known as the problem of concen-
tration bias of recommendations. An equivalent concept in other research
areas is the hubness [256], where “hubs” refer to points appearing in a high
number of k-NN lists, effectively making them “popular” nearest neigh-
bors [256], without actually being similar.

[285] can be considered as one of the first research works studying this
problem in music recommendation, however its main drawback is that it
does not provide a practical solution for the hubness problem. Follow-up
works such as [181, 284] propose approaches to alleviate hubness by recti-
fying the item similarity space. The authors show that hubness reduction in
fact increases nearest neighbor classification accuracy on a variety of ma-
chine learning datasets as well as for the task related content-based music
recommendation. Techniques like data normalization has been shown to
improve retrieval accuracy independently of the underlying method.

The proposed system in [293] seeks a somewhat similar question to the
previous research works that is to find an effective strategy to solve the
trade-off between accuracy and novelty of recommended musical pieces.
Similar to [343], the authors use variety of artists of the recommended piece
to quantify novelty. The main challenge reported in the work is that music
RS typically use two popular functions for measuring music similarities,
the (unweighted) cosine similarity and the (weighted) Minkowski distance.

45



i
i

“thesis” — 2018/6/25 — 21:06 — page 46 — #62 i
i

i
i

i
i

Chapter 2. Recommendation using Multimedia Content Analysis: State of
the Art and Preliminaries

According to the authors, these similarity metrics are not sufficiently proper
to uncover the differences between “evolving” and “dynamic” nature of
musics from (1) one type of music piece to another type or (2) a user with
particular music preferences to another user. For example, the Minkowski
distance assigns a static weighting scheme when determining the similarity
of music. This can be an inappropriate choice when feature weights vary
from one type of music to another. For instance, as mentioned by the au-
thors in [293] in some music genres such as rock music, the audio intensity
can be an important feature, but it can be much less important in determin-
ing music similarity for classic music, making it necessary to design a dy-
namic (time-varying) weighting scheme to different acoustic features when
moving from one type of music piece to another. In addition, the perception
of the same pieces of music is different for different users [276]. Therefore,
it is also necessary to use dynamic weights to every audio feature in order
to capture the subjective differences between users. The proposed solution
by [293] is a metric learning approach which learns appropriate similarity
metrics based on the correlation between acoustic features and user access
patterns of music. The system leverages hyper-graphs in order to combine
usage data and content similarity information. As such the main advan-
tage of the proposed approach is that it uses a variety of information about
users, including access patterns and listening behavior, together with acous-
tic properties of music pieces, for user modeling and dynamic optimization.
A major limitation of this method is when two music pieces have signifi-
cantly different feature values, but are appreciated by the same group of
users, the accuracy of the weights computed may be less precise [209,306].

2.2.3 Multimodal analysis

A multimedia document can be viewed as a result of an authoring process
as illustrated in Figure 2.5. The author e.g., the film director, is the creator
of the media content and has sufficient knowledge about the domain. He
applies various professional conventions to combine media contents (such
as music and images) in order to produce a multimedia document in a
process called the multimedia authoring process [302, 303]. As it can be
noted, the author communicates with the user along different communica-
tion channels, the visual, auditory, and textual channels in order to convey
messages, invoke emotion and so on [303]. Hence, the content of the mul-
timedia item can be intrinsically multimodal. On the other hand, in order to
make the multimedia document readable and understandable by machines,
some characteristics of the media need to be extracted from a multimedia
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document and represented in numerical feature vectors. This process is
called multimedia content analysis and is a critical step to mark the transi-
tion from the qualitative to a quantitative presentation. The interpretation

Figure 2.5: Multimedia authoring process. The figure is a modified version of the one
proposed in [302], tailored for a recommender system using multimedia content

of the media by the media consumer depends on several user-related fac-
tors, such as her demographics (age, gender, etc.,), her emotional state,
personality, and context (time, location, the device she is using to view the
multimedia content) to name a few. The user expresses her opinion about
the content by an implicit (purchasing) or explicit (rating) action.

A multimedia RS using multimodal analysis can provide effective per-
sonalized recommendation when:

(a) The perception of the media by the user corresponds well with the in-
tention of the author, in other words there exists no or little intention
gap. This aspect is out of the RS designer’s control and is more related
to the expertise of the author and user-specific factors (experience, de-
mographics etc.,) driving her perception.

(b) The feature representation of the multimedia document by the machine
matches well with the interpretation of the media consumer from the
media, i.e., there exists no or little semantic gap. This aspect is a known
and highly addressed problem in the field of multimedia information re-
trieval [166,217] particularly and is associated with the gap between the
semantically high-level queries that the user provides as the input and
the low-level feature representation used by machines used to retrieve
media content. The notion of query in information retrieval is similar
to the user profile in RS; however it remains a question from a semantic
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expressiveness point-of-view if the user profile should be considered
low-level or semantic or combination of both.

(c) The feature representation of the multimedia document by machines is
as much similar to the stylistic and semantic conventions by the author
to create the media, i.e., there exists little or no technological gap. This
latter aspect is a machine-related notion and relates to the extent the
machines today are intelligent in representing and reflecting the con-
ventions made by the authors.

In multimedia RS, we can use different modalities to build a multimedia
content-based RS. For instance, in music RS in addition to the audio signal,
metadata in variety of form can be used namely: reviews (textual), lyrics
(textual embedded in audio signal), album covers (visual), music videos
(visual) and surrounding text to a music file in Web page. All these infor-
mation sources serve as content description for a music piece and can be
leveraged for recommendation.

[315] proposed a hybrid CB + item-based CF by merging the two
systems using a simple ensemble-based hybridization scheme based on
template-based combination rule. The CB system exploits metadata (genre,
year and mood) and acoustic features (timbre and tempo) and merges them
at similarity level using a linear combination of similarities with equal
weights: s = sgenre + syear + stimbre + stempo + smood [321]. Preliminary
results of recommendation quality with regards to MAE indicate that the
ensemble hybridization improves the quality of recommendation compared
to individual CB and CF recommenders when used in isolation. Ensemble-
learning methods have been widely adopted for building hybrid RS and
have been used in grand challenges such as the Netflix Prize contest and
KDD Cups [312]. The main limitation of this research work is that very
little information about the fusion process is presented and evaluations are
carried out w.r.t. a simple error metric only (MAE). In addition, the authors
make no attempt in merging the similarities in a more effective manners
(for example using a linearly weighted approach and possibly learning for
those weights).

[234] proposed a recommendation approach that connects users with
items by considering both ratings and social tags. It is mentioned that
tags are rich multifaceted source of information and contain information
about genre, style, instrumentation as well users opinions and emotions.
Therefore, incorporating tags into a unified recommender model can pro-
vide more accurate and personalized recommendation. The proposed sys-
tem in [234] is called MusicBox which automatically assigns tag to music
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by capturing a three-way correlation between users-tags-music items us-
ing three-order tensors. CB audio features are leveraged for tagging of
the items that are not tagged previously by users. The tensor factorization
technique, just like matrix factorization, decomposes the input tensor into
multiple factor matrices and a core tensor [298]. The main advantage of
this [234] research work is that it integrates rich tag information in a novel
recommendation strategy, to improve recommendation accuracy. However,
other extra useful information (such as user context) can be also considered
into this model to improve its effectiveness.

[229, 339] proposed an interesting systematic framework for video rec-
ommendation by leveraging multiple of modalities (audio, visual and tex-
tual). The proposed system is called VideoReach in which it characterizes
a video by a set of features extracted from all the constituting modalities,
such as audio, visual, and textual (text inside the content), together with
metadata. The textual and metadata considered in this research work in-
clude the query, keywords, and surrounding text, as well as (automatically
generated) transcripts. The similarity between two items is described as
multimodal relevance, that is the combination of textual, visual, and au-
ral relevance. The authors propose a mechanism to leverage the relevance
feedback from users to adjust the inner-modality (the weights associated to
features in one modality) and inter-modality (the weight associated to each
modality as a whole) fusion weights.

As for the pros of these [229, 339] research works, the proposed system
integrates multimodal relevance and user feedback in a contextual video
recommendation which does not require a large collection of user profiles
as the current video watched can be used as the input to the system defin-
ing a new form of context called multimedia context [171, 216] (see next
section). This is while most conventional RS heavily rely on a sufficient
collection of user profiles (associated with different users) to effect recom-
mendation. Other similar recommendation algorithms which recommend
video w.r.t. a seed video that the user is currently watching include those
based on graph representations, where the seed video is the root node and
connect to every related video through an edge. An example of such graph-
based representation is the Related Video Graph (RVG), which is described
for the YouTube recommendation system [35, 352]. Another advantage
of [229, 339] is that it is one of the pioneer works in using multiple modal-
ities (audio, visual, textual) in a building CB movie RS while majority of
previous works rely on single modality (e.g., visual or metadata).

As for the limitations, the three modalities in [229, 339] are combined
using predefined relevance scores, combined in a linear fashion. Some pre-
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vious knowledge has been assumed giving textual relevance a higher im-
portance compared to visual and audio modalities. No learning is involved
for computing (defining) these weights. In addition, the multimedia fea-
tures extracted are quite old and deprecated. Finally, as mentioned by [271]
using video features as described in [229, 339] might not be worthwhile
since the calibration effort can be too expensive.

2.2.4 Context-aware multimedia recommendation

The notion of context has attracted significant attention in RS research,
specially due to the advancements of network and mobile services and the
growing tool and device landscape, with a wide range of sensors are packed
into todays “smart devices”. As a result, a new paradigm of recommender
systems has been developed in recent years to demonstrate the potentials
of contextual recommendation. Such system are commonly referred to as
context-aware recommender systems (CARS) [320]. However, the term
“context” is defined rather vaguely, and its definition also differs between
different communities, even between different researchers in the same com-
munity. In [37], the authors provide a good review and categorization of 36
context models and context types used in research on intelligent systems.
One of the earlier definitions, which is broad enough to still hold today, is
given in [102]: “Context is any information that can be used to character-
ize the situation of an entity. An entity is a person, place, or object that
is considered relevant to the interaction between a user and an application,
including the user and application themselves.”

In the domain of RS, context typically describes the situation of the user
when searching for items (e.g., time, mood, and current activity). Clearly,
such information can influence the information or entertainment need of the
user and thus should be taken into account in addition to the information
about the user’s long term preferences, when providing recommendations.

The contextual information can be categorized in several ways. As one
of the old works [282] classified context based on: computing environment
(available processors, network capacity), user environment (location, social
situation), and physical environment (lighting and noise level). [13] cate-
gories context into primary level which can measured directly (location,
identity, activity, and time) and secondary level (such as emotional state of
the user). Charu [20] classifies context into a simpler categorization based
on time, location and social information (user’s friends, tags, and social
circles). Finally [171] provided a well-categorized classification of contex-
tual factors as: item-related (location, time, weather, other parameters such
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as traffic, noise level or traffic jam), item-related (activity, demographic
and emotional state) and multimedia context (text, image, music, video).
We will use this classification scheme in the description of the following
content-aware systems.

Mood, Emotion (user-related)

Moods and emotions clearly have a direct impact on our thoughts and
preferences. Although a clear definition of emotion has been proven elu-
sive [161,232], emotions have been described as internal mental states char-
acterizing reactions to events, agents or objects that vary in intensity [232,
240]. Emotion and moods are different from each other in the sense that
emotions are considered as short-lived, intense response to some external
stimuli whereas moods are untargeted, longer enduring experiences. Ac-
cording to an old theory, namely mood management theory (MMT) [355],
people use media to modulate their affective states and try to alter negative
moods and maintain or prolong the positive ones. In other words, due to
hedonistic desires, individuals organize their surroundings to adjust a full
scope of moods using specific genre or specific of form of communica-
tion available [232]. While many scholar agree with MMT, the theory has
some limitations as well since it cannot explain some paradoxes of media
selection. For instance, the pleasure of watching horror movies seems to
be in contraction to MMT’s assumption of hedonism [238]. Another theory
named mood adjustment believes in mood optimization that is more general
than mood regulation and is articulated by the fact that people consume me-
dia to achieve the mood that they believe to be most useful [183]. Finally, a
recent theory states that people’s desire to consume media are not driven by
hedonism rather eudaimonia which is happiness rooted in greater insights
and connections to human experience. This theory can better explain in-
dividual’s desire to use tragic or horror movies [239]. Further information
can be found in [232]

Regardless of which theory is the most accurate, almost all related-
theories to date agree on the relation between emotion and media consump-
tion. From a RS designer point-of-view, this implies that when someone is
depressed for a particular reason, she may want to listen to a piece of music
that can cheer her up as an example. At this moment, she will search music
by mood most likely with disregard to what the melody sounds or whom
the artist is [99,167]. Traditional MIR systems do not allow meeting users’
various needs and to search music via their desired mood and as such there
is a strong requirement for building new multimedia recommender system
that uses emotion in understanding multimedia [99, 171]. In contrast to
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CF approach which recommends multimedia product based on similarity
with other users, content-based approaches which base their prediction on
perceptual attribute of multimedia (e.g., pitch, intensity for music or color
variation, motion for video) can characterize the expression of multimedia
emotion (e.g., music or movie emotion). For example, rapid tempos with
relatively constant pitch is often characteristic of a happy music. Multi-
media content analysis together with advances of machine learning allows
us to predict the dynamic perceptual attributes of multimedia directly from
the raw signal and use them in design of personalized affective recommen-
dation systems [99]. In the following we review research works that apply
emotion and features extracted from multimedia content for the recommen-
dation services.

[196] proposed a generic generic emotion-based music recommenda-
tion model to recommend music by discovering the relationships between
music features and emotions from film music. Potential applications of
emotion-based music RS as stated by the authors include but not limited
to recommending music that matches well with a home-production video,
setting up background music of shopping mall, context-aware home for
accommodating inhabitant’s emotion, and music therapy. The authors use
acoustic features extracted from film-music including: melody, mode, tempo
and rhythm together with an affinity graph to discover the association be-
tween music features and emotions from film music. Given the query emo-
tions, the recommendation model will return the recommended music fea-
tures with respect to the query. The recommended features are then em-
ployed to rank the music dataset and to recommend music for a query emo-
tion. The evaluation of the approach was carried out with a collection of
107 film music from 20 animated films. The results showed that the pro-
posed approach using the recommended features can identify the emotions
of a music track with an average accuracy of 85%, however no comparison
with existing emotion recognition approaches has been performed.

This research working carries some interesting ideas for advancing the
research on emotion-aware RS, however it has some limitations as well. For
example, the authors did not use a particular emotion model but relied on
a set of emotion presented in [260] with some additional manually inserted
emotions such as lonely and nervous to create 15 emotion labels for their
tasks. In addition, as pointed out in other research works [241] emotions
should not represent only media characterization and a complete system
should also consider user-generated tags about the content of the media.

[65] proposed a contextual emotion-aware system to propose music
pieces to a user based on the emotions predicted from the article she writes.
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The rationale behind this research work is that people sometimes express
their emotion toward a music by writing about them (article, free key-
words). In the light of this observation, user-generated content can be seen
as a rich source for finding emotional context information. The proposed
approach entails modeling the relationship between user-generated text and
the music listening behavior by using factorization machine (FM). To this
end, the system uses the listening history of the user with the CB audio
information extracted from her music tracks and combines them with the
contextual emotion information mined from user-generated articles to im-
prove the quality of music recommendation. The audio features are col-
lected from the EchoNest website 7 and include loudness, mode, and tempo,
danceability of music while the textual features include term frequency and
inverse document frequency. The work also uses ANEW affective lexi-
con [48] in order to generate affective features that characterize the user’s
emotion state from text.

A less investigated area of research is emotion-aware recommendation
models for other multimedia domains such as images and videos. [201]
proposed a system to automatically suggest music based on a set of images
(paintings). As the motivation, it is stated the affective of content of paint-
ing when harmonized with music can be effective for creating a fine art
sideshow referred to as emotion-based impressionism sideshow. Emotion
is used as the main “catalyst” to enable the association between the paint-
ing (the input) and the music (the output). The proposed method extracts
a set of visual features such as color, light and textures from the paining
images and discovers the emotion of the paintings by training using the
Mixed Media Graph (MMG) model, originally used for finding correlations
between multimedia objects [244]. In a similar manner, the correlation be-
tween music track features and emotions are discovered by training the
MMG on a manually labeled training set of tracks. The acoustic features
used are melody, rhythm, tempo from the music since these musical ele-
ments are known to be affecting emotion. The method employs the ROCK
algorithm [131] to cluster paintings into groups and then a music clip is
recommended based on each cluster’s common emotions. The system fur-
ther proposes a composition step whose goal is to “schedule” the display
so that the dissimilarity of affective content between the adjacent slides is
as low as possible. The Earth Mover Distance (EMD) is used to measure
the similarity between painting since correlated with human perception of
texture. The editing procedure is then followed by some additional steps
such as close-up animation, synchronization and rendering. For the evalu-

7(http://echonest.com/)
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ation, the authors used a dataset consisting of 138 impressionism paintings
and 160 classical piano compositions. Evaluation is done subjectively by
asking 18 users to view different slideshows and express their audiovisual
satisfaction. Music recommendation based on a set of images, or generally
identifying the association between two heterogeneous modalities such as
images and music, has been largely under-explored and this can be consid-
ered as a merit for this [201] research work. However, this work has some
serious limitations as well some including: the authors mention that the
labels were Russell’s circumplex emotion model, however the exact emo-
tion labels used to mark music and paintings remains unclear. In addition,
the work does not present a clear description of the evaluation procedure
and their comparison baseline [172]. Furthermore, the proposed approach
does not address a general set of images (e.g., photographs) and music
track which can be a potentially relevant and interesting task as addressed
in [308].

[266] proposed a mood-aware music recommendation system that com-
putes music similarities by their emotions. Specifically, first emotional in-
formation from music acoustic properties (scale, rhythm, harmonics) are
extracted by training a SVR-based mood classifier. As the result, each mu-
sic is represented as emotion vectors in Thayer’s model from which music
similarities are computed. For recommendation, two types of models are
used (1) an item-item CF and (2) an ontology-based where the ontology-
based recommender is used to infer user’s mood from context information
(time, location etc.). By comparing the inferred mood with the predicted
mood of the song from the music content, recommendation is effected.

One advantage of this research work is that it improves the categori-
cal labeling of emotions such as happy or say in earliest works on mood-
aware music RS [117] by using a dimensional model of affect proposed by
Russell [272] in which each emotion is described as points in a 2D plane
spanned by the arousal and valence axes. The main disadvantage is that it
treats the emotion as a static concept. This is while in most music pieces
the emotion is dynamic and time-varying. In fact, composers often contrast
different emotions, e.g., lively versus calm for different music genres (e.g.,
classical). This calls for an emotional model which is continuous both in
time and in value [329].

Addressing some of these limitations in [139] the same authors propose
a content-based music recommendation system with a distinctive differ-
ence from [266] by proposing an emotion state transition model (ESTM)
to model human emotional states and their transitions by music. ESTM
acts like a bridge between user emotion and low-level music features. For
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example, consider the case when a user feels “sleepy” while looking for
an “exciting” music to shake her music. In recommending the right music
to this user, the system should take into account her situation since the same
exciting music which can be listened in a pub or at home cannot be recom-
mended to her in a library or at night where soft or easy listening music are
better solution to change moods.

The authors of [139] mention a number of theories in the literature to
represent human emotion such as Russell [272] and Thayer [314] which
are the two models representing a target emotion on a 2D space based on
the limited number of cognitive components such as arousal and valence.
Component process theory is another theory which characterizes human
emotion being composed of fundamental cognitive components [281]. Mo-
tivated by this theory the authors expressed human emotion by the combi-
nation of emotion adjectives and their strength and state that at the same
time each emotion can contribute to the transition to next emotion. The au-
thors further propose a COMUS ontology for evaluating the user’s desired
emotion state based upon the user’s situation and preferences. The music
recommendation is effected based on the current and desired emotions and
is accomplished with a music classification algorithm based on low level
features.

A limitation of this work is that the user is required to select a situation
from a limited predefined situation list. This together with other features
such as age, occupation, hobby define user’s overall contextual informa-
tion. It is not possible to insert a new situation in the list [158]. Also,
the ontologies do not consider the weight of emotional tags used [177].
The other limitation of this research work is that it assumes a prior explicit
knowledge about how a specific individuals changes their music habits de-
pending on listening context [328].

Location, POI (item-related)

In the recent years, location-aware music RS have been gaining attention
due to their wide range of applications. With the technique, user’s favorite
songs can be automatically identified and retrieved based on where the user
is present.

[172] proposed a CARS that suggests music for a given place of inter-
est (POI). The systems accepts as the input location of the user and recom-
mends her music that corresponds with her location. For instance, during
a visit to the city of Salzburg8 the user may appreciate a piece of music

8the birthplace of famous composer Wolfgang Amadeus Mozart and home for the musical play and film The
Sound of Music in mid 20th
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by Mozart sonata. Matching of music and POI in [172] is realized by: (1)
representing items in two domain (music and POI) with a set of common
tag features assigned by users reflecting their emotion toward items in two
domains. The choice of emotional tags is motivated by the fact that both
music and user POI can invoke emotions and the commonalities can be
leveraged to establish a degree of matching between them [49]; (2) estab-
lishing a knowledge-based system by extracting information about two do-
main using semantic Web and its implementation in DBpedia Linked Data
repository. The final music recommendation system is a hybrid combina-
tion of a “knowledge-based” and “auto-tag-based” recommenders, in which
two systems produce a music-to-POI score. A rank aggregation method
based on Borda count is used to combine two list of ranking produced by
two recommenders. The auto-tagger uses musical properties of the signal
and recommends a set of tags (with a fixed maximum size) with a given
probability. It uses two set of audio features features: MFCC modeling the
timbre and block-level spectral features. Two type of features are concate-
nated together to form a super-vector defining each track. The evaluation
is performed in an online user-study where the users are invited to access
the appropriateness of the music recommended to 25 POI. The results of the
user-study shows that personalization of music via musical properties is not
sufficient and it is important to implement effective adaptation techniques
to the user’s context. As one of the merits for this research work we can
name successful usage of,the Borda count aggregation method is shown to
be effective in similar tasks, such as group recommendation [34] and seem
to be an appropriate hybridization technique for combining recommenda-
tions. A limitation of this work is related to the dataset since majority of the
prior methods have only been evaluated based upon synthetic, small-scale
and controlled-environment datasets; no effort has been taken for instance
to address these problems using a real-world dataset that records people’s
music-listening behavior in a smart phone context and this can remain in
contradiction with the research question that the personal, situational, and
musical factors of musical preference [100]. Another interesting perspec-
tive is that the proposed method may not suitable for other domains such
as location-aware TV show recommendation since the new TV show gen-
erally do not have any semantic tags and the video auto-tagging is not reli-
able [325].

Improving these limitations, [72,73] proposed a venue-aware music rec-
ommender system in which venue is defined as the place in which an ac-
tivity or event takes place such as a library, gym, office or mall. The key
difference between the research work [172] which we presented above and
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[72, 73] is in the manner the linking between the location/venue and music
is performed. While both research works exploit music acoustic content
to represent music, the space in which the association between music and
location is done is entirely different; in particular [172] uses “tags” as-
signed to music and user’s location to find the association while [72, 73]
map the characteristics of venues and music into a “latent semantic space”,
where suitability of music for a venue can be directly measured. The pro-
posed system by [72, 73] is named VenueMusic and consists of two main
functionality modules: a Music Concept Sequence Generator (MCSG) and
a Location-aware Topic model (LTM) where the role of MSCG is to map
the raw music stream into a sequence of semantic concepts while the LTM
is exploited to represent songs and venue types in a shared latent space.
The evaluation is done by using two datasets. The result of experimen-
tal study shows that (1) the MSCG has an overall acceptable performance
in music-concept classification. The authors mention this as an important
achievement since the MSCG plays a fundamental role in determining the
effectiveness of the final recommendation model; this result supports the
first research question on the fact that it is better to use latent topics to cap-
ture the associations between songs and venues compared to directly using
low-level audio features or semantic concepts; (2) Is it better to represent
songs as music concept sequences in the LTM than to represent songs as
“bag-of-audio-words”.

Multimedia context

As mentioned in the challenge section of multimodal analysis, it is com-
mon to combine a media content (e.g., music) with other media types (e.g.,
text or image) in order to enhance information presentation, cross-selling
of entertainment items, etc., [171]. Therefore, the concept of multimodal
context is closely related to the challenge multimodal analysis. The main
difference is that the reviewed research work in this section, take as input
a particular media content (image, music or video) and recommend as the
output a set of other media contents or different form of information (POI).

Visual contextual advertisement is the very first related application field
of multimedia context in which the content of particular multimedia item
currently being consumed by the user becomes the target for recommending
advertisements. The main goal here is to build a semantic match between
two heterogeneous multimedia sources (e.g., content of an image and the
advertisement in textual form).

[348] proposed a visual contextual advertisement system that suggests
the most relevant advertisement for a given image without building a tex-
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tual relation between the two heterogeneous sources (i.e., by disregarding
the tags associated with the image). The authors mention that there exit
two main approaches for visual contextual advertisement: (1) based on im-
age annotation, (2) based on feature translation model. In the first case, a
model is trained based on a selection of labeled images which is leveraged
to predict text given a new image. Manual labeling of the items is required
which makes the approach prone to error and labor-intensive. The second
approach builds a bridge between the two visual and textual feature spaces
through a translation model and then uses a language model to estimate the
relevance of each advertisement w.r.t given a target image. Two main weak-
nesses are identified with SoA textual advertisement systems [70], first the
term distributions of image tags and text advertisements do not correspond
which result in absence of advertisement or irrelevant advertisements and
second there exists a mismatch between text features and advertisements
resulting in semantically irrelevant advertisement to the target images.

In [348] the authors propose a knowledge-driven cross-media seman-
tic matching framework which leverages two large high-quality knowl-
edge sources ImageNet (for image) and Wikipedia (for text). The image-
advertisement match is established in the respective knowledge sources.
The main limitation of the research work is that the proposed approach
does not support semantic advertisement in an automatic fashion since new
concepts are not added to the system automatically.

[66] proposed a system that generates several representative tags for
each Flickr group by voting. The motivation is that many users would
like their photos to gain public attention for social purposes and assign-
ing photos to proper categories and attaching tags to them are proper ap-
proaches for receiving such attention addressed in this research work. The
proposed approach by [66] consists of a concept detection method for pho-
tos and finding the best Flickr groups with the predicted concepts. The
associated tags with these groups are thereby collected and ranked for rec-
ommendation. The main limitation of this research work is that ignores
the role of user-preference (and personalization) in the tag recommenda-
tion process. Different users could have different tag favorites when ex-
posed to a similar photo stimuli. Personalized tag recommendation can
provide more appropriate recommendations results by taking the user pro-
file into account [208]. Additionally, the method can only suggest tags from
a predefined set. Finally, concerns have been expressed about the fact that
the proposed tag-recommendation approach are purely content-based and
do not leverage the collaborative knowledge shared between users [326].
The authors in [66] also proposed to exploit the predicted tags to search
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for photo groups as recommendation. As the result, the proposed photo
group selection in [66] heavily depends on the performance of tag predic-
tion [207].

Another domain of interest for multmedia context-based recommenda-
tion is the tourism domain. Such systems can give the users a huge help in
knowledge discovery and providing personalized recommendation to (mo-
bile) users.

[71] proposed a personalized travel recommendation system by leverag-
ing the rich and freely available community-contributed photos and consid-
ering demographical information such as gender, age and race in user pro-
files in order to provide effective personalized travel recommendation. In
contrast to existing works which only use photo logs, the proposed system
detects the above people attributes in the photos in an automatic fashion.
It is shown that detection of such attributes are effective for travel recom-
mendation - especially providing a promising aspect for personalization.
For example, the authors discuss the correlation between travel patterns
and people attributes by using information-theoretic measures. The main
advantage of this research work is to focus on the importance of person-
alization in providing personalized touristic recommendation by leverag-
ing rich visual data generated by users which are available freely. While
a generic recommendation system, provides suggestion for a destination
given by user by answering a question like: “I want to go to New York,
what are the must-see attractions?” (CA mobile travel recommendation),
the authors focus on two types of travel recommendation presented in the
form of the following questions: “For a female, what is the suggested travel
sequence in Milan?” (personalized route planning), “I am a female, I am
now at Central Park in Manhattan, what is the next suggested destination?”
(personalized CA mobile travel recommendation).

[226] proposed a recommendation framework for fashion that provides
personalized clothes recommendation for a given clothes image by consid-
ering the visual appearances of the clothes. There exists two ways to offer
clothes recommendation for a given cloth image: (1) finding some pairs of
objects that can be seen as alternative to a query image (such as two pairs
of jeans), (2) finding the ones which may be complementary (such as a pair
of jeans and a matching shirt). While majority of previous works address
the former task, the authors focus on the latter. Such systems are of con-
siderable economic value and can be typically built by taking into account
metadata, reviews, and previous purchasing patterns. The main novelty
in [226] is the ability to examine the visual appearance of the items under
investigation and to overcome some of existing systems’ limitations such
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as the ‘cold start’ problem.
The proposed approach consists of extracting CNN visual features (pre-

trained on 1.2M ImageNet images) and performing and learning the vi-
sual similarity between a query image and the complementary items using
metric learning. The main advantage of this work is to extend the typical
form of clothes recommendation from the most similar scenario to the most
complementary one which seem to be novel and useful by considering user
needs and promoting business reviews. This work is also novel by putting
attention on the visual appearance of items. As for the limitations, this
research work is similar to a visual retrieval problem and differs from tra-
ditional recommendation system by disregarding users historical feedbacks
on items as well as other factors beyond the visual dimension which can be
important for offering useful personalized recommendations [149].

The recommendation model presented in [149] is called visual bayesian
personalized ranking (VBPR) which uses a regression-based method simi-
lar to regression-based latent-factor model(RLFM) [18], defined by Equa-
tion 2.16 but also add a factorization term for uncovering the latent factors
of users and items. The mathematical model of VBPR is given as

r̃ui = α + quq
t
i + b f ti + puA f ti (2.18)

where α is the bias term which symbolically represents the global offset
plus user/item bias terms, qu and qi are K-dimensional vectors capturing
latent factors of user u and item i (respectively), fi is the F -dimensional
visual feature vector of item i and b is a visual bias term whose inner prod-
uct with fi models users’ overall opinion toward the visual appearance of
a given item. The role of term A f ti to transforms high-dimensional feature
vectors (in this paper F = 4096) into a much lower-dimensional (say 20
or so). A is a D × F matrix embedding original visual feature space (F -
dimensional) into the lower-dimension visual latent space (D-dimensional)
and finally pu is the user profile, a user-specific vector measuring the the
extent to which the user u is attracted to each ofD visual latent dimensions.

The authors apply the proposed VBPR on large-scale dataset from Ama-
zon.com originally introduced by [226]. The datasets are about Women’s
and Men’s Clothing but also consider Cell Phones&Accessories in which
visual features have been shown to be meaningful. They additionally in-
troduce a new dataset from Tradesy.com, a second-hand clothing trading
community.

The main advantage of this [149] work is that it proposes a recommen-
dation model to uncover the fashion-pattern among users and users’ indi-
vidual and global preference toward visual aspect of clothes in in a single
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model which can work effectively in cold-start scenarios. As for the cons,
one may argue that although a single embedding matrix shared by all items
can uncover the common features among different categories, e.g., the char-
acteristics which make people consider a t-shirt or a shoe to be ‘colorful’,
however, different categories of products (clothes) may have subtle vari-
ations among them and a low- dimensional global embedding to capture
these variations. To address this issue [147] extended this [149] research
work by proposing a more flexible embedding using hierarchical a struc-
tures. In addition, some other research works [145, 148] have questioned
the social and temporal aspect of the visual visual factors during user’s deci-
sion making process and extended this [149] work along these dimensions.

2.2.5 Leveraging social network information

Online social networks contain rich content and context information which
are valuable sources for mining different kinds of knowledge [206]. Due
to the network or graph structure typically established between users in
terms of “friendship” or “following” relations, they furthermore provide
additional information that can be leveraged in RS research.

[53] addressed the music recommendation problem in music commu-
nities by exploiting social network information and acoustic properties of
music. The authors mention that in typical music social communities, such
as Last.fm, each user can make friends with other users, listen to their fa-
vorite music tracks, team up to make playlists, join specific groups, and
use keywords to bookmark music tracks, albums, and artists. The resources
(music tracks, albums, and artists) can have relations with each other, e.g., a
music track being part of an album. Typical audio content-based RS suffer
from the “semantic gap” problem; CF models and CB ones using metadata
have to deal with rating sparsity and noisy or insufficient data, respectively.
The proposed approach by [53] is named music recommendation on hy-
pergraph (MRH), whose goal is to learn a unified hypergraph to model
multi-type objects and relations in social networks interested in music. A
hypergraph is a generalization of an ordinary graph in which different re-
lationships (e.g., music, tag, and users) are modeled via hyperedges, which
are capable of capturing high-order relationships. The authors empirically
explore the contributions of different types of social network information
for recommendation and show that MRH is helpful for practical music RS.
In general, hypergraphs are widely investigated in information retrieval and
pattern recognition tasks [125, 165, 210]. The main contribution of the ap-
proach proposed in [53] is that it constructs a hypergraph to leverage the
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social media information by modeling the multi-type objects in a music
social community as vertices and the relations among these objects as hy-
peredges. For example, acoustic CB similarities between music tracks can
be treated as one kind of relation, friendship connections as another, and
all these relations are combined in a unified framework. To sum up, the
original aspect of this work is to spark new ideas on the development of
novel models to capture heterogeneous data types and relations [210]. The
model however seems to be complex for development in real application.

2.2.6 Sequence-aware multimedia recommendation:

Sequence-aware recommendation (SAR) is different from traditional rating
prediction (aka matrix completion (MC)) in a number of ways [16, 255].
Mathematically speaking, let g : U × L → R be the utility function
which measures the usefulness (utility score) of a given sequence l ∈ L
for user u ∈ U . The SAR problem refers to determination of the sequence
l which maximizes the utility score for the user u, i.e.,

∀u ∈ U, lu = arg max
l∈L

g(u, l) (2.19)

In contrast to MC, the goal in SAR is not to predict the utility score for each
user-item pair rather in computing an ordered list of items l with length k
for each user, where each element of l ∈ L corresponds to an element of
i ∈ I . For a comparison of the SAR problem with general MC setup,
compare the equations 2.8 and 2.19.

The main input to SAR problem is an ordered and often timestamped
set of user previous actions (e.g., anonymous users which are not logged
in the system), where each action can belong to one of several predefined
types (e.g., viewing an item or making a purchase) and the users and items
can have a number of additional attributes similar to standard MC setups.
However, in contrast to MC, the preference score to items can be coming
from unknown users in which case the relevant information is extracted
from past anonymous sessions. In addition, the input data are not usually
provided in the form of explicit ratings (as in MC) rather in the form of
Web server logs.

The output of a SAR model is an ordered list of items in which not
only the “ranking of items” is of importance, similar to a traditional rec-
ommendation setup, but also the transition from one item to another item
(i.e., ordering of items) within the recommendation list is highly desired.
For example, consider the scenario where a user is recommended a rock
music right after she has listened to a classic piece by understanding the
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fact that the user likes both musical genres. Even though both music styles
are in agreement with her taste, the transition between songs and the coher-
ence between song type plays an important role toward user satisfaction. In
SAR, different recommendations are no longer considered as a set of dif-
ferent candidates for the users to select from rather the user is considered
to be using the entire recommendations. The most common example of
SAR is in music domain for music playlist recommendation while in other
domains we can name video streaming as well recommendation of a series
of video learning courses.

[162] proposed an automatic music playlist generation (MPG) method
by recommending musics that not only appeal to the general taste of the
listener, but also are coherent with the most recently played tracks. The au-
thors mention the main particularity with MPG is that recommended items
are consumed “immediately”. Therefore, the SAR algorithm needs not only
to take into the match between recommendation and the listener’s overall
preference but that the playlist is in some level homogeneous considering
the artist, genre, tempo or smoothness of the transition. The importance of
such multi-criteria recommendation is increased in applications like virtu-
ally endless playlists (radios), where the set of recommendations should not
only be coherent within themselves but also with the most recently listened
tracks.

Among different variation of MPG, the focous in [162] is on the imme-
diate next-track recommendation (aka list continuation problem) given a
history of recent tracks. The proposed method by this research work is two-
phase method in which first, a set of candidate music tracks that seem more
matching with the most recent listening history are selected by a multi-
faceted scoring method that takes into consideration attributes such as track
co-occurrences, musical and metadata characteristics and second phase, the
first items of the list are re-ranked using an optimization approach that at-
tempts to minimize the difference between the recently listened tracks and
the continuation in terms of one or more desired quality dimensions.

An empirical evaluation in offline setting on three playlists dataset (Last.fm,
AotM and 8tracks) shows promising results (in terms of accuracy by com-
bining different information sources and the flexibility to balance between
different quality optimization goals. The advantage of this research work is
that it takes into account both short-term listening history (preference) and
long-term preference of the user for recommending next song. In addition,
a diverse and rich information sources such as the one based on CF, meta-
data features based on social tags and musical properties of the signal are
take into account for generating the candidate songs. As for the limitations,
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the same authors in the follow-up work cast doubts [169] if computational
measures used to evaluate the quality of next song recommendation match
with the actual quality perception of music listeners and questions remains
if the handcrafted playlist are actually reflecting real taste of many users.

Unobtrusive Preference Identification

Generating relevant recommendations to user requires knowledge about her
preference. Both, the existing personalized search engines (PSE) and RS
rely on user feedbacks of explicit or implicit to infer user intentions and
preferences. Examples of implicit feedback for PSE and RS include the
query history (PSE) or click data (both PSE and RS). In this line, a new
trend of technologies is emerging whose goal is to elicit user preference
in an unobtrusive fashion, for example by visual processing of the facial
expressions or audio processing of recorded speech in order to interpret
the mood of the user or the analysis of physiological signals such as skin
temperature [163] or heart beat [116] among other others. Multimedia pro-
cessing techniques are required for processing of the data and to transform
some these data into useful information for recommendation sources.

[336] proposed a novel type of personalized document recommenda-
tion (image, video or text) which replaces target user’s ratings with her
attention time (AT ) over online materials in order to identify/measure her
interest over documents. If user’s attention time on a target item It1 is
more than item It2 that is AT (It1 , U) > AT (It2 , U) it is reasonable to infer
that It1 is more interesting to user U than It2 . The key characteristic of
the proposed recommendation algorithm is on its ability to track a user’s
attention time over online materials during his interaction with the online
document (reading, browsing or video watching sessions) by employing a
vision-based eye-tracking system. Once user’s AT over a collection of on-
line documents is obtained, the algorithm predicts the user’s probable atten-
tion time over a new online item by using data mining of the eye-tracking
data.

They key data processing of the proposed method is how to transform
the detected fixation points on the screen representing user’s gaze into use-
ful data for recommendation. The authors propose three different methods
for texts, images and videos in order to anchor these gaze samples onto
the corresponding object segments. User attention prediction method for
documents is based on word attention using inhomogeneous 2D-Gaussian,
image region attention using homogeneous 2D-Gaussian for images and
keyframe attention using linear division. The authors apply their proposed
technique for similar tasks such as personalized Webpage ranking and user-
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oriented document summarization based on user attention time [337, 338].
The evaluation is done via a user study by comparing a user-generated rank
list of items (reflecting her interests w.r.t a given query) as well as the one
returned by Google (Web) Search (for texts), Google Image Search (for
images) and YouTube (for videos) with those produced by the proposed
algorithm. As stated by [223], using eye-movements to build individual
models that analyze user behavior patterns for building her profile has been
applied in other related tasks such as document filtering [56] and query
expansion [57] but their adoption in RS remains vastly under-explored.
Conventional ratings given to an item are “atomic”, i.e., the user gives her
overall preference for the item. One of the main achievement of this type
of work in RS is that the preference obtained by user attention is “com-
positive” which means user gives her rating to subcomponents or different
features separately (e.g., for image, user’s attention time is the accumulated
version of attention over different regions). The main limitation of this re-
search work is that the used set of visual features are old and deprecated.
Also, little detail has been shared with the eye gaze tracking module, limit-
ing the reproducibility of the work in practice.
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CHAPTER3
Visual Content-Based Video

Recommendation

3.1 Introduction

Video recommender system (VRS) are traditionally powered by either col-
laborative filtering or by content-based filtering (CBF) engines which are
presumably the two most frequently adapted variants of RS today [190,
214, 268]. While collaborative filtering (CF) assumes that the target user
(to whom the recommendation is going to be delivered) will like content
similar to the content other like-minded users prefer, CB approaches deter-
mine their recommendation based on the similarity of the items to the items
the user liked in the past. For this, CB approaches rely on descriptive at-
tributes (features) of the items in order to find such similarity, for example
colors in an image, motion trajectory in a video, rhythm of a song, textual
information of a page.

To the extent CB and their respective algorithm base their similarity
computation on either textual metadata or audio-visual features strongly
varies between domains, i.e., the type of items recommended. In this re-
gard, while extracting descriptive item features from multimedia content is
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a well-stabilized research task in the multimedia community, the recom-
mender system community has for long time considered metadata (either
editorial as in the case of genre, cast, director or the wisdom of the crowed
e.g., tags, reviews) as the single source for CB recommendation models,
thereby disregarding or to say the least not fully exploiting the wealth of
information contained in the actual signals. While such post-release meta-
data are assumed to cover the ‘semantics’ of the content given that they are
generated by human, they have several shortcomings as well:

• First: metadata are prone to errors (in particular being user-generated)
and labor-intensive/expensive (in particular the editorial ones).

• Second: metadata can be rare or unavailable for new videos, making it
difficult or even impossible to provide good quality recommendation,
i.e., the cold-start problem.

• Third: even if metadata are available in great amount, they often re-
quire complex Natural Language Processing (NLP) in order to ac-
count for stemming, stop words removal, synonyms detection and
other semantic analysis tasks [19].

• Fourth: user-generated metadata are often biased toward users/com-
munities and might not fully or only in a distorted way be able to
represent the characteristic of a video [61, 197].

• Fifth: the perception of a movie in the eyes of a viewer is influenced
and can be manipulated by many film-making conventions applied by
the director, i.e., the design aspects of a movie production used to
classify aesthetics and style or the so called mise-en-scène character-
istics of a movie. Although the viewer may not consciously notice,
the mise-en-scene elements affect her experience. For example, two
movies from the same genre and director “the Empire of the sun” and
“Schindler’s list” (both drama movies by Spielberg) can be signifi-
cantly different based on the mise-en-scene characteristics, in which
“the Empire of the sun” is shot using bright colors and making heavy
use of special effects while “Schindler’s list” is shot like a documen-
tary in black and white. Although, these two movies are comparable
with respect to traditional metadata, their style and mise-en-scène are
substantially different which can likely affect the viewers’ feelings
and opinions differently.

Addressing these research limitations, we focus on the domain of video
recommendation and propose a new type of CB technique that filters videos
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according to the visual characteristics including lighting, color and motion.
The proposed features have a stylistic nature and are in accordance with
applied media aesthetics [344] used to convey communication effects and to
simulate different feelings in the viewers. Our research hypothesis is that “a
RS using low-level visual features (mise-en-scène) provides comparable or
better accuracy compared to the same RS using traditional metadata content
(genre and tag)”. We articulate the research hypothesis along the following
research questions:

• RQ1: Can the introduction of low-level visual features extracted from
videos improve the quality of recommendations? (study 1)

• RQ2: Can the introduction of low-level visual features alone or com-
bined with high-level semantic features, induce measurable effects on
the perceived utility of recommendations? (study 2)

• RQ3: Can hybridization of the proposed CB visual system with other
(traditional) form of recommendation such as matadata-driven CB
system or collaborative knowledge shared in a CF system under state
of the art hybridization techniques such as factorization machines (FM)
or canonical correlation analysis (CCA) improve the quality of recom-
mendation? (study 3)

In this chapter, I seek to answer the above research questions in different
sub-studies. Each study in this chapter is the result of one or several publi-
cations published at an international conference or peer-reviewed journal.

I believe this chapter provides a number of contributions to the field of
RS field in the video domain: first, it improves our understanding of the
role of visual information encapsulated in the videos to build automated
RS that are capable of responding to the preferences of users, either au-
tonomously to replace traditional CB approaches especially in cold-start
scenarios or in conjunction with other CB techniques based on metadata or
the shared community knowledge in CF in order to improve the accuracy
of recommendations. To the best of our knowledge, this subject has been
heavily under-researched in the RS community; second, as an additional
contribution, this study is performed with respect to two entirely different
movie datasets (short version: movie trailers v.s. long version: full movies)
and provides useful insights from the similarities/difference obtained while
extracting the visual features from the complete version of movies or the
summarized short version in building CBRS.
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3.2 Study 1: “The impact of low-level visual features”

The results of this research study was published at the following venues:

• As a long paper at the Springer Ec-Web 2015 conference [93]

• As a short paper at the ACM CHIitaly 2016 conference [94]

• A detailed version of the work involving the study on full-length movies
was published at the Springer Journal of Data Semantics in 2016 [90].

3.2.1 Background and Related Work

Movie recommender systems typically exploit high-level movie attributes
in order to generate movie recommendation [59]. Metadata play an im-
portant role in such systems where recommendations are generated using
explicit or implicit preferences of users on attributes such as movie genre,
director, cast, (structured information) or plot, tags and textual reviews (un-
structured information). In contrast, our work exploits “implicit” content
characteristics of items, i.e., features that are “encapsulated” in the items
and must be computationally “extracted” from them.

We focus on the domain of video recommendations and propose a novel
approach for recommendation. The proposed system in study 1 is a vi-
sual CB system that filters items according to stylistic visual properties of
the videos. We propose a set of computational visual features that can be
automatically extracted from video files, either movie trailers or the cor-
responding full-length videos. Such features include lighting, color, and
motion and are referred to as the mise-en-scène throughout this research
since they have a “stylistic” nature and are according to applied media aes-
thetics [344].

A specific interest for this study is applied media aesthetic which is con-
cerned with the connection of a number of media components, such as col-
ors, light, camera movements with the perceptual responses they can bring
about in consumers of media communication, mainly videos and films.
Such media components, that together form the visual images composing
the media are investigated by using a rather formalistic approach that suits
the purposes of this study.

By an investigation of cameras, lenses, lighting, and so forth., as pro-
duction apparatuses as well as their aesthetic characteristics and utiliza-
tions, applied media aesthetic attempts to recognize patterns in how such
components work to deliver the desired impact in conveying feelings and
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meanings. The image components that are typically addressed as princi-
pal in the literature [233] include lights and shadows, colors, space repre-
sentation, motion and sound. It has been demonstrated, e.g., in [54, 257],
that some aspects concerning these components can be computed from the
video information streams as statistical values. We will investigate the de-
tails of the features, investigated for content-based video recommendation
in this study in order to provide a solid overview on how they are used to
producing perceptual responses in the audience. Sound will not be further
discussed, since it is out of scope of this study (we will study that in chap-
ter 4), as well as the space representation, that concerns, e.g., the different
shooting angles that can be utilized to represent dramatically an event.

The proposed recommendation technique has been evaluated over a large
set of video items and the results were compared with existing CB tech-
niques that exploit explicit features such as movie genre. We consider three
different experimental conditions: (a) visual features extracted from movie
trailers, (b) visual features extracted by full-length video and (c) traditional
explicit features based on genre. The goal is to test two hypotheses:

• The recommendation algorithm based on visual features leads to a
higher recommendation quality (w.r.t. accuracy metrics - See Ch. 5)
in comparison with traditional genre-based RS.

• Recommendation quality when stylistic features are extracted from
either movie trailers is comparable when they are extracted from full-
length videos. In other words, movie trailers are good representatives
of their corresponding full-length movies with respected to the utility
of recommendation.

The evaluation study has confirmed both hypotheses and has shown that
our technique leads to more accurate recommendations than the baselines
techniques in both experimental conditions.

3.2.2 Method Description

In the following we will describe the method adopted to build our proposed
CB visual recommender system.

Visual feature extraction

The main processing steps involved are: (1) video segmentation and, (2)
visual feature extraction. We will describe each of these methods in the fol-
lowing. A video can be considered as contiguous sequence of many frames
where consecutive frames are visual highly similar. Considering all these
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frames for feature extraction is inefficient. Therefore, the first step prior
to feature extraction is to segment the video into smaller segments known
as video shots. A shot boundary is a frame where frames around it have
significant difference in their visual content. Frames within a shot have a
high-level similarity in their visual appearance, therefore it makes sense to
take one representative frame in each shot and use that frame for feature ex-
traction known as the Key Frame. Two types of features are extracted from
videos: (i) temporal features (ii) spatial features. The temporal features re-
flect the dynamic perspectives in a video such as the average shot duration
(or shot length) and object motion, whereas the spatial features illustrate
static properties such as color, light, and so on.

In order to demonstrate the effectiveness of the proposed content, we
selected and extracted the five type of visual features proven to be highly
representative of movie genres, to be extracted from each video

fv = (Lsh, µcv, µm, µ
2
σm , µlk) (3.1)

where Lsh is the average shot length, µcv is the mean color variance over
key frames, µm and µ2

σm are the mean motion average and standard devia-
tion across all frames respectively and µ2

σm is the mean lightening key over
key frames.

Shot Duration: The shot duration measures how long a shot is onscreen be-
fore transitioning to a new shot [97]. A shot is a single camera action,
and the total number of shots in a video is indicative of the pace at
which the movie is being created. For instance, the genre action typ-
ically contain many camera movements (to follow people and objects
in the environment) in comparison with drama genre which usually
contain long conversation scenes as shown in Figure 3.1. The speed
of cut sequences influences perceptual and emotional elements in the
viewer [90, 97, 257]. The average shot duration is defined as

L =
nf
nsh

(3.2)

where nf is the number of frames and nsh the number of shots in the
movie.

Color Variance: Colors can influence our feelings in different ways. They
can bring excitement and joy, makes us more aware of the world
around us [344]. Variance of colors in movies is highly correlated
with the style of the movie [257, 299]. For instance, filmmakers of-
ten use a large variety of light colors for shooting comedy movies and
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Action
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Shot Shot Shot Shot Shot Shot

Shot Shot Shot

Physical Scene

Shot Shot
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A A A A B B B A A A

Figure 3.1: Illustration of camera shot change speed in different movie genres. The genre
action typically contains high number of shots (i.e., high activity) with short duration
as opposed to drama genre with less number of shots and long scene duration.

less combination for horror movies. For each key frame represented
in Luv color space [274], we first compute the covariance matrix ρ as

ρ =

 σ2
L σ2

Lu σ2
Lv

σ2
Lu σ2

u σ2
uv

σ2
Lv σ2

uv σ2
v

 (3.3)

where σL, σu, σv, σLu, σuv, σLv are the standard deviation and mutual
covariance over three channels L, u, v. We later compute the general-
ized color variance γ as the determinant of ρ

γ = det(ρ) (3.4)

We use γ as the output representation of the color variance within a
shot [257].

Average and Variation of Motion: Motion is the basic structural unit of video
and it is what differentiates it from a static image. Motion in a video
can be due to camera movements (camera motion) or movements of
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objects in the environment (object motion). For each keyframe within
a shot, with respect to its previous frame, we estimate the velocity
(motion) of each pixel by using the optical flow technique [153]. This
results in a motion vector calculated at each pixel. The average mo-
tion magnitude contains information about the amount of activity in
that frame. In order to capture both motion types we computed the av-
erage (mean) and variation (variance) of motion vectors magnitudes.

Lighting: Lighting is the deliberate manipulation of light and shadows to
communicate a specific purpose. Certain colors and lighting can have
an immediate emotional effect on the consumers as they can establish
the aesthetic context for our experiences, a framework that tells us
how we should feel about a certain event. These elements sidestep
our rational faculties and are used in the hands of able filmmakers for
controlling the type of emotions intended to be induced to a movie
consumer [344]. There are two main lighting categories: high-key
lightening and low-key lightening. With high-key lightening there is
abundance of light and less contrast between dark and light, as with
comedy movies. With low-key lightening there is predominance of
darker tones and a high contrast ratio, as with noir films. In order to
measure lightening, for each key-frame we first compute mean µ and
standard deviation σ of the brightness of each pixel. Lighting key ξ
for each keyframe is defined as

ξ = µ · σ (3.5)

Recommendation

We formulate the recommendation problem as follows. The unknown pref-
erence score (i.e., rating) r̂ui for user u and item i is computed as an aggre-
gate of the ratings of other, similar items, using the following aggregation
function:

r̂ui =
1∑

j∈Nu(i)
sij

∑
j∈Nu(i)

sij rui (3.6)

whereNu(i) denotes the items rated by user umost similar to item i and sij
is the similarity score between items i and j (the content-centric similarity).
Also known as matrix completion problem, recommendation is realized by
rating prediction for various user-item combinations and then ranking the
predictions. We searched for best number of neighbors in the range [2−10]
for each recommender and reported the final results under the best parame-
ter setting.
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3.2.3 Evaluation Methodology

In order to test the research hypothesis presented in section 3.1, we evalu-
ated the Top-N recommendation quality of each CBRS on a subset of the
MovieLens-20M dataset [142] by employing 5-fold cross validation (CV)
in our experiments on (rating splitting). The evaluation is conducted by
computing Recall@K defined as:

R@K =
1

|U |
∑
u∈U

|Lu ∩ L̂u|
|Lu|

(3.7)

where Lu is a set of relevant items of user u in the test set T and L̂u denotes
the recommended set containing the K items in T with the highest pre-
dicted ratings for the user u from the set of all users U . We have selected a
subset of full-length movies and the corresponding trailers, that were sam-
pled randomly from all the main genres, i.e., Action, Comedy, Drama and
Horror. The summary of the final dataset is given in Table 3.1.

Table 3.1: General information about our dataset

# items 167
# users 139190
# ratings 570816

As noted before, the movie titles were selected randomly from Movie-
Lens dataset, and the files were obtained from YouTube1. The dataset con-
tained over all 167 movies, 105 of which belonging to a single genre and
62 movies belonging to multiple genres (see Table 3.2).

Table 3.2: Distribution of movies in our catalog

Action Comedy Drama Horror Mixed Total
# 29 27 25 24 62 167
% 17% 16% 15% 14% 38% 100%

The proposed video feature extraction algorithm was implemented in
MATLAB R2015b 2 on a workstation with an Intel Xeon(R) eight-core 3.50
GHz processor and 32 GB RAM. The Image Processing Toolbox (IPT) and
Computer Vision Toolbox (CVT) in MATLAB provide the basic elements
for feature extraction and were used in our work for video content analysis.

1www.youtube.com
2http://www.mathworks.com/products/matlab
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In addition, we used the R statistical computing language 3 together with
MATLAB for data analysis. For video classification, we took advantage of
many of the classifiers in Weka 4 that provides an easy-to-use and standard
framework for testing different classification algorithms.

3.2.4 Results

Genre Classification

In this section, the automated classification of movie trailers into genre by
using the mise-en-scène visual features is studied where a single movie
may belong to more than one class. The target studied genres are: Action,
Comedy, Drama and Horror as commonly practiced in movie domain [257,
299, 351]. Being able to classify movies into genres allows the proposed
CB visual system to be safely and better replaced with the genre-based RS
which can be advantageous useful in cold-start situations where no or little
metadata are available.

We assume that an item is represented by a feature vector of d attribute
values x = [x1, ..., xd] and there exists a set of m items I = {i1, i2, ..., im}
where each item (instance) can be associated with a subset of labels from
L = {1, ..., L}. The goal in multi-label classification is to model a classi-
fier h able to associate a set of c labels to every item in I , where c ∈ [1, L]
varies for every item. This is opposed to the traditional task of single-
label classification (i.e. multi-class, or binary) where each instance is only
associated with a single class label. A common approach to multi-label
classification is to perform problem transformation, whereby a multi-label
problem is transformed into one or more single-label (i.e., binary, or multi-
class) problems. In this way, single-label classifiers are employed and their
single-label predictions are transformed into multi-label predictions. Fur-
ther information can be found in [347].

In this experiment, since the goal if to focous on the recommendation
quality of the proposed visual CB system and to a lesser extent on the clas-
sification part, we made a simplifying choice for the genre classification
task and considered in our original dataset, only movies tagged with one
single genre label, thereby effectively changing the original problem from
a multi-label classification problem to a binary-classification problem.

3https://www.r-project.org
4http://www.cs.waikato.ac.nz/ml/weka
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Experiment A

For the classification task, we considered 105 movies (from the original
167) tagged with one of the four main genres (action, comedy, drama,
horror) as suggested in [257]. We experimented with many classifica-
tion algorithms in Weka and obtained the best results under decision ta-
bles [184]. Decision tables can be considered as tabular knowledge repre-
sentations [185] which given a new instance it searches for an exact match
in the decision table cells, and then the instance is assigned to the most
frequent class among all instances matching that table cell [121].

The following classification quality w.r.t accuracy was obtained after
running a 10-fold cross-validation: (1) movie trailers: 76.2% and (2) full-
length movies: 70.5%. The best and worst classification accuracy occurred
for the genre comedy (23 out of 27 correct) and the genre horror. As foe
the latter, for instance, 4 out of 24 horror movie trailers have been mistak-
enly classified as action genre. This phenomenon can be explained by the
fact that there are many action scenes occurred in horror movies, and this
may make the classification very hard. Similar trends of results were ob-
served for full-length movies. From the results obtained in this experiment
it can be concluded that the low-level stylistic visual features used in our
experiment are predictive of genre classes by a proper extent.

Correlation between Full-length Movies and Trailers

As mentioned earlier in section 3.1, one of the research hypotheses we are
seeking for in this research is if there is correlation between the full-length
movies and their corresponding trailers given the mise-en-scène visual fea-
tures extracted from each dataset. The goal is to investigate whether or not
the trailers are representative of their full-length movies, with respect to the
stylistic visual features.

Such a correlation can be defined in different ways: (1) by directly com-
puting pairwise correlation between low-level visual features and, (2) by
computing the recommendation quality w.r.t. a certain quality metric using
each of the two movie datasets. In the light of above, we have performed
two experiments as explained in the following.

Experiment B

We have first extracted the five low-level visual features defined in sec-
tion 3.2.2 from each of the 167 movies and their corresponding trailers in
our dataset. Similarity between the two datasets is computed by calculating
the pairwise correlation using the cosine similarity metric and computing
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Figure 3.2: Histogram distribution of the cosine similarity between full-length movies and
trailers

the average across all items. The reason for the choice of cosine metric
is that it is the the same metric used to generate recommendations in our
experiments (as explained in Section 3.2.3), and hence, it is a reliable in-
dicator to evaluate if recommendations based on trailers are similar to rec-
ommendations based on the full-length movies.

Figure 3.2 plots the histogram of the cosine similarity. As it can be
seen, the average similarity between the two dataset is approximately 0.78
and the median is 0.80. It can be also noted that more than 75% of the
movies have a cosine similarity greater than 0.7 between the full-length
movie and trailer. The movies most similar to their trailer are “Evil - In
the Time of Heroes”, “Munger Road”, and “Pacific Rim” while the least
correlated movies are “Love is Strange”, “The Resident”, and “Die Hard:
With a Vengeance”. Moreover, less than 3% of the movies have a similarity
below 0.5.

Overall, the cosine similarity shows a substantial level of correlation
between the movie trailers and full-length videos. This is an interesting
outcome that basically indicates that the trailers of the movies can be con-
sidered as good representatives of the corresponding full-length movies.

Experiment C

In the second experiment in study 2, we have used the low-level features
extracted from both trailers and the full-length movies to feed the CBRS de-
scribed in Section 3.2.2 in order to evaluate if there is significant difference
between the quality of recommendation obtained from the two datasets. In
absence of such a significant difference, one can reliably replace the shorter
version of the movies for conducting research in the field of RS. Quality
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Figure 3.3: Performance comparison of different CB methods under best feature combi-
nation for full-length movies (a), and trailers (b).

of recommendations has been evaluated according to the methodology de-
scribed in Section 3.2.3.

Figure 3.3 plots the recall@N for full-length movies (a) and trailers (b),
with values of N ranging from 1 to 5. Recall reported in the figures the
algorithm in both figures are the values for the similar algorithms, but us-
ing different sources of information (i.e., low-level vs high-level content
features). The best number of neighbors have been determined with cross
validation and were K = 2 for LL features and K = 10 for HL features).

By comparing the two figures, it is can be noted that the recall values of
the CBRS using the visual features extracted from the full-length movies
and trailers are almost identical. These results have interesting implication
and confirm those obtained in Experiment B (of the same study). The result
prove that low-level features extracted from trailers are representative of the
corresponding full-length movies and can be effectively used to provide
recommendations.

Recommendation Quality compared with metadata

The goal of this section is to investigate the main research hypothesis: “if
low-level visual features can be used to provide good-quality recommen-
dations”. We compare the quality of CB recommendations based on three
different types of features:

Low Level (LL): stylistic visual features. (aka mise-en-scène features)

High Level (HL): semantic features based on genres.

Hybrid (LL+HL): combination of stylistic and semantic features.
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Experiment D

In order to identify the visual features that are more useful in terms of rec-
ommendation quality, we have performed an extensive set of experiments.
We have fed the CBRS with with all the 31 combinations of the five visual
features f1-f5 (as for LL feature), one genre feature vector (as for HL fea-
tures) and 31 additional combinations for low-level stylistic visual features
with the genre. Each of the resulting feature vectors were max normalized.

Table 3.3 reports Recall@5 for all the different experimental conditions.
The first column of the table describes which combination of low-level fea-
tures has been used (1 = feature used, 0 = feature not used). The last column
of the table reports, as a reference, the recall when using genre only and it
does not depend on the low-level features. The optimal value of number
of neighbors used for the KNN similarity has been determined with cross
validation and shown in each column of the table.

From these results it can be seen that the recommendation quality w.r.t
recall@5 are clearly better for low-level stylistic visual features extracted
from trailers than recommendations based on genre for any combination
of visual features. However, no considerable difference can be observed
between genre-based and hybrid-based recommendations.

3.2.5 Feature Analysis

The goal of this is study to investigate if and how some low-level visual fea-
tures provide better quality of recommendation. We also wish to improve
our understanding why combinations of low-level features do not improve
accuracy.

Experiment E

In this experiment, we analyze if there is a correspondence/correlation be-
tween the two video datasets: trailer and full-length movies. This analysis
is similar to the one reported in Section 3.2.4, but results are reported as a
function of the features.

Figure 3.4 plots the cosine similarity values between visual features ex-
tracted from the full-length movies and visual features extracted from trail-
ers. In other words, for each of the features extracted, we compute the pair-
wise cosine similarity between the same feature across all video item. As
it can be seen features f2 and f4 (color variance and object motion) are the
least similar features, suggesting that their adoption, if extracted from trail-
ers, should provide different recommendation quality for the two datasets.
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Table 3.3: Performance comparison of different CB methods, in terms of Recall metric,
for different combination of the Stylistic visual features

Features Recall@5
LL Stylistic LL+HL Hybrid HL Genre

f1 f2 f3 f4 f5 (K = 2) (K = 2) (K = 10)
0 0 0 0 1 0.31 0.29

0.21

0 0 0 1 0 0 32 0.29
0 0 1 0 0 0.31 0.22
0 1 0 0 0 0.27 0.23
1 0 0 0 0 0.32 0.25
0 0 0 1 1 0.32 0.21
0 0 1 0 1 0.31 0.22
0 0 1 1 0 0.32 0.22
0 0 1 1 1 0.32 0.23
0 1 0 0 1 0.24 0.20
0 1 0 1 0 0.25 0.20
0 1 0 1 1 0.25 0.22
0 1 1 0 0 0.24 0.20
0 1 1 0 1 0.23 0.20
0 1 1 1 0 0.25 0.18
0 1 1 1 1 0.25 0.22
1 0 0 0 1 0.31 0.26
1 0 0 1 0 0.31 0.29
1 0 0 1 1 0.31 0.18
1 0 1 0 0 0.30 0.23
1 0 1 0 1 0.30 0.22
1 0 1 1 0 0.31 0.24
1 0 1 1 1 0.31 0.23
1 1 0 0 0 0.25 0.20
1 1 0 0 1 0.23 0.20
1 1 0 1 0 0.25 0.22
1 1 0 1 1 0.25 0.21
1 1 1 0 0 0.22 0.20
1 1 1 0 1 0.21 0.20
1 1 1 1 0 0.25 0.21
1 1 1 1 1 0.25 0.21
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Figure 3.4: Cosine similarity between stylistic visual features extracted from the full-
length movies and their corresponding trailers

A significance hypothesis test using the Wilcoxon test was adopted to com-
pare features extracted from the full-length movies and trailers and the re-
sults are summarized in Table 3.4. The results of the significance test indi-
cate that there is a significance difference between features f1 (average shot
length), f2 (color variance) and f4 (motion variation) while no significance
difference is obtained for f3 (motion average) and f5 (lighting key). These
results show that movie trailer and the correspondence full-length videos
are highly similar w.r.t. features f3 (motion average) and f5 (lighting key)
and that the former can safely represent the latter dataset for example when
full-length videos are not accessible.

Table 3.4: Significance test with respect to features in 2 set of datasets (movie trailers and
full movies)

f1(Lsh) f2(µcv) f3 (µm) f4 (µσ2
m

) f5(µlk)
wilcox.test 1.3e-9 5.2e-5 0.154 2.2e-16 0.218

Having considered all these results, we remark that our considered hy-
potheses have been successfully validated. In fact, our results indicate that
a proper extraction of the visual stylistic features of videos can improve the
accuracy of video recommendation in comparison with typical expert an-
notation method, for both situations where the visual features are extracted
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from full-length videos or from movie trailers only. These are promising
results, as they overall illustrate the possibility to achieve high-accurate
recommendation qualities with an automatic method than a manual method
(i.e., expert annotation of videos) where the manual method can be very
costly and in some cases even infeasible to obtain (e.g., in presence of large
datasets).

3.2.6 Discussion

Our main research hypothesis is that low-level artistic (stylistic) features
(e.g., colors, light, motion) can be more representative than high-level se-
mantic features (e.g., genre) in providing content-based recommendations.
Our secondary research hypothesis is that low-level features extracted from
a movie trailer are representative of the low level features extracted from
the full-length movie. We discuss each of these research questions in the
following:

Quality of Recommendations

According to the results presented in Table 3.3, all combinations of the
low-level visual features provide better recommendation than the high-level
feature (genre). The improvement is particularly evident when using either
scene duration, light, camera movement, or object movement, with an im-
provement of almost 50% in terms of recall with respect to genre-based
recommendations. The improvement is less strong when using color vari-
ance, suggesting that user opinions on average are less affected by how
diverse colors are used in movies. We also think the validity of these find-
ings can be restricted to the actual experimental conditions considered, and
may be affected by the limited size of the dataset or user-centric factors
such as user age. Despite these limitations, our results provide empirical
evidence that

A set of low-level visual features based on mise-en-scène ob-
tained from applied media aesthetic [90, 93, 344] can provide
predictive power, comparable to the genre of the movies, in pre-
dicting the relevance of movies for users.

Surprisingly, mixing low-level and high-level features does not improve
the quality of recommendations and, in most cases, the quality is reduced
with respect to use of low-level only, as shown in Table 3.3. This can be
explained by observing that genres can be easily predicted by low-level
features. For instance, action movies have shorter scenes and shot lengths,
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than other movies. Therefore, in presence of correlation between features,
the overall prediction capabilities of the mixed approach is reduced.

Trailers vs. Movies

One of the potential drawbacks in using low-level visual features is the
computational load required for the extraction of features from full-length
movies. In some cases these movies may be inaccessible or costly to obtain
specially for conducting a research study using a large number of videos.
The results of our research indicates that low-level features extracted from
movie trailers are strongly correlated with the corresponding features ex-
tracted from full-length movies (average cosine similarity 0.78) in which
scene duration, camera motion and light are the most similar features when
comparing trailers with full length movies. The result for the scene dura-
tion is somehow surprising, as we would expect scenes in trailers to be, on
average, shorter than scenes in the corresponding full movies since movie
trailers are usually made with many intentional/abrupt cuts. The strong cor-
relation however suggests that trailers have consistently shorter shots than
full movies. For instance, if an action movie has, on average, shorter scenes
than a dramatic movie, the same applies to their trailers. Our results provide
empirical evidence that

The tested set of low-level visual features based on mise-en-scène
extracted from trailers can be used as an alternative to features
extracted from full-length movies in building content-based rec-
ommender systems.

3.2.7 Conclusion of Study 1

In study 1, we presented a novel CB method for the video recommendation
task. The method extracts and uses the low-level visual features from video
content in order to provide users with personalized recommendations, with-
out relying on any metadata features such as genre, cast, reviews - which
are more costly to collect, because they require an “editorial” effort, and
are not available in many new item scenarios.

We have developed a main research hypothesis, i.e., a proper extrac-
tion of low-level visual features from videos may led to higher accuracy of
video recommendations than the typical expert annotation method. Based
on a large number of experiments, we have successfully verified the hy-
pothesis showing that the recommendation accuracy is higher when using
the considered low-level visual features than when high-level genre data are
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employed. The findings of our study do not diminish the importance of ex-
plicit semantic features (such as genre, cast, director, tags) in content-based
recommender systems. Still, our results provide a powerful argument for
exploring more systematically the role of low-level features automatically
extracted from video content and for exploring them.

3.3 Study 2: “User study”

The results of this research study was published as a short paper at the ACM
Recsys 2017 conference [112].

3.3.1 Introduction and Context

As the world wide web has become the main source and distribution chan-
nel of digital videos and movies, a large amount of videos are accessible to
users. Video sharing websites, such as YouTube, Netflix and Hulu, host a
tremendous number of videos. These massive video repositories place an
enormous burden on users when trying to find videos of interest. In order
to curb this multimedia information overload and allow users to find their
desired video content, most video websites have adopted recommender sys-
tems, as an effective way to help users explore the world of videos [23,268].
Successful recommender systems produce well-fitting yet novel and diverse
recommendations.

In the last decade, we have seen much consideration given to the seman-
tic gap problem in multimedia information retrieval (MMIR) systems [166,
217]. This problem refers to the gap between the high-level concepts that
users expect when searching for interesting multimedia content when search-
ing for an item explicitly via a query (e.g., genre, plot, actors) and the low-
level features that it is conceivable to automatically extract from the content
(e.g., brightness, contrast, etc.). The users’ ability to effectively and effi-
ciently use MMIR systems is affected by the sharp discontinuity that exists
between the crude low-level features and the (semantically) richness of user
queries encountered in multimedia search. As a consequence, the MMIR
community has since a long time ago struggled to bridge this semantic gap
as various studies have acknowledged the difficulty of addressing the user’s
information needs with primitive low-level features, since they are not con-
cerned with the semantics of the content [105, 166].

Despite this fact, we make a different assumption for recommender sys-
tems. We still believe that the semantic gap exists and that adoption of low-
level features causes limitations in MMIR applications where the objective
is to provide a manner for indexing multimedia content so that users can
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explicitly (i.e., manually) query that content at the semantic level. We wish
to explore if this assumptions holds additionally for RS, where the objec-
tive is to automatically discover content that the user likes, without the need
for the user to ask the system through querying. Our research assumption
is that the semantic gap is not a problem for RS but an opportunity. Our
goal is to leverage the low-level features naturally available in the multi-
media content and complement them with the high-level characteristics of
the content provided by the wisdom of the crowd. For this purpose, we
investigate and assess a recent approach for movie recommendations that
integrates traditional high-level semantic attributes, such as genre, direc-
tor and cast, with low-level mise-en-scène features, i.e., the design aspects
of movie making influenced by aesthetic and style [90, 344]. Examples
of mise-en-scène characteristics include but not limited to lighting, colors,
background, and movements.

We believe that mise-en-scène features provide the chance to make video
RS more effective and helpful as they help in strengthening two weak spots
when working with semantic attributes: absence of diversity and novelty in
video recommendations [120]. Previous research works provide evidence
that the lack of diversity and novelty in conventional RS occurs because
recommender algorithms are designed to recommend videos similar to the
ones users liked in the past [60, 120, 228]. Recommendations lacking nov-
elty and diversity have negative outcomes on user satisfaction, even if rec-
ommendations superbly match users’ tastes [62, 345]. This paper expands
on previous research studies identifying mise-en-scène characteristics that
conceivably influence accuracy of recommendations from system-centric
viewpoint. In this work we aim to address the following research ques-
tions:

RQ1: Can the introduction of low-level visual mise-en-scène features based
on mise-en-scène characteristics combined with high-level semantic
attributes, improve offline quality of video recommendations?

RQ2: Can the introduction of low-level visual mise-en-scène features based
on mise-en-scène characteristics combined with high-level semantic
attributes, induce measurable impacts on the perceived utility of rec-
ommendations?

The two research questions presented have been explored by conducting
two wide and articulated experimental studies: (a) a system-centric eval-
uation to measure the offline quality of recommendations in terms of pre-
cision, novelty, diversity and coverage; (b) user-centric online experiment
involving 100 users, measuring different subjective metrics (i.e., relevance,
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novelty, diversity, and satisfaction). In both studies, the quality of recom-
mendations have been evaluated under three different experimental con-
ditions characterized by the same CB algorithm using either (i) semantic
high-level movie attributes (ii) mise-en-scène low-level features, and (iii) a
combination of the two as summarized in Table 3.5.

Results of the study indicate that (1) the adoption of mise-en-scène fea-
tures can strongly affect precision/relevance, diversity and novelty of rec-
ommendations, determining an increased utility of recommendations and
in influencing the user’s choice to actually watch a movie, and (2) the intro-
duction of mise-en-scène features in conjunction with traditional attributes
has a tenancy to diversify recommendations and suggest users with less
evident choices.

3.3.2 Experiment Setup

Table 3.5 summarizes the experimental conditions used in two studies.

Recommendation Algorithm

In order to generate recommendations, in both offline and online experi-
ments, we used a widely used pure CF algorithm based on k-nearest neigh-
bors, and considered 20 neighbors, cosine similarity, and log-quantile nor-
malization of the mise-en-scène features [90].

Content-based Features

In both studies, the quality of recommendations have been evaluated un-
der three different experimental conditions defined by one manipulatable
variable: the type of movie features.

Metadata features.

Content-based movie recommender systems are conventionally based on
high-level attributes such as genre, director, and actors, the so called meta-
data. Such metadata are generated by human, either editorially (e.g. title,
cast) or by leveraging the wisdom of the crowd (e.g., tags).

Mise-en-Scène features.

As shown in study 1 [90], low-level stylistic characteristics – such as color,
motion and lighting – have been shown effective for CB video recommen-
dations (mise-en-scène features). Mise-en-Scène features can be extracted
automatically by processing the video files. Other types of visual features
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Table 3.5: Experimental conditions used in two studies

Study Feature Types Quality Metrics #Users

A: Offline (i) semantic
(ii) mise-en-scène

(iii) combination of
semantic and
mise-en-scène

Precision
Diversity
Novelty

Coverage

113,682

B: Online
Relevance
Diversity
Novelty

Satisfaction

100

explored in the community of multimedia recommender systems can be
found in [146, 168, 270]. The common approach to extract this five cate-
gories of features comprise of the following steps:

• videos are partitioned into (non-overlapping) shots by using a shot-
boundary detection method. Then, for each shot, a representative key
frame is extracted (this is not necessary for the shot duration);

• for each shot, the desired features are extracted.

• the feature values are averaged over all shots.

In our experiments, we extracted the five categories of mise-en-scène
low-level features described in study 1 and the research works [90, 257] as
they are explainable, easy to extract from video files, and show promising
results in offline experiments: shot duration, color variance, lighting key,
average motion, and motion variation.

3.3.3 Study A: Offline Experiment

In the offline experiment, we evaluated the Top-N recommendation quality
of each CB algorithm powered by one out of three type of content feature
presented in Table 3.5. The evaluation of the performance of the RS was
performed using a subset of the MovieLens-20M dataset [142], by running
a hold-out (80% train - 20% test). The characteristics of the final dataset is
shown in Table 5.3:

As for semantic attributes, each video (movie) is described by a fea-
ture vector of length 127 based on user-generated tags where on average
each movie is labeled with six attributes. This is while the mise-en-scène
dataset contains five feature values extracted according to the procedure
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Table 3.6: Characteristics of the evaluation dataset used in the offline study: |U|— num-
ber of users, |I|— number of items, |R|— number of ratings.

dataset |U| |I| |R| |R|
|U|

|R|
|I|

|R|
|I|×|U| (den-
sity)

ML-20M 113,682 12,573 775,090 6.81 61.6 0.0005

described in Section 3.3.2. The offline quality of recommendation is eval-
uated w.r.t. the following accuracy and beyond-accuracy metrics: preci-
sion, diversity, novelty and coverage [133].

Precision is computed by calculating the the percentage of movies in the
suggestion list that were relevant to the user. Diversity is estimated by com-
puting the intra-list similarity between items w.r.t. certain content feature.
We computed diversity based on genre since it can be a considered as fair
mediator between the mise-en-scène features and tag semantic features not
biased toward one. Diversity is quantified by calculating the pairwise co-
sine similarity between items in the recommendation list and subtracting it
from one given as 1−S where S is the average pair-wise similarity between
all the items in the list. Novelty is measured w.r.t. popularity of the items
using the self-information of the recommended items relative to their global
popularity. Lastly, we compute coverage by calculating the percentage of
pairs of < user,movie > for which we can predict a rating [22, 110, 126].
After calculating the above, all metric values were normalized to the range
0% to 100%, representing the lowest and highest quality respectively. See
section 5.6 for further information on the evaluation metrics.

3.3.4 Study B: Online Evaluation

Perceived Quality Metrics.

The objective of this study is to measure the user’s perceived quality of the
recommendations. Perceived quality is the extent by which the users judge
recommendations fruitful and appreciates the overall experience with the
RS. The former is operationalized by measuring the following evaluation
metrics: perceived accuracy, novelty, diversity, and overall user satisfac-
tion as defined in [110, 182, 254]:

1. Perceived accuracy (aka Relevance) measures how much the recom-
mendations match the users’ interests, preferences and tastes;

2. Diversity measures how much users perceive recommendations as dif-
ferent from each other, e.g., movies from different genres;
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3. Novelty measures the extent to which users receive new recommended
movies;

4. Overall Users’ Satisfaction measures the global users’ feeling of the
experience with the recommender system.

Procedure.

For the purpose of our study, we have developed MISRec5, a a test frame-
work based on web for the movie domain, which can be effortlessly con-
figured to assist the execution of controlled empirical studies. MISRec is
powered by the same pure CBF algorithm described in Section 3.3.2 and
supports users with a variety of functionalities that are common in online
video-streaming services such as Netflix and Lovefilm (Figure 3.5). MIS-
Rec contains the same catalog of movies used in the first study in which
users can browse a catalog of movies, retrieve detailed description about
each movie, rate them, and receive recommendations. MISRec also pro-
vides a questionnaire system that permits researchers to collect quantitative
and qualitative information from the user in a relatively easy manner.

Our primary research audience is represented by users in the age range
between 20 and 50 who have some familiarity with the use of the Web and
had never used MISRec before the study. This to control for the potentially
mystifying factors of biases or misconceptions derived from previous uses
of the system. The total number of recruited subjects who completed the
task was 100 (63% men, 37% women, average age: 27.8, std 3.83).

The interaction starts with a sign-up procedure, where each participant
(user) is initially requested to provide her basic demographic information.
Afterwards, she is invited to browse the movie catalog, and select five
movies and rate them using a 5-level Likert scale. (1 = low interest for/ap-
preciation of the movie; 5 = high interest for/appreciation of the movie).
This process is formally known as preference elicitation [254]. Based on
these ratings, three recommendation lists are generated - one for each ex-
perimental condition - each list containing 4 recommended movies.

Since it is not practically feasible to ask the user to watch the full-version
of movies and given that the user may have already seen some of the rec-
ommended movies, in order to take into account for both of these facts,
the user is asked to watch/preview the shorter trailers of the recommended
movies within each of the 3 lists and reply to a set of questions related to
the quality of the recommendations. Users are then asked to indicate their

5short for Mise-en-Scène Movie Recommender
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Figure 3.5: Example screenshots of the devloped MISRec movie recommender applica-
tion [112]

responses to each of the questions by selecting one of the three lists. Re-
cent research suggest effectiveness of responses obtained in a comparative
way compared with absolute manner [110]. To avoid possible biases, the
positions of the recommendation lists were randomized for each user. It is
worth noting that since watching trailers is a slow process, we decided to
include 4 recommendations within each of the 3 lists. A subgroup of the
questionnaire as reported in [110, 182] was used to measure the perceived
quality of recommendations:

• Acc. Which list better understand your taste in movies?

• Div. Which list has movies that match a wider variety of moods?

• Novelty. Which list has more movies that are familiar to you?

• Satisfaction. Which list would you be more likely to recommend to
your friends?
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We also posed a number of equivalent questions expressed in a different
way, in order to verify for consistency of answers.

3.3.5 Experiments and Results

In this section we present the results of the two studies.

Experiment A: Offline Evaluation

Table 3.7 presents the offline quality of the recommendations for each of
the three experimental conditions:

• semantic attribute: traditional high-level semantic attributes of movies
using metadata;

• mise-en-scène: low-level visual features based on mise-en-scène;

• hybrid: a combination of mise-en-scène features and semantic at-
tributes.

As for the last approach, the hybridization can be done by using an early or
late fusion approach (aka. feature-level or ensemble-level) [91]. We chose
fusion that is more similar to the latter given its ease of implementation.
The ensemble-level hybridization in our system was implemented by in-
terleaving the recommendation results based on movie attributes and mise-
en-scène features [22]. The quality of recommendation was measured with
the offline methodology as described in Section 4.6. Analysis of variance
suggests that the three experimental conditions have a significant impact
(p < 0.05) on the four variables: precision, diversity, novelty, coverage.
For each quality metric, statistically significant values are highlighted in
bold.

The results for precision indicates that recommendations generated solely
based on the mise-en-scène features are the least accurate, while both the
hybrid approach and the traditional approach are the most accurate. If we
look at diversity and coverage of recommendations, both approaches based
on mise-en-scène features (alone or hybridized with semantic attributes)
provide the best recommendations, i.e., the most diverse recommendations,
able to span almost all of the items in the catalog. As for novelty, it can
be noted that the approach based solely on mise-en-scène features provides
the best recommendations, with the hybrid approach being marginally bet-
ter than the approach based on semantic attributes.
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Table 3.7: Results of experiment A: Offline evaluation. Results in bold are significantly
different (p < 0.05)

Research
Variables

Semantic
attributes

Mise-en-
Scène

features

Hybrid

Precision 16.9% 6.3% 16.1%
Diversity 20.8% 21.8% 21.9%
Novelty 94.9% 96.7% 95.7%

Coverage 75.5% 92.7% 92.7%

Experiment B: Real User Study

In this section, we describe an empirical user study that considers the same
recommender algorithms used for the objective evaluation in Experiment A,
but measures the quality of the recommendations perceived by real users.
We have analyzed the opinions and behavior of 100 users interacting with
an online and real-time movie recommender system.

We initially cleaned the gathered information by removing the data re-
ferring to subjects who indicated clear evidences of gaming with the testing
system. We removed the participants who interacted with the system for
under 2 minutes, or left some questions unanswered. We also introduced a
number of comparable questions formulated in a different way (e.g., nega-
tively), so as to check for irregularity of answers. In the final questionnaire
participants were requested to choose the favored recommendation list (bi-
nary choice). We performed multiple pair-wise Cochran Q tests on the
responses from the users, as it well fits to the characteristics of the gathered
data [296] (binary responses of type v.s. all) . All tests were run considering
significance level α = 0.05.

Table 3.8: Results of the experiment B: Real User Study. Results in bold are significantly
different (p < 0.05).

Research
Variables

Movie
attributes

Mise-en-Scène
features

Hybrid

Relevance 25% 15% 60%
Diversity 25% 22% 53%
Novelty 21% 19% 60%

Satisfaction 21% 22% 57%

The final results for the online evaluation can be found in Table 3.8. The
results indicate that the adoption of mise-en-scène features alone provides
the lowest perceived quality w.r.t. traditional semantic attributes, although
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the difference if not significant (for accuracy, diversity, and novelty). These
results are partially in contrast with the previous study, in which novelty and
diversity with mise-en-scène recommendations were shown significantly
better than with traditional attributes. This could be explained by previous
works suggesting that offline evaluations metrics are not always good pre-
dictors of the perceived quality of recommender systems [77, 188]. How-
ever, the hybridized approach based on low-level mise-en-scène features
and high-level semantic attributes yield in the best perceived quality along
all metrics (p < 0.05).

3.3.6 Discussion

Validity of Our Study

The internal validity of our study is supported by the accuracy of our re-
search design and by the quality of study execution. We have carefully
implemented various mechanisms to control the exactness of the tasks’ ex-
ecution. Obviously, the individuals’ intrinsic characteristics and actual be-
havior always bring to an experiment a myriad of factors that can be hardly
controlled [77]. In terms of external validity, the results of our study are
limited to those participants and conditions used in our study. Moreover,
most services accessible in the market provide a user experience fundamen-
tally the same as the one utilized in our study, in terms of filtering criteria
and information/navigation structures [77], and it is likely that replications
of our study on other systems may lead to results consistent with our dis-
coveries. At last, the high overall number of testers (100) allows us to
generalize our outcomes to a wider population of users aged 20-50.

Research Questions

Our findings answer both of our research questions and show that mise-en-
scène features combined with semantic attributes of movies improve both
offline and online quality of recommendations. Recommender systems can
leverage the gap between low-level and high-level movie features.

A finer grained examination of the statistically relevant relationships
among all the diverse factors offers a significantly more articulated pic-
ture of the results, which demonstrate obviously contrasting results. More
specifically, the two types of investigation (offline and online experiment)
illustrate different pictures w.r.t. the impact of mise-en-scène features on
novelty and diversity. Our explanation is that the low accuracy of visual-
only recommendations negatively affects the user opinion on the other met-
rics. A possible interpretation of this result is to consider that previous
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studies confirmed a mismatch between offline and online quality of recom-
mendations [77, 188].

3.3.7 Conclusions of study 2

This work represents a contribution to the research and study in the design
of novel recommender systems, for the specific domain of movie recom-
mendations and, from a more general perspective, video recommendations.
Our research differs from previous work in this domain for a number of
perspectives:

• We designed an online movie recommender system which integrates
mise-en-scène features as a novel paradigm of movie recommenda-
tion, to be used for evaluation of recommendations with real users. In
contrast, previous works on mise-en-scène features are based on only
offline experiment.

• We compare three different CB recommendation approaches based on
mise-en-scène features, semantic attributes and combination of both.
Previous works limit their analysis to mise-en-scène features alone.

• Our results on the online evaluation of recommender systems based
on mise-en-scène features (either alone or combined with semantic
attributes) are totally new for the movie domain.

Overall, our findings extend our understanding of the potential of intro-
ducing mise-en-scène feature in movie recommendations to improve nov-
elty and diversity of recommendations. The results of our study can be
extended to other domains for recommending other multimedia products,
such as music (e.g., Spotify, and Pandora) and images (e.g., Instagram, and
Facebooks).

3.4 Study 3: “Hybridization with semantic-rich systems”

The results of this research work were published at following venues:

• As a long paper at the Springer EC-WEB 2016 conference [91]

• As workshop paper at the ACM Recsys 2016 conference [88]

• Finally, an extension of the work has been accepted at International
Journal of Multimedia Retrieval 2018 [92]
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3.4.1 Introduction and related work

A major problem in RS is the cold start (CS) problem, i.e., when a new
user registers to the system or a new item is added to the catalog and no
sufficient information is available about user and/or the item. In such a
scenario, the system cannot properly recommend existing items to a new
user or recommend a new item to the existing users, problems respectively
known as the new user and the new item problems [17, 171, 280]. Another
sub-problem of CS is the sparsity issue which happens when the number of
available ratings is much lower than the number of possible ratings, which
is particularly likely when the number of users and items is large. The effect
of sparsity is that recommendations often become unreliable [171]. The
inverse of the ratio between given and possible ratings is called sparsity.
Typical values of sparsity are quite close to 100% in most real-world RS
for example, the sparsity of the Yahoo! Music dataset and Netflix dataset
of movies are 99.96% and 98.82% [106].

Different approaches have been proposed in the literature to tackle the
CS problem, foremost CB approaches, hybridization, cross-domain recom-
mendation, and active learning [58, 90, 113, 118]. Through this Phd disser-
tation, due to the relevance of the topic, we only address the only first two
approaches, that is CB approach and hybridization.

CB techniques do not require the preference of other users for making
recommendation. Therefore, as soon as some information about the user’s
own preferences/interaction with some items in the catalog are available,
such techniques can be utilized to make recommendation especially in CS
situations to cope with the sparsity issue. However, CBRS still suffer from
the new-item problem. This is particularly the case when traditional meta-
data are used to serve as the content descriptors (features) since metadata
production requires human effort. For example, imagine a video that has
been just added to the YouTube catalog; how can a RS possibly recom-
mend the video to users without having any information about the video or
its content? In such scenarios, the proposed CB-approach in Study 1 that
recommends items to users by extracting stylistic visual features from the
video in an automatic manner (without human effort for annotation) and
build a user-profile on implicit opinion of user on the stylistic aspects of
videos can be used. The advantage of such an approach is that they can
extract the descriptive attributes of items automatically from the item in
order to serve as the item profile in a CBRS [89, 90, 93, 94]. As the re-
sult, in the most severe cases, when a new item is added to the catalog,
CB methods can still generate recommendations, because they can extract
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multimedia features directly from the item and use them to make recom-
mendations. It is noteworthy that while CF systems have CS problems both
for new users and new items, CBRS (specially the ones using multimedia
content analysis) have only CS problems for new users [19]. In this regard,
while in Study 1 we focused our attention mainly on CB recommendation
that use stylistic visual features to effect recommendation and showed that
can be used to replace traditional metadata, in this chapter we would like
to focus our attention on the second approach to combat CS problem that is
hybridization.

An alternative technique to tackle the new item problem and maintain a
higher level of recommendation accuracy is hybridization. A review of dif-
ferent hybrid and ensemble recommender systems can be found in [21,55].
Our main goal in this study is to study effective hybridization techniques in
order to combine various CB and CF techniques so as to solve the above-
mentioned problems. We should mention that in Study 2, we also presented
an study involving a hybrid RS. However, in that study our main goal was
to compare and assess the result of an offline recommendation experiment
with that of an online study under rather a simplistic hybridization approach
which was built by interleaving the recommendation outputs of two CB
systems. This is while in this study, we wish to have a more algorithmic
approach toward the hybridization technique and study different SoA novel
algorithms that can leverage the information originated from different RS.
We present this section by studying hybrid system that combine two or sev-
eral CB systems (Hybrid CB systems) and the ones combining a CB and CF
system (Hybrid CB+ CF). We study two novel algorithms in each category
(1) canonical correlation analysis (CCA) for combining two CBRS on the
feature-side and (2) factorization machines (FM) to build a hybrid CB+CF.

3.4.2 Hybridization using Canonical Correlation Analysis

Multimedia features can be classified according to various dimensions. One
of the most important dimensions from a human perspective is their seman-
tic expressiveness (see section 2.1). It is common to distinguish three levels,
with increasing extent of semantic meaning:

• Low-level: Low-level features are close to the raw signal e.g., energy
of an audio signal, colors in an image, motion trajectory in a video, or
number of characters in a text.

• Mid-level: Mid-level are often expressed as a combination or trans-
formation between different low-level features. For example they can
be obtained by applying human auditory models to the amplitude or
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frequency representation of an audio signal, or they are inferred from
low-level features via machine learning. These features are more ad-
vanced than low-level ones, but farther away from being semantically
meaningful than high-level ones.

• High-level: High-level features are close to human perception and in-
terpretation of the signal (e.g., motif in a classical music piece, emo-
tions evoked by a photograph, meaning of a particular video scene,
story told by a book author)

Classical approaches to multimedia recommendation use single modality
among different modalities (audio, visual, textual). Users use textual queries
in order to search text repositories, visual queries to search for image databases
and so forth. Unimodal modeling keeps the semantic exploration of the
content (from a semantic expressiveness point of view) limited. In addi-
tion, in the modern information era of today, this paradigm is of less used
since multimedia content is ubiquitous. As the result, in the modern lit-
erature of multimedia, multimodal modeling, representation, and retrieval
have been largely addressed [247, 258].

To this end, in this study we investigate a hypothesis which is built
around the notion that explicit modeling of correlations between images
and text is important and that by accounting for cross-modal correlations,
we can enhance the informativeness of the final descriptor toward improv-
ing the performance of the joint model compared to cases where the two
modalities are modeled independently. In particular, we propose a multi-
modal fusion paradigm which builds a content model by exploiting the
low-level correlation between visual and textual modalities. The method
is named canonical correlation analysis (CCA) which belongs to a wider
family of multimodal subspace learning methods known as correlation match-
ing [154, 247]. The approach is different with classical multimodal video
recommender systems such as [229, 339] in which the authors treat the fu-
sion problem as a basic linear modeling problem without investigating the
underlying feature spaces. Instead, the proposed fusion method based on
CCA is a technique for joint dimensionality reduction across two (or more)
feature spaces in such a way that it can provide heterogeneous representa-
tions of the same data and maximize the correlation between the two. Al-
though there has been extensive studies on exploiting correlation matching
in the multimedia community (retrieval, representation), we do not know of
a work to date in the RS community which leverages such methods in the
multimedia domain. We articulate the research question of the this study as
following:
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Combining the stylistic visual features (low-level) with metadata (high-
level) features by a fusion method which leverages the underlying feature
space and maximizes the pairwise correlation can lead to more accurate
recommendations, in comparison to recommendations based on the fea-
tures when used in isolation.

The main contributions of this study are as following:

• We propose a novel fusion method to combine two semantically dif-
ferent set of features, one based on stylistic visual features and textual
metadata. Unlike traditional fusion methods which do not exploit the
relationship between two set of features coming from two different
heterogeneous sources, the proposed method based on CCA maxi-
mizes the pairwise correlation between two different sets in order to
better leverage the informativeness of the joint set. The results is im-
proved recommendation quality compared to each of modalities when
used in isolation.

• We evaluate our proposed technique with a large dataset with more
than 13K movies that has been extensively analyzed (see previous
studies) in order to extract the stylistic visual features.

Canonical correlation analysis

To enhance the performance of two different types of CBRS, the one based
stylistic visual features (see Study 1) and the one based on textual metadata
(tag), we propose a hybridization approach based on CCA that is exten-
sively studied in the field of multimedia retrieval. The method is a popular
method in multi-data processing and is mainly used to analyze the relation-
ships between two sets of heterogeneous feature sets [136, 141, 247].

Let us assume X ∈ Rp×n and Y ∈ Rq×n be two set of features in which
p and q are the dimension of features extracted from the n items. Let Sxx ∈
Rp×p and Syy ∈ Rq×q be the between-set and Sxy ∈ Rp×q be the within-
set covariance matrix. Also let us define S ∈ R(p+q)×(p+q) as the overall
covariance matrix - a complete matrix which contains information about
association between pairs of features- represented as following

S =

(
cov(x) cov(x, y)

cov(y, x) cov(y)

)
=

(
Sxx Sxy

Syx Syy

)
(3.8)

The aim of CCA is to identify a linear transformation represented by X∗ =
W T
x .X and Y ∗ = W T

y .Y so that it maximizes the pair-wise correlation
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across two feature set as given by Eq. 3.9

arg max
Wx,Wy

corr(X∗, Y ∗) =
cov(X∗, Y ∗)

var(X∗).var(Y ∗)
(3.9)

where cov(X∗, Y ∗) = W T
x SxyWy and var(X∗) = W T

x SxxWx and var(Y ∗) =
W T
y SyyWy. In order to solve the above optimization problem, we adopt the

maximization procedure described in [136, 141] and solve the eigenvalue
equation {

S−1xx SxyS
−1
yy SyxŴx = Λ2Ŵx

S−1yy SyxS
−1
xx SxyŴy = Λ2Ŵy

(3.10)

whereWx,Wy ∈ Rp×d are the eigenvectors and Λ2 is the diagonal matrix of
eigenvalues or squares of the canonical correlations and d = rank(Sxy) ≤
min(n, p, q) is the number of non-zero eigenvalues in each equation. By
computing X∗, Y ∗ ∈ Rd×n, the fusion can be performed in two manners:
(1) concatenation (2) summation of the transformed features defined byWx

and Wy:

Zccat =

(
X∗

Y ∗

)
=

(
W T
x .X

W T
y .Y

)
(3.11)

and

Zsum = X∗ + Y ∗ = W T
x .X +W T

y .Y (3.12)

3.4.3 Hybridization using Factorization Machines

In a second study about hybridization, we show how to use stylistic vi-
sual features extracted automatically from video files as side information
to a CF system resulting to improve the overall quality of recommendation.
We propose a hybrid system based on CF system based on Factorization
Machines (FM). FM can mimic the most successful approaches in recom-
mender systems including matrix factorization, SVD++ or PITF [265]. We
show FM can be applied to include stylistic visual information as side in-
formation and to improve the overall quality of recommendation in com-
parison with pure CB or CF system alone.

Our work provides a number of contributions to the research area of
movie recommendation:

• we propose a novel RS that automatically analyzes the content of
videos and extracts a set of mise-en-scène features, and uses them as
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side information fed to Factorization Machines, in order to generate
personalized recommendations for users

• we evaluate the proposed RS using a dataset of more than 13K movies,
from which we extracted the low-level visual features

Factorization machine

Factorization machines (FM) [261] can be seen as a generalization of sup-
port vector machines (SVM) and factorization models (e.g., matrix factor-
ization (MF) or tensor factorization) with the merit of combining the ad-
vantages of both systems. The key advantage of FM compared with SVM
and MF include: (1) FM can serve as a general predictor capable of work-
ing with real-valued feature vectors (as for SVM) under huge sparsity (not
working for SVM); (2) FM learn the latent factors for all variables (not only
user item interaction as in MF), including side features, thus allowing for
interactions between all pairs of variables. For this reason FM are known
to be capable of modeling complex relationships in the data. As stated
in [297], the key distinctive idea of FM is to transform user-item interaction
(preferences) and the associated side information into a real-valued feature
vector and train an SVM-like learning algorithm for regression against the
unknown preferences. We formally presented the model of FM in Sec-
tion 2.1.

3.4.4 Experimental Results for study A and B

Study A

In this sub-study of the hybridization section, we present the experimental
details and results of the evaluation. For this purpose, we used the CBRS
based on “k-nearest neighbor” defined by

r̂ui =
1∑

j∈Nu(i)
sij

∑
j∈Nu(i)

sij rui (3.13)

where r̂ui is the unknown preference score (i.e., rating) for user u and item
i, Nu(i) is the items rated by user umost similar to item i and sij is the sim-
ilarity score between items i and j (the content-centric similarity). We fed
the CBRS with three types of content features: (1) stylistic visual features
presented in Study 1 [90]; (2) tag features represented by latent semantic
analysis (LSA); (3) the proposed visual-textual descriptor using CCA. We
used the movielens dataset whose characteristic resembles that in Study 2.
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Table 3.9: Quality of recommendation w.r.t Recall, Precision and MAP when using low-
level visual features and high-level metadata features in isolation compared with fused
features using our proposed method based on Canonical Correlation Analysis.

Features Fusion Recall Precision MAP
Method @5 @10 @5 @10 @5 @10

textual (tag) - 0.0028 0.0049 0.0045 0.0041 0.0025 0.0021
visual (stylistic) - 0.0038 0.0046 0.0051 0.0037 0.0035 0.0028
visual + textual CCA-sum 0.0055 0.0085 0.0081 0.0069 0.0045 0.0038
visual + textual CCA-ccat 0.0115 0.0166 0.0140 0.0115 0.0091 0.0080

The results of the experiments are presented in Table 3.9. As it can be
noted, both of the hybrid methods (i.e., the one based on CCA-sum and
CCA-ccat) outperform the textual and visual CB alone w.r.t. all evluation
metrics presented and across different cutoff values, i.e., @5 and @10. For
example, in terms of Recall@5 and @10, it can be seen that hybrid CCA-
ccat obtains a score of 0.0115 and 0.0166 respectively which is significantly
higher than textual with scores 0.0028 and 0.0049 and/or visual with val-
ues 0.0038 and 0.0046, when used in isolation. It can be also seen that even
the second variation of the hybrid method based on CCA-sum can reach
scores of 0.0055 and 0.0085 for Recall@5 and @10 which is still higher
than individual textual or visual content features, even if not significantly.
These scores indicate that by combining two heterogeneous textual and vi-
sual feature sets using CCA we can leverage the informativeness of each
set and obtain a more informative joint visual-textual descriptor which is
considerably better than recommendation based on these content features
individually when considering recall.

In terms of precision, the same trend of results can be noticed. For exam-
ple, the hybrid approaches obtained scores of 0.0140, 0.0115 for CCA-ccat
w.r.t. Precision@5 and Precision@10. These values are significantly higher
than individual CB methods with scores of 0.0051, 0.0037 for visual and
0.0045, 0.0041 for textual. The alternative fusion method (CCA-sum) ob-
tained precision scores of 0.0081, 0.0069 which is still better than the other
two individual baselines.

The results are consistent w.r.t. MAP hence fusion method based on
CCA-ccat producing the best quality, obtaining scores of 0.0091, 0.0080
for MAP@5 and MAP@10 significantly better than the textual with scores
0.0025 and 0.0021 and visual with scores 0.0035 and 0.0028 respectively.
Accordingly, the fusion of the stylistic visual features and textual tag pro-
vide the best performance in terms of the MAP metric.

Overall, the results validates our hypothesis that by combining the vi-
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3.4. Study 3: “Hybridization with semantic-rich systems”

sual features extracted from movies with tag content and using the fusion
method based on canonical correlation analysis which maximizes the pair-
wise correlation between heterogeneous features set, we can significantly
improve the overall quality of recommendations. This is promising out-
come and shows the great potential of exploiting stylistic visual features
together with other sources of content information such as tags in genera-
tion of relevant personalized recommendation in multimedia domain.

Study B

In order to generate recommendations using our low-level visual features,
we adopted the FM [261] method as described in the previous section.
We fed the model with two types of content features serving as item side-
information. The content features include the one based on stylistic visual
features (introduced in Study 1) and genre features (containing 19 genre la-
bels). We also added top-rated recommender to serve as a non-personalized
recommender baseline. In this line, FM can compute rating predictions as a
weighted combination latent factors, low-level visual features/genre labels,
biases, thereby capable of capturing complicated relationships in the data.

We used the user-rating matrix dataset based on the Movielens dataset
whose characteristics match the one in previous study. As for the genre la-
bels, the movies are classified into 19 genre labels: Action, Adventure, An-
imation, Children’s Comedy, Crime, Documentary, Drama, Fantasy, Film-
Noir, Horror, Musical, Mystery, Romance, Sci-Fi, Thriller, War, Western,
and unknown.

The first experiment entails applying a number of normalization tech-
niques that would help improvement of the modeling using visual features.
Our idea was that since the visual features are real-valued features and given
that FM are designed to work also with real-valued features, different nor-
malization of the data can result in different performance of these features.
We tried different normalization methods in order to find out which one fits
best to our data as described in the following

• Log-Max norm: for every feature value, it is scaled by passing though
a logarithmic scaling function (natural logarithm). This would change
the distributions to be approximately normal. We then performed max
normalization in order to fit the values of each feature within the range
of 0-1.

• Quantile-Max norm: for every feature value, the values are normal-
ized by applying quantile normalization [46]. This would transform
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the distribution of all the features to be similar to each other. The pro-
cedure is followed by a max normalization step in order to scale the
values of each feature to be within the range of 0-1.

• Log-Quantile-Max norm: for every feature value, the values are scaled
by passing them though a logarithmic transformation followed by a
quantile normalization. Again, the max normalization is performed in
order to scale the values to fit in the range 0-1.

Details for the normalization results can be found in [88]. The best
results were obtained by using Log-Quantile-Max norm. Here we show
only the final results under best normalization setting for visual features.
Table 3.10 presents the final results of the evaluation. Similar to study 3-
A, we tested the quality of recommendation w.r.t. three different metrics,
Precision and Recall but chose F1 instead of MAP. From the results, it can
be seen that in terms of Precision, Recall and F1 the the stylistic visual
feature performs the best across different cut-off values @5 and @10.

For example w.r.t. precision, the best technique our proposed visual FM
achives scores of 0.0367 and 0.0343 for Precision@5 and Precision@10
respectively. This is while genre-based FM obtained scores of 0.0041,
0.0038. This result is promising since it shows that adoption of FM us-
ing visual features as side-item information can result in precision scores
much better than genre-based recommendation.

Similar trend of result has been observed w.r.t. recall metric. Here our
proposed visual FM obtained scores of 0.0272, 0.0488 for Recall@5 and
@10 well-above genre FM which is 0.0025, 0.0049.

We also computed the F1 metric which is a harmonic mean of precision
and recall. nd combines both metrics in a single metric. A nice property
of the harmonic mean is that it substantially increases or decreases if both
of the components increase or decrease. In reality, it is difficult to improve
F1 by maximizing either precision or recall, the reason we chose it in this
study.

Comparing the results, our proposed visual FM outperforms all the other
technique in terms of F1 as well. It achieved the F1 scores of 0.0312, 0.0403
which is significantly higher than genreFM baseline with scores 0.0031,
0.0043 for F1@5 and F1@10.

As expected, in all the above cases, the non-personalized recommen-
dation baseline based on top-rated recommendation technique is the worst
technique among all in terms of precision recall and F1.

Comparing all these results, it is clear that our proposed technique, i.e.,
recommendation based on FM algorithm incorporating automatically ex-
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tracted low-level visual features performs almost 10 times better scores
than the recommendation based on rich source of expert-annotated genre
labels, in terms of precision, recall , and F1 metrics.

These are promising results indicating that Factorization Machines fed
with the low-level visual features achieves much superior predictive power
than when it is fed with the genre, in predicting the relevance of movies for
users.

Table 3.10: Performance comparison of various recommendation techniques

Algorithm Precision Recall F1
@5 @10 @5 @10 @5 @10

Visual FM 0.0367 0.0343 0.0272 0.0488 0.0312 0.0403
Genre FM 0.0041 0.0038 0.0025 0.0049 0.0031 0.0043
Top rated 1.390e-05 1.042e-05 1.922e-06 3.087e-06 3.377e-06 4.764e-06

3.4.5 Conclusion of study 3

This study presents a novel approach in the domain of content-based movie
recommendations. It particularly addresses the under-researched domain
of movie recommendation by combining visual properties obtained from
videos with semantic rich sources of information such as metadata and col-
laborative knowledge shared in CF system. Both of the latter sources of
information are semantically rich sources since they are result of human
knowledge as opposed to visual features which are extracted in a com-
pletely unsupervised manner. This study investigates adoption of two state
of the art hybridization techniques based on Canonical Correlation Analysis
(CCA) and Factorization Machines (FM) for leveraging the joint informa-
tion obtained from visual and semantic-rich sources. The results in both
studies showed significant improvement of recommendation utility along
different accuracy metrics.

3.5 Conclusion of Chapter 3
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CHAPTER4
Multimodal Content-Based Video

Recommendation

4.1 Introduction

Video recordings are intricate audio-visual signals. When we watch videos,
we can effortlessly record considerable details communicated to us through
different multimedia channels, in particular, the audio and visual channels.
Accordingly, the video content can be described in versatile manners since
its perception is not restricted to one view. Such multiple facets can be
unveiled by descriptors of visual and audio content, but also in terms of
metadata, either editorial, e.g., genre, cast, director, or by leveraging the
wisdom of the crowd, e.g., tags, reviews.

Content-based movie recommender systems (CBMRS) traditionally base
their recommendations on metadata since they are usually assumed to de-
scribe the semantics of video content. On the other hand, CB multimedia
descriptors automatically extracted from the audio-visual signals provide a
complementary information to identify videos that “look similar” or “sound
similar”. These discerning characteristics of multimedia meet users’ differ-
ent information needs.

107



i
i

“thesis” — 2018/6/25 — 21:06 — page 108 — #124 i
i

i
i

i
i

Chapter 4. Multimodal Content-Based Video Recommendation

Movie recommendation systems (MRS) are conventionally powered by
either collaborative filtering (CF) or content-based filtering (CBF) algo-
rithms [190, 214, 268]. While CF’s assumption is that the target user (to
whom the recommendation is effected) would prefer content similar to the
content other like-minded users prefer, CB assumes that the target user
would prefer items similar to those he or she liked in the past. More particu-
larly, CF methods leverage the fact that the specified ratings are often highly
correlated across users and items, therefore the unspecified ratings (to be
predicted by the RS) can be imputed by considering the inter-item corre-
lations (item-based CF model) or inter-user correlations (user-based CF
model). Some models use both types of correlations. CB models combine
the preference indications of a single target user and content information
available about the items in order to build a user model (aka user profile)
and compare the user profile with the descriptive information of the content
(aka item profile) in order to effect recommendations. In contrast to CF, CB
recommenders solely require target user’s own preference in order to make
recommendation making them suitable in cold-start situations [19, 214].

However, the extent to which CB is used, and in turn the sophistication
of respective algorithms, strongly varies between different domains, i.e.,
the type of items recommended. While in the multimedia community, ex-
tracting descriptive multimedia features from different media content such
as text, audio, image, and video content is a well-established research task,
the RS community — for a long time driven by movie recommendation
tasks — even has a different interpretation of the term “content”. CBF
approaches frequently resort to (high-level) metadata only, e.g., title, tags,
actors, or plot of a movie, as the single source for content-based recommen-
dation models, thereby disregarding the wealth of information encoded in
the actual audio visual signals.

Addressing this research gap, in this work we address specifically this
issue with the help of machine-based processing of multi-modal informa-
tion. In particular, the main contributions of this endeavor is the proposal of
a multi-modal content-based recommender system (CBRS) that adopts lat-
est state-of-the-art visual and audio features along with metadata, in order
to build rich item descriptions. We refer to this rich content information
as the Video Genome, since it can be considered as the footprint of both
content and style of a video (similar to a biological DNA omposed of long
sequences of four letters A, T, C, G and referred to as nucleotides) [52].

There are several other motivations for the use of audio-visual features in
CBRS as opposed to metadata. Metadata are prone to errors (in particular
being user-generated) and labor-intensive/expensive to collect (especially
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the expert-generated ones). User-generated metadata often exhibit user or
community biases and might therefore not fully, or only in a distorted way,
reflect the characteristics of a video [61, 197]. Furthermore, metadata are
often rare or absent for new videos, making it practically infeasible to gen-
erate high-quality recommendations in CS scenarios 1.

Even in scenarios where metadata are available in abundance, due to
their unstructured or semi-structured nature, often complex natural lan-
guage processing (NLP) tasks are required for pre-processing, e.g., syn-
tactic and semantic analysis, stemming, or topic modeling [19]. One last
motivation for the use of multimedia features in CBRS is that the percep-
tion of a movie in the viewer’s mind is influenced by many factors, not only
related to the genre, cast, and plot, but also to the overall film style [47].
Although may not be consciously noticed, these factors play a key role in
driving the viewers’ experience. For example, two movies may be from
the same genre and director, but they can be different based on the movie
style. To give an example, “Empire of the Sun” and “Schindler’s List” are
both dramatic movies directed by Steven Spielberg and depicting historical
events. However, they have a completely different film style with the for-
mer being shot like a documentary in black and white and the latter using
bright colors and making excessive use of special effects. Although very
much similar w.r.t. traditional metadata (director, genre, year of produc-
tion), these two movies are different based on their styles and are likely to
influence the viewers’ feelings and emotions differently [90].

To this end, in this chapter, we aim to answer the following research
questions:
RQ1: Can the exploitation of the video genome representing rich item de-
scription provide a superior recommendations quality compared with tra-
ditional approaches that use human-generated metadata?
RQ2: Which of the video multimedia channels (visual or audio) play a
more significant role in driving users’ preference toward a video?
RQ3: To which degree hybridizing audio and visual information can im-
prove the quality of recommendation?

In answering these research questions, we particularly address the above-
mentioned imperfections of exclusively metadata-based MRS, exploiting
multi-modal signals in various ways.

The results of this research study is under review at the Journal of User

1In RS, cold-start refers to the situation where rating and/or metadata are rare or absent. Here we use the
terminology to refer to the lack of metadata as CBRS do not require the ratings of other users to generate
recommendations [269].
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Modeling and User-Adapted Interaction (UMUAI) at the time this thesis
was submitted. In addition, preliminary results of the work can be found
in [84].

4.2 Related Work

Since the present research work, bridges the research fields of multimedia
and recommender systems, we organize related work according to the per-
spectives and advances in these two research fields. In what follows, we
primary present the state-of-the-art in multimedia recommender systems,
subsequently investigating the background of the multimedia descriptors
used in this chapter and their successful applications in other disciplines.

4.2.1 Multimedia Recommender Systems

Generally speaking, the term multimedia can refer to the media content that
can be offered as a recommendation to users or as a modality from which
various features (audio, visual, textual) are extracted.

As for the former view, a multimedia object (aka multimedia item or
multimedia document) can be seen as composition of one or several me-
dia contents for examples a video clip, a book, a Website or a music piece.
In addressing this view of multimedia, we only consider research works
implementing a CB or hybrid system containing two or several CB sys-
tems and/or CB + CF. We intentionally refrain from CF models since our
motivation is to improve our understanding on the contribution of the in-
dividual and combined multimedia features, w.r.t. various recommendation
evaluation metrics (e.g., accuracy and beyond accuracy metrics). Given that
pure CF system do not require CB descriptors to generate recommendations
and that they utilize community preferences/ratings (see Chapter 2) as their
main source of information, we initially refrain from discussing CF-based
multimedia recommender systems. In this regard, it is of our belief that to
date, majority of attention in the community of RS has been paid on music
and image domain and to a much lesser extent to video recommendation
using mulimodal content analysis/features. For instance, while acoustic
features play a key role in music recommendation research for years, mul-
timedia content analysis is highly under-researched in the video domain.
Nevertheless, in the following, we review some of the most closest rele-
vant research works to the present work and shed their differences with the
current study.

As one of the first research works [336] proposed a multimedia RS
(image, video and textual document) using eye-tracking technologies as
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a novel paradigm for inferring user’s taste over multimedia documents.
By extracting descriptive features from the multimedia documents and in-
terpreting user’s gaze attention (time and location), the authors proposed
a new paradigm for user preference inference and transferring this into a
user profile model in order to improve the quality of CB recommendation.
However, the multimedia features used in this research work are limited to
the visual modality (unimodal) and deprecated, i.e., “Auto Color Correlo-
gram” [156].

[229, 230, 339] proposed a video RS named “Video Reach” which re-
ceives as input an online video and related information (query, title, tags,
and surrounding text) and recommend as output videos which are relevant
in terms of multimodal relevance and user feedback. Two types of users’
feedback are exploited: (i) Browsing behavior and (ii) Playback on different
potions of the video (only specific to [229]). Although these research works
(by the same authors) provide interesting insights for using fusion schemes
to build a hybrid (multi-modal) RS and basing this on user behavior, they
have several shortcomings as well.

Firstly, the proposed fusion scheme in “Video Reach” is based on the At-
tention Fusion Function which filters out videos based on their textual sim-
ilarities and visual similarity in a second stage. Adoption of such a sequen-
tial approach to find similar videos may not correspond to users’ differing
criteria to assess a video as relevant/interesting and may risk loosing im-
portant information. Secondly, the visual feature employed in this research
work is limited to color histogram which is quite basic and naiive. Today,
there exists a much wider and richer set of visual features that can be used
for the recommendation process. Thirdly, it is not clear how the visual fea-
ture are temporally aggregated to build a video-level descriptor. Fourthly,
an empirical set of weights are selected to define intra-modality and inter-
modality coefficients in linear model. The weights associated with textual
term are given a higher value making the assumption a-priori that textual
keywords are more relevant compared with the visual and aural keywords,
without investigating the opposite. Although the authors show that this
assumption is adequate to initial the recommendation and then adjusting
weights incrementally, it is not clear nor elaborated what the effect of such
an empirical assumption is.

[36] proposed a multimedia (image — video — document) recom-
mender platform designed for the Cultural Heritage domain. The proposed
RS is context-aware recommender system (CARS) which combines uni-
formly heterogeneous multimedia data as content information. The focous
of this research work is on contextualization although it used multimedia
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content in the recommendation process. One of the key assumption stated
in this work is that high-level metadata and low-level features (extracted
in an automatic or semi-automatic manner) are correlated. However, as
reported by the authors themselves, for some particular content, this corre-
lation assumption may not hold true.

As a general conclusion, from the existing few video recommendation
approaches, most of the works are powered solely by metadata or shyly
integrate basic content descriptors from single modality and combination
of those.

4.2.2 Multimedia Content Description

Multimedia features have been largely exploited in tasks other than movie
recommendation.

Audio. In the audio and music domain, CB descriptors play a cru-
cial role for a wide rang of tasks from music piece/song recommenda-
tion [44, 173, 259] to music audio similarity estimation [38, 45, 290], genre
classification [203, 220, 309], emotion recognition [283, 305, 340], and/or
semantic tagging (auto-tagging) [41, 218, 307]. The type of audio CB fea-
tures used in these tasks include but not limited to: timbral features (de-
scribing the spectral shape of the audio signal), tonal features (describ-
ing pitch classes, key, chords, etc.,), and temporal descriptors (describing
beats, onset rate, rhythm and forth). The Mel Frequency Cepstral Coeffi-
cients (MFCC) [212] from the timbral feature category is the most exten-
sively adopted descriptor in many audio and music tasks.

Recently, i-vectors have gained increasing attention since they are ca-
pable of capturing variety of information from the speech signal such as
the language [222], and speaker-related characteristics such as accent [33],
emotions [333], the age [32] and the identity [82] of the speaker. Despite
this, the applications of i-vectors are not limited to speech and they have
been used as the state-of-the-art representation in various in audio-based
music information retrieval tasks, for instance: music similarity estima-
tion [108], music artist classification [109], and singing language identifi-
cation [195]. Recently i-vector features have also shown promising effect
in playlist continuation to deal with the cold-start problem [316]. As yet
another related field beside music, i-vectors are state-of-the-art features in
the field of acoustic scene analysis [323] for the task of acoustic scene clas-
sification [107].

The second class of audio-based features we investigate in this study are
named BLFs which also showed encouraging results for different music-
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related tasks such as music similarity estimation [290], genre classifica-
tion [287,291], auto-tagging [286], and predicting the origin of music pieces [279].

Visual. In the visual domain, content-based descriptors can be com-
puted/extracted based on different attributes of an image level for instance
color, texture and edges. Such attributes of the image are widely used for
tasks which involve processing of images or video data, including object,
human and face detection [79, 322] and recognition [26], shot segmenta-
tion [30] and content based image retrieval [350] to name a few. Perhaps
the most important breakthrough in this domain and in recent years has
been the introduction of deep neural networks, that gained state-of-the-art
status in an increasing number of applications, and in some of them even
surpassed human expertise. Examples of such applications include but not
limited to optical character recognition [51], lip reading [74] and image
classification [144, 194]. With the advent of computer vision techniques,
these CB descriptors and respective deep neural network algorithms have
been used in subjective tasks as well. The main difference in these tasks
in that the ground truth data is more human oriented and content can differ
based on user preference. Some of these subjective task are media aes-
thetics [174], violent scene detection [124, 159], affective content predic-
tion [246] and media virality [28].

In the light of the superior performances in the ILSVRC 2012 object
recognition competition2, the AlexNet [194] network was adopted in many
different tasks either through re-training the network, modifying it or us-
ing directly the network for some other specific purposes and/or through
recording the outputs of some of its layers as features. For example, it has
been successfully adopted in tasks such as aesthetic ranking [186], emo-
tion recognition in videos [204, 334], prediction of multimedia interesting-
ness [98, 294], and text-to-video translation [319]. Specifically, we can re-
port a set of aesthetic visual features gathered by [135], based on the works
of [80,174,202] which have been used effectively in highly subjective tasks
like prediction of media interestingness [75] and image popularity [103].
For the matter of the aesthetic aspects involved in thse descriptors, they can
be seen as valuable assets for a RS which is consequently investigated in
this study.

Multimodal. In order to combine various information sources effec-
tively, one has to employ fusion strategies. There are two main fusion ap-
proaches: early fusion in which the system combines the descriptors at the
input of the system and uses the joint-descriptor as the input to the system,
late fusion [301] which combines either intermediate outputs of several sys-

2(http://www.image-net.org/challenges/LSVRC/)
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tems run on different descriptors or their final outputs. Such fusion strate-
gies are based on the hypothesis that a joint decision from multiple sources
can be superior to a decision from a single source. In this line, while late
fusion focuses on the individual strength of modalities, early fusion uses
the correlation of features in the mixed feature space. There is no clear
supremacy of one technique over the other as both show state-of-the-art
(SoA) results on different scenarios.

4.2.3 Contributions

In this study, we propose a novel SoA multimedia recommender system
which pushes forward the advances of the field in the following directions:

1. We propose a multi-modal CBRS which uses established/traditional
multimedia features namely: aesthetic visual features and audio block-
level features and novel SoA features based on deep visual features
and i-vectors audio features. An advantage of the proposed system be-
side using content descriptors automatically extractable is that it uses
as input movie trailers instead of the entire movies, which makes it
more versatile and effective since trailers are more readily accessible
than full-length movies. We show that the proposed system outper-
forms the traditional CBRS based on metadata (genre and tags). To
the best of our knowledge, this is a novel approach since current CBRS
are limited either to usage of single modality [87,88,90] or deprecated
descriptors [229, 339];

2. We propose a practical solution to the cold-start problem, where meta-
data are not available or are only partially available, with promising
results;

3. We propose a rank aggregation strategy extending the Borda count ap-
proach [34] to fuse recommendations from different (heterogeneous)
sources into a unified ranking of recommended movies, outperform-
ing the results obtained in the conventional approach using metadata;

4. We present a comprehensive evaluation of the proposed CBRS frame-
work via two wide and articulated empirical studies: (i) offline exper-
iment with simulated users: a system-centric experiment to measure
the simulated quality of recommendations in terms of accuracy-related
evaluation metrics such as precision, recall, mean average precision
and mean reciprocal rank as well as beyond-accuracy metrics such as
novelty, diversity, and coverage [170]; (ii) online study involving real
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Figure 4.1: General framework of a content-based recommender system for movies using
multimedia content analysis.

users: user-centric experiment involving 82 users, measuring the per-
ceived quality of recommendation w.r.t. different subjective metrics
such as perceived relevance, satisfaction, diversity and novelty.

4.3 Proposed Recommendation Scheme

The proposed content-based movie recommender system (CBMRS) includes
several stages as illustrated in Figure 4.1. As mentioned earlier, the system
takes as input movie trailers which makes it more flexible since trailers are
more readily available compared to full-length movies. The steps adopted
are described in the following:

The original size of the video dataset is hundreds of gigabytes, and cov-
ers over 20 days of video. Processing such amount of information is in-
efficient. Therefore, as the first step videos are segmented into smaller
units. For the visual channel, motivated by the recent Google YouTube8M
paper [14], the video frames are captured at rate of 1 fps. For the au-
dio channel, we adopted frame-level and block-level segmentation as com-
monly applied in music information retrieval. The second step consists
of extracting/computing meaningful content descriptors. Two categories
of features are considered (see Section 4.4): (i) multimedia: composed of
audio and visual features metadata: composed of movie genres and user-
generated keywords (aka tags). Afterwards, temporally extracted features
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(e.g., frame-level or block-level for audio) are aggregated to build a video-
level descriptor. Different different video-level aggregation techniques are
used such as statistical summarization, Gaussian mixture models (GMM)
and vectors of locally aggregated descriptors (VLAD) [164]. Recommen-
dations are generated using a CB system based on a standard k-nearest
neighbor approach (see Section 4.5.2). In the final step, we propose an
extended version of Borda count [34] method to fuse ranking results of dif-
ferent recommenders into a unified ranking of videos (see Section 4.5.3).
The recommender are CB systems using different content descriptors.

These components are described in more detail in the following sections.

4.4 Rich Item Descriptions Defining the Video Genome

Similar to biological a DNA which is representative for a living individ-
ual, multimedia content information can be regarded as a genome i.e., the
footprint of content and style.

In this section, we present details about the content descriptors constitut-
ing the proposed video genome. The content descriptors are fundamental to
the recommendation process and lie at the core of the video recommenda-
tion system. The proposed features were selected based on their successful
applications in neighboring fields such as music and video information re-
trieval.

4.4.1 Audio Features

Many tasks in multimedia information retrieval depend on the extraction
of low-level content features. The computational audio features considered
here are inspired by the fields of speech processing and music informa-
tion retrieval (MIR) and their successful application in MIR-related tasks,
including music retrieval, music classification, and music recommenda-
tion [180]. We investigate two kind of audio features: (i) I-vector features
which are frame-level representations computed from MFCCs acoustic fea-
tures of audio segments. They provide a fixed-length and low-dimensional
representation for audio excerpts containing rich acoustic information, and
(ii) block-level features which consider larger segments of the audio sig-
nal known as blocks, typically a few seconds. Therefore, they can capture
temporal aspects of an audio recording to a higher extent [180]. What both
descriptors have in common is that they eventually model the feature at the
level of the entire audio piece, by aggregating the individual feature vectors
temporally (across time).

116



i
i

“thesis” — 2018/6/25 — 21:06 — page 117 — #133 i
i

i
i

i
i

4.4. Rich Item Descriptions Defining the Video Genome

Block-level features: are extracted from large segments of audio recod-
ing typically a few seconds. They have shown promising performance in
audio and music retrieval and similarity tasks [286] and can be considered
as state-of-the-art in this domain. The block-level feature framework [291]
defines six features representing the following four aspects: (i) the spec-
tral aspect (spectral pattern, delta spectral pattern, variance delta spectral
pattern), (ii) the harmonic aspect (correlation pattern), (iii) the rhythmic
aspects(logarithmic fluctuation pattern), (iv) and the tonal aspect (spectral
contrast pattern). The feature extraction process in the block-level frame-
work is illustrated in Figure 4.2. All block-level features use the same spec-
tral representation based on the cent-scaled magnitude spectrum. For the
input audio signal downsampled to 22KHz, it is transformed to the fre-
quency domain by applying a Short Time Fourier Transform (STFT) using
a window size of 2048 samples, a hop size of 512 samples and a Hanning
window. The hop size helps to prevent from possible information loss due
to windowing effect. Afterwards, the magnitude spectrum ‖X(f)‖with lin-
ear frequency resolution is computed and transformed into the logarithmic
Cent scale. In a similar fashion, the magnitude spectrum X(k) is mapped
into a logarithmic scale. In order to make the computed spectrum invariant
to variation of the intensity of the input audio, the mean of each sliding
window is removed [288].

As shown in Figure 4.3, using the spectrogram of an audio recording,
blocks with fixed length duration are selected and processed one at a time.
The width of each block represents the number of temporally ordered fea-
ture vectors that a block contains. Features are computed within each block
from which a global representation is created by aggregating the feature
values computed across blocks using a summarization function, which is
usually expressed as a percentile.

1. Spectral pattern (SP): The spectral pattern characterizes the fre-
quency or timbral content of the piece of interest and is computed
over the spectrograms of all blocks. Each block consists of 10 con-
secutive frames and a hop size of 5 frame is used, therefore there is
half block overlapping between consecutive blocks. Frequencies are
measured on the Cent scale, binned into 98 bands. Each frequency
band is sorted within the block under investigation in order to obtain
a time-invariant representation. For all blocks in the piece, the same
procedure is repeated. This yields for each block a 98× 10 matrix.

Figure 4.4 compares the spectral pattern features for a classical piano
piece by Shostakovich (Prelude and Fugue No. 2 in A Minor) and a
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Figure 4.2: Overview of the feature extraction process in the BLF.

Figure 4.3: Obtaining a global feature representation from individual blocks in the block-
level framework.

pop song by Lady Gaga (Bad Romance). Note that within every fre-
quency band, the energy values are sorted. As it can be seen, the two
music pieces have quite different spectral characteristics in which the
piano piece exhibits high activations in a limited number of frequency
bands (45 to 55 Cents, i.e. ≈ 700 to 1600 Hertz) but is missing very
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Figure 4.4: Spectral patterns for a classical piece (left) and a pop song (right).

low frequencies. This is while, the pop song concentrates stronger
activations in low bands (up to 25 Cents, i.e. ≈ 130 Hz) [180].

2. Delta spectral pattern (DSP): A few variants of the spectral pattern
features are defined in the BLF in order to capture other characteristics
of the spectrum. The delta spectral pattern captures note onsets [39]
by detecting changes in the spectrogram over time. It perform this
by measuring the difference between the original cent spectrum and a
delayed version of the spectrum by 3 frames to emphasize onsets. In a
similar fashion to SP, again each frequency band of a block is sorted.
After this step, positive values in the difference spectra indicate note
onsets, which are of interest. Ultimately, since the values within each
band are sorted, the left-most columns of the 98×25 matrix are all neg-
ative and only the right-most 14 frames with largest values are taken
into account where 14 frames is chosen to save some computational
and memory resources [180]. Similar to SP, DSP uses 0.9-percentile
as summarization function.

3. Variance delta spectral pattern (VDSP): The VDSP is identical to
the DSP with one main difference that it uses the variance as summa-
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Figure 4.5: Correlation patterns for a classical piece (left) and a pop song (right).

rization function instead of the 0.9-percentile so as to capture varia-
tions in onset strength across time [180].

4. Correlation pattern (CP): The CP captures the harmonic relations of
frequency bands in the presence of sustained tones. In order to achieve
this aim, the frequency resolution is first reduced to from 98 to 52
bands. Then, a pairwise linear correlation coefficient (Pearson Corre-
lation) between each pair of frequency bands is calculated, giving rise
to a symmetric correlation matrix. A block size of 256 frames with
half-block overlapping between consecutive blocks is chosen. The re-
sult of computing correlation between all pairs of frequency bands is
a 52× 52 matrix for each block. A median summarization function is
the used to aggregate all matrices within blocks. Figure 4.5 illustrates
the difference between CP of a classical and a pop song. As it can be
noted, the patterns of the classical song reveal harmonics (shown by
orange and yellow squares) which remain outside of the diagonal. For
the pop song however, there exit larger square areas of high correla-
tions between adjacent frequency bands reflecting high interrelations
between similar notes. As another example, if a bass drum is always
hit simultaneously with a high-hat, this would yield a strong positive
correlation between low and high frequency bands [180, 287].

5. Logarithmic fluctuation pattern (LFP): The LFP is an extension
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to Pampalk et al.’s fluctuation patterns feature [242] and represents
the rhythmic structure of a song. First, the audio piece is segmented
into a sequence of overlapping 6-second-segments and a fast Fourier
transform (FFT) is computed for each segment to obtain the power
spectrum to which several loudness transformations and psychoacous-
tic preprocessing techniques are applied. A second FFT is applied in
order to captures information about the frequency structure. Apply-
ing the second FFT transforms time–frequency representation into a
periodicity–frequency representation. The frequencies corresponding
to the periodicities are frequency patterns repeated and repeated over
time known as fluctuations. The fluctuations reveal the frequencies
which reoccur at certain intervals within the 6-second-segment under
investigations. The result of the process is computation of a 20 × 60
matrix that contains energy levels for 20 critical frequency bands over
60 bins of periodicities, ranging from 0 to 600 beats per minute. In a
final step of psychoacoustic processing, order to account for different
intensities the human ear perceives recurring beats at different period-
icities, the amplitude modulation coefficients are weighted based on
the psychoacoustic model as proposed in [243].

In contrast to the original fluctuation patterns [242], the LFP uses a
logarithmic scale to model frequencies. Figure 4.6 illustrates the LFP
for the piano piece and the pop song. As it can be observed, the pop
piece shows a concentration of energy in very few periodicity bins
while the classical piece exhibits several regions of high intensity.

6. Spectral contrast pattern (SCP): Finally, the SCP estimates the “tone-
ness” of a spectral frame (the tonal aspect). This is realized by com-
puting the differences between spectral peaks and valleys in several
frequency sub-bands. Pronounced spectral peaks roughly correspond
to tonal components, whereas flat spectral parts are often percussive or
noise-like. In the BLF, the SCP is computed from a Cent scaled spec-
trum subdivided into 20 frequency bands. The difference between the
minimum and maximum value of the frequency bins in each band,
results in 20 spectral contrast values per frame. Similar to SP de-
scribed above, the values belonging to an block are sorted within each
frequency band. A block size of 40 frames and half-block (i.e., 20
frames) overlapping between consecutive blocks is used. The summa-
rization function is the 0.1 percentile.

I-vector features:
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Figure 4.6: Logarithmic fluctuation patterns for a classical piece (left) and a pop song
(right).

The i-vector approach got its fame first time in its successful applica-
tion in the field of speaker verification with promising performance [82]3.
Ever since, it has been used as the SoA representation learning technique
in different audio-related domains [83, 107, 316]

I-vector is a fixed-length and low-dimensional representation for audio
excerpts containing rich acoustic information. It is usually extracted from
short audio segments (of length 10 seconds to 5 minutes) of acoustic sig-
nals such as speech, music and acoustic scene. The standard approach to
compute i-vector features are based on frame-level features such as Mel-
Frequency Cepstral Coefficients (MFCCs). The procedure for extraction of
i-vectors entails learning a Universal Background Model (UBM) to model
the average distribution of all the audio data in the acoustic feature space. In
order to learn such a universal model, a dataset containing sufficient amount
of data of different audio is used. The learned UBM serves as a reference
corpus to measure the amount of shift of each arriving audio segment from

3The task of verifying the claimed identity of a speaker based on the speech signal from the speaker [3]
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the UBM. I-vector represents such a shift by a latent factor representation.
Formally speaking, let us define total variability for movies as the de-

viation of a video clip representation from the average representation of all
the video clips. A UBM is learned using a Gaussian Mixture Model (GMM)
on the acoustic features of segments. The mean vector of the learned model
is high-dimensional representation for each segment. Afterwards, a Fac-
tor Analysis (FA) procedure is applied in order to capture the shift of the
adapted model from the UBM. To apply the FA, the adapted GMM mean
super-vector Ms – which is adapted to an audio segment s – is decomposed
as follows

Ms = m+ T.ys (4.1)

where m is the UBM mean super-vector and T.ys is an offset that cap-
tures the shift from the UBM. In Eq.4.1,T is the factorization matrix called
total variability matrix (TVS) which is usually learned via an expectation-
maximization (EM) procedure [82, 224] and ys is a low-dimensional latent
variable known as i-vector learned via a maximum a posteriori (MAP) es-
timation procedure.

F
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mixtures 
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Figure 4.7: Graphical representation of the procedure leading to i-vector factor analysis.

A graphical illustration of different features extracted during i-vector
FA is shown in Figure 4.7. Let us assume the frame-level features such as
MFFCs are extracted where F is the dimension of the acoustic feature vec-
tors. A GMM is trained to represents the distribution of feature vectors (the
acoustic feature space) where C is the number of Gaussian components.
Next, a GMM supervector is created by concatenating the mean vectors mc
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for each mixture component c = 1, ..., C. The dimensionality of the GMM
supervector is therefore equal to (F.C) × 1. Ultimately, the rectangular
matrix T known as TVS is learned via EM procedure and used to extract
i-vectors from the GMM (Ms in Eq. 4.1).

In Figure 4.8, we present a practical illustration of the i-vector extraction
pipeline in a block-diagram representation. The pipeline start from frame-
level feature extraction (e.g., MFCCs), continues with i-vector extraction,
an optional LDA step for supervised tasks and finally recommendation. It
should be noted that unlike BLF in which features are extracted in the same
manner from train and test, in i-vector the procedure used in train and test
phases are slightly different. The framework consists of the following five
stages:

1. Frame-level feature extraction: Typically, MFCCs are used in the fea-
ture exaction stage. They have been the dominant features in speech
recognition. Their success owed to the ability of representing the spec-
trum envelope of speech signals in a compact form. Since the start of
year 2000, they were also proven useful to model music and audio
sounds [115, 213] and ever since they are the most dominant feature
in the field of music information retrieval (MIR). Although, it is pos-
sible to use other features [310] for feature extraction, we stay our-
selves aside from the feature engineering part and instead focus on
the FA technique. In our experiment, we used 20-dimensional MFCC
features;

2. Computation of Baum-Welch statistics: After extracting MFCCs, a set
of statistics are computed for each audio known the the Baum-Welch
(BW) statistics. The statistics are required to learn the bases for the
total variability subspace in the subsequent i-vector extraction phase.
In this step, a sequence of MFCC features are represented by the BW
statistics (0-th and 1-st order Baum-Welch statistics) using a GMM as
prior [176, 198].

3. I-vector extraction: In this stage, the subspace matrix T known as
TVS is trained via EA. I-vectors are then extracted based on the es-
timated TVS. Both TVS and i-vector require statistics extracted from
the training set.
The extraction of i-vectors reduces the dimensionality of the movie
clip representations and improves the representation for a recommen-
dation task;

4. LDA Supervised task: This stage is an optional step and is normally
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used in classification tasks such as musical genre or artist classifi-
cation. Linear Discriminant Analysis (LDA) is applied to minimize
intra-class variance and maximize the inter-class variance. The re-
sults of this process is reduction of irrelevant dimensions and make
the more suitable for classification tasks using a linear classifiers.

5. Recommendation: The extracted i-vectors are used in CBRS serving
as content features. We should be reminded that here, the UBM is
trained on the items in the train dataset and is used an external knowl-
edge source also in the test dataset.
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Figure 4.8: Block diagram of i-vector FA pipeline for supervised and unsupervised ap-
proach

4.4.2 Visual Features

The visual features selected for our experiments are classifiable in two ma-
jor categories: (i) aesthetic visual features used for computational aesthetic
measurement in images, and (ii) deep learning features extracted from layer
FC7 of the AlexNet network developed originally for visual object recog-
nition. The two categories of visual features have been employed in nu-
merous domains including but not limited to media interestingness, photo-
graphic image aesthetics, object recognition and emotional classification.
Therefore, the proposed visual features can be considered as potentially
semantical-rich choices for use in a content-based video recommendation
system. We experimented the effect of several feature temporal aggregation
methods in order to transform the frame-level features into a video-level de-
scriptor.
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Aesthetic-visual features (AVF): this set of visual features has been pro-
posed in [135] for measuring the beauty of coral reefs. Parts of these fea-
ture set are inspired from works dealing with artwork, photographic image
aesthetics and human perception of images [80, 174, 202]. The set encom-
passes 26 feature types (feature vectors) which are classifiable into three
main categories: color-based descriptors, texture-based descriptors, and
object-based descriptors, as proposed by [135], adding up to a feature vec-
tor of dimensionality 107 for each frame. The three categories of AVF pre-
sented in our collection for recommendation purpose were fused with each
other by three different approaches: (i) individual descriptor for each of the
26 feature types (ii) feature fusion based on three categories of color-based,
texture-based and object-based (iii) combined all feature vectors by con-
catenation of 26 descriptors. Furthermore, we applied four different feature
aggregation techniques based on statistical summarization functions: mean,
median, mean and variance and median and median absolute deviation.

1. Color-based descriptors: The color-related features in AVF are based
on perceptual color spaces such as HSL (Hue, Saturation, Lightness)
and HSV (Hue, Saturation, Value). The first property captured is the
average channel value directly measured from the two color spaces.
The second property captured is the colorfulness quantified by mea-
suring a number of distance metrics from the 64-bin color distribu-
tion of the RGB spectrum and one equal reference distribution. Three
distance metrics are considered: Earth Mover’s Distance, Quadratic
Distance and standard deviation between two distributions. The next
type of color features are hue descriptors. They provide information
on amount of hues contained in each pixel such as number of hues
available, number of dominant hues for the image and so forth. A set
of nine hue models which are previously validated to be appealing to
human [225] serve as a reference to compute a distance with the cur-
rent picture. The next color-based property is the brightness descriptor
which is extracted by calculating statistics such as average brightness
values and brightness contrast across the image. Ultimately, the av-
erage HSV and HSL values were calculated by taking into consider-
ation the main focus region and the rule of the thirds compositional
rule [237].

2. Texture-based descriptors: The texture-related features in AVF are
of two types, the edge and texture components. For the former, statis-
tics obtained from the edge distribution on a frame is used whereas for
the latter statistics based on texture range and deviation is used. In or-
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der to capture the property related to randomness, the entropy of each
channel of the RGB color space is calculated. In addition, the wavelet
transformation based on three level Daubechies was applied on each
of the channel of HSV space and together with average wavelet were
used to serve as a different texture representation [81]. Also, inspired
by the low depth of field rule of photographic composition, a new fea-
ture capturing this property was extracted (further information can be
found in [80]). A final texture component inspired by the low depth
of field photographic composition rule was computed [80]. The set of
these features results in 6 feature types for the texture category in AVF

3. Object-based descriptors: The object-related features in AVF are
based on a method proposed in [80] whose main goal is to find the
largest segments in an image by calculating a k-means clustering al-
gorithm. Various features are extracted afterwards including: the area,
centroids, values for the hue, saturation and value channels, average
brightness values, horizontal and vertical coordinates, mass variance
and skewness for the largest segments in the image (considered as the
most salient as well). Finally, in the final descriptor the color spread
and complementarity are also represented in which the latter compo-
nent measures hue, saturation and brightness contrast between the re-
sulting segments. The set of these features results in 11 feature types
for the object category in AVF.

As mentioned earlier, the main advantage of the features defined by AVF
is that they are heavily human-oriented. In other words, the role of some
components in AVF for psychological or aesthetic aspects of visual com-
munication are widely acknowledged/validated. For instance, inspired by
the research work [225], the hue model in AVF is quantified by comparing
the distance of the hue model of a certain image with the models considered
appealing to humans. Another motivation for the usage of AVF is that they
incorporate properties which are inline with general rules in photographic
style. The impact of such properties in the human aesthetic perception have
been previously acknowledged [193].
Deep-learning features: Deep learning is a specific set of techniques from
the broader field of machine learning (ML) that is concerned with the study
and use of deep artificial neural networks in order to learn structured rep-
resentations of data. It has seen a dominate and pervasive resurgence in
many research domain including computer vision so much so that it can
be considered an inseparable part of the computer vision community. In
the context of computer vision, deep learning obtained its main strength for
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Figure 4.9: Layers in the AlexNet deep neural network [194]

the promising visual recognition performance surpassing other methods in
artificial intelligence.

The ImageNet Large Scale Visual Recognition Competition (ILSVRC)
gave the researcher in the vision community the chance to test various ob-
ject recognition algorithms on a similar shared dataset. The image dataset
represented 1.2 million images taken from ImageNet 4 categorized in 1, 000
different classes. The AlexNet [194] deep neural network was created
which was the winner of the competition in 2012 with a significant im-
provement over the second best method/team in the same year. The authors
also ran experiments on the previous edition of ILSVRC 2010 dataset and
obtained superior performance compared with SoA approaches of that time.

The architecture of AlexNet deep neural network is shown in Figure 4.9.
It contains eight learned layers, five convolutional layers and three fully-
connected layers. The network receives as the input a resized 224×224×3
image. The output of the last fully-connected layer is fed to a 1000 di-
mensional softmax layer which produces a distribution over the 1000 class
labels given each input each. The first convolutional layer filters the 224×
224 × 3 input image with 96 kernels of size 11 × 11 × 3 with a stride
of 4 pixels. The second convolutional layer takes as input the (response-
normalized and pooled) output of the first convolutional layer and filters it
with 256 kernels of size 5×5×48. The third, fourth and fifth convolutional
layers have the following structure: the third 384 kernels of size 3×3×256,
the forth 384 kernels of size 3 × 3 × 192 and the final convolutional layer
has 256 kernels of size 3 × 3 × 192. The fully-connected layers contain
4, 096 neurons each.

Overall the neural network architecture has 60 million parameters and
650, 000 neuron. As described in [194], some data augmentation solutions
are employed in order to reduce the chance of overfitting. The data augmen-

4http://www.image-net.org/
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tation transforms the image into a new image in such a way that it can be
produced from the original images with very little computation. The trans-
formations include: image translations, horizontal reflections and altering
of the intensity of the RGB channels [152, 194]

As pointed out in [194], the main novelty introduced by this network
is on the introduction ReLU (Rectified Linear Units) nonlinearity output
function defined by f(x) = max(0, x) which allows faster training times
compared with conventional functions such as f(x) = tanh(x) or f(x) =
(1 + e−x)−1.

Given the promising performance in other tasks/fields, we extract fc7
features for each frame. Therefore, the final descriptor has the same di-
mensionality as the output softmax layer which is equal to 4096. Similar
to previously-described AVF, frame-level descriptors are transformed into
video-level descriptor by using statistical summarization function such as
mean, median, mean and variance and median and median absolute de-
viation. Additionally, we tested vector of linearly agregated descriptors
(VLAD) aggregation method using PCA for dimensionality reduction, with
three different sizes for the visual word codebook: k ∈ {32, 64, 128}

4.5 Evaluation Setup

In this section, we describe the details about the experimental setup for the
validation of the proposed recommendation framework. In particular, we
discuss the content-based descriptors used for the experiments (multimedia
and metadata), the recommendation algorithm, our proposed rank-based
hybridization algorithm for multimedia integration and parameter tuning.

4.5.1 Content Descriptors

In both studies (the offline experiment and the user-study) as shall be pre-
sented in the following, the quality of recommendation has been evaluated
using an identical CB recommendation algorithm (see section 4.5.2) and
different content descriptors serving as the manipulatable variable.

Multimedia Features

The proposed multimedia features can be classified based on the period of
time they have been exploited in the community5. From this perspective,
we can classify the multimedia features in two major groups:

5Mainly the communities of computer vision, multimedia and music information information retrieval.
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1. The established traditional features: The features in this category
include (i) block-level audio features (BLF) and, ii) aesthetic visual
features (AVF).

2. The novel state-of-the-art features: The features in this category
include iii) the i-vector audio features and, (iv) AlexNet deep visual
features.

As for the best temporal aggregation method for the visual category, be-
tween two categories of aggregation methods we tried, i.e., statistical sum-
marization and VLAD, it was observed that statistical summarization meth-
ods overall provided substantially better performance compared with VLAD.
It was also noted that the simple mean statistical summarization function
provided relatively better performance compared with the rest of functions
e.g., median. We therefore chose the mean statistical summarization func-
tion to compare and report the quality of different recommendation ap-
proaches.

Regarding the parameters associated with i-vectors, we extracted 20-
dimensional MFCCs from the items in the train dataset. They were used to
train a UBM with number of Gaussian components equal to 256 or 512. We
tried different dimensionalities of the latent factor variable (the length of the
final i-vector feature) equal to (40, 100, 200, 400). We performed a hyper-
parameter search by trying each of the 2 × 4 = 8 possible combinations.
We chose the best performing parameters with regards to the under-study
metric and recommendation-list size based on the average performance ob-
tained over 5-fold cross validation.

Metadata attributes

Two types of metadata features are used in our system: (i) genre features
(editorial metadata) (ii) tag Features (user-generated metadata).

The genre feature contains 18 genre labels, namely: action, adventure,
animation, children, comedy, crime, documentary, drama, fantasy, film-
Noir, horror, musical, mystery, romance, sci-Fi, thriller, war, and western.
The final genre feature vector is a binary vector of dimensionality 18; The
tag feature is based on TF-IDF Bag-of-Words (BoW) model. Beforehand, a
series of preprocessing steps are adopted to prepare the textual tag features
into usable numerical feature vectors. The steps include: (i) punctuation re-
moval, (ii) tokenization and lowercase conversion, (iii) stop-word removal,
(iv) very short or very long word removal which means we remove words
with 2 or fewer characters, and words with 15 or greater, and (v) porter
stemming, the process of reducing inflected/derived words to their stem or
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root form [252]. Ultimately, a BoW model based on term frequency inverse
document frequency (TF-IDF) is created which can represent how impor-
tant a word is to a document w.r.t. a collection of documents. We used the
“word counts” for the TF term and the logarithmic variant log(N/Nt) for
the IDF term in which Nt is the number of documents containing the word
t and N is the total number of documents in the collection.

The RS community for long has used metadata as the main and only type
of content description in CB or Hybrid recommendation systems since they
are human-generated and are semantically rich. We therefore use meta-
data features as a baseline during the evaluation. We observed that the tag
features constantly outperformed the genre. Therefore, tag features will
represent the main baseline for comparison. In addition, we use metadata
in conjunction with the multimedia descriptors to build hybrid RS that pro-
vides higher quality of recommendations compared to the RS using each of
the features alone.

4.5.2 Recommendation Algorithm

Recommendations are generated by using a widely used pure content-based
filtering (CBF) algorithm based on k-nearest neighbors. The unknown rat-
ing (preference score) r̂ui for user u and item i is calculated as a weighted
average score of the ratings of the most similar items defined by their the
CB similarity as given by Eq 4.2

r̂ui =
1∑

j∈Nu(i)
sij

∑
j∈Nu(i)

sij rui (4.2)

in which Nu(i) denotes the items rated by user u which are most similar to
item i and sij is the similarity score between items i and j (the CB similar-
ity) [112]. For all the content descriptors we used 10 neighbors and cosine
similarity metric. This is with the exception of genre feature for which we
also tried Jaccard similarity metric, since that Jaccard similarity metric suits
better for binary features. It was observed that the Jaccard similarity pro-
vided slightly better performance compared with cosine similarity metric
and was chosen to report the final results for genre feature.

4.5.3 Hybridization

We propose a rank-based hybrid recommendation method to enhance the
performance of individual CB systems. The method is the extended version
of the Borda count rank aggregation method which was used successfully
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in a similar domain, like group recommendation [34]. The Borda count
method is a rank aggregation method which awards each item in the rec-
ommender’s rank list with a score in accordance with its rank position in
the list (the lower the position, the higher the score).

Given two personalized ranking lists σrecau and σrecbu produced be recom-
menders a and b for user u, the combined score of item i for user u based
on Bodra count is given by:

CS(u, i) =
Na − σrecau (i) + 1

Na

+
Nb − σrecbu (i) + 1

Nb

(4.3)

where Na and Nb are the total numbers of items in the corresponding rank-
ings. As it can be seen, only in the case where an item stays consistently
on the top of the recommendation list (i.e., σrecau and σrecbu are both small),
the combined score for that item would be large. The main shortcoming
of this approach is that if one voter (recommender) provides good-quality
rankings in such a way that it dominates the performance, the original Bo-
dra count method using equal weights to both voters, can push the overall
results toward the middle-point quality of the combined voters resulting in
lower qualities when the differences between two recommendation quali-
ties are large.

To this end, in order to enhance more the performance of the system,
we propose to extend the standard Borda count aggregation method given
by Eq. 4.3 using an aggregation approach based on weighted averaging,
yielding

CS(u, i) =
k=V∑
k=1

wk ·
Na − σrecku (i) + 1

Na

(4.4)

where V is the number of voters and wk is the importance weight associ-
ated with voter k. The advantage of the proposed hybridization approach
is that it can make a fair balance between the voters and improve it with
the complementary information of the other voter(s) leading to improved
overall performance.

In this research work, we present the results of hybridization only for
the offline study. The weight values lie in the range [0, 1] in such a way
that w1 + w2 = 1. We tried 100 combinations in a linear span of [0, 1] and
found the best weights w.r.t. each evaluation metric and list size based on
the average performance obtained over 5-fold cross validation. It was inter-
esting to note that quality of the the proposed hybrid system significantly
outperforms the standard Borda count method when the search space grows
(e.g., from 10 to 50 and to 100) [34].
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Table 4.1: Characteristics of the evaluation dataset used in the offline study: |U|— num-
ber of users, |I|— number of items, |R|— number of ratings.

dataset |U| |I| |R| |R|
|U|

|R|
|I|

|R|
|I|×|U| (den-
sity)

ML-20M 3,000 4,899 212,019 70.67 43.27 0.0144

4.6 Experimental Study A: Offline Experiment with Simulated
Users

In this section, we explain the offline experiment which uses historical
dataset. The offline experiment is performed to simulate the cold- and
warm- start scenarios. The specific experimental setup is presented in the
following.

4.6.1 Data

We used the MovieLens-20M (ml-20m) dataset [142] which provides times-
tamped user–item interactions with an up-and-running RS in order to facil-
itate research on personalized movie recommendation. In order to speed
up the experiments, we randomly select a subset of users from the ml-20m
each having a minimum of 50 ratings in their rating profile. The character-
istics of the final rating dataset is shown in Table 5.3. We used 5-fold cross
validation (CV) to perform all the offline experiments. This is realized by
partitioning the items in our dataset into 5 non-overlapping subsets (item-
wise splitting of the user-rating matrix). We intentionally chose item-wise
splitting of the rating dataset in order to step our attention aside from the
discussion of CF systems, since CF are not usable in such splitting system
when items in the dataset do not have any ratings (only CB systems can be
used) (see section 4.9).

4.6.2 Objective Evaluation Metrics

The evaluation metrics used for the offline experiment are of two natures:
(1) accuracy metrics which measure the relevance of the recommendations
w.r.t. users’ preferences such as recall and mean average precision and, (2)
beyond-accuracy metrics: which focus on others aspect of user satisfaction
beyond relevance such as diversity, novelty and catalog coverage. Some
of the latter metrics types have a direct impact on business profits. In the
following we formally define the evaluation metrics adopted in this offline
experiments:
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(1) Accuracy Metrics. We used the following evaluation metrics as listed
below:

• Mean average precision (MAP) is a metric that computes the overall
precision of a recommender system based on precision at different re-
call levels [205]. It is computed as the arithmetic mean of the average
precision (AP) over the entire set of users in the test set, where AP is
defined as follows:

AP =
1

min(M,N)

N∑
k=1

P@k · rel(k) (4.5)

where rel(k) is an indicator signaling if the kth recommended item is
relevant, i.e. rel(k) = 1, or not, i.e. rel(k) = 0; M is the number of
relevant items and N is the number of recommended items in the top
N recommendation list. Note that AP implicitly incorporates recall,
because it considers relevant items not in the recommendation list.
Finally, considering the AP equation, MAP will be defined as follows:

MAP =
1

|U |
∑
u∈|U |

APu (4.6)

where U denotes the users in test set.

• Mean reciprocal rank is a metric that evaluates the results of a recom-
mender system based on the order of probability of correctness. It is
defined as following:

MRR =
1

|U |

|U |∑
u=1

1

ranku
(4.7)

where ranku is the position of the first relevant retrieved answer for
user u. If no relevant answers are retrieved, the value will be 0.

• Recall at top K recommendations (R@K) is presented here for the
sake of completeness, even though it is not a crucial measure from a
consumer’s perspective. Indeed, the user is typically not interested in
being recommended all or a large number of relevant items, rather in
having good recommendations at the top of the recommendation list.
R@K is defined as:

R@K =
1

|U |
∑
u∈U

|Lu ∩ L̂u|
|Lu|

(4.8)
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where Lu is a set of relevant items of user u in the test set T and L̂u
denotes the recommended set containing the K items in T with the
highest predicted ratings for the user u from the set of all users U .

(2) Beyond Accuracy Metrics. Coverage of a recommender system is de-
fined as the proportion of items over which the system is capable of gener-
ating recommendations [151]:

coverage =
|T̂ |
|T |

(4.9)

where |T | is the size of the test set and |T̂ | is the number of ratings in T
for which the system can predict a value. This is particularly important in
cold start situations, when recommender systems are not able to accurately
predict the ratings of new users or new items, and hence obtain low cov-
erage. Recommender systems with lower coverage are therefore limited in
the number of items they can recommend. A simple remedy to improve low
coverage is to implement some default recommendation strategy for an un-
known user–item entry. For example, we can consider the average rating of
users for an item as an estimate of its rating. This may come at the price of
accuracy and therefore the trade-off between coverage and accuracy needs
to be considered in the evaluation process [22].

Novelty measures the ability of a recommender system to recommend
new items that the user did not know about before [15]. A recommendation
list may be accurate, but if it contains a lot of items that are not novel
to a user, it is not necessarily a useful list [349]. While novelty should
be defined on an individual user level, considering the actual freshness of
the recommended items, it is common to use the self-information of the
recommended items relative to their global popularity:

novelty =
1

|U |
∑
u∈U

∑
i∈Lu

− log2 popi
N

(4.10)

where popi is the popularity of item i measured as percentage of users who
rated i, Lu is the top-N recommendations for user u [349, 353]. The above
definition assumes that the likelihood of the user selecting a previously un-
known item is proportional to its global popularity and is used as an ap-
proximation of novelty. In order to obtain more accurate information about
novelty or freshness, explicit user feedback is needed, in particular since
the user might have listened to an item through other channels before. It
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is often assumed that the users preferred recommendation lists with more
novel items. However, if the presented items are too novel, then the user
is unlikely to have any knowledge of them, nor to be able to understand or
rate them. Therefore, moderate values indicate better performances [178].

Diversity is another important beyond-accuracy measure which gauges
the extent to which recommended items are different from each other, where
difference can relate to various aspects, e.g., musical style, artist, lyrics, or
instrumentation, just to name a few. Diversity can be defined in several
ways. One of the most common is to compute pairwise distance between all
items in the recommendation set, either averaged [354] or summed [300].
In the former case, the diversity of a recommendation list L is calculated as
follows:

diversity(L) =

∑
i∈L

∑
j∈L\i

disti,j

|L| · (|L| − 1)
(4.11)

where disti,j is the some distance function defined between items i and j.
Common choices are inverse cosine similarity [267], inverse Pearson cor-
relation [318], or Hamming distance [175].

(3) Different Cut-off Values. Cut-off value is the size of recommendation list
returned to the user. We use two cut-off values to compute recommendation
qualities at. They include Rec@4 and Rec@10. Rec@10 is a common
choice in many works. Morover, given the average ratio of 70.67 ratings
per user and 5-fold CV by splitting the user-rating matrix item-wise, on
average, 14 ratings exists for each item in the test dataset which makes
the recommendation at 10 effective. Regarding the former, Rec@4 was
chosen in order to provide the possibility of comparing offline results with
the result of user-study (see next section) since all recommendations are
computed at single cut-off value of 4 in the user-study. The reason for this
choice is motivated in the next section.

4.6.3 Recommendation w.r.t. Accuracy in Cold-Start Scenario

In the offline experiment, a cold-start (CS) scenario6 is simulated which
concerns solely about tag features. Tags are user-generated keywords. Of-
ten around the time a new item is added to the catalog, the item can have
no or very few associated tags. We can simulate a CS scenario for the user-
generated tag features by sampling a small percentage of the tags for the

6As reminded earlier, the CS scenario addressed here is the metadata CS, where the items lack sufficient
metadata. We intentionally step our attention aside from rating CS.
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Table 4.2: Performance of various audio-visual feature sets w.r.t. Mean Reciprocal Rank
(MRR), Mean Average Precision (MAP) and Recall in the Cold Start scenario. All
results are based on a 5-fold cross-validation. The first and second best results are
shown in red and blue, respectively.

@4 @10
feature name feature type MRR MAP Recall MRR MAP Recall

U
ni

m
od

al

tag metadata 0.0195 0.0051 0.0042 0.0274 0.0037 0.0111
genre metadata 0.0162 0.0044 0.0039 0.0245 0.0034 0.0112
i-vector (SoA) audio signal 0.0233 0.0060 0.0052 0.0311 0.0042 0.0120
BLF (traditional) audio signal 0.0170 0.0045 0.0038 0.0242 0.0032 0.0097
Deep (SoA) visual signal 0.0219 0.0057 0.0043 0.0296 0.0038 0.0111
AVF (traditional) visual signal 0.0187 0.0049 0.0039 0.0263 0.0034 0.0102

H
yb

ri
d i-vector + Deep audio + visual 0.0232 0.0061 0.0051 0.0318 0.0043 0.0122

Deep + tag visual + meta 0.0239 0.0062 0.0053 0.0325 0.0044 0.0130

i-vector + tag audio + meta 0.0266 0.0072 0.0059 0.0359 0.0049 0.0139

items in the test dataset while discarding the rest of tags. We are required
however to use the complete tags for the items in the train set since we can
always assume our recommender system is trained with a mature and com-
plete set of tags. The challenge is to see how it can cope with CS situation
manifest in sparsity of tags. To this end, we kept 3% of the tags associ-
ated with the items in the test selected in a random fashion and discarded
the tags for the rest of items. In section 4.6.4 however, we present the re-
sults for the warm-start (WS) scenario to provide a realistic picture of the
overall system performance in different scenarios. In both CS and WS, the
genre features are assumed to be accessible as metadata (genre feature are
released together with the release of a movie), therefore we use complete
genre labels in these scenarios.

In Table 4.2, we present the results of the offline experiment for the CS
simulation phase. Two types of CB recommenders are considered: uni-
modal and multimodal depending on if one or more than one modality (au-
dio, visual and textual) is used on the content description of the systems.
The multimodal recommender are built by using the proposed rank-based
hybidization apporoach described in section 4.5.3. All the results are pre-
sented with regards to three different accuracy metrics namely MRR, MAP
and Recall with cutoff values @4 and @10. As expected, the results are
consistent across all presented metrics for the top recommenders shown in
red and blue, respectively. Finally, as stated earlier, tags has the best value
from the metadata features collection, and therefore it serves serves as the
main baseline for comparing the results.

It can be noted that the SoA audio (i-vector) and SoA visual (Deep) fea-
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tures outperform metadata in unimodal recommendation w.r.t. MRR, MAP
and Recall with regard to all test cut-off values @4 and @10. The differ-
ence between SoA audio and tags however is relatively larger than the one
between SoA visual and tags. More specifically, in the @4 cutoff experi-
ments, both i-vector and Deep features outperform the tag baseline consid-
erably, raising the scores for MRR, MAP and Recall by 19.4%, 17.6% and
23.8% respectively (in the i-vector case) and by 12.3%, 11.7% and 2.3%
(in the Deep feature case). In the @10 cutoff experiments, i-vector consis-
tently provides a good degree of improvement by 13.5%, 13.5% and 8.1%.
The Deep visual feature show a lower improvement in the MRR and MAP
metric by 8% and 2.7 % while pretty similar scores are obtained for Re-
call. In addition, it can be noted as well that the traditional features (BLF
audio and AVF visual) have lower scores compared with the tag feature in
almost all experiments signifying the informativeness of the SoA features
for recommendation task. We chose the best performing candidates from
the unimodal phase (i.e., i-vector, Deep and tag features) as the candidates
for the multimodal combination schemes.

Combining the advantages of multimedia and metadata using our pro-
posed hybridization via extended Borda rank aggregation method leads
to improvement of the overall performance for the majority of combina-
tions (in CS and WS) substantially or significantly. For instance, in CS
the i-vector + deep hybridization method improves the tag performance by
18.9%, 19.6% and 21.4%. Although in some cases, the latter difference is
comparable with one of the two unimodal components, the improvement
clearly indicates different type of information encoded by multimedia sig-
nals not directly reflected in the metadata. In this regard, it can be observed
that the i-vector + tag combination significantly improves the metric scores
in the @4 cutoff experiments by 36.4%, 41.1% and 40.4% while the im-
provement for Deep + tag still remains high equal to 22.5%, 21.5% and
26.1%. As for the @10 experiments, the i-vector + tag combination shows
an improvement of 31.0%, 32.4% and 25.2% w.r.t. tag while the same met-
ric for Deep + tag is 18.6%, 18.9% and 17.1%.

These results are interesting and are indicative of the fact that in CS
scenario SoA multimedia features, even in their unimodal form, represent
a useful approach for recommendation generating a superior quality for
most of the metrics and most of the cutoff values. In addition, these re-
sults show the complementary information encoded in the actual multime-
dia features (mainly Deep visual and i-vector) not directly captured by the
user-generated tag features.
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4.6.4 Recommendation w.r.t Accuracy in Warm-Start Scenario

In warm start (WS) scenario, all the metadata features are available (specif-
ically speaking the tag features). This would lead to obvious improvement
in the quality scores obtained by the tag feature in CS and WS scenarios, for
example compare MRR@4 in two cases: 0.0195 (for CS) and 0.0213 (for
WS). The results for both unimodal and multimodal hybrid approaches are
presented in Table 4.3 which in a similar fashion are presented with regards
to MRR, MAP and Recall metrics with @4 and @10 cutoff values. The
immediate observation is that ranking of these features and their combina-
tions in terms of their performance is consistent throughout all these tests.
The two feature combinations Deep+tag and i-vector+tag are consistently
the best compared with all six unimodal cases as well as the i-vector+Deep
multimodal case.

Table 4.3: Performance of various audio-visual feature sets w.r.t. Mean Reciprocal Rank
(MRR), Mean Average Precision (MAP) and Recall in the Warm Start scenario. All
results are based on a 5-fold cross-validation. The first and second best results are
shown in red and blue, respectively.

@4 @10
feature name feature type MRR MAP Recall MRR MAP Recall

U
ni

m
od

al

tag metadata 0.0213 0.0057 0.0046 0.0294 0.0041 0.0120
genre metadata 0.0162 0.0044 0.0039 0.0245 0.0034 0.0112
i-vector (SoA) audio signal 0.0233 0.0060 0.0052 0.0311 0.0042 0.0120
BLF (traditional) audio signal 0.0170 0.0045 0.0038 0.0242 0.0032 0.0097
Deep (SoA) visual signal 0.0219 0.0057 0.0043 0.0296 0.0038 0.0111
AVF (traditional) visual signal 0.0187 0.0049 0.0039 0.0263 0.0034 0.0102

H
yb

ri
d i-vector + Deep audio + visual 0.0232 0.0061 0.0051 0.0318 0.0043 0.0122

Deep + tag visual + meta 0.0267 0.0066 0.0054 0.0358 0.0047 0.0139

i-vector + tag audio + meta 0.0295 0.0082 0.0067 0.0400 0.0056 0.0156

Based on these results one can note that the unimodal approaches based
on SoA audio and visual features beat the traditional features by large mar-
gins, for instance consider the audio features i-vector (SoA) v.s. BLF (tra-
dional) scores for MRR@4 equal to 0.0233 to 0.0170 (37 % higher) and the
same for the visual features Deep (SoA) 0.0219 to 0.0187 (17 % higher).
As for other features, it can be seen that i-vectors outperforms the best
performing metadata feature, tag at diferent chosen cutoff values except
Recall@10, where the two have a similar performance. The best percentual
performance growth for i-vectors over the tag baseline are equal to 13% for
Recall@4 (0.0052 vs 0.0046) and 9.3% for MRR@4 (0.0233 vs 0.0213).
The deep features can provide better quality scores over tags only for MRR
and perform equally or slightly worst compared with tags for all metrics
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and cut-off values. This result indicates that in WS situation if the goal
of the RS is to provide single good recommendation to the users, the vi-
sual feature can be safely and better replaced with tags. In absence of this
condition, tags features are more advised to be used!

Similar to CS, the three hybridization methods chosen for WS are the
three winners of the unimodal case: i-vectors, AlexNet Deep and tag. In-
terestingly, the observation regarding the complementariness of i-vector +
Deep in comparison with tag remains the same in the WS scenario. More-
over, the multimodal combinations Deep + tag and i-vector + tag outper-
form the unimodal components by a significant margin. For instance in
cut-off value @4, the i-vector + tag combination outperforms tag by 38.5%,
43.8% and 45.6% which is a great improvement. The second combination
Deep + tag outperform tag by 25.3%, 15.7% and 17.3% which is as well
quite substantial.

The results in both CS and WS scenarios agree that the multimedia fea-
tures performed best when fused with tag features therefore confirming that
these different types of features describe the video content in a complemen-
tary fashion and can meet users’ differing information needs. These results
are novel and opposed to the general view in the RS community which
considers metadata as complete semantically rich features. The promising
performance obtained by the SoA features was one of our expectations re-
garding the development of this system, considering that these features are
used in various related domains related to recommender systems such as
music and speech and acoustic scene modeling for the i-vectors and emo-
tion recognition, interestingness and aesthetics for the visual features. Ulti-
mately, the consistent scores obtained across different metrics used, suggest
the reproducibility of the results across different approaches.

4.6.5 Recommendation w.r.t Beyond Accuracy Metrics

In this section, we focous on the performance of different feature w.r.t. different
Beyond Accuracy Metrics. These metrics capture properties beyond the rel-
evance of the content with the user profile which are equally important in
overall user satisfaction [22, 133]. Some of these metrics have an imme-
diate impact on business revenue (e.g., catalog coverage or novelty). We
should heed to the fact that since the final objective of a designer is to
select a recommender that provides maximum performance w.r.t. accuracy
and beyond accuracy metric(s), practically speaking it is not possible to
enter the worst recommender from previous section to the features com-
parison in this section, mainly because maximizing the beyond-accuracy

140



i
i

“thesis” — 2018/6/25 — 21:06 — page 141 — #157 i
i

i
i

i
i

4.6. Experimental Study A: Offline Experiment with Simulated Users

metric for a particular feature makes only sense when we have obtained a
minimum acceptable performance with regards to accuracy. For example,
we can mention a random recommender as the recommender type provid-
ing the most diverse recommendation. However, it is obvious that random
this recommender cannot not provide high quality recommendations since
they are not personalized for each user. Speaking about diversity maximiza-
tion makes sense only when the recommender passes a minimum threshold
for accuracy score and maintain a balance between the two.

Therefore, in this section, we base the discussion only on the “winner”
features/recommenders from the accuracy section (mainly WS scenario).
Specifically, we do not focous on the results of genre recommender since
it has the lowest performance among all feature sets by large margins. In-
stead, our main goal is to compare the quality of the hybrid recommenders
Deep + tag and i-vector + tag with tag as the only baseline. For complete-
ness however, we show the results for genre in gray color.

Table 4.4: Performance of various audio-visual feature sets w.r.t. Novelty, Diversity, and
Coverage in a Warm Start scenario. All results are based on a 5-fold cross-validation.
The first and second best results are shown in red and blue, respectively. Please note
that given the poor performance of genre for accuracy metrics, we use tag as the main
baseline and show genre in gray, thus excluding it’s results from calculating the first
two best results, however keep the results of genre for completeness.

@4 @10

feature name feature type Novelty Diversity
Cover-

age Novelty Diversity Coverage

U
ni

m
od

al

tag metadata 8.9845 0.8685 0.9700 8.8860 0.8681 0.9992

genre metadata 9.1759 0.7553 0.9383 8.9974 0.7733 0.9990

i-vector (SoA) audio signal 8.7934 0.8747 0.9994 8.7565 0.8756 1.0000

BLF (traditional) audio signal 8.6528 0.8618 0.9998 8.6580 0.8624 1.0000

Deep (SoA) visual 8.6397 0.8665 1.0000 8.6222 0.8670 1.0000

AVF (traditional) visual 8.6346 0.8735 0.9994 8.6354 0.8739 1.0000

H
yb

ri
d i-vector + Deep audio+visual 8.7848 0.8750 1.0000 8.7588 0.8758 1.0000

Deep + tag visual+meta 8.9720 0.8671 1.0000 8.8824 0.8679 1.0000

i-vector + tag audio+meta 8.9699 0.8727 0.9994 8.8880 0.8751 1.0000

Novelty. From the results presented in Table 4.4, it is interesting to under-
stand that both type of MM features (audio and visual) produce the least
novel recommendation. This is while tag or tag-hybrid based approaches
(e.g., deep+tag or i-vector+tag) provide the most novel recommendations.
This is excluding the genre recommender which is capable of exhibiting the
highest degree of novelty among all recommendation techniques. We think
the explanation for this performance is that genre features are not sensitive
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to popularity of movies which according to Equation 4.10 is inversely pro-
portional to novelty (novelty equals unpopularity). In other words, from a
genre-recommender perspective, two movies are similar w.r.t. a reference
movie as long they belong to the same genre, irrespective of their popu-
larity. Despite this result, as mentioned earlier we step our attention aside
from the genre recommender due to its low performance with regard to
accuracy metrics. On other hand, as for the performance of MM features
we can note previous works [103] in which multimedia features shown a
high degree of correlation with popularity and thus it is likely that popular
movies remain closely clustered in the feature space defined by multimedia
features. In [103], the authors successfully included a number of low-level
and high-level visual features based on aesthetic and compositional mea-
sures in order to predict social image interestingness defined by Flickr’s
interestingness score. The latter score is a measure based on the popularity
of the image or creator, viewing patterns and so forth. We therefore think
since most of the users have popular movies in their rating profiles, given a
target user profile a CBRS based on multimedia content will have a higher
chance to retrieve popular movies compared with genre-based CBRS. This
is motivated based on the hypothesis that multimedia features and popular-
ity show a higher degree of correlation compared with genre features and
popularity.

From the hybridization viewpoint, as it can be seen the tag feature out-
performs the multimedia features, with tag’s scores of 8.9845 for Nov-
elty@4. This is while Deep+tag provides the second best performance
with the score of 0.89720. As for Novelty@10, the ranking is inversed
and the i-vector+tag provides the highest novel recommendation with the
score of 8.8880 while tag scores 8.8860. The conclusion that can be drawn
is that “tag features promote novelty either as a standalone feature or in
conjunction with MM features”.

Another important observation is that the gain margins between the min-
imum and maximum values for novelty is quite marginal equal to 6.2% for
Novelty@4 and even lower, 4.3% for Novelty@10. Therefore, there exists
an insignificant trade-off regarding novelty compared to the great improve-
ment in accuracy 20% to 40% obtained by the hybrid techniques when tak-
ing into account the recommender metrics presented in Subsections 4.6.3
and 4.6.4.
Diversity. In order to compute diversity, we need to define a property based
on which diversification is defined. While different candidate are available
such as genre, tag and MM features, in this experiment, we choose diver-
sification based on genre since first it is common practice to use genre as a
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diversification measure given that genre features are available with movies
and second that genre remains outside the competition between features in
this part of the experiment and is a fair property for computing diversity
(e.g., consider that a recommender based on tag would be less likely to pro-
mote diversity defined based on tag). We calculate diversity by computing
pairwise intra-list distances between recommended movies based on genre
similarity and the jaccard similarity metric (Dist = 1- Sim).

As for the diversity result, all features except genre achieved scores be-
tween 0.8618 and 0.8750 for Diversity@4 and 0.8624 and 0.8758 for Diver-
sity@10 leaving a very small margin between the maximum and minimum
score with regards to diversity. MM features exhibit a different behavior
with regards to diversifying recommendations in which the SoA audio (i-
vector features) and the traditional AVF features both outperform meta-
data features in the unimodal scenario. The most diverse recommender
for both cut-off values Diversity@4 and Diversity@10 are i-vector+deep
which again is an expected result, since these two components are not
metadata features and build a differently distributed feature space when
compared to tag and genre. in this regard, when any of the best-performing
SoA multimedia features are fused with the tag feature they do not reach
the maximum score, however they score close to i-vector + deep fusion. As
mentioned earlier, the difference margin for diversity at both cut-off values
is as small as a 1.5%. Therefore, there exists is a proper trade-off between
accuracy and diversity when keeping in mind the great advantages brought
by the proposed hybridization technique with regards to accuracy measure.

Coverage. As mentioned earlier, catalog coverage is an important metric,
especially for a CS scenario. In our experiments, it was observed that the
maximum value of 1 was scored by two hybrid approaches (i-vector + deep
and deep + tag) and unimodal system (deep), even at such a low cutoff
value. This can be indicative of the fact that visual features ensure a max-
imum coverage on the dataset. In this regard, the performance of audio
features remain very close (0.9994 for both i-vector and i-vector + tag hy-
brid approach) also creating a good RS from a coverage perspective. It is
interesting to see that tag feature have the worst performance w.r.t cover-
age. As for, Coverage@10 all recommenders that contain a MM compo-
nent provide a maximum score while tag showing the lowest diversity score
(0.9992).

Based on these results the conclusion that can be drawn is that “the best
approaches with regards to coverage are the ones that contain audio or
visual features. This can be an evidence that MM features can guarantee
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higher degrees of coverage when used unimodal or hybridized with meta-
data features.”.

4.7 Experimental Study B: Online Evaluation

In this section, we present an empirical user-study conducted with the use
of a developed working movie recommender system similar to Netflix. The
system is an extension of MISRec presented in section 3.3.4; it uses the
same CBRS algorithms described in the previous offline experiment pow-
ered by visual, audio and metadata content descriptors as the manipulatable
variable. The goal of the system is to measure user’s perceived quality of
the recommendation with regards to: accuracy, novelty, diversity, under-
standing the user and overall satisfaction.

We intentionally do not use the proposed hybridization technique in the
offline experiment on MISRec recommendation engine in order not to over-
load the user with numerous selection choices that she can have among
different recommendation techniques with the aim to obtain more reliable
feedbacks. Therefore, the main recommenders considered in the Experi-
mental Study B are only the unimodal recommendation schemes: (i) meta-
data: genre and tag, (ii) audio: i-vector and BLF, and (iii) visual: Deep-
learning features and AVF.

4.7.1 Perceived Quality Metrics

Perceived quality is a vague notion. It can be considered as an indirect in-
dicator of a recommender’s potential for persuasion [76]. Perceived quality
is defined as the extent to which users judge recommendations positively
and value the general experience with the recommender system. In this
study, the notion of perceived quality is operationalized along five dimen-
sions [110]:

1. Perceived accuracy (aka Relevance): It measures the degree of match
between recommendations and the users’ preferences;

2. Satisfaction: It measures the overall users’ feeling of engagement with
the RS;

3. Understands Me: It measures the perceived personalization or the
user’s perception that the recommender comprehends their preferences
and can effectively adjust to them;

4. Novelty: It measures the degree to which users receive new recom-
mended movies;
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5. Diversity: It measures how much users perceive recommendations as
dissimilar in relation to each other, e.g. movies from different genres.

We used a survey containing 22 questions originally taken from [182] with
a specific end goal to quantify the user’s perception of the recommendation
lists across five factors. As suggested in [110] the questions are posed in
comparative manner [110] instead of absolute value by asking the users to
choose one list among three for each questions of the five dimensions.

4.7.2 Evaluation Protocol

A web-centric testing framework is designed to facilitate the execution of a
controlled empirical study for the movie domain as shown in Figure 4.10.
The system is named MISRec and is powered by the same CBRS algo-
rithms used in Experimental Study A: Offline Experiment with Simulated
Users. For instance, MISRec supports its users with a broad range of func-
tionalities that are provided in online video on demand services such as
Netflix (https://www.netflix.com/) and Lovefilm. As mentioned
in Chapter 3 - study 2, MISRec contains the same catalog the movies used
in the Offline experiment. Users can explore the catalog, obtain detailed
description about each movie and receive recommendations. Additionally,
it embeds a survey containing standard questionnaire in order to measure
the perceived quality across each of five dimensions: accuracy, novelty,
diversity, understanding the user and overall satisfaction. The question-
naire would allow the designer to collect qualitative information from the
users about the system in a relatively easy manner. It is worthwhile to re-
mind that the first prototype of MISRec used for an empirical study on the
movie domain was published at ACM conference of Recommender Sys-
tems in [112].

The main research subjects have an age range between 18 to 50 years.
They have basic understanding of the Web but never used MISrec before the
study. This is important to account for likely biases or misunderstandings
that can occur from the previous uses of the system. The total number of
recruited users was 82 in which 70% were male and 30% female. The mean
and the standard deviation of users’ ages are 23.93 and 5.11 years.

The entire process of user interaction with the system is illustrated in
Figure 4.10. In the first step, the user is asked to sign up by providing
her email address, user name and password (Figure 4.10 top middle). The
users are taught that they are free to provide an anonymous Email address
like whatever_you_like@anonymous.mes if they prefer not to provide their
actual Email addresses. In the next step, the user is invited to specify ba-
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sic information about herself such as her demographic information: age,
sexuality, level of education, nationality and other information specific to
movie domain: number of movies watched per month, the consumption
channel and some optional social network Ids including Twitter, Facebook
and Instagram. Then, the user is guided to a personality assessment page
where she is required to fill out the Ten-Item Personality Inventory (TIPI)
questionnaire (Figure 4.10 middle-left) so that the system can measure her
big five personality traits. The information obtained to this point account
for user’s explicit specification of information about herself. In the next
step, the goal is to obtain her preference about movies in an implicit man-
ner via conducting a preference elicitation [67] in which the user is invited
to explore the movie catalog by selecting her favorite genre and navigating
through different years of production and choose four of her favorite movie.
The user can easily select her favorite movie, watch the trailers of the se-
lected four movies online and provide her preference toward each movie
explicitly via a 5-level Likert scale rating (1 = low interest for/appreciation
of the movie; to 5 = high interest for/appreciation of the movie). The entire
process is done in a user-friendly manner and is conducted with the goal
of building a user profile representing user’s tastes about movies (the user
profile is built w.r.t. different content features). If for an unknown reason,
a movie is not displayable, the user can report the movie and it would be
automatically skipped and excluded from the user profile generation. Fi-
nally, on the basis of the ratings collected and content descriptors described
in Section 4.4, three recommendation lists are presented to the user.

We decided to provide four recommendation per list (Rec@4) because
watching the trailers can be time consuming. For a similar reason, we
decided not present the user with six recommendation lists using any of
these features since it can simply bore the user. This happens in between-
subject design where each subject has to test all variants of the recom-
mendations techniques. Instead, we chose a between-subject design where
recommender candidates are randomized for a given subject. As our main
objective is to have each user compare three CBRS techniques based on:
audio, visual and metadata at the same time. Therefore, the way we im-
plemented the between-subject design contemplated of randomizing two
instances of each class for a given user, i.e., (BLF or i-vector) for audio,
(AVF or Deep) for visual and (genre or tag) for metadata. This results in a
user comparing one out of eight possible combinations at a time e.g., (BLF,
AVF, genre), (i-vector, AVF, genre) and so forth. A between-subject design
allows us to obtain more reliable responses from users. Ultimately, in or-
der to avoid a position-biased, the ranking of the recommendation lists was
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Figure 4.10: Screenshots of the proposed MISRec web application designed for movie
recommendation and running empirical studies for movies. This is an improved version
of the system presented in [112].

randomized for each user.
We used an established questionnaire used previously in a similar do-

main [110,182] to measure the perceived quality of recommendations across
different dimensions. See Table 4.5 for further information.

4.7.3 Results

In this section, we report the qualitative results of the user-study with re-
gards to perceived accuracy, satisfaction, personalization, diversity and nov-
elty. Priory to the survey, the subject is invited to indicate the number of
of movies in each of the recommendation list she has seen with a value
from 0 to 5 (Figure 4.10 bottom middle). We only consider recommenda-
tion lists in which the user has seen at least one movie from. Therefore,
if in hypothetical scenario a user chooses List 1 as the best-matching list
with regard to a specific property (e.g., relevance) while she has previously
indicated she has seen no movie from that last, we do not consider this re-
sponse valid and exclude the response from the responses. The final score
for each evaluation property (perceived accuracy, satisfaction, etc.,) is a
linear combination of the responses (scores) given by members to every
question belonging to the category. The answers to questions marked with
a + contribute positively to the final score, while scores to questions marked
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Table 4.5: List of questions proposed in [110, 182] used to measure the perceived quality
of recommendations. Note that answers/scores given to questions marked with a +
contribute positively to the final score, whereas scores to questions marked with a - are
subtracted.

Factor / Question (W. l. = ’Which list’, W. r. = ’Which recommender’)

Percieved Accuracy
W. l. has more movies that you find appealing? (Q17 +)
W. l. has more movies that might be among the best movies you see in the next year? (Q19 +)
W. l. has more obviously bad movie recommendations for you? (Q6 -)
W. r. does a better job of putting better movies on the left? (Q9 +)
Diversity
W. l. has more movies that are similar to each other? (Q22 -)
W. l. has a more varied selection of movies? (Q7 +)
W. l. has movies that match a wider variety of moods? (Q13 +)
W. l. would suit a broader set of tastes? (Q2 +)
Understands Me,
W. r. better understands your taste in movies? (Q12 +)
W. r. would you trust more to provide you with recommendations? (Q18 +)
W. r. seems more personalized to your movie taste? (Q14 +)
W. r. more represents mainstream tastes instead of your own? (Q3 -)
Satisfaction
W. r. would better help you find movies to watch? (Q8 +)
W. r. would you be more likely to recommend to your friends? (Q16 +)
W. l. of recommendations do you find more valuable? (Q11 +)
W. r. would you rather have as an app on your mobile phone? (Q20 +)
W. r. would better help to pick satisfactory movies? (Q1 +)
Novelty
W. l. has more movies you do not expect? (Q21 +)
W. l. has more movies that are familiar to you? (Q4 -)
W. l. has more pleasantly surprising movies? (Q5 +)
W. l. has more movies you would not have thought to consider to watch? (Q10 +)
W. l. provides most new suggestions? (Q15 +)

with a - contribute contrarily.
The bar plots in Figure 4.11, shows the final results along each of the

under-study evaluation metrics.
Perceived Accuracy: It can be seen that tag and the SoA visual features
Deep have the highest perceived accuracy with 32% and 22% of the votes
which stand far ahead of the the least accurate ones, that are traditional au-
dio and visual features BLF and AVF with 8% and 9% of the votes. The two
remaining recommender Genre and SoA audio features i-vector obtained
mediocre number of votes 15% and 14%. These outcomes are in agreement
with the results achieved in Experimental Study A: Offline Experiment at
least partially meaning that as an independent feature, the proposed SoA
feature Deep show the most encouraging results compared with the rest of
features (e.g., compare Deep 22% with Genre 15% (approximately 50%
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improvement). It was however expected that tag features as a rich seman-
tic human-generator descriptor obtain the highest user-perceived accuracy
votes as this is witnessed. The most surprising outcome w.r.t. perceived
accuracy is the performance of Genre feature which ranked 3rd among the
ranking list of recommendation performance while our offline results show
the worst performance for genre.

Understands Me and Satisfaction: The votes obtained for user-perceived
personalization and overall user experience with the RS are highly corre-
lated. These two dimensions are captured by questions in Understand Me
category and Satisfaction category respectively. These outcomes particu-
larly for Satisfaction are pretty correlated with perceived accuracy and in-
dicate that the users’ notion of personalization and satisfaction are the same
as accuracy and they respond these questions as belonging to the same cat-
egory. Again, the results reveal a superior performance for tag and Deep
features compared with the traditional audio and visual features BLF and
AVF.

Diversity: The results for the perceived diversification show the best per-
formance not by SoA visual or Audio features (as in Perceived Accuracy)
rather for traditional audio features BLF with 25% of votes followed by
metadata features (genre and tag) both with 20% of votes and SoA audio
feature i-vector in the third place with 16% of votes. The visual features
(both SoA Deep and traditional AVF) indicate the lowest perceived diver-
sity. The results of diversity are interesting and demonstrate that audio
signals are more powerful for diversification of the recommendation list in
the task of video recommendation.

Novelty: The votes for novelty are slightly surprising. The traditional vi-
sual features AVF indicate the highest amount of perceived novelty gaining
as much as 40% of votes, followed by tag with 29% votes. This is while
genre feature which performed the highest in the offline experiment with
regards to novelty, scores negative in online section w.r.t. perceived novelty.

Overall, we can summarize these results as follows: as a unimodal fea-
ture, the user-perceived quality of recommendation is higher with regards
to the SoA visual and audio features, Deep and i-vector compared to the
traditional AVF and BLF. Both of these MM feature are ranked slightly
lower than semantic rich tag features as it could be excepted. In the offline
experiment, we obtained the same pattern of results with the difference
that the SoA audio feature i-vector outperformed tag. However, interest-
ingly for novelty and diversity, the results in the offline experiment and the
user-study do not confirm with each other perfectly; in fact it can be seen
that traditional audio and visual features BLF and AVF have a promising
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perceived effect. The lesson that can be learned is to adoption of these es-
tablished features together with other rich item descriptors (such SoA audio
and visual features) and tag in the design of movie recommendation system
can increase the perceived diversity and novelty of the RS. We can remind
that other works previously reported contrasting results in the offline exper-
iment and the user-study [76, 77].

4.8 Experimental Study C: Addressing the Open Research Ques-
tions

In this section, we examine the overall results obtained and provide detailed
answers/viewpoints to the open research questions posed in the Introduc-
tion, Section 4.1).

4.8.1 RQ1: video genome vs. metadata for video recommendation

During the two above investigations, we used multimedia content-based
descriptors of different nature (audio v.s., visual) or (novel SoA v.s., es-
tablished traditional) to realize movie recommendations and contrasted the
performance of such CBRS with regards a number of accuracy and beyond-
accuracy measures.

In Study A, the SoA audio and visual features generally outperform
metadata with regards to the three tested accuracy measures (MRR, MAP
and Recall) where the difference between audio-genre or Deep-genre re-
mained significant but not substantial w.r.t tag. The best cutoff value for
performing a correct comparison with the user-study is @4. In offline ex-
periment, both in the cold-start and warm-start scenarios, i-vector was the
best-operating feature @4 closely followed by the Deep visual feature. For
Study B on the other hand, the metadata tag feature has consistently the
superior performance in Accuracy, Satisfaction and Understands me, fol-
lowed by deep features. Therefore, one can note slightly contrasting results
in ranking of different recommenders in terms of their performance with
regards to Accuracy.

As for the result of Novelty in Study A, the metadata features provide a
good performance which stands in stark contrast with the results in Study
B in which with the traditional visual feature AVF exhibits the best perfor-
mance. From the viewpoint of Diversity, i-vector and AVF show the best
performance in offline experiment different from the user-study with BLF
and metadata outperforming the rest. As stated earlier, other works previ-
ously reported similar contrasting results in the offline experiment and the
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user-study [76, 77].
These results provide empirical confirmation that: The proposed state-

of-the-art visual and audio features based on Deep Learning [194] and
i-vectors [107] extracted from trailers can be well utilized as an alternative
to conventional metadata content such as genre labels and user-generated
tags to realize movie recommendation, either individually or hybridized
with metadata. This is while, the traditional audio and visual features based
on musical Timbre [180] (BLF) and aesthetics [135] (AVF) show a better
performance in improving the beyond accuracy metrics (Novelty, Diversity)
considering the results from both studies.

4.8.2 RQ2: which audio-visual information is better

The results of both studies indicate that the SoA audio and visual features
provided better recommendation quality compared with the conventional
ones. Indeed, i-vector and deep features outperform BLF and AVF with
regards to CS and WS Accuracy measures (see Table 4.2 and 4.3) and better
user provided scores for Study B’s Accuracy, Satisfaction and Understands
me evaluation categories, as presented in Figure 4.11.

We observed better performance for established/traditional features AVF
and BLF only with regard to some beyond accuracy metrics (diversity or
novelty) in the online user study.

4.8.3 RQ3: is fusing information more effective

The outcomes of offline experiment as presented in in Tables 4.2, 4.3 and
4.4 witness that hybridization techniques based on i-vector and deep im-
prove the unimodal results. While i-vector + deep may not always improve
the scores of its individual components, i-vector + tag and deep + tag con-
sistently rank the best in accuracy measures, with a significant improve-
ment both over their components score and over every other feature. These
big difference in Study A, lead us to believe that the proposed multimodal
fusion method would be a good choice for creating better recommender
systems.

4.9 Conclusions of Chapter 4

In this chapter, we presented a novel framework for multi-modal content-
based movie recommendation by exploiting rich item descriptors. We com-
pared them to standard metadata-based methods that use genres and tags.
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Chapter 4. Multimodal Content-Based Video Recommendation

The framework combines multimedia established/traditional aesthetic vi-
sual features and audio block-level features and novel state-of-the-art deep
visual features and i-vectors audio features. Furthermore, we we proposed
a rank aggregation strategy extending the Borda count approach to leverage
the informativeness of different descriptors for the final improved recom-
mendation quality. Furthermore, our system represents a practical solution
to alleviate the cold-start problem, where metadata are unavailable or lim-
ited.

For evaluation, we performed two wide empirical studies: (i) a system-
centric study to measure the offline quality of recommendations along accuracy-
related (MRR, MAP, Recall) and beyond-accuracy (novelty, diversity, and
coverage) performance measures, and (ii) a user-centric online experiment,
measuring different subjective metrics, including relevance, satisfaction,
and diversity. In both studies, we used a dataset of more than 4,000 movie
trailers, which makes our approach more versatile and effective (trailers are
more readily available than full movies).

The following research questions were addressed:
RQ1: Can the exploitation of the video genome describing the rich item
information provide better recommendations than traditional approaches
that use human-generated metadata? As our experiments have demon-
strated, multimedia content can provide a good alternative to metadata with
respect to accuracy and beyond accuracy measures.
RQ2: Which of the visual and audio information play the most significant
role in driving users’ preference toward a video? The most significant im-
provement for the accuracy metrics was achieved when using novel, state
of the art approaches for audio and visual features: i-vectors and deep neu-
ral network features.
RQ3: To which extent fusing audio and visual information can improve the
quality of recommendation? Multimodal fusion approaches have shown the
best results in our studies. Audio-visual features can improve results, either
when being used together or when they are combined in a hybridization
scheme with human-generated metadata features.

In the work at hand, we intentionally considered only content-based
recommendation models, refraining from CF approach. The main moti-
vation is to improve our understanding of the contributions of individual
and joint content descriptors to various accuracy and beyond-accuracy per-
formance measures. As part of future work, we will look into hybridization
approaches to combine the best-performing video genome features with CF
techniques, using the proposed enhanced Borda count aggregation, but also
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4.9. Conclusions of Chapter 4

content-boosted CF [231], factorization machines [263], and regression-
based latent factor models [114]. In addition, inspired by recent psycho-
logical research in the music domain [119, 273], we plan to investigate the
relationship between users’ personality traits and movie preferences as well
as preferences towards certain beyond-accuracy requirements like diversity
or novelty of recommendations. We also plan on investigating the effect of
using different labels, such as genre and tags collected from users, to build
tag-aware or genre-aware deep models and i-vectors for the recommenda-
tion task.
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Figure 4.11: Real-world user study along with 5 dimension. Y-axis represents user votes
in favor or against particular feature along with a certain dimension (Accuracy, Di-
versity etc.,). Negative values correspond to a negative opinion.
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CHAPTER5
Evaluation and Dataset

5.1 Movie Datasets

In recent years and in presence of huge volume of video content created,
shared, and consumed through various web channels and the diversity of the
content, e.g., user-generated videos, movies, music video clips, and so on,
the role of recommender systems that automatically determine the content
that a user may like has been become more prominent [16, 23, 268].

There is an obvious need for researchers and practitioners to get access
to stable, large-scale, and multimodal (audio-visual) datasets of movies to
test and benchmark their recommendation and personalized search and re-
trieval algorithms. The closest efforts to build such datasets in recent years
include Netflix1 and EachMovie datasets where both are no longer acces-
sible. Perhaps the most valuable, still available dataset, is the MovieLens
(ML) dataset [142], which contains timestamped ratings of users on movies
which can be used to perform research on personalized movie search and
recommendation. These preferences originate from users of MovieLens2, a
real web-based movie recommender system largely based on collaborative

1https://www.netflix.com
2http://www.movielens.org
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Chapter 5. Evaluation and Dataset

filtering models and movie reviews. Several versions of the dataset have
been released since its introduction in 2005, such as ML-100K, ML-1M,
ML-10M, and ML-20M which primarily differ in terms of the size of rat-
ing, users, items and availability of user-generated tags. However, the main
shortcoming of such datasets is lack of content features characterizing the
audio and visual modalities of the movies. In this regard, while in multi-
media signal processing and multimedia information retrieval communities,
extraction of different types of audio and visual features from video content
is intensely researched, the RS community for a long time has been biased
with the metadata-centric notion of the “content” disregarding a wealth of
information encoded in the actual signals. Although datasets like ML [142]
and Yahoo! Movies WebScope dataset [5] provide different types of meta-
data to serve as the “content” in RS, as shown in previous chapters, these
features do not fully represent the content of movies, whether be it in the
form editorial metadata such as genre or user-generated tags or keywords.

Table 5.1: Most relevant datasets created for the development of recommender systems
(M - metadata, A - audio, V - video, |I| — number of items, |U| — number of users,
|P|— number of ratings).

Dataset Domain Content Preference Type |I| |U| |P|
MovieLens 20M [142] movie M ratings [1-5] 26.7K 138.5K 20M
Yahoo! Movies WebScope [5] movie M ratings [F-A+] 9K 2K 91K
LDOS-CoMoDa [192] movie M + context ratings [1-5] 1K 1K 2K
Million Song [42] music A, M listening events 1M (track) 1M 48M
Million Musical Tweets [143] music A, M listening events 134K (track), 25K (artist) 215K 1M
LFM-1b [275] music M listening events 32M (track), 3M (artist) 120K 1.1B
MMTF-14K movie M, A, V ratings [1-5] 13.6K 138.5K 12.4M

Addressing specifically these limitations, the primary contribution of
this works is the design and release of a large-scale publicly available mul-
tifaceted movie trailer dataset (MMTF-14K) to facilitate research on rec-
ommendation, classification and retrieval.

The results of this endeavor has been recently accepted at the software
and dataset tracks of the ACM Conference on Multimedia Systems 2018
(MMSys’18) (accepted in April 2018) [86].Part of these data is used in a
MediaEval 2018 task3(See [85] for more information)

5.2 Previous Work

In the video domain, the most widely appreciated still available dataset
for recommendation tasks is the MovieLens (ML) dataset [142]. The ML

3http://www.multimediaeval.org/mediaeval2018/
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dataset contains timestamped rating scores of users for movies. Different
versions of the dataset have been released to date which differ foremost
with regards to the number of ratings, users, and items: ML-100K, ML-
1M, ML-10M, and ML-20M. In 2005, ML introduced tagging facilities by
user enabling generation of user-generated tags/keywords in the later re-
lease of the dataset (10M and 20M). Because of the significant value that
this dataset provides in investigating and validating personalization and rec-
ommendation algorithms, the ML dataset has been largely adopted by the
RS community, and referenced in the research literature ever since (e.g.,
7,500+ references to ML in Google Scholar) [142].

Among the few other accessible video datasets, Yahoo! Movies Web-
Scope dataset [5] provides a small fraction of the movie community’s rat-
ings for various movies which are on a scale from A+ to F. A large number
of metadata features such as cast, crew, synopsis, genre, average ratings,
awards come with the dataset, which are restricted to the movies released
by November 2003 and prior. Another movie recommender dataset is the
LDOS-CoMoDa dataset [192] which is a context-aware dataset providing
community ratings given to movies in addition with twelve pieces of con-
textual information in which the movies were consumed, such as time, day
type, season, weather, mood and health-condition. The dataset facilitate re-
search on CARS however none of these movie datasets provide advanced,
precomputed, audio and visual descriptors.

In music recommendation domain however, the community has been
very active in producing considerably large number of openly accessible
dataset containing musical features. The most well-known is the Million
Song Dataset (MSD) [42], which was released in 2012 together with the
MSD Challenge4. MSD combines various kinds of information in one mil-
lion contemporary popular music pieces. Other examples are the the Mil-
lion Musical Tweets Dataset (MMTD) [143] and the LFM-1b dataset [275].
Although these datasets have a different focus than our topic (movie rec-
ommendation), we consider them essential as they are related to the audio
information.

We propose and release the MMTF-14K dataset which is designed to be
used for building movie RS using latest advances in audio-visual content
representations. The dataset is publicly available and consists of 13,623
Hollywood-type movie trailers, ranked by 138,492 users with a total of
almost 12.5 million ratings. A summary of the features provided and a
comparison with other datasets is presented in Table 5.1. To the best of our
knowledge, the MMTF-14K dataset is the first large-scale dataset in the

4https://labrosa.ee.columbia.edu/millionsong/challenge
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Table 5.2: Distribution of genre labels in MMTF-14K.

# Genre #pos #neg skewness
1 Action 1,766 11,857 6.71
2 Adventure 1,202 12,421 10.33
3 Animation 482 13,141 27.26
4 Children 592 13,031 22.01
5 Comedy 4,139 9,484 2.29
6 Crime 1,473 12,150 8.25
7 Documentary 1209 12414 10.27
8 Drama 6,592 7,031 1.07
9 Fantasy 737 12,886 17.48
10 Film-Noir 151 13,472 89.22
11 Horror 1,453 12,170 8.38
12 Musical 509 13,114 25.76
13 Mystery 754 12,869 17.07
14 Romance 2,003 11,620 5.80
15 Sci-Fi 938 12,685 13.52
16 Thriller 2,233 11,390 5.10
17 War 543 13,080 24.09
18 Western 323 13,300 41.18

Avg. 1,505.5 12,118 18.65

recommender systems community that provides all types of content-based
descriptors in conjunction with metadata. MMTF-14K is also multifaceted
allowing to develop connections with other related domains such as: pop-
ularity prediction — in the RS community, the common way to calculate
popularity is based on how much a movie has received attention/interaction
from the user community. Formally, the popularity of item i is calculated
as the fraction of users who have rated item i, over the total number of
users [346]. Since MMTF14K provides links to the ML ratings dataset,
we can measure popularity based on number of interaction each movie has
received; genre classification — predict movie genre by using multimedia
descriptors. Given the 18 binary genre labels, the problem is in essence a
multi-label classification problem; tag-prediction (auto tagging) — auto-
matically predict/recommend tags given a media content. This is done by
learning the association between textual multimedia features and tag key-
words.
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5.3 Dataset Description

5.3.1 Provided content descriptors

Apart from the from the movie trailers (which are provided via links),
MMTF-14K comes with precomputed state-of-the-art features, addressing
three modalities: metadata (textual), audio and visual.

Metadata descriptors

Two types of metadata descriptors are provided with MMTF-14K: (i) genre
features as editorial metadata, and (ii) tag features to serve as user-generated
metadata. Additionally, we provide the year of production for the movies
in MMTF-14K as a side contribution. The metadata originally belong to
the ML dataset which provide them in textual form (see Table 5.3). Never-
theless, in MMTF-14K these data are preprocessed and prepared as ready-
to-use numerical feature vectors. The advantages of releasing metadata are
multi-fold: first, they can be used in building CB or Hybrid RS as features
describing items’ content. For example, metadata can be used in conjunc-
tion with multimedia features using a variety of fusion or hybridization
techniques; ultimately, they serve as baselines for comparing the recom-
mendation quality with other systems.

Genre features: are represented by a 18-dimensional binary vector for
each movie trailer, representing each of the 18 annotated movie categories:
Action, Adventure, Animation, Children, Comedy, Crime, Documentary,
Drama, Fantasy, Film-Noir, Horror, Musical, Mystery, Romance, Sci-Fi,
Thriller, War and Western. The distribution of genre labels in MMTF-14K
is shown in Figure 5.2. The class imbalance for each genre label is de-
fined by the skewness ratio, given by: Skewness = negative examples

positive examples . If it is
intended to use the genre labels provided by MMTF-14K for genre classifi-
cation task, this classification task is in essence a multi-label classification
problem. In such a condition, knowledge of skewness is fundamental since
in multi-label classification approaches such as one-vs-rest, the class im-
balance can substantially influence the performance of classifiers. In other
words, for such datasets adoption of conventional classifiers and/or evalua-
tion metrics (e.g., accuracy) may not provide realistic picture of the overall
classification quality [311].

Tag features: are based on a term-frequency inverse-document-frequency
(tf-idf) Bag-of-Word (BoW) model. A preprocessing stage is added to the
process of generating the final movie-level descriptor, involving the fol-
lowing operations: (a) punctuation removal, (b) tokenizing and lower-case

159



i
i

“thesis” — 2018/6/25 — 21:06 — page 160 — #176 i
i

i
i

i
i

Chapter 5. Evaluation and Dataset

conversion, (c) word removal for words with very high or very low fre-
quency, (d) stop word removal and finally (e) Porter stemming [251]. After
these steps, each tag feature is represented by a decimal vector of length
10,228. Note that only 9,646 of the movies were assigned tags by users.
This happens in cold-start (CS) situations when a new item is added to the
catalog and no metadata is assigned to it [23].

Year of Production: In addition to the above metadata, we release also
the year of production for movies. They were automatically obtained by
text processing of the ML dataset and extracting the years embedded in the
title of movies. For a few movies, this information was not available and
was added manually. The average, median and standard deviation of these
values are: 1992.2, 1999 and 84.84, respectively.

Audio descriptors

Two sets of audio features are provided, representing both traditional de-
scriptors (Block-level features) as well as current state-of-the-art (I-vectors).

Block-level features (BLFs): extracts features from audio segments of
a few seconds, in contrast to frame-level features which operate on much
shorter units. BLFs capture temporal aspects of an audio recording to some
degree. The block-level feature framework [291] defines six features that
capture: spectral aspects (spectral pattern, delta spectral pattern, variance
delta spectral pattern), harmonic aspects (correlation pattern), rhythmic as-
pects (logarithmic fluctuation pattern), and tonal aspects (spectral contrast
pattern).

I-vector features: this paradigm [83] is the current state-of-the-art rep-
resentation learning technique in different audio-related domains, such as
speech processing, music recommendation, and acoustic scene analysis [107,
316]. An i-vector is a fixed-length and low-dimensional representation con-
taining rich acoustic information, which is usually extracted from short to
moderate segments (usually from 10 seconds to 5 minutes) of acoustic sig-
nals. The i-vector features are computed using Mel-Frequency Cepstral
Coefficients (MFCCs) frame-level features.

Visual descriptors

Similar to the audio descriptors, for the visual modality we provide both
a traditional approach (Aesthetic Visual Features) and state-of-the-art de-
scriptors that use deep neural networks (AlexNet Features).

Aesthetic Visual Features: this set of features has been proposed in [135],
where they have been used for measuring the aesthetic value of coral reef
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pictures, while parts of these feature set are inspired from works dealing
with artwork and photographic aesthetics [80, 174, 202]. This set is com-
posed of 26 features, split into three main categories: color based descrip-
tors, texture based descriptors and object based descriptors. Three early
fusion schemes are presented in our collection for recommendation pur-
poses: individual features, feature fusion according to the three main cate-
gories and full fusion with all the features. We also employ four aggrega-
tion schemes for obtaining movie level features: average, median, average
+ variance and median + median absolute deviation.

Table 5.3: Characteristics of the user-rating matrix associated with MMTF-14K and ML-
20M: |U|— number of users, |I|— number of items, |R|— number of ratings. (Note
that w.r.t. Table 5.2 |R| = |P|)

dataset |U| |I| |R| |R|
|U|

|R|
|I|

|R|
|I|×|U| (density)

MMTF-14K 138,492 13,623 12,471,739 90.05 915.5 0.0066
ML-20M 138,493 26,744 20,000,263 144.4 747.8 0.0054

AlexNet features: the AlexNet [194] deep neural network has been de-
veloped for scene and object recognition tasks. In our context, we use the
extracted output values of the fc7 layer, as it has been shown to give good
performances in a high number of tasks, some of which are related to hu-
man centered preference systems such as interestingness [98] and aesthetic
ranking [186]. The same four statistical aggregation schemes as for the
aesthetic visual features are employed here.

5.3.2 Dataset basic statistics

The dataset consists of 13,623 movie trailers, with an average duration of
approximately 2 minutes and 22 seconds, for a total of almost 23 days of
video data. 138,492 users gave 12,471,739 ratings to these trailers, thus
each user rates an average of 90 videos and each video has being rated on
average 915.5 times as shown in Table 5.3. As it can be seen, statistical dis-
tribution of ratings in MMTF-14K and ML-20M represented by the density
of URM density = |R|

|I|×|U| are similar (density = 1- sparsity).

5.3.3 Data format

The MMTF-14K dataset can be downloaded from this link5. The data is or-
ganized in 4 folders, one of them containing general information regarding

5MMTF-14K dataset: https://mmprj.github.io/mtrm_dataset/index.
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the dataset (Data), while the other 3 (Metadata descriptors, Audio descrip-
tors and Visual descriptors) have the preprocessed features under differ-
ent aggregation schemes. All the comma-separated values (.csv) files are
encoded in simple UTF-8 format, while archive files are in standard ZIP
format.

Data

The Data folder contains two files that offer information regarding the
dataset: movie_description.csv and rating.csv. The first file gives details
about the trailers in this dataset, with the first column indicating the movie
id, the second indicating the full title of the movie trailer while the last one
representing the preferred trailer link (YouTube identifier)6 where the trail-
ers can be accessed. The second file presents the rating dataset after being
merged with the ML-20M dataset [142]7 representing the ground truth data
that can be used with this dataset for movie recommendation purposes.

Metadata descriptors

The Metadata descriptors folder contains three subfolders: Genre features,
Tag features and Year of Production. All the metadata features are ob-
tained from Movie Lens. The Genre features folder contains the GenreFea-
tures.csv file with every row representing a movie. The first column of this
csv file represents the id of the movie trailer corresponding the the ML
movie ids, while the rest of the columns represent the binary values of
the genre feature vector. The Tag features folder has a similar structure,
containing a TagFeatures.csv file, where movie trailers are represented as
different rows. Again, the first column is the id of the movie trailer and the
tag feature vector is contained in the rest of the columns.

Audio descriptors

The Audio descriptors folder contains two sub-folders: Block level fea-
tures and I-Vector features. While the Block-level features include different
fusion schemes, the I-Vector features include different parameters for the
gaussian mixture model (GMM) and total variability dimension (tvDim).
The Block level features folder has two sub-folders: All and Component6,
and while the former contains the fusion scheme of all the 6 subcomponents
of the BLF, the later contains each of the 6 components in separate csv files.

6The full link in order to access the trailers is created by: https://www.youtube.com/watch?v= +
YouTube identifier

7http://www.movielens.org
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The All folder contains a .csv file named BlockLevelFeatures-All.csv. Here,
every movie trailer is represented on a different row, the first column of ev-
ery row representing the id of the trailer, while the rest of the column holds
the BLF feature. The Component6 folder contains 6 .csv files, each repre-
senting a component of the BLF vector (e.g.: BlockFeatures - Component6
- Spectral.csv, BlockFeatures - Component6 - SpectralContrast.csv) with a
similar structure as the previous file. The I-Vector features folder includes
the 180 files, corresponding to the all combinations of the parameters used
(e.g.: IVectorFeatures - GMM_tvDim_fold - 16_10_1.csv, IVectorFeatures
- GMM_tvDim_fold - 512_400_5.csv) where the first number of the title
of the files represents the number of mixture models of the GMM (16, 32,
64, 128, 256 and 512), the second the tvDim (10, 20, 40, 100, 200 and
400) and the last one the fold number (1, 2, 3, 4 and 5). Extraction of i-
vectors requires building an acoustic space from the audio signals of the
item in the train phase which is used to learn/extract i-vector features from
each item in a subsequent stage. Since this task is dataset-dependent, in the
folder Data we provide an additional folder rating-splitted-5foldCV which
contains rating matrices for each fold and the corresponding items used to
extracts i-vectors. Obviously for a comparison with other provided descrip-
tors, the same splitting of the ratings should be used for all descriptors.

Visual descriptors

The Visual descriptors folder contains two subfolders: Aesthetic features
and AlexNet features, each of them including different aggregation schemes
for the two types of visual features. The Aesthetic features folder includes
4 subfolders, corresponding to the 4 aggregation schemes: Avg containing
the average aggregation scheme, AvgVar with the average and variance ag-
gregation scheme, Med containing the median scheme and finally MedMad
with the median and median absolute deviation aggregation. Each of these
folders contain 30 .csv files, representing the different early fusion schemes
applied to these features: individual components (i.e. AestheticFeatures
- MED - Feat26Convexity, AestheticFeatures - AVG - Feat26Edge), early
fusion based on the 3 main types (i.e. AestheticFeatures - MEDMAD -
Type3Color.csv, AestheticFeatures - AVG - Type3Texture.csv) and finally a
vector containing all the component concatenated (i.e. AestheticFeatures -
MED - All.csv). The AlexNet features folder has a similar structure, contain-
ing the 4 subfolders, each of them corresponding to a different aggregation
scheme: Avg, AvgVar, Med and MedMad. The structure of these archives is
simpler than the case for the AVF features, considering that no early fusion
scheme is needed or applicable to the fc7 layer output. Therefore, only one
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file will be present in these folders, depending on the aggregation scheme
(i.e. AlexNetFeatures - MED - fc7).

5.4 Ground Truth

Since the proposed MMTF-14K dataset is mainly meant for movie recom-
mendations task but can also address a broader audience in machine learn-
ing and multimedia domain, the ground truth here is the actual rating scores
provided by the user to the movies. The recommendation problem can be
formulated in two ways: (i) prediction version of problem (i.e., predict the
rating value for a user-item combination) (ii) ranking version of problem
(i.e., determination of Top-k items among all items that the user would
like). Both of the above approachers require rating score as ground-truth
for evaluation [23].

The ground truth associated to the data was extracted from the Movie-
Lens 20M dataset [142], also called ML v4. This released version of the
dataset consists of ratings sampled throughout a large portion of the history
of the ML initiative, more precisely from January 1995 to March 2015.
The rating system is a “half star” system, moving away from a “whole
star” only system in 2003, as a result of user demand in some surveys, thus
granting users the permission to choose from 10 preference scores (0.5 to
5). Users also participated in the creation of the original tag features as-
signed to each movie, a function that was added to ML in December 2005.
In what concerns the provided ratings, there are fewer ratings in the “half
star” categories than in the “whole star” ones, most likely due to the later
introduction of the 10 score system. Secondly, the distribution of ratings
counts per user (i.e., number of ratings given by each user to movies in the
catalog) and item (i.e., number of ratings given to each item by the users)
is shown in Figure 5.1. As it can be seen, the pick of rating counts per user
lies in the region 11-30 rating, with an average number of ratings equal to
90.05 and a maximum and minimum equal to 4,873 and 2 ratings respec-
tively (std: 139.14). This is while for per-item rating score, majority of
items have less than 10 rating scores. For example, 3,265 movies have be-
tween 1-3 ratings. The average number of ratings per item is 915.5 while
the maximum and minimum equal to 63,366 and 1 rating(s) (std: 3,434.9).
As it can be noted there is a large standard deviation/sharp discontinuity
between two types of items, first the so called main-stream items (the items
in the left side of the orange curve which attract a fair number of rating) and
second the popular items (the items in the right side of orange curve which
attract a large number of ratings per user). Knowledge of popularity is
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Figure 5.1: Distribution of rating counts for users and items (x-axis: number of ratings,
y-axis: count). Note that for simplicity we show the plot for rating count equal to 300.

important because some recommendation algorithms such as collaborative
filtering (CF) [23, 268] base their recommendation on the ratings obtained
by community of users (instead of content descriptions as in CB) thereby
promoting the chance of these popular items being more recommended.
Thus, in some tasks a portion of popular items are removed from the rec-
ommendation process in order to obtain a realistic picture of the overall
quality of the system 8.

Table 5.4: Baseline performance for movie recommendation. Best results are in bold. CS:
cold-start, WS: warm-start

feature name modality MRR@4 MAP@4 R@4 MRR@10 MAP@10 R@10

tag (CS) M 0.0195 0.0051 0.0042 0.0274 0.0037 0.0111
tag (WS) M 0.0213 0.0057 0.0046 0.0294 0.0041 0.0120
genre M 0.0162 0.0044 0.0039 0.0245 0.0034 0.0112
i-vec A 0.0233 0.0060 0.0052 0.0311 0.0042 0.0120
BLF A 0.0170 0.0045 0.0038 0.0242 0.0032 0.0097
AlexNet V 0.0219 0.0057 0.0043 0.0296 0.0038 0.0111
AVF V 0.0187 0.0049 0.0039 0.0263 0.0034 0.0102
i-vec + AlexNet A + V 0.0232 0.0061 0.0051 0.0318 0.0043 0.0122
AlexNet + tag V + M 0.0239 0.0062 0.0053 0.0325 0.0044 0.0130
i-vec + tag A + M 0.0266 0.0072 0.0059 0.0359 0.0049 0.0139

8Note that in RS community, popularity is measured by the number of ratings assigned to items (e.g., movies)
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Chapter 5. Evaluation and Dataset

5.5 Baseline and Reference Results

To provide a baseline for recommender system experiments, we randomly
chose a subset of 3,000 users, with the condition that each user has a min-
imum of 50 movie ratings in their profile, and performed a 5-fold cross
validation experiment by creating 5 non-overlapping segments. Mean Re-
ciprocal Rank (MRR), Mean average precision (MAP) and Recall (R) are
then calculated for different cutoff values (@4 and @10) and in two differ-
ent scenarios: warm-start (WS) and cold-start (CS). While the WS scenario
takes into account all the tag features, the CS scenario keeps all the tag fea-
tures for training the system, while on the test set only a random selection of
3% of the tag features are kept. The cold-start scenario is supposed to sim-
ulate real-world conditions, by acknowledging the fact that some movies,
especially the newer or less popular ones, have a small set of user input
data, therefore have fewer tags attached to them. The corresponding code
for calculating the MRR, MAP and R values is available with the dataset.

The results for each default extracted descriptor are presented in Ta-
ble 5.4, along with the results for the best performing late fusion com-
binations of these features. The fusion scheme is based on the Bodra
count method [34] to fuse ranking results of different recommenders into
a unified ranking of videos. As it can be seen the SoA i-vec (audio) and
Deep AlexNet (visual) have supervisor performance compared with tradi-
tional BLF (audio) and AVF (visual) descriptors. It can be also noted that
while both SoA audio and visual descriptors have a higher quality w.r.t the
genre recommender, the i-vec has also a superior performance compared to
semantic-rich tag (in both CS WS) w.r.t all evaluation metrics and across
all cut-off values.

5.6 Evaluating video and music recommender systems

The evaluation of system’s effectiveness is a core issue in RS. In order to
decide about the most suitable algorithm for a particular task/domain, an
application designer would require to select a set of properties that impact
the success of the RS in the context of a specific application [134]. The
identification of the these properties is inherently linked with the goal of
a RS, which is by nature two-fold: (1) user-centric goal: It means the
RS is able to suggest user items that she is interested in but she did not
know about or did not know how to ask for (2) business-centric goal: to
promote product sale and increase revenue.

Although the main focous of this thesis is on video recommender sys-
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5.6. Evaluating video and music recommender systems

tems, many of the presented evaluation metrics are used for evaluating
generic recommender systems and some are specific to music and videos
e.g., sequence-aware evaluations metrics.

In general, the topic of evaluation in RS has its roots in a few neigh-
boring fields, such as machine learning (cf. rating prediction) and informa-
tion retrieval (cf. “retrieving” items based on implicit “queries” given by
user preferences). Novel measures that are tailored to the recommendation
problem have emerged in recent years. We can classify the evaluation met-
rics in RS in two broad categories of (i) accuracy metrics and, (ii) beyond-
accuracy metrics. In the following we review each of these metrics and
review relative merits of each metric.

5.6.1 Accuracy metrics

Predictive accuracy metrics (aka error metrics)

These metrics measure how correct or incorrect the RS is in predicting what
the user would have rated an item. Practically speaking these metrics act
in similar manner to leave-one-out cross validation for dataset partitioning
and evaluation (See [122] Ch. 6) in which the rating of one user-item pair
is covered up and we evaluate how the RS is good in predicting it.

Mean absolute error (MAE) is the simplest metric for evaluating the
prediction power of recommender algorithms. It computes the average ab-
solute divergence of the predicted ratings from the actual ratings provided
by users [151] defined as follows

MAE =
1

|T |
∑
ru,i∈T

|ru,i − r̂u,i| (5.1)

where ru,i and r̂u,i respectively denote the actual and the predicted ratings
of item i for user u. MAE sums over the absolute prediction errors for all
ratings in a test set T .

Root mean square error (RMSE) is another common error metric that is
computed as:

RMSE =

√
1

|T |
∑
ru,i∈T

(ru,i − r̂u,i)2 (5.2)

Lower MAE and RMSE correspond to higher prediction accuracy. Since
the error term in RMSE is squared before summation, it tends to penal-
ize large errors more than smaller ones. This can be for example useful
to catch huge occasional errors by an algorithm. The main merits of error
metrics is on their simplicity and that many public datasets have published
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Chapter 5. Evaluation and Dataset

the results of algorithms w.r.t. MAE and RMSE thereby facilitating com-
parative evaluation. The main shortcoming of these metrics is that the error
can be dominated by irrelevant parts of the product space. In other words,
the errors metrics treat all rating scores equally with disregard to their po-
sitions in the recommendation list where in practice the main goal of the
RS is to find a small number of item that are likely to be liked by a given
user [215]. For this reason, these metrics have received huge criticism in
the community of RS in recent years.

Decision-support metrics (aka classification accuracy metrics)

Suppose our movie RS is using a 5-scale ratings system ([0-5]) and for a
movie with actual rating of 2.5, an algorithm has predicted it as 4 while
another one predicted it as 0.5. Even though the prediction error in the
first case is lower implying a better predictive accuracy, the cost of the
wrong prediction in the first case is higher since the user have wasted her
time watching a movie she does not like whereas in the second case she
would have not watched it anyway. The name decision-support metrics is
given to this class of metrics since they help users in their decision-making
to identify good items from bad items. Precision and recall are the most
popular metrics based on this property.

Precision at top K recommendations (P@K): Precision measures the
percentage of recommended items that are relevant. Pu@K for each user u
is computed as

Pu@K =
|Lu ∩ L̂u|
|L̂u|

(5.3)

where Lu denotes the set of relevant items for user u in T and L̂u is the
recommendation list of size K for user u in T , T being the test set.

Recall at top K recommendations (R@K): Recall measures the percent-
age of relevant items that are selected. For a user u, Ru@K is defined as:

Ru@K =
|Lu ∩ L̂u|
|Lu|

(5.4)

Averaging the individual precision and recall over all users in the test set,
we obtain the mean precision and recall.

Intuitively, precision cares about return useful items so that the user’s
time is not wasted. Recall is about not missing useful items. The as-
sumption behind recall is that the user will have time to go through the
recommendation list and filter bad items out. While precision typically de-
creases with increase ofK, recall always grows withK. There are different
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5.6. Evaluating video and music recommender systems

ways to combine them using the F1 measure and R-Precision among oth-
ers [22, 215].

Rank-aware Top-K metrics

Rank-aware top-K metrics in RS focus on the the relative ordering/position
of the items within the top-K list, in other words they care about where in
the recommendation list (high or low) the relevant items are. For example,
a recommender algorithm that takes optimizing such property into consid-
eration, would differentiate between the fact that if a user likes the movie
“the Shindler’s list” more than “Star wars”, where both movies are user’s
favorites and therefore places the former higher in the recommendation list.
For a fixed K size, the decision-support metrics cannot capture this desired
property.

Reciprocal rank (RR) is one of the simplest rank-aware metrics that mea-
sures where in recommendation list, the first relevant item is. It is defined
as following

MRRu =
1

ranku
(5.5)

where ranku is the position of the first relevant recommended item for user
u. If no relevant items are recommended, the value will be 0.

Average precision at top K recommendations (AP@K) is a popular rank-
based metric measure by computing the arithmetic mean of the precision
values obtained at the positions corresponding to relevant documents/items.
AP@K is formally defined as

APu@K =
1

N

K∑
i=1

P@i · rel(i) (5.6)

where rel(i) is an indicator signaling if the ith recommended item is rel-
evant, i.e., rel(i) = 1, or not, i.e., rel(i) = 0; N is the total number of
relevant items. Note that AP implicitly incorporates recall, because it also
considers the relevant items not in the recommendation list.

While the above definition of AP@K is widely employed in the eval-
uation of information retrieval systems, in the recommender systems com-
munity, another variation of AP@K has gained popularity recently in the
context of recommendation challenges organized by Kaggle [2] followed
by several other research works, consider for example [27,227]. This varia-
tion of average precision for the topK recommendations (AP@K) is given
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by

APu@K =
1

min(K,N)

K∑
i=1

P@i · rel(k) (5.7)

in whichN is the total number of relevant items andK is the size of recom-
mendation list. The motivation behind the minimization term is to prevent
the AP scores to be unfairly suppressed when the size of recommendation
list is not high enough to capture all the relevant items.
Discounted cumulative gain (DCG) is a formally defined as

DCGu =
K∑
k=1

relk
disc(k)

(5.8)

where relk is the utility of item k typically set to a non-negative function of
the relevance such as non-negative ratings, relk = ruk (ruk is the true rat-
ing) and disc(k) is the discount term. The standard choice for the discount
is logarithmic discounting by setting disc(k) = log2(k + 1). The rationale
behind this is to penalize relevant items that appear at a lower ranked posi-
tion in the recommendation list, since highly relevant items are more useful
for the user. An alternative formulation of DCG used by some web search
companies, Kaggle and in RS articles is the following [2, 335]:

DCGu =
K∑
k=1

2relk − 1

disc(k)
(5.9)

The Normalized Discounted cumulative gain (NDCG) normalizes DCG
by the ideal DCG (IDCG), which is simply the DCG measure of the best
ranking result [22, 327]

NDCGu =
DCGu

IDCGu

(5.10)

The best achievable NDCG is 1. Averaging RR and AP and NDCG over
the entire set of users in the test T gives mean reciprocal rank (MRR) and
mean average precision (MAP) and overall NDCG.

5.6.2 Beyond-Accuracy metrics

While adopting a RS algorithm besides accuracy, other properties of the
selected items should be taken into consideration since recommendation
accuracy alone is not sufficient; the evaluation metrics in this category are
meant to satisfy the secondary goals of RS and are as following:

170



i
i

“thesis” — 2018/6/25 — 21:06 — page 171 — #187 i
i

i
i

i
i

5.6. Evaluating video and music recommender systems

Novelty: Novelty is a highly desirable feature for a RS from both busi-
ness and user perspective. As for the business perspective as mentioned in
Section 2.2.2 the future of business is by exploiting the niche market (less
popular products) [29]. From the user perspective, novelty is also an impor-
tant aspect since the purpose of recommendation is inherently linked to the
notion of discovery. Recommendation does not make much sense when it
exposes user to a relevant experience that she would have found or thought
by herself anyway;

To measure novelty, commonly the self-information of the recommended
items relative to their global popularity is used

novelty =
1

|U |
∑
u∈U

∑
i∈Lu

− log2 popi
N

(5.11)

where popi is the popularity of item i measured as percentage of users who
rated i [349, 353].

Diversity: RS typically suggest a user with a list containing K items. If
all the item in the suggestion list are highly similar, it risk that a dissatisfied
user in one, may also dislike all other items. When the recommendation
list contains diverse item types, it increase the chance of the user liking
at least one of the item. diversity can be defined in several ways. One of
the most common is to compute pairwise distance between all items in the
recommendation set, either averaged [354] or summed [300]. In the former
case, the diversity of a recommendation list K is calculated as follows:

diversity(K) =

∑
i∈K

∑
j∈K\i

disti,j

|K| · (|K| − 1)
(5.12)

where disti,j is the some distance measures between items i and j, for
example inverse cosine similarity [267], inverse Pearson correlation [318],
or Hamming distance [175].

5.6.3 Sequence-Aware multimedia evaluation metrics

This category of evaluation metrics have the goal of assessing the capa-
bility of the recommender in providing proper transitions between subse-
quent songs or videos for which the conventional error or accuracy metrics
may not be able to capture transition property. There is hence a need for
sequence-aware evaluation measures [278]. Other metrics such as average
log-likelihood have been proposed to better model the transitions [68, 69].
In this regard, when the goal is to suggest a sequence of items, alternative
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multi-metric evaluation approaches are required to take into consideration
multiple quality factors. Such evaluation metrics can consider the ranking
order of the recommendations or the internal coherence or diversity of the
recommended list as a whole. In many scenarios, adoption of such quality
metrics can lead to a trade-off with accuracy which should be balanced by
the RS algorithm [255].

5.7 Conclusions of Chapter 5

In this chapter, we released the MMTF-14K dataset, a dataset consisting
of 13,623 Hollywood-like movie trailers which are rated by more than
138,492 users. The primary scope of this dataset is to support the develop-
ment of movie recommender systems, and to the best of our knowledge, this
is the first large-scale dataset in the recommender systems community that
provides all types of content-based descriptors in conjunction with meta-
data. However, these data go beyond the recommending scenario thanks to
its rich content. It can also be used for tasks such as popularity prediction,
tag prediction and genre classification. Apart from the data, we are also
releasing some baseline results to allow further benchmarking. The data is
publicly available9. In addition, we presented a number of evaluation met-
rics that are commonly used for evaluating video recommender systems.

In addition, we presented the main evaluation metrics that are used to
validate the quality of video recommendation models by taking into con-
sideration various user-centric and business-centric perspectives.

9MMTF-14K dataset: https://mmprj.github.io/mtrm_dataset/index
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CHAPTER6
Conclusion

6.1 Summary of Thesis

In this PhD thesis, approaches to automated extraction of information re-
lated to videos from the multimedia content have been elaborated and tech-
niques to leverage this information in recommender systems have been an-
alyzed and discussed. The presented approaches address the problems of
improving the quality of video recommendation in cold-start and warm-
start situations, improving the quality of recommendation in presence of
rich source of information such as the one based on CF or CBF models
using metadata, assessing the perceived utility of movies recommendation
when recommendations are powered by multimedia alone or in conjunction
with metadata among others. In this chapter, we first summarize and con-
clude the work conducted in this thesis. Afterward, we present the future
research directions for extending this work.

6.2 Main Contributions

Over the past three and a half years, my primary goal has been uniting the
fields of recommender system and multimedia information retrieval/signal
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processing. Although, the focus of this thesis is on video item but the ideas
presented can be effortlessly transfered to many neighboring domains (e.g.,
images, music, Web) as well areas where the target product is not really
a media content (e.g., social networks and tourism). A discussion on the
main contributions of this work with respect the research goals established
in Chapter 1 is presented in the following:

6.2.1 Characterizing recommender systems exploiting multimedia con-
tent

In Chapter 2, we have presented a novel and in-depth survey of the state of
the art in recommender systems exploiting multimedia content.

• In section 2.1, we have first presented foundations of multimedia pro-
cessing and recommender systems and explained the basic concepts in
each of the two fields. We elaborated and discussed different models
of feature extraction for each of the audio and visual signals in addi-
tion to models to represent features, aggregate them over time and fuse
them together. We also presented different types of CBF and CBF+CF
recommendation algorithms that can incorporate a wealth of informa-
tion encoded in the video signals. Some of these models include pure
CBF based on K-nearest neighbor (KNN), attribute-to-feature map-
ping (AFM), regression-based latent-factor model (RLFM) and fac-
torization machines (FM).

• In section 2.1.2, we have presented a general framework for building
a content-based RS exploiting the multimedia content and described
basic practical details of different processing stages involved to extract
useful information from each modality.

• In section 2.2, we have presented a novel and exhaustive review of
the state of the art in recommender systems exploiting multimedia
content and presented a categorization of research works exploiting
multimedia content with respect to the objectives and challenges they
address.

6.2.2 Video recommendation by exploiting the visual content

Based on a number of my publications [87,88,90,91,94,112], in chapter 3,
we have presented a new kind of CBF technique that filters videos accord-
ing to their visual characteristics defined by the amount of color variation,
motion and lighting key where these features correspond with the stylistic
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elements used in applied media aesthetics [344] used to convey communi-
cation effects and to simulate different feelings in the viewers. I have pre-
sented, analyzed and elaborated on solving several video recommendation
problems by exploiting low-level visual features extracted from the visual
channel of movies. Several subproblems are addressed in this context in-
cluding analyzing the quality of different low-level visual features in offline
experiments in both cold-start and warm-start scenarios, investigating the
perceived utility of recommendation using low-level visual features alone
or hybridized with high-level semantic features, analyze the offline qual-
ity of recommendation under hybridization techniques based on canonical
correlation analysis (CCA) and factorization machines (FM). The results
indicate that low-level (stylistic) visual features (e.g., colors, light, motion)
can be well and even more representative of some of high-level semantic
features (e.g., genre) in providing content-based recommendations.

6.2.3 Movie trailer v.s. full movies

Movies and the corresponding trailers are not produced necessarily by the
same director. For movies, the director applies various filmmaking conven-
tions (“mise-en-scene” elements) to influence the believability of a film in
the eyes of a viewer. However, while movies are made with a natural pace
to increase the believability of the scenes, trailers (aka previews) are used
as an advertisement tool for a feature film that is planned to be exhibited
on TV or at the cinema. As such, trailers can be made with a lot of abrupt
cutting and merging of the scenes since their production goal is mainly to
“excite the users” to watch the full movies. The correspondence of the trail-
ers with their full-movies can be dependent on the genre, country of their
production and other factors.

In section 3.2, we built a RS in order to measure the “usefulness” of
movie recommendation w.r.t the content extracted from the much shorter
version (i.e., trailers). Our goal was to measure if the same quality of rec-
ommendation can be obtained based on multimedia content extracted from
each of the two. Based on a number of visual feature identified in the com-
munity of multimedia processing, the results of our research indicate that
low-level features extracted from movie trailers are well correlated with
the corresponding features extracted from full-length movies. Compara-
ble quality of recommendation are obtained when a CBRS is powered by
contents extracted from each of the two modalities. These results are in-
teresting (although unexpected) but if they are also confirmed for larger
variety of features including auditory features it can be very useful for prac-
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tical movie recommendation applications (like those developed in compa-
nies) since full-movies are not easily accessible everywhere and processing
of full-length movies is computationally much more demanding than the
much shorter version trailers. On advancing this research line, I have pro-
posed an extension of this research line as a research challenge in MediaE-
val Benchmarking Initiative for Multimedia Evaluation 2018 (task name:
Recommending Movies Using Content: Which content is key?) 1.

6.2.4 Video recommendation by exploiting the latest advances in au-
dio and visual content analysis, both in offline experiments and
via user-studies in a real deployed system

Based on my currently under-review paper at journal of User Modeling
and User-Adapted Interaction (UMUAI), I have deployed a CB movie RS
that leverages the latest state-of-the-art visual and audio features along with
metadata, in order to build rich item descriptions. We refer to this rich con-
tent information as the Video Genome (similar to a biological DNA), since it
can be considered as the footprint of both content and style of a video [52].
I have further proposed an improved version of Borda count method to hy-
bridize the ranking output of different recommenders and show that under
this hybridization, the quality of recommendation is significantly improved
compared when the standard form of Borda count method or when the
recommenders are used individually. An extensive set of experiments are
carried out by conducting two large-scale empirical studies: (i) a system-
centric study to measure the offline quality of recommendations along with
various accuracy-related metrics such as MRR, MAP, Recall and beyond-
accuracy novelty, diversity, and coverage, and (ii) a user-centric experi-
ment, measuring different subjective metrics, including relevance, satisfac-
tion, and diversity.

The results of the experiments are indicative of the fact that multimedia
features can provide a good alternative to metadata with regards to both ac-
curacy measures and beyond accuracy measures. The most significant im-
provement for the accuracy metrics was achieved when using novel, state
of the art approaches for audio and visual features: i-vectors and deep neu-
ral network features. Multi-modal fusion under the proposed Borda count
method shows the best results in our studies.

1http://www.multimediaeval.org/mediaeval2018/
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6.2.5 Present a novel large-scale dataset to facilitate research on movie
recommendation and retrieval

Based on my publication [86] (accepted in April 2018), I designed and
released a large-scale multifaceted movie trailer dataset (MMTF-14K) to
facilitate research on recommendation, classification and retrieval. MMTF-
14K contains audio and visual descriptors in addition to ratings and meta-
data for 13,623 Hollywood-type movie trailers. Compared with existing
datasets, this dataset is first large-scale and stable dataset in the community
of RS which provides all types of precomputed content-based descriptors
in conjunction with metadata in numerical feature format. Part of these data
is used in a MediaEval 2018 task2.

6.3 Outlook and Future Works

The techniques underlying the current implementation of Video Genome
presented in Chapter 4, which was elaborated in the context of this PhD the-
sis as the latest version of our movie recommender system powered by mul-
timedia content, although giving promising results for different information
sources, still leave room for improvement in various directions. As for the
task of improving recommendation quality, pursuing strategies to harvest
multimedia-related information obtained from the video content, from ex-
ploring different audio and visual features such as the ones based on re-
cent deep network models to state of the art approaches for building video-
level descriptors and hybridization approaches to combine the heteroge-
neous multimedia content features would probably the steps that result in
recommendation qualities superior to the one presented by Video Genome.
Thus, building different video-specific descriptors is one of the next steps
that should be taken. How to leverage these video-specific descriptors al-
gorithmically in a content-driven RS powered by CBF or CBF+CF models
is the next immediate related steps that should be studied.

Another line of research would be to further explore is to investigate
the relation between video content and emotion. In general, I believe that
movies have potentially the power to engage users psychologically and cog-
nitively with the story to a high extent, different e.g., from music which
have a much shorter duration and are emotionally/cognitively often less
engaging [127]. In [160], the authors witnessed this potential by evaluat-
ing the effect of positive affect in patients, inducted by ten-minute comedy
films. In [331], the authors showed that compared to other media types

2http://www.multimediaeval.org/mediaeval2018/
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like music, movies are one of the best methods to elicit emotions. In this
line, pursuing an strategy to track the emotion of users during the movie-
watching process and identifying the key emotional peaks in the movies or
the way the emotions are changed in the course of a movie and which emo-
tion are more evoked, can be the key to success of the field. Previous work
on music domain, has proven the direct relation between musical content
and emotions. I believe the same holds true for movies with respect to the
evoked emotions. In addition, being able to replace the holistic preference
of users given to entire movies with a “compositive” one specified to dif-
ferent sections in the movie can be a key to the advancement of this field.
I believe a variety of wearable devices or sensors can be used to obtain
this kind of preferences from users e.g., the signals obtained from brain
electroencephalogram (EEG) or information obtained from user eye/gaze
tracking and recognition of facial emotion can be interesting steps that can
taken in this direction. Doing so would presumably yield more accurate
recommendation.

On the application side, there is a potential to leverage the result of this
thesis for building video recommendation systems for kids or an interactive
system allowing the user to actively show her interest movies to the system
which I studied in the works [95, 96].
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