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Abstract

The thesis presents the detailed experimental assessment of a computational
model for the resolution of the flow around Vertical Axis Wind Turbine (VAWT)
rotors. This technique, which treats the blade aerodynamics using an actuator line
(ACL) representation, allows to limit the computational cost normally associated to
three-dimensional calculations, thus providing the ideal framework for simulating
wind turbines immersed into the atmospheric boundary layer or operating in the
urban environment. The highly unsteady and fully three-dimensional character of
VAWT aerodynamics complicates however the model implementation and makes it
prone to reliability issues; for this reason, experimental validation is decisive for
evaluating the fidelity of the simulation tool, and for investigating the impact of the
various corrective sub-models implemented. In the present work, such procedure is
carried out by comparing the ACL prediction with the data coming from extensive
wind tunnel testing of a real-scale model of a H-shaped VAWT for microgeneration,
for which both performance and detailed wake measurements are available. The
comparison is made for different tip-speed ratio conditions and combinations of
sub-models in the ACL tool. Results show that the turbine performance and the
main features of the rotor aerodynamics are well reproduced by the model, resulting
in a very good prediction of the wake profile in the equatorial section of the turbine.
The quantitative agreement between experiments and calculations locally drops
close to the blade tip, where the flow field is fully dominated by 3D effects, even
though the model is still able to reproduce qualitatively the most relevant wake
features.

Keywords: VAWT, ACL-CFD, wake
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Estratto

Il presente lavoro di tesi si occupa della validazione sperimentale di un modello
numerico per l’analisi di turbine eoliche ad asse verticale (VAWT). Questo metodo
è in grado, grazie ad una modellazione actuator line (ACL) delle pale rotoriche,
di ridurre notevolmente il costo computazionale normalmente associato alla simu-
lazione di queste macchine, aprendo così la strada allo sviluppo di modelli avanzati
della loro interazione con ambienti complessi come quello urbano. A causa della
marcata instazionarietà e tridimensionalità del campo di moto rotorico tuttavia,
l’implementazione di tale tecnica è tutt’altro che banale e richiede un’adeguata vali-
dazione dal punto di vista sperimentale, volta non solo ad appurarne l’affidabilità,
ma anche a valutarne la sensibilità rispetto ai vari sottomodelli utilizzati. A tal
scopo, i risultati ottenuti con il metodo ACL sono stati confrontati con le misure
effettuate in galleria del vento su un modello in scala reale di un rotore Darrieus ad H
per microgenerazione, considerando diverse condizioni operative e combinazioni dei
sottomodelli disponibili nel solutore ACL. Dai vari confronti è emersa una spiccata
capacità del modello di prevedere in maniera accurata non solo le prestazioni della
turbina, ma anche lo sviluppo spaziale e temporale della scia, soprattutto nella
zona equatoriale della macchina. La corrispondenza quantitativa tra dati numerici
e sperimentali diminuisce notevolmente avvicinandosi alla regione d’estremità delle
pale, dove il campo di moto è completamente tridimensionale, nonostante il modello
sia ancora in grado di riprodurre qualitativamente le principali caratteristiche della
scia.

Parole chiave: VAWT, ACL-CFD, scia
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Summary

In the urban environment, where highly complex flows result from the interaction
between the buildings and the atmospheric boundary layer, vertical axis wind
turbines (VAWTs) can be competitive with the more conventional horizontal axis
technology, thanks not only to their insensitivity to yaw, but also to their reduced
acoustic pollution, caused by the lower optimal tip-speed ratio (TSR). Among the
several concepts proposed for VAWTs, the lift-driven Darrieus turbine is probably
the most promising, as it might provide performance comparable to the ones of
horizontal rotors.

To exploit properly the wind resource in such a complicated environment
however, the installation of the rotors demands a dedicated optimization, which
in turn requires advanced models, able to capture the interaction between the
atmospheric boundary layer, the buildings, and the turbine. The ideal simulation
tool for such complex configuration, or at least the unique that leads to a reasonable
computational cost, is the so-called actuator line CFD model, proposed in [51] for
VAWTs and further developed by [50].

The Actuator Line Method (ACL) combines a BEM-based modelling of the
turbine with the Finite Volume (FV) discretisation of the flow domain; in particu-
lar, each blade is replaced by a dynamically equivalent actuator line, introducing
aerodynamic forces into the computational grid basing on its current position
and the instantaneous local flow conditions. This strategy allows to reduce the
implementation effort and elaboration time associated to a fully resolved CFD
simulation; being based on blade-element theory, it does not require in fact the
resolution of the boundary layer encompassing the blade surfaces, with a corre-
sponding strong decrease in the required computational resources [51]. Its main
drawback, inherited from BEM, is the elevated sensitivity to input aerodynamic
data and employed sub-models, which thus demand extreme care in their derivation
and implementation.

Due to the significant modelling effort required by the method, its reliability
must be assessed via proper experimental validation. For the purpose, a wide
simulation campaign was carried out, basing on the research code DarrieusSolver ;
this tool, developed by the Department of Mechanical Engineering of Politecnico di
Milano [7, 14, 49, 50], integrates the ACL method into the incompressible transient
solver pisoFoam, available in the open-source framework OpenFOAM and based
on the PISO solution scheme [26]. The results, in terms of turbine performance
and wake representation, were compared with the data coming from extensive wind
tunnel testing of a real-scale model of a H-shaped VAWT for microgeneration [17].
The comparison was performed for different operating conditions and combinations

xvii



xviii Summary

of the sub-models available in the solver:

• Flow curvature correction: the alteration of exchanged aerodynamic forces
due to the finite curvature of streamlines interacting with the turbine blade
is modelled via the method proposed in [44]. Such effect is expressed as
proper virtual camber and pitch angle to be added to the original profile and
evaluated via conformal mapping technique.

• Dynamic stall model : the impact of dynamic stall on the aerodynamic forces
is embedded in the solver via the run-time correction of tabulated lift and
drag coefficients, basing on the model proposed in [6, 37].

• Tip loss correction: losses associated to tip aerodynamics are quantified
according to Glauert theory (in the formulation proposed in [22]), which
corrects the locally exchanged force depending on its position along the blade
span.

This way, a better understanding of their qualitative and quantitative relevance
could be achieved.

Thesis Outline

The thesis is structured as follows:

• Chapter 1 provides a brief introduction to microgeneration and to the chal-
lenges it poses to the design and optimisation of wind turbines, especially
in the urban environment. In this frame, the state of the art in terms of
available machine architectures and methods of analysis is presented.

• Chapter 2 reports a detailed description of the turbine under study and of the
corresponding experimental investigation in the wind tunnel of Politecnico
di Milano, with particular emphasis on the adopted measurement and post-
processing techniques.

• In Chapter 3 the ACL model of the turbine used for the simulation campaign
is presented. The first part of the chapter provides a full documentation of
the DarrieusSolver operation, the derivation of the input polar data and the
implementation of applied sub-models (flow curvature, dynamic stall, tip loss).
The second part focuses instead on the numerical set-up of the simulations,
including the modelling of turbulence, the discretisation of the flow domain,
the applied boundary conditions and differentiation schemes.

• Chapter 4 provides a comparison between the results of the simulation cam-
paign and the available experimental data, in terms of predicted turbine
performance and wake representation.



Chapter 1

Introduction

1.1 Wind energy and microgeneration

1.1.1 Centralised vs distributed generation

From the second half of the XXI century, the worldwide scenario has been
dominated by a centralised approach to energy production. Electricity is generated
in a few large facilities, mostly exploiting steam or gas technology and powered
by fossil (oil, gas, coal) or nuclear fuel; it is then supplied to the end user via a
dedicated transmission network, which has also the task to convert it to the required
voltage level.

So far, the success and diffusion of this approach have been related to the
advantages offered by concentrated sources of energy such as fuels; their ease of
transport and storage, combined to the elevated energy density, have favoured
the construction of larger and larger power plants, capable to overcome their high
investment costs, thanks to their enhanced efficiency and the economy of scale,
and provide electricity to the end user in a reliable and constant way. The latter
feature was also made possible by the adoption of an AC, high-voltage transmission
network, which allowed to reduce the losses related to energy transport over long
distances. Another fundamental advantage is given by the possibility of locating
these structures away from urban centres, thus minimizing the direct effects of
combustion-based pollutants on human health [36].

In the recent years however, the steep increase in worldwide population and
energy consumption, together with the progressive depletion of fossil fuels, has
evidenced the main issues of the centralised production system, which has started
to show the first signs of crisis. From an environmental point of view, the growing
concern for global warming and climate changes associated to the combustion
of carbon-based fuels has driven the attention of governments and institutions
towards renewable and cleaner sources of energy (solar, wind, hydroelectricity),
which, stochastic in nature and characterised by a low energy density, are hardly
matched by a centralised approach to power production. From the economical
perspective instead, the increased fluctuations in fuel prices have considerably
reduced the margin on the cost of energy of large power plants, increasing the risk
for the investment in such infrastructures; this issue is amplified by the limited
efficiency improvement available in the field of steam/gas technology, deriving

1
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from the current saturation of the thermal and mechanical resistance of employed
materials. The increasing number of persons with access to electricity on the other
hand enhances the inefficiency of the energy transport network, since a significant
fraction of transmission losses occurs during the conversion of the plant high-voltage
current to the end user low-voltage one.

A third critical aspect of the centralised strategy, which is often overlooked
or underestimated, are its social ripercussions, assuming different characteristics
basing on the scale considered: at a local level, a large energetic gap arises between
urban and rural areas, due to the difficulty and costs of extending the transmission
network over long distances, while at a global one, the unequal distribution of fossil
fuels leads to a form of primary energy poverty in those countries that lack any form
of indigenous reservoir as well as geopolitical stability. These issues are particularly
severe in regions under development, where the growing access to electricity is not
matched by adequate infrastructures [36].

Given this whole set of difficulties, the need has arisen in the international
community to integrate the old centralised paradigm with a distributed approach to
power generation, with a particular emphasis on the adoption of renewable sources;
instead of few plants supplying the whole electricity network, a large number of
small, compact and clean generating units are employed, located near the final
consumer. Besides powering the end user, these also introduce energy into the grid
at different levels, so that a constant and stable supply is globally ensured.

1.1.2 The role of wind energy in microgeneration

A further development of the distributed approach, which is acquiring more
and more relevance in many economies, is represented by small scale embedded
generation (SSEG) or microgeneration, i.e. the electricity or heat generation around
individual buildings or households. This form of energy production involves small
businesses and communities to meet their own needs while having the potential
to combat fuel poverty, enriches the diversity of energy supply and offsets short-
falls in centralised generating capacity [54]. According to [27], microgeneration
can also promote, when combined to renewable sources, a reduction in buildings
environmental footprint and even in the personal energy usage through behaviour
change.

In such context, an increasingly relevant role is played by small scale wind
turbines (SWT), which, according to the definition given by the IEC in standard
IEC-61400-2, consist in machines with a rotor swept area A lower than 200 m2 and
a rated power of 50 kW. Due to discrepancies in the adopted definition between
different countries however, the current power upper limit leans towards 100kW.
Basing on the most recent data of the World Wind Energy Association (WWEA)
[61], the worldwide installed capacity has experienced an increase of more than the
200% in the period 2010-2015 (from 443.260 to 948.873 MW), and according to
current forecasts, will raise up to 1.9 GW in 2020. As reported in figure 1.1, the
global production is essentially distributed between 3 countries: China (44%), USA
(25%) and UK (15%). Looking at the number of units installed, it can be seen how
the average machine size strongly varies basing on the considered market, ranging
from 0.56 kW in China to 5.1 kW in the UK. A particular case is represented by
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Italy, which sports an average machine rating of 37.1 kW; as a matter of fact, it is
the forth country for installed capacity, in spite of only 1725 machines available.
Such distribution is strictly related to the field of application of these machines,
which nowadays are for the major part employed in an off-grid context; it is no
coincidence in fact that the lowest machine rating as well as the highest number
of units are found in China and USA, where the the fraction of the population
living in rural areas is extremely relevant. In China for instance, the percentage of
off-grid units reaches the 97% of the total.
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Figure 1.1: Worldwide SWT number of installations and corresponding capacity, subdi-
vided by country [61].

In the recent years however, due to the increase in cities population and of the
corresponding energy consumption (around 30% of the total in the only EU) [54], a
renewed interest has arisen towards the exploitation of the wind resource in the
urban environment. As it will be described in section 1.1.3 however, the design and
optimisation of SWT in such context is extremely more difficult than in its rural
counterpart.

1.1.3 The wind resource in the urban environment

In the urban environment, the interaction of wind with anthropic structures
results in an highly complex flow pattern, making the proper exploitation of its
energy an extremely challenging task.

The first and most important effect of the presence of high-density built areas
is the formation of quasi stagnant flow layer in proximity of the ground, namely
roughness layer, whose extension ranges from 2 to 4 times the average building
height [54]. As clearly visible in figure 1.2, such phenomenon is responsible for
the stratification of the atmospheric boundary layer, which divides in an external
region, associated to the freestream wind configuration, and an internal one, directly
influenced by the characteristics of the urban site.
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Figure 1.2: Stratification of the atmospheric boundary layer due to the interaction with
the urban environment [5].

The internal boundary layer in particular does not start developing from ground
level, but it is displaced in the vertical direction of a quantity d, according to the
average velocity profile ū(z) reported in equation 1.1:

ū(z) =
u∗
k

ln

(
z − d
z0

)
(1.1)

where u∗ =
√
τ/ρ is the frictional velocity, defined as the ratio between the shear

stress at ground level and the flow density, k is the Von Karman constant, usually
assumed equal to 0.4, and z0, namely roughness length, is a measure of the overall
resistance offered by the urban substrate and depends on its configuration, as
reported in table 1.1; this quantity also determines directly the displacement height
d, which can estimated as 0.75z0 [43].

In such a complicated environment, the correct positioning of the machine
becomes crucial for an optimal harnessing of the wind resource. On one hand, the
low velocity found below the displacement height makes the exploitation of the
wind in that region infeasible. On the other hand, the maximum positioning height
is limited by the buildings vertical extension. As a consequence, the SWT rotor
must be placed in the buffer zone between the roughness and the internal layers,
which is nonetheless characterised, as evident in figure 1.2, by a severe average
velocity gradient; a small error in the position estimation may result therefore in a
strong penalty in turbine performance. The estimation process represents itself a
challenging task, since, as previously described, the average velocity profile in the
roughness layer is strictly related to the detailed morphology of the urban substrate,
thus requiring ad hoc analyses with high-accuracy methods.

At the local level, the situation is further complicated by the flow features
developing around buildings. Figure 1.3 shows an overview of the most common
flow patterns found at the average building height, according to the classification
proposed by Grimmond and Oke [24]; although strongly simplified with respect to
the real case, which is fully three-dimensional, these illustrations are still able to
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Figure 1.3: Various types of wind-building interaction [54].

give a rough idea of the complexity and variety of the flows encountered by SWTs
operating in the urban environment. Three main configurations are presented:

• Isolated: for sufficiently low structural density, each building can be consid-
ered to be isolated from the others, presenting the aerodynamic characteristics
of a bluff body; the flow on the roof is characterised by a large recirculation
zone, developing from the building leading edge, and a region of skewed, ac-
celerating flow, direct consequence of the blockage effect caused by separation.
In such context, as highlighted by Mertens [43], the horizontal positioning
of the turbine is fundamental. When placed in the separated region in fact,
the machine will not only produce no power, but also be subjected to a
severe unsteady aerodynamic forcing, due to the elevated levels of turbulence
intensity. Its positioning in the skewed stream instead may even result, when
the correct turbine is chosen, in an enhancement of performance with respect
to the straight flow case. Another possibility given by this flow regime is
the installation of the machine on the ground, where the building wake is
fully recovered and the beneficial effect of urban tunnel acceleration can be
exploited when the wind blows parallel to the streets [5].

• Wake interference: for medium construction density, wind progressively
loses the possibility to recover its undisturbed status between the rough-
ness elements, so that the wake shed by one building can interact with the
neighbouring ones; although the main features of the isolated regime are still
recognizable, the whole flow pattern is severely distorted, making turbine
optimisation even more difficult.

• Skimming: for very high construction density, the urban flow configuration
changes dramatically. The wind-turbine interaction zone is shifted above
the averaged building height, while the flow at ground level is essentially
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stagnant and recirculating. In these conditions, both roughness length z0 and
displacement height d are maximised.

In general, being the actual city morphology far more intricate than the ones shown
in figure 1.3, the flow pattern characterising real applications will be a mixture of
the three base cases presented, as clearly visible in figure 1.4. It can be noted how,
in such configuration, also the roofs of the shortest buildings may be fully immersed
in a recirculation zone, thus being excluded from the available installation sites.

Figure 1.4: Schematic of the flow pattern developing in the urban environment due to
the interaction with buildings of different heights [54].

Table 1.1: Davenport classification of the various landscapes morphologies and corre-
sponding roughness level [16].

Roughness
class

Roughness
length z0

[m]
Landscape morphology

Approx.
open 0.1

Moderately open country with occasional ob-
stacles (e.g. isolated low buildings or trees)
at relative horizontal separation of at least 20
obstacle heights.

Rough 0.25 Scattered obstacles at relative distance of 8
to 12 obstacle heights.

Very rough 0.5
Area moderately covered by short buildings
at a relative separation of 3 to 7 obstacle
heights and no high trees.

Skimming 1 Densely built-up area without much building
height variation.

Chaotic 2 City centres with mix of low and high-rise
buildings (analysis by wind tunnel advised).

1.2 Small wind turbines architectures

In the context of microgeneration, the choice of the correct turbine architecture
is pivotal for the proper harnessing of the wind resource, especially in complex
environments such as the urban one (see section 1.1.3). Basing on the most recent
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data furnished by WWEA [61], the market of small wind turbines is currently
dominated by the horizontal axis configuration (HAWT), which holds a share of
74% of the total; the elevated maturity and efficiency of such technology in fact,
developed over the years in the frame of large wind farms, makes it the standard
choice for off-grid and standalone applications, which represent the majority of the
current demand (see section 1.1.2). The vertical axis concept (VAWT) accounts
only for the 18% of the market, since the interest for these machines has been
renewed only recently and it is hindered by the extreme complexity of their rotor
aerodynamics, which, as it will described in section 1.3, requires advanced modelling
and computational effort. Thanks to their robustness with respect to incoming
flow conditions however, in the future they will give a relevant contribute to energy
production in harsh environments such as cities. The remaining 6% is occupied by
hybrid or alternative concepts. A third category, which is still in the embryonic
stages, is given by Building Augmented Wind Turbines (BAWT), i.e. common wind
turbines exploiting the installation building as concentrator of the wind resource.
Such solution, if promising from a performances point of view, requires however the
complete redesign of both machines and buildings, so it will not be implemented in
the near future [42].

Figure 1.5: Power coefficient vs tip-speed ratio for different turbine architectures.

1.2.1 Horizontal Axis Wind Turbines (HAWT)

Nowadays, horizontal axis wind turbines represent the benchmark architecture
in the field of wind energy. The arrangement of the axis of rotation in parallel
direction with respect to the wind in fact guarantees a steady and efficient operation,
improved over years of aerodynamic and structural optimisation in the frame of
large wind farms.
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Figure 1.6: Exploded view of a HAWT for microgeneration [25].

In the recent years, this technology has been progressively transferred to small
scale applications, with the necessary modifications and adaptations; the three
blade configuration of the rotor has been preserved, however its connection with the
generation unit has been strongly simplified, in order to reduce investment costs, by
removing the gearbox and employing a mechanical braking system. This innovation
has been made possible by the adoption of direct drive, brushless, permanent magnet
electric generators. Following the same strategy, the active pitching and yawing
mechanisms present on large HAWTs, required to control respectively the turbine
power output and its orientation with respect to the wind, have been substituted
by their passive counterparts. The yaw system in particular is implemented in most
cases as a vaned tail mounted on the rear part of the turbine nacelle, as shown in
figure 1.6, or, in case of downwind rotors, directly on the nacelle itself [5].

As it will be described in section 1.2.2, however this downsizing operation has
not been completely successful in contexts, such as the urban one, characterised by
complex and frequently variable flow conditions, due to issues intrinsically related
to the horizontal axis configuration.

1.2.2 Vertical Axis Wind Turbines (VAWT)

Vertical axis wind turbines1are distinguished by an axis of rotation oriented in
orthogonal direction with respect to the wind. Each blade is therefore subjected
along its path to a periodic variation of the incident flow characteristics (angle of
attack, relative velocity magnitude, Reynolds number), whose amplitude is directly
related to the ratio between the peripheral speed of the blade ΩR and the freestream



1.2. Small wind turbines architectures 9

Figure 1.7: Variation of VAWT blade relative flow velocity and angle of attack over a
revolution [18].

velocity of the wind U0, or tip-speed ratio (TSR):

TSR =
ΩR

U0

(1.2)

The maximum angle of attack fluctuations are observed at the lowest tip-speed
ratios, where they bring the turbine profiles to work in stalled conditions for a
relevant portion of their revolution; such phenomenon is associated not only to an
enhanced irregularity of the overall torque production, but also to the presence
of vortex-like structures which, shed from the blades in the front part of the
machine (upwind), interact with them in the rear part (downwind), lowering their
aerodynamic performance and increasing the mechanical and vibrational load. Going
towards higher tip-speed ratios, such oscillations are progressively damped out, with
a consequent stabilisation of the rotor operation and an improvement in the global
efficiency. The corresponding increase in the blade loading is nonetheless sided by
an enhancement of the blockage exerted by the front part of the turbine on the
incoming flow, which is both decelerated and deflected in the transversal direction;
the final result is a penalisation of performance in the downwind region, which
beyond a certain TSR leads to an overall efficiency drop. In the whole operating

1In the current work, this nomenclature refers to lift-driven machines, i.e. exploiting the lifting
effect deriving from wind-blade interaction to produce positive torque. Drag-driven architectures,
such as the Savonius rotor, which instead are based on the exchange of momentum with the
incident flow, are just mentioned here for completeness. Their low efficiency and high production
cost in fact make them currently not of interest for grid-based generation.
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range and especially at the higher TSRs, the flow field is further complicated by
the presence of the rotor support system, i.e. the shaft and the struts connecting it
to the blades, which represent a source of both parasitic drag torque and vortexes
disturbing once again the downwind blade operation [2].

As it can be inferred from previous considerations, the vertical axis architecture
is characterised by an extremely unsteady and complex rotor operation, which
generally results in a maximum efficiency lower than the one achievable by HAWTs,
as shown in figure 1.5, and in a more difficult aerodynamic and mechanical optimi-
sation of the machine. Nonetheless, it presents multiple advantages with respect to
the horizontal axis configuration, especially in problematic environments such as
the urban one:

• Omni-directionality of the rotor operation: thanks to the rotational
symmetry of the rotor with respect to its axis, the operation of a VAWT is
virtually independent from the direction assumed by the wind; the consequent
lack of a yaw system, either active or passive, makes these machines not only
more simple and robust from the design perspective, but also more responsive
to the frequent flow fluctuations found in the urban environment. Small
HAWTs on the contrary, being not self-orienting, show a certain delay in
their response to variable wind conditions, with a marked inability to capture
random gusts, due to the inertia associated to their vane-based yaw system
(see figure 1.6); this device may also be responsible for enhanced vibration
and fatigue loading, in case its eigenfrequency corresponds to the one of the
large turbulent fluctuations characterising the incoming flow [42].

• Robustness with respect to skewed flow conditions: as described in
section 1.1.3, turbines positioned on top or next to buildings are normally
subjected to a skewed flow configuration, i.e. tilted of a certain angle γ with
respect to the horizontal direction. As reported by Mertens et al. [43], while
HAWTs performance is progressively penalised with increasing γ, VAWTs
are able to achieve a constant or even higher efficiency with respect to the
straight flow case, at least for γ < 40°.

• Lower noise emissions: vertical axis machines tend to work at lower tip-
speed ratios than their horizontal counterparts, thus operating with lower
noise emissions; the aerodynamic noise level of the rotor is in fact proportional
to the fifth power of the blade peripheral speed [43].

• Lower manufacturing cost: small VAWTs are characterised by an extreme
structural simplicity, especially the H-Shaped Darrieus configuration; their
blades feature only one type of aerodynamic profile over their whole span,
usually symmetric and unstaggered, in neat contrast with HAWT ones, that
presents a variation of both airfoil cross-section and chord from root to tip.
Another simplification is given by the possibility of placing the generation unit
(generator + gearbox) on the ground and by the absence of the yaw system.
The set of these characteristics results in an overall lower manufacturing cost
for the large-scale production of these machines.
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• Lower sun flickering effect: when used in the built environment, HAWTs
can cause sun flickering problems to a nearby observer, due to the low
frequency passage (lower than 20 Hz) of the blades in front of the sunrays
path. This issue is strongly dampened in VAWTs, thanks to their higher
blade passing frequency (the rotor blades pass twice in front of the sunrays
during a revolution).

At the current status of the technology nonetheless, this configuration still presents
considerable disadvantages, that so far have penalised it with respect to the hori-
zontal axis one. The large unsteadiness in torque generation results on one side in a
discontinuous electricity output, making the connection of the machine to the grid
more difficult, on the other side in a severe fatigue loading on the blades, possibly
enhanced by vibrational issues; this phenomenon is particularly dangerous in the
urban context, where the rip-off of a blade may result in the injury of the end user
[42]. A similar problem is associated to the presence of the tower, which is usually
required to position the turbine at the correct height; according to [2] in fact, the
dynamic coupling between the modes of vibration of the support structure and
those of the rotor may lead to resonance of the whole machine, with disastrous
effects on its structural integrity. The dominant issue associated to VAWTs is
however their inability to self-start, due to the extremely low aerodynamic efficiency
of the blades at the lowest tip-speed ratios; many workarounds have been proposed
to overcome the problem, such as hybrid drag/lift-driven concepts, but they are
still under study and for now they do not represent a concrete solution.

Figure 1.8: Various Darrieus rotor architectures. From left to right: H-Shaped, V-Shaped,
Troposkien and Gorlov [2].

In the context of microgeneration, the vertical axis architecture is distinguished by
a large variety of designs, most of them based on the work of the french inventor
Jean Marie Georges Darrieus, in the years from 1920 to 1940. As a consequence,
they commonly take the name of "Darrieus turbines". These machines were in the
following years further developed and engineered by various research laboratories in
the UK (University of Reading) and USA (Sandia National Laboratory, DOE) [2].

The original concept proposed by Darrieus is the Troposkien or Eggbeater, which
consists of 2 or 3 curved blades directly attached to the machine support shaft, as
shown in figure 1.8. From a structural point of view, the extreme simplicity of this
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configuration results in a lower weight and polar inertia. Furthermore, the particular
shape of its blades, which approximates the one assumed by a spinning rope hung
at its extremities, allows to minimize the overall radial bending stress associated
to centrifugal loading; this solution not only allows to reach higher rotational
speeds, but also to maximise the turbine structural efficiency, via the adoption of
high-strength composite materials; these in fact perform best under pure tension.
At given rotor swept area, this rotor geometry also results in an higher aerodynamic
efficiency with respect to other models, such as the H-Darrieus; the equatorial region
in fact, where a considerable fraction of the incoming wind is elaborated, benefits
from an higher average Reynolds number (the larger diameter corresponds to a
higher peripheral speed) and a lower influence of the tip large-scale flow structures,
thanks to the absence of free blade extremities. A relevant contribute is also given
by the lack of support struts, with the associated drag losses [48].

The major disadvantage of the Troposkien rotor is its relatively high production
effort, essentially related to the manufacturing of the blades. In such perspective,
a noteworthy improvement, although at the cost of a lower aerodynamic and
structural efficiency, is represented by the H-Shaped Darrieus turbine, as the one
analysed in the present work. The standard configuration is made up of three
straight blades, connected to the central shaft in a cantilever fashion via a set
of support arms. Their constant spanwise development makes them particularly
suited to large-scale production techniques, such as direct one piece extrusion, thus
lowering their individual cost [48].

In order to overcome some of the limits associated to this design, many variants
have been proposed over the years. One the most promising is the Gorlov turbine,
patented by Prof. Alexander Gorlov in 2001, shown in figure 1.8. Its twisted blades
are able to strongly reduce the torque ripple usually associated to VAWT operation,
achieving a more uniform power output, lower noise emissions and higher structural
reliability [2].

1.3 Aerodynamic models for VAWTs

As anticipated in section 1.2.2, the complexity of the Darrieus rotor aerodynamic
and structural behaviour makes its proper design and optimisation an extremely
challenging task, especially for problematic environments such as the urban one
(see section 1.1.3). For the purpose, high-fidelity advanced numerical models must
be employed, capable to capture the interaction between the atmospheric boundary
layer, the buildings and the turbine, together with its effect on the overall power
extraction and mechanical loading; in such perspective, it is particularly relevant
the accuracy of the method in the prediction of the wake, which plays a fundamental
role in determining the correct positioning of the machine with respect to the other
elements of the landscape, other turbines above all.

Among the several models proposed over the years, it is possible to distinguish
three main categories, characterised by different theoretical foundations, accuracy
and computational effort: the streamtube models, based on the integral conservation
of mass and momentum across the rotor, the vortex models, which evaluate the
wind-turbine interaction by enforcing the conservation of vorticity between the
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rotating blades and the wake, and the CFD models, able to achieve a complete
description of the flow field developing around the machine from the resolution of
the discretised Navier-Stokes equations over the problem domain.

1.3.1 Double Multiple Stream Tube (DMST)

The Double Multiple Stream Tube is currently the most advanced approach
of the streamtube family of methods, which derives directly from the Blade Ele-
ment Method (BEM) originally developed for HAWTs. It was proposed by Prof.
Paraschivoiu in 1983 [47] to overcome the limits of the Multiple Stream Tube (MST)
approach, not capable of modelling the deceleration induced by the upwind section
of the turbine on the flow interacting with the downwind one (blockage effect).

Figure 1.9: Discretisation of the rotor swept area into multiple streamtubes, on a plane
orthogonal to the turbine axis.

In its basic formulation, the portion of wind running through the turbine swept area
is discretised into several streamtubes in both spanwise and transversal directions,
as shown in figure 1.9. The interaction of each streamtube, which is assumed to
be independent from the others, with the turbine blades is modelled following the
actuator disk approach typical of BEM. The aerodynamic forces exchanged with
the profile result in average terms in a flow deceleration, quantified by the induction
factor αDi:

αDi =
V Di

1

V0

(1.3)

where VDi
1 is the local flow velocity at the actuator surface, V0 the freestream one.

Combining this information with the kinematic and geometric parameters of the
turbine, it is possible to evaluate the local flow conditions (blade relative velocity
magnitude, angle of attack), serving then as input for the available tabulated
polar data and so for the computation of exchanged aerodynamic forces. Since the
induction factor depends in turn from the loads on the blade via the conservation



14 Chapter 1. Introduction

of mass and momentum across the considered streamtube, the solution process has
an iterative character. The whole procedure is applied first to the upwind region
and then repeated in the downwind one, using as undisturbed velocity VD1

3 the one
assumed by the flow after its interaction with the front part of the machine, i.e.
VD1

1 . In this way, a more accurate description of the flow field across the rotor is
achieved, possibly accounting for asymmetries introduced by phenomena such as
dynamic stall or flow curvature [2]. The assembling of the information coming from
all streamtubes allows eventually to derive the angular profiles of the quantities of
interest (extracted power, torque, transversal and streamwise thrusts, etc. . . ) over
a rotor revolution.

Generally speaking, the DMST model has proven to be quite reliable in the
prediction of the turbine global performances, i.e. power and thrust coefficients,
when integrated by the proper set of sub-models (flow curvature, dynamic stall,
streamtube expansion, struts losses, etc . . . ). Its accuracy nonetheless drops
significantly at the local level, in terms of both instantaneous flow conditions and
loads on the blades; such deficiency can be mainly attributed to the intrinsically low
resolution of the method, which is not able to capture neither the flow pattern in the
wake nor the vortical structures shed during rotor operation. In such perspective,
a relevant contribution is given by the assumption of considering the streamwise
induction factor only, not accounting for flow deflection in transversal direction [8].
Furthermore, the method is not able to cope, due to its own formulation, with not
uniform flow inlet conditions, resulting unsuitable for the simulation of complex
and turbulent environments.

As a consequence of the combination of these characteristics and its very
low computational effort, the DMST finds its natural field of application in the
preliminary design of VAWTs.

1.3.2 Vortex methods

Vortex methods represent a special category in the frame of aerodynamic models.
They exploit the conservation of vorticity, rather than that of mass and momentum,
to evaluate the mutual interaction between the flow field developing around the
turbine blades and in the wake and the exchanged aerodynamic forces. Depending on
how this concept is implemented, it is possible to distinguish two main approaches:
the Lifting Line Theory (LLT) and Vortex Panel Method (PM).

Lifting Line Theory (LLT)

In Lifting Line Theory, the bound vorticity field around the blade is discretised
as a spanwise array of single vortex filaments, concentrated in the center of pressure
of the respective blade sections. The strength of each vortex source is expressed
in terms of circulation Γ, defined as the line integral of the velocity U along the
profile or, in an equivalent way, as the surface integral of the vorticity field ω:

Γ =

∮
C

U · dl =

∫∫
S

ω · dS (1.4)
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and related to the lift and drag components of the exchanged aerodynamic force
via the Kutta-Joukowsky theorem. In order to evaluate the effect of wind-blade
interaction on the global flow field, the conservation of circulation stated by the
Kelvin theorem is exploited:

dΓ

dt
=
dΓairfoil
dt

+
dΓwake
dt

= 0 (1.5)

According to equation 1.5, a variation over time of the aerodynamic load on the
profile and so of the bound vorticity Γairfoil results in the shedding of a free-floating
vortex filament in the wake, as shown in figure 1.10a; the simultaneous action of
the two vortex systems results in a deformation of the undisturbed velocity field,
quantified by the Biot-Savart law. Combining this information with the kinematic
and geometric parameters of the turbine, it is possible to compute the average
profile relative flow velocity and angle of attack; these two quantities are used in
turn to evaluate the exchanged aerodynamic forces via available tabulated CL, CD

coefficients. As a consequence, the whole process has an iterative character.

(a) LLT [35] (b) PM

Figure 1.10: Comparison between the discretisation strategies adopted in LLT and PM
vortex methods.

The method formulation is intrinsically unsteady, since the progressive build-up of
concentrated vorticity filaments in the wake modifies the predicted velocity field
over time. If on one side this implies an increase in the overall computational
time, dictated by the necessity of reaching a periodic solution, on the other side
it determines a relevant improvement in temporal accuracy with respect to BEM
models, making LLT suitable for the simulation of the turbine transient behaviour,
e.g. start-up, or for aeroelastic applications. In contrast with DMST, this approach
is also able to fully resolve the flow field developing around the machine, including
the wake, with a relatively low modelling effort; many of the phenomena for which
the DMST requires an ad hoc sub-model, such as tip losses, are in fact already
embedded in LLT base formulation [35].

Vortex Panel Method (PM)

In contrast with LLT, the Panel Method (PM) adopts a local approach, focused
on evaluating the vorticity field developing around the airfoil and in the wake.
For the purpose, the turbine blade is discretised into multiple panels, each one
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characterised by its own value of flow velocity and bound vorticity, as shown in
figure 1.10b. The solution procedure follows the same principles adopted in LLT,
even if with an important difference; the assessment of lift and drag forces in fact
does not rely any more on tabulated coefficients given in input to the solver, but
is carried out by integrating directly the computed pressure field over the airfoil
surface. More information about the governing equations and the solution algorithm
can be found in appendix A.

In the frame of VAWTs simulation, the PM method presents a relatively high
computational effort, considering its resolution capability; in order to accommodate
the development of the flow field around the rotor in fact, the number of panels
progressively increases over time. Therefore, it has been partially overshadowed by
the other approaches. Nonetheless, its reliability and efficiency in the computation
of aerodynamic coefficients in the attached flow region has made it one of the
standard tools for the derivation of polar data.

1.3.3 Computational Fluid Dynamics (CFD)

Computational Fluid Dynamics (CFD) is an extremely powerful simulation
technique, capable to reproduce a wide variety of flows with a relatively high
accuracy. Thanks to these characteristics, this technique has become a standard
research and verification tool in many sectors of the industry, such as the aerospace
or the automotive one, where it has replaced in many aspects the experimental
analysis; as a matter of fact, it allows not only a significant reduction of the time
and costs associated to a new testing campaign, but also to study systems in which
measurements are very hard or impossible, for instance the combustor of a jet engine
or the tip of a large HAWT blade. Its main drawbacks are the elevated difficulty of
implementation, which requires expertise in both fluid mechanics, numerical analysis
and informatics, and its large computational effort, which in many cases represents
a strong limit on the accuracy of the method. In the recent years however, the latter
issue has been partially resolved by the availability of affordable high-performance
hardware and computer clusters, further promoting the diffusion of this technique.

Governing equations

The main aim of CFD is the resolution of a specific flow pattern via the
application of the conservation laws regulating the mechanics of fluids, here reported
in differential form, i.e. for an infinitesimal control volume. It is possible in particular
to distinguish three main governing equations, one for mass, one for momentum
and one for energy.

The mass conservation equation imposes the variation over time of the mass
contained in one fluid volume to be equal to the net mass flow across its faces, thus
ensuring the continuity of the global flow motion, i.e. the absence of separation or
compenetration between its constitutive elements:

∂ρ

∂t
+∇ · (ρU) = 0 (1.6)

The momentum conservation equation enforces the congruence, derived from New-
ton’s second law of dynamics, between the rate of change of momentum ρU of the
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considered control volume, the momentum fluxes across its faces and the whole set of
external forces applied on it, which includes both volume and surface contributions.

∂(ρU)

∂t
+∇·(ρU⊗U) = ρf−∇P +∇ · [µ(∇U +∇UT )]−∇ ·

(
2

3
µ∇ ·U

)
︸ ︷︷ ︸

surface stresses

(1.7)

From the corresponding term in equation 1.7, it is possible to distinguish two types
of surface stresses: an inviscid normal stress component, associated to the pressure
gradient ∇P, and a viscous one. The latter can be further divided into a shear
contribution, proportional to the deviatoric component of the velocity gradient
tensor (∇U + ∇UT) via the dynamic viscosity µ (newtonian fluid), and a normal
one, representing the effects of volumetric expansion on the flow and related to the
divergence of the velocity vector ∇· U. Volume forces instead, such as gravitational
or electromagnetic fields, are embedded in the source term ρf.

Finally, the energy conservation equation, or first law of thermodynamics,
regulates the variation of the control volume total energy ρe, defined as the sum of
internal and kinetic energy, with respect to the exchanged fluxes, heat and external
forces work across its boundaries:

∂(ρe)

∂t
+∇ · (ρeU) = ρf ·U −∇ · (PU) +∇ · [µ(∇U +∇UT ) ·U ]

−∇ ·
(

2

3
µ(∇ ·U) ·U

)
+ ρQ+∇ · (λ∇T )

(1.8)

It must be noted the presence of two additional terms with respect to equation 1.7,
given by heat volumetric generation ρQ and diffusion across the cell faces, related
to temperature gradient ∇T via the material thermal conductivity λ.

The set of equations 1.6, 1.7 and 1.8 takes the name of compressible Navier-
Stokes (NS) equations, a non-linear, partial differential system which regulates
the behaviour of most fluid flows. Its resolution is extremely difficult due the
presence of many non-linear coupling terms, in particular the momentum convective
flux ∇ · (ρU ⊗ U) from equation 1.7, responsible for the elevated complexity
characterising the CFD technique.

Solution algorithm

Most CFD codes, such as the OpenFOAM framework used for the current work,
rely for the resolution of the NS equations on the Finite Volume Method (FV),
consisting in the discretisation of the domain into a series of control volumes, or cells,
which can assume different shapes according to the geometry and the characteristics
of the problem to be solved. The resulting computational grid is called mesh. As
shown in figure 1.11a, each cell is identified by its centroid xP, where the local
values of the fields of interest (velocity, pressure, etc. . . ) are defined, and by an
arbitrary number of faces, each one with its own centroid xf , where the interaction
with neighbouring cells occurs. Definition of these two quantities can be found in
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equations 1.9 and 1.10:

xP :

∫
V

(x− xP )dV = 0 (1.9)

xf :

∫
S

(x− xf )dS = 0 (1.10)

where V is the cell volume, S the surface of the considered cell face and x the
position of the generic point in space.

(a) Generic control volume [28] (b) Unstructured mesh

Figure 1.11: Overview of the discretisation strategy used in the finite volume method.

This fundamental unit serves as support for the application and subsequent res-
olution of the integral conservation laws deriving from the physical modelling of
the system. Such process can be illustrated starting from the generic unsteady
convection-diffusion equation in integral form, commonly found in most fluid-
dynamic applications:∫

V

∂(ρϕ)

∂t
dV︸ ︷︷ ︸

time derivative

+

∫
V

∇ · (ρUϕ)dV︸ ︷︷ ︸
convection term

−
∫
V

∇ · (ρΓϕ∇ϕ)dV︸ ︷︷ ︸
diffusion term

=

∫
V

qϕdV︸ ︷︷ ︸
source term

(1.11)

Depending on the term of equation 1.11 considered, different discretisation strategies
are adopted:

• Time derivative term: the time derivative term accounts for the variation
over time of the generic quantity ϕ in the cell volume. There are many
approaches to its discretisation, however in this context it has been decided
to present only the simplest and more robust one, i.e. the Euler scheme;
considering only the temporal evolution of the centroid value ϕP and assuming
its linear variation over the cell volume, it is possible to write the time
derivative term as: ∫

VP

∂(ρϕ)

∂t
dV =

ρPϕ
n
P − ρPϕoP

∆t
VP (1.12)
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where the superscripts n and o refer respectively to the current and previous
timesteps, while ∆t is the adopted temporal discretisation. Depending on
which temporal field the spatial terms are evaluated from, the method is
defined as explicit or implicit; due to the intrinsic instability of the former,
the latter represents the standard in most CFD codes.

• Convection term: the convection term models the bulk mass transport
of the generic quantity ϕ between two regions of the flow domain, in this
case represented by two neighbouring cells. Exploiting the Gauss divergence
theorem, it is possible to transform the volume integral contained in equation
1.11 in a surface one, which is then distributed among the different faces of
the considered cell. Evaluation of these surface integrals occurs in most cases
via the midpoint rule (linear variation of ϕ over the face), even though more
advanced methods are available:∫

VP

∇ · (ρUϕ)dV =
∑
f

∫
Sf

(ρUϕ) · dS =
∑
f

Sf · (ρU)fϕf

=
∑
f

Ffϕf

(1.13)

where Ff is the face mass flux, while the subscript f refers to quantities
evaluated at the face centroid xf . In such perspective, the differentiation
scheme used to extrapolate ϕf from the corresponding cell centroid values
plays a fundamental role in determining the overall accuracy and stability of
the method.

• Diffusion term: the diffusion term models the transport of the generic
quantity ϕ from an high- to a low-concentration region in the flow domain.
Its discretisation procedure is similar to the one used for convection, leading
to the following expression:∫

VP

∇ · (ρΓϕ∇ϕ)dV =
∑
f

∫
Sf

(ρΓϕ∇ϕ) · dS =
∑
f

(ρΓ)fSf · (∇ϕ)f (1.14)

where Γf is a characteristic diffusion constant, while (∇ϕ)f is the ϕ face
gradient, whose value is extrapolated from the information available at the
centroids of neighbouring cells via an ad hoc differentiation scheme.

• Source term: the source term includes the contributions of all the phenomena
which cannot be modelled as convective or diffusive and is in the most general
case an arbitrary function of ϕ. Its discretisation procedure is similar to the
one used for the time derivative term, leading, after its proper linearisation,
to the following expression:

qϕ = Cq1 + Cq2ϕ →
∫
VP

qϕdV = Cq1VP + Cq2VPϕP (1.15)

where Cq1, Cq2 are two constants deriving from the linearisation process.
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The final result of the discretisation process is the conversion of the initial partial
differential equation 1.11 to its algebraic equivalent, being for the single cell:

aPϕ
n
P +

∑
N

aNϕ
n
N = RP (1.16)

while for the entire system it becomes:

[A][ϕ] = [R] (1.17)

where [A] is a sparse matrix, with coefficients aP on the diagonal and aN off the
diagonal, [ϕ] is a vector containing the centroid values of ϕ for all control volumes,
while [R] is the source term vector. Resolution of equation 1.17 occurs via ad hoc
algorithms, such as the PISO described in section 3.1.2 and used in the current
work, after the proper boundary and initial conditions have been applied. For a
detailed description of the Finite Volume method, please refer to [28].

CFD models for VAWTs

In the frame of VAWTs analysis, the great flexibility of the CFD technique has
given birth over the years to a wide variety of methods, aimed at finding the best
trade-off between accuracy, implementation effort and computational time.

As a matter of fact, the direct application of CFD to VAWTs, which implies the
full solution of the incompressible NS equations (see section 3.2) and the complete
discretisation of the rotor geometry, as shown in figure 1.12a, have proved to be too
cumbersome to be used for design and optimisation, thus remaining restricted to
the research context; the elevated mesh density and reduced timestep required to
resolve the complex aerodynamics of Darrieus rotors make the simulation of these
machines extremely heavy, if not infeasible for the currently available computational
power, even with a full turbulence modelling (RANS).

Among the different approaches that have been proposed, two in particular
stand out: the actuator swept-surface (ASSM) and the actuator line method
(ACL). Both methods combines a BEM-based modelling of the turbine with the
Finite Volume (FV) discretisation of the flow domain; each blade is divided into N
elements, assumed to behave aerodynamically as a two-dimensional airfoil. The
forces exchanged with the wind are determined from the local flow conditions, via
the available tabulated polar data; they are then plugged into the computational
grid, so that the flow field around the machine can be accurately resolved by means
of CFD. In the ASSM, the wind-blade interaction is modelled in a steady way, by
distributing the time-averaged actuator forces over the turbine swept area (see fig.
1.12b). For the H-Shaped Darrieus rotor for instance, this surface takes the form of
an actuator cylinder. In the ACL instead, each blade is replaced by a dynamically
equivalent actuator line, introducing aerodynamic forces at each timestep into the
computational grid basing on its current position and the instantaneous local flow
conditions (see fig. 1.12c); this approach allows a more accurate resolution of the
interaction between the turbine blades and time-variant structures such as vortexes
or their own wakes [51]. A detailed description of the method can be found in
section 3.1.
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(a) CFD (fully resolved) [1]

(b) ASSM [51] (c) ACL [51]

Figure 1.12: Comparison between the different rotor discretisation strategies adopted in
the CFD (fully resolved), ASSM and ACL methods.

The main advantage of ASSM and ACL is a strong reduction of the implementation
effort and elaboration time associated to a fully resolved CFD simulation; being
based on blade-element theory, they do not require in fact the resolution of the
boundary layer encompassing the blade surfaces, with a corresponding strong
decrease in the required computational resources [51]. Such feature, combined with
the virtually unlimited variety of flows manageable by CFD, makes them the most
promising tool for the simulation of VAWTs in complex and turbulent environments,
the urban one above all. Their main drawback, inherited from BEM, is the elevated
sensitivity to input aerodynamic data and employed sub-models, which thus demand
extreme care in their derivation and implementation. For the same reason, this
class of models usually requires a large experimental and numerical validation effort,
before they can be used in a reliable way.





Chapter 2

Wind Tunnel Tests

In this chapter, a detailed overview of the experimental campaign, which served
as validation benchmark for the ACL simulation tool employed in the current work,
is presented. In particular, the H-shaped rotor used for the tests is thoroughly
described in section 2.1, while the characteristics of the testing facility and the
set-up of the measurement apparatus are reported in section 2.2. The chapter is
completed by the illustration of the post-processing techniques adopted to derive
the benchmark data from the raw experimental ones (see section 2.3).

2.1 Test turbine

Object of both the experimental and numerical test campaigns presented in the
current work is a real-scale H-Shaped Darrieus turbine for microgeneration (see
figure 2.1a), whose main specifics are reported in table 2.1.

The rotor, designed by the company Tozzi-Nord Wind Turbines, features three
straight blades, arranged at an angular distance of 120° one from the other and con-
nected to the central shaft by means of a set of aerodynamically shaped aluminium
spokes. Each blade was manufactured by covering a wood core with a carbon fiber
reinforced polymer (CFRP) shell, obtained with the technique of infusion molding.

In occasion of the experimental campaign, such component was mounted on an
ad hoc test bench, illustrated in figure 2.1b, which hosted on hand the power unit,
properly controlled by means of an inverter to achieve a constant turbine rotational
speed, on the other hand the performance measurement system. The latter was
equipped by the staff of University of Trento with the following set of calibrated
sensors:

• two axial accelerometers, installed on the upper part of the supporting mast
to monitor the streamwise and transversal vibrations of the structure.

• two strain gauge bridges, mounted on the rotor shaft in order to measure both
streamwise and transversal aerodynamic thrusts.

• an absolute encoder, required to measure the turbine rotational speed and the
azimuthal position of the rotor.

23
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• a torque meter, inserted between the elastic joints connecting the rotor to the
test bench, to measure the mechanical torque at the shaft.

A complete description of both turbine and test bench, including quoted dimensions,
can be found in [4].

(a) Turbine rotor (b) Sketch of the test bench

Figure 2.1: Test H-Shaped Darrieus turbine [17].

Table 2.1: Characteristics of the H-Shaped Darrieus turbine used in wind tunnel tests.

Blade height (2H) [m] 1.457
Rotor diameter D [m] 1.030
Blade profile NACA0021 (unstaggered)
Number of blades Nb [-] 3
Solidity σ=Nbc/D [-] 0.25

2.2 Experimental set-up

The tests were carried out in the large-scale wind tunnel of the Politecnico di
Milano (Italy), in particular in the high-speed, low-turbulence section of the facility;
this closed-loop test chamber (4 m wide, 3.84 m high and 6 m long) features two
rows of seven electric driven fans, with an overall installed capacity of 1.4 MW,
allowing to reach wind velocities up to 55 m/s. The presence of an anti-turbulence
system, consisting in a combination of honeycombs and special screens, ensures
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a steady and spatially uniform flow, with a measured turbulence intensity at the
chamber inlet lower than 1%; this controlled conditions, although different from
those experienced by the machine during its actual operation, are ideal for the
successive validation of simulation tools, which may suffer from the uncertainty in
the input data [4].

(a) Measurement section [17] (b) Bottom view of the open chamber set-up [4]

Figure 2.2: Overview of the set-up used for the open-jet tests.

In order to minimize the interference (blockage) exerted by the wind tunnel, the
full cross-section of the chamber was exploited, removing the mobile test room and
placing the machine in the centre of the jet, as shown in figure 2.2; the presence of
physical walls limits in fact the expansion of the flow around the turbine, leading to
an acceleration of the corresponding streamtube and so in an overestimation of the
global machine performance with respect to the real case. According to [17], this
open-jet configuration allowed to mimic almost perfectly the open-field operation
of the turbine, with a blockage correction limited to the 1.5%.

Depending on the considered quantity, different measurement systems were
implemented; as anticipated in section 2.1, an ad hoc test bench, directly connected
to the rotor, was employed for the monitoring of torque and rotational speed, while
the investigation of the flow development in the wake was carried out via two
instrumented traverses, positioned respectively 0.75D and 1.5D downstream of
the shaft. Each traverse consisted of 21 sampling points and extended 3 turbine
diameters in transversal direction and 1.25 blade half-heights in the spanwise one,
so that a full coverage of the wake could be ensured also at the highest TSRs, where
it notably expands with respect to the machine cross-section [17]. Measurements of
the velocity field were performed by means of two 5 µm diameter hot wire probes,
operating in constant temperature mode and with a sampling frequency of 40 kHz;
the first was installed in streamwise direction, exposing the wire in the transversal
one in order to record the velocity magnitude, while the second was aligned with
the rotor axis and rotated of ±45° with respect to the transversal direction, so that
it could monitor the local flow angle. For both sensors, uncertainty in the velocity
measurements resulted about 2% after calibration in a low-speed jet. The pressure
field was sampled instead via a directional pneumatic five hole probe, which also
served as support for the reconstruction of the three-dimensional velocity field. For
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the purpose, the instrument was calibrated over an angular range of ±24° in all
main directions, yielding an uncertainty of 10 Pa for pressure and ±0.2° for flow
angles. Full documentation of the measurement system can be found in [4, 17, 48].

Table 2.2: Summary of the different test conditions investigated during the experimental
campaign. Each quantity is reported together with the corresponding uncertainty u [4].

U0

[m/s]
uU0[95%]

[m/s]
T
[°C]

uT[95%]

[°C]
ρ
[kg/m3]

uρ[95%]

[kg/m3]
Ω
[rpm]

uΩ[95%]

[rpm]

6.09 0.12 24.95 0.12 1.160 0.0018 398.47 0.05
6.53 0.12 25.90 0.12 1.155 0.0018 400.21 0.05
7.99 0.12 25.03 0.12 1.157 0.0018 400.31 0.06
9.02 0.12 25.76 0.12 1.155 0.0018 400.97 0.05
10.01 0.12 25.03 0.12 1.157 0.0018 401.09 0.06
12.00 0.12 25.03 0.12 1.154 0.0018 400.75 0.05
14.13 0.12 25.03 0.12 1.154 0.0018 400.52 0.05
14.36 0.12 26.90 0.12 1.153 0.0018 401.20 0.05
16.18 0.12 25.03 0.12 1.153 0.0018 400.08 0.09

2.3 Experimental data post-processing

In order to extract synthetic information about turbine performance and wake
development, necessary for the characterisation of the machine behaviour and for
the successive validation process, the raw data coming from wind tunnel tests was
subjected to a dedicated post-processing.

A preliminary step consisted in the estimation of the blockage correction U’0/U0,
to be applied to the measured freestream velocity U0. In such perspective, the
model proposed by [41] for bluff bodies in open-jet flow was employed:

U ′0
U0

= 1 + εS + εN + εC (2.1)

where the term εS is associated to jet expansion, εN to the perturbation induced
by the nozzle and εC to the presence of the collector downstream of the turbine.
The final result is an overall blockage correction of 1.5%, which, being of the same
order of magnitude of the uncertainty in the measured freestream velocity, was
considered to be negligible [17].

Mechanical torque, shaft bending moment and rotational speed records, with a
duration of 3 min. for each operating condition, were ensemble averaged over the
rotor azimuthal position, obtaining the corresponding profiles over a revolution;
associated measurement errors were computed as category A uncertainties, con-
sidering a confidence interval of 95%. This data served then as starting point for
the derivation of other quantities of interest, such as aerodynamic torque T, rotor
thrust FX, and extracted power, together with their normalised coefficients:
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• Torque coefficient CT:

CT =
T

0.5ρADU2
0

(2.2)

• Thrust coefficient CX:

CX =
F̄X

0.5ρAU2
0

(2.3)

• Power coefficient CP:

CP =
T̄Ω

0.5ρAU3
0

(2.4)

where symbols with the overbar represent quantities arithmetically averaged over
the turbine revolution period. The correspond uncertainty was evaluated via error
propagation and shows a relevant sensitivity to the tip-speed ratio.

Velocity measurements were instead subjected to a triple decomposition pro-
cedure, aimed at separating the time-mean velocity component UTM from the
deterministic and unresolved unsteady ones, respectively UPER and UTU:

U(t,X, Y, Z) = UTM(X, Y, Z) + UPER(t,X, Y, Z) + UTU(t,X, Y, Z) (2.5)

For the purpose, each experimental record was fractioned using as fundamental unit
the blade passing period (BPP=1/(ΩNb)), in turn divided into a certain number of
samples NPER basing on the adopted temporal resolution ∆t. In such context, the
time-mean velocity component UTM was computed as standard arithmetic average
over the whole sampling time:

UTM(X, Y, Z) =
1

NBPP ·NPER

NBPP∑
i=1

NPER∑
j=1

U(i, j,X, Y, Z) (2.6)

The phase-resolved component UPER on the other hand, related to the periodic
unsteadiness promoted by the motion of the blades, was evaluated by ensemble
averaging among values acquired at the same phase j, i.e. azimuthal position of
the rotor, for all the different BPPs available and then subtracting the time-mean
component:

UPER(j,X, Y, Z) =
1

NBPP

NBPP∑
i=1

[U(i, j,X, Y, Z)− UTM(X, Y, Z)] (2.7)

Fundamental for such operation was the synchronisation of velocity measurements
with the blade motion (phase-locking), carried out exploiting the absolute encoder
mounted on the rotor as key-phasor. The information about periodic unsteadiness
was further synthesised by evaluating the RMS average of UPER and normalising it
over the freestream velocity:

IPER(X, Y, Z) =
1

U0

√∑NPER

j=1 [UPER(j,X, Y, Z)]2

NPER

(2.8)
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The decomposition process was eventually completed by the assessment of the
unresolved/turbulent unsteady velocity component UTU, obtained by subtracting
the other two components from the original signal:

UTU(t,X, Y, Z) = U(t,X, Y, Z)− UTM(X, Y, Z)− UPER(t,X, Y, Z) (2.9)

The latter served then as starting point for the derivation of the periodic phase-
resolved streamwise turbulent intensity ITU,PER:

ITU,PER(j,X, Y, Z) =
1

U0

√∑NBPP

i=1 [UTU(i, j,X, Y, Z)]2

NBPP

(2.10)

which was further reduced to the streamwise turbulence intensity ITU by RMS
averaging it over the blade passing period, so that a global index of the turbulence
strength in a determined location of the wake could be achieved:

ITU(X, Y, Z) =

√∑NPER

j=1 [ITU,PER(j,X, Y, Z)]2

NPER

(2.11)

Full documentation of the adopted post-processing techniques can be found in [48].
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CFD Model

In this chapter, the methodology followed for the construction of the numerical
model of the turbine is presented. More in detail, the ACL method and its
integration in OpenFOAM, together with the applied sub-models, are described in
section 3.1, while the implementation of the FV discretisation of the flow domain is
thoroughly reported in sections 3.2, 3.3, 3.4 and 3.5.

3.1 Actuator Line Method (ACL)

The Actuactor Line Method (ACL) is a hybrid approach developed by Shen
and Sørensen [53], which combines a BEM-based modelling of the turbine with the
FV discretisation of the flow domain (see section 1.3); in particular, each blade is
replaced by a dynamically equivalent actuator line, introducing aerodynamic forces
into the computational grid basing on its current position and local flow conditions.

This method is able to provide a relatively accurate and complete description of
the unsteady, three-dimensional flow field developing around Darrieus rotors, in
particular of the wake shed by the machine, at reduced implementation effort and
elaboration time with respect to a fully resolved CFD simulation; in fact, being
based on blade-element theory, it does not require the resolution of the boundary
layer encompassing the blade surfaces, with a corresponding strong decrease in
the required computational cost [51]. The absence of the boundary layer also
represents a major advantage in the implementation of LES turbulence models, that
notoriously suffer from issues in the treatment of the near-wall region [58]. These
characteristics, combined with the virtually unlimited variety of flows manageable
by CFD, make it the most promising tool for the simulation of VAWTs in complex
and turbulent environments, such as high-density built areas.

Its main drawback, inherited from BEM, is the elevated sensitivity of the solution
to input aerodynamic data and employed sub-models, which thus demand extreme
care in their derivation and implementation. For the same reason, the ACL usually
requires a large experimental and numerical validation effort, before it can be used
in a reliable way.

29
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3.1.1 Algorithm

In the general ACL formulation, each blade is replaced by an rotating actuator
line, whose law of motion is defined in equation 3.1:

ϑ = Ωt+
2π

3
(i− 1) for i=1:3 (3.1)

where ϑ is the blade angular position, Ω is the turbine rotational speed, i the blade
number. At the generic timestep, the grid cells encompassing the blade line are
identified basing on its current position and used to discretise the blade into N
independent elements, assumed to behave aerodynamically as a two-dimensional
airfoil. For each of these elements, the undisturbed flow velocity vl is extracted from

Figure 3.1: Cross-sectional view of the actuator line, identified by the blue dot, in the
computational mesh. The cell size is here exaggerated for illustration reasons [51].

local flow field by means of an ad hoc algorithm (EVM), which will be described
in section 3.1.2, and combined with the blade peripheral velocity vtr = ΩR to
obtain the relative velocity vector vr, according to equation 3.2. For the purpose,
directions normal n and tangential t with respect to the vector connecting the
turbine axis with the blade-support arm attachment point are considered:

vr = vl − vtr = (vl,t − ΩR)t+ vl,nn (3.2)

The magnitude vr and angle ϕ of the relative velocity vector with respect to
tangential direction can be then easily derived and used to evaluate the blade angle
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(a) Absolute frame of reference (b) Relative frame of reference

Figure 3.2: Frames of reference adopted for the description of the interaction bewteen
the wind and the rotating blade [14].

of attack α and the chord-based Reynolds Number Re, required to extract the
corresponding lift and drag coefficients CL, CD from available tabulated data:

vr = |vr| → α = ϕ− β (3.3)

ϕ = ∠vr → Re =
vrc

ν
(3.4)

where β, c are respectively the blade pitch angle and chord, while ν = µ/ρ is the
air kinematic viscosity. Eventually, aerodynamic forces associated to each blade
element/intersected grid cell are calculated according to their standard definition:

L =
1

2
ρv2

rCL(α,Re)chcell · l (3.5)

D =
1

2
ρv2

rCD(α,Re)chcell · d (3.6)

with l, d unit vectors indicating the lift and drag directions, while hcell is the
extension of considered cell along the actuator line. As final step, the effect of wind-
turbine interaction on the flow is modelled by inserting new-found integral forces
into the selected cell as volume source terms, directly modifying the discretised
incompressible NS momentum equation (see section 1.3.3) with a corresponding
body force f :

f =
L + D
Vcell

→ ∂(ρU)

∂t
+∇ · (ρU ⊗U)−∇ · (µ∇U) + f = −∇P (3.7)

From there, the velocity field is resolved via a proper FV solution algorithm, e.g.
PISO, and then used as input for the following timestep.
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3.1.2 Numerical implementation - DarrieusSolver

The actuator line method was implemented in OpenFOAM 2.3.x by M. Caglioni
in its master thesis [14], by integrating the transient incompressible solver pisoFoam
with the algorithm described in section 3.1.1 and various auxiliary subroutines, e.g.
EVM and RK. The final result is the DarrieusSolver solver employed for this thesis.

Flow Field

EVM: Relative velocity 

vector is extrapolated 

from velocity field via ad 

hoc sampling algorithm.

Actuator Line(AL): Aerodynamic forces 

are evaluated basing on turbine properties 

and airfoil characteristics. Possible correc-

tions can be applied to the base model.

Regularization Kernel (RK):

Aerodynamic load is inserted into 

the grid as volume force, according 

to a specific distribution.

PISO: Flow field resolution

Flow Field

Time advancement:

- evaluation of new blade position

- grid intersection setting

- relative velocity vector is saved

  to initialise new EVM procedure

- previous time step flow field is 

  used as input for new one

Sub-models

L,D

f

α,vr

vro

Figure 3.3: Series of operations performed by the solver on the single blade element.

The code takes as input the tabulated polar data required for the computation
of aerodynamic forces, and two dictionaries, turbineProperties and actuactorFor-
ceParam:
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• turbineProperties gathers the structural and operative characteristics of the
machine (number of blades, hub position, rotational speed, etc . . . ). It also
contains detailed information about the blade geometry, defined by spanwise
distributions of selected parameters, e.g. chord length, pitch angle, airfoil
type, etc . . . ; this allows elevated modularity and flexibility of the code in
the simulation of various turbine configurations, possibly including arbitrary
pitch histories.

• actuactorForceParam contains instead all the information required to set-up
solver operation. The latter includes the settings of the EVM, the RK and
the various sub-models available.

Once all the required data has been gathered, the resolution process occurs for
each of the blade-elements/grid cells in which turbine blades have been discretised,
according to the diagram in figure 3.3. It can be noted how there is also the
possibility to implement user-defined sub-models directly into the ACL algorithm,
in order to raise the overall prediction capability; such feature was used extensively
in the development of the present work, as thoroughly described in sections 3.1.4,
3.1.5 and 3.1.6. Eventually, integral blade forces are assembled together from
single contributions, and used to evaluate the global performances parameters of
the turbine (streamwise thrust, torque, power); these are yielded as output in
the thrustTorquePower file, together with extensive report of single blade loading
history ("blade*" files).

As anticipated, different sub-algorithms are used in the code:

EVM In the frame of ACL methods, one of the core issues is the extraction of
the undisturbed velocity vector vl from the resolved flow field, to be used for the
computation of aerodynamic forces. Among the many approaches which have been
proposed, two in particular have found application in research or commercial codes:
the undisturbed and local velocity evaluation methods [7].

The first, commonly employed in structural solvers, assumes the undisturbed
velocity to be equal to the freestream wind one at the rotor plane under consideration;
as a consequence, both implementation effort and accuracy are strongly reduced,
not accounting for local wind-blade interaction phenomena ( induction, turbulent
fluctuations, aeroelastic forcing, etc. . . ).

A noteworthy improvement is introduced by the second one, whose formulation
is based on the hypothesis that the velocity vector sampled in the force application
point is equal to the undisturbed one; in fact, according to both Kutta-Joukowsky
and Biot-Savart theories, in that particular location the effect of bound-vortex
induction is null. In spite of its higher accuracy in the local interaction description,
this method presents relevant flaws from both a theoretical and numerical point
of view: on one hand, underlying assumptions derive from potential flow theory,
hardly extendable to the viscid, unsteady flow characterising the turbine blade
operation. On the other hand, the upwash/downwash phenomena related to the
airfoil bound vorticity are responsible for strong velocity angle gradients at the
local level, making the simulation results extremely sensitive to the position of the
sampling point and so jeopardizing the code robustness [7].
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Figure 3.4: Schematic of the positioning of the EVM sampling line with respect to the
airfoil and the incoming flow [14].

In order to combine the robustness of the undisturbed and the accuracy of the
local approaches, Schito [49] introduced the Effective Velocity Model (EVM), which
exploits a sampling line to probe the velocity field at an arbitrary distance upstream
of the airfoil under consideration; this velocity profile is then spatially averaged to
obtain the mean vl magnitude and direction. As it can be easily inferred, overall
performance is strongly dependent on the sampling system configuration, which
has to be carefully tuned for the method to provide reliable results. This work was
done in their master thesis by Bernini and Caccialanza [7], who identified, after an
extensive simulation campaign, the three main parameters affecting the sampling
system efficiency and their optimum values:

• Position: the sampling line optimal distance from the airfoil, i.e. the actuator
line, was derived from a comparison between ACL and fully resolved CFD
simulations of a test airfoil, at fixed freestream conditions. Basing on obtained
results, a value of 1.5 hcell, with hcell characteristic cell dimension, was chosen
as the one minimizing the evaluation error on both velocity magnitude and
direction, still allowing the sampling line to be sufficiently close to the profile
for local effects to be taken into account.

• Length: the sampling line length was optimized following the same approach
adopted for its positioning, focusing this time on the angular deviation of
the probed flow from the imposed undisturbed one; as a matter of fact, the
lift-related bound vorticity around the airfoil deflects the incoming flow from
its original direction, introducing an error in the velocity data acquisition
phase. Optimal length was found to be 5 hcell.

• Direction: the sampling line direction was chosen to be orthogonal to the
relative velocity one, so that spurious contributions from blade translational
motion could be avoided. If this strategy was not problematic in the study of
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Bernini and Caccialanza, since HAWTs have a relatively steady operation, it
became a serious issue in the adaptation of the code to VAWTs operated by
Caglioni [14]; for those machines in fact, the blade relative velocity direction
changes continuously over time, especially in the downwind section, where
it is enhanced by the blade-wake interaction phenomenon. Solution to the
problem was the initialisation, under the hypothesis of sufficient temporal
resolution of the simulation, of the EVM procedure with the relative velocity
direction vr,o coming from the previous timestep, as shown in figure 3.3.

Although minimised in the optimisation phase, the error introduced by the EVM in
the reference velocity evaluation was still too high for the method to be considered
accurate. Consequently, the calibration process was completed with the construction
of a semi-empirical model, quantifying the effect of distortion induced by the wind-
blade interaction on the undisturbed flow at the selected sampling position, i.e. 1.5
hcell. Testing strategy was the same adopted for the algorithm optimisation. From
the tests, the following set of corrections was derived:{

vl = vEVM ;

∆α = αEVM − α = c
hcell
· (1.2553− 0.0552CD)CL;

(3.8)

As evident from equation 3.8, while the undisturbed velocity module vl remains
essentially unaffected, the angle of attack α is subjected to a certain deflection ∆α,
increasing with the intensity of the bound vorticity around the airfoil and so with
the lift coefficient. Final result of development and calibration process is the EVM
subroutine employed in the DarrieusSolver.

(a) Absolute and blade-relative refer-
ence systems

(b) Absolute reference system

Figure 3.5: Frames of reference employed by the solver for blade relative velocity and
aerodynamic force evaluation [14].

The coded version of the algorithm in particular exploits two reference systems
(see figure 3.5), an absolute Cartesian one, in which vl is evaluated, and a mobile
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blade-related one, in which vl is expressed in normal and tangential components to
be later combined with vtr, obtaining vr (see equation 3.2). The two are linked by
an ad hoc transformation matrix.

Regularization Kernel A issue, which has characterized the ACL method from
the start [53], is the proper way of introducing the aerodynamic forces into the
computational domain; as a matter of fact, when directly applied as concentrated
volume sources into the corresponding grid cell (see section 3.1.1), they induce
strong velocity gradients in the interacting flow, provoking relevant numerical
oscillations and undermining the stability of the simulation.

One of the main strategies against this problem is the employment of a specific
smearing function, which redistributes the aerodynamic load of the cell under
consideration over the neighbouring ones. This way, the robustness of the code
is strongly enhanced at the cost of a reasonably small accuracy reduction. In the
present work, basing on the study of Bernini and Caccialanza [7], who implemented
and optimized it, a two-dimensional Regularization Kernel (RK) was adopted,
spreading the computed volume forces over the domain according to the following
Gaussian distribution:

η2D
RK(d) =

1√
ε4(2π)2

exp

[
−
(

1

2

d2

ε2

)]
(3.9)

where d is the distance from force application point and ε is the RK width parameter,
which was set to 1 hcell to minimize the spurious spatial oscillations described so far.
The volume force field is derived from actuator line force convolution with equation
3.9, as shown in figure 3.6b:

f(x) =
∑
i

fi · η2D
RK(|x− xi|) (3.10)

with i index of actuator line cell.

(a) (b)

Figure 3.6: Regularization Kernel function and the corresponding volume force field in
the computational grid [7].
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PISO The PISO (Pressure-Implicit with Splitting of Operators) algorithm was
proposed by Issa in 1986 [26], initially developed for unsteady compressible flows and
then adapted to other problem configurations. The PISO sequence of operations
is built on the hypothesis that, for a sufficiently small timestep (Co ≤ 1), the
non-linear coupling given by the momentum convection term becomes negligible
with respect to the pressure-velocity one, allowing to linearise the momentum
equation; consequently, the structural coefficients of the latter are assumed to be
constant over a single timestep [28]. Such strategy provides a fast and efficient
solution scheme for highly unsteady cases (LES, VAWT, etc..), where high temporal
resolution is required.

Figure 3.7: Schematic of the PISO algorithm.

According to figure 3.7, the solution loop consists substantially of three steps:

1. An implicit momentum predictor, which, starting from previous time step
fields Uo, Po, evaluates the velocity field required to initialise the pressure-
velocity coupling, according to the discretised momentum equation in matrix
form (see section 1.3.3):

aP (Uo)UP = H(Uo)−∇Po (3.11)

where aP contains the coefficients of the momentum equation with respect to
the velocity field UP, whileH(U ) = −

∑
aN (Uo)UN +Uo/∆t is a structural

matrix gathering the contributes of neighbouring cells convective transport
and temporal source term (other sources are here neglected).

2. An implicit pressure solution, which corrects the pressure field basing on the
combination of discretised momentum and continuity equations, after H(U)
has been updated with the new velocity field:

∇ · [a−1
P ∇P ] = ∇ · [a−1

P H(U)] (3.12)

3. An explicit velocity correction with the pressure field coming from step 2:

UP = a−1
P H(U)− a−1

p ∇P (3.13)
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It must be noted how in this phase, the velocity correction is based only on
pressure, since H(U) is not updated.

Due to the explicit nature of the velocity correction, an error is introduced in the
U-P system, so that nCorrectors loops, in which steps 2-3 are repeated with H(U)
update at each iteration, are used. Typically, three loops are employed; the first two
are run with a relatively high tolerance to quickly achieve a conservative velocity
and pressure fields, which are then exploited to initialise the final one. It is worth
noticing that, due to the PISO linearised formulation and the presence of the H(U)
correction, under-relaxation is not required.

3.1.3 Polar data

As in every BEM-based method, ACL overall accuracy is extremely sensitive
to input aerodynamic data, whose collection and validation thus represents a
fundamental step for the implementation of such approach. In the frame of VAWTs,
this task becomes extremely challenging due to their working principle. As a matter
of fact, during a revolution the single turbine blade experiences large oscillations of
the angle of attack, with increasing amplitude going towards the lower TSRs; at
start-up such range can extend up to [-180°,180°]. As a consequence, polar data
must cover not only the attached flow region, as in most aerodynamic problems, but
also the post- and deep stall ones, where it is notoriously difficult to obtain accurate
results, both experimentally and numerically. The situation is made even more
complex by the simultaneous fluctuation of the blade relative velocity magnitude
vr, and so of the local Reynolds number:

Re =
vrc

ν
(3.14)

where c is the blade chord and ν = µ/ρ the kinematic viscosity of air; corre-
spondingly, a great variety of characteristic curves is encountered. This issue is
particularly severe for small VAWTs as the one under study, where the variation of
curve parameters (static stall angle, linear region slope, etc . . . ) is enhanced by the
oscillation of the flow regime in the laminar-to-turbulent transition region.

Owing to these difficulties, combined to the fact that the interest for these
machines has been renewed only recently, data available in literature is restricted
to a few papers, among which the one of Sheldahl and Klimas [52] stands out; in
this study, polar data for the seven symmetrical airfoils commonly mounted on
VAWTs ( NACA0009 - 0021) was derived from an extensive experimental campaign,
considering α ∈ [−180°, 180°] and Re ∈ [104, 107]. According to various authors
[10] however, data for thicker profiles (NACA0018 - 0025) and for low Re are not
reliable, being extrapolated via ad hoc synthesizer code from experimental data
for thinner profiles ( NACA0009 - 0015) in the high Re region. Discrepancy with
more recent studies is particularly evident in the attached flow region, where the
influence of airfoil maximum thickness is the highest.

For this reason, it was chosen to build the necessary aerodynamic curves from
scratch, by combining various numerical and semi-empirical methods. Formulation
of adopted approach strongly varies from one flow region to another, according to
the different regulating phenomena involved:
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Attached flow region In the pre-stall region, the flow remains attached to the
profile up to its trailing edge, resulting in high aerodynamic efficiency E=CL/CD

and a quasi-linear trend of the lift coefficient with the angle of attack (see fig. 3.8).
As non-linear phenomena remain confined in the boundary layer, whose extension,
except for very low Re, is limited to a thin region in proximity of the airfoil surface,
it is possible to obtain a reliable estimation of the lift and drag coefficients with
a linear method, possibly embedding ad hoc sub-models for the prediction of the
viscous region development.
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(a) Branch of the lift characteristic curve (red) (b) Schematic of the flow around the airfoil

Figure 3.8: Overview of main flow features in the pre-stall region.

In the present work, the XFlr5 application, based on the popular XFoil code [19, 20],
was employed. This algorithm is based on a two-zones schematization of the main
flow, which is divided in a freestream region, essentially inviscid, and a near-wall one,
or boundary layer, dominated by viscous effects; the former is modelled by means
of a linear vorticity panel method with a Karman-Tsien compressibility correction,
while a two-equations lagged dissipation integral approach is used for the latter.
The two are coupled by proper source terms, and discretised via subdivision of
the airfoil and its wake in N panels, so that the whole problem can be handled in
an algebraic way. A e9-type free transition model is also available in the code, in
order to properly capture the effects of turbulent transition and separation bubbles.
Further details can be found in appendix A.

Simulation Set-Up

N 300
Ncrit 9
Re range [-] [40e3, 5e6]
α range [deg] [-20°,20°]

Figure 3.9: Settings of NACA0021 simulation. From left to right: discretisation of the
test airfoil, input data to the code.

Discretisation of the adopted NACA0021 profile, together with simulation set-up,
is reported in figure 3.9. 300 panels were distributed along the airfoil surface in
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a non-homogeneous way, increasing resolution in the critical regions such as the
leading and trailing edge, in order to raise the overall computational efficiency. For
the Ncrit threshold parameter required by the e9-type transition model instead, a
value of 9 was chosen, according to the surface roughness and turbulence intensity
levels commonly found in wind tunnel tests.

Post-stall region In the post-stall region, thicker airfoils as the NACA0021 are
characterised by a progressive transition of the separation point from the trailing
to the leading edge of the profile, as illustrated in figure 3.10b.
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(a) Branch of the lift characteristic curve (red) (b) Schematic of the flow around the airfoil

Figure 3.10: Overview of main flow features in the post-stall region.

In static conditions, the full development of the separated zone leads to a sharp
reduction in lift and a corresponding increase in drag, as observed in most wind
tunnel test data. In dynamic conditions as the ones experienced by VAWT blades
however, the continuous variation of angle of attack does not give flow separa-
tion enough time to complete, preventing the corresponding discontinuity in the
aerodynamic curves to occur [34]; in order to account for this phenomenon, the
ubiquitous Viterna-Corrigan extrapolation method [59] was employed to obtain a
smooth transition in the aerodynamic data from the attached to the deep stall flow
regions. As demonstrated by Bianchini et al. [34], this approach increases not only
the robustness of the simulation, but also the accuracy of the results both with and
without the presence of a dynamic stall model.

The Viterna-Corrigan method is a semi-empirical approach, which exploits
a corrected flat-plate model of the airfoil behaviour to extrapolate aerodynamic
data beyond the static stall point αSS. In its basic formulation, the lift and drag
coefficients are computed as:

CL = A1 sin(2α) + A2
cos2(α)

sin(α)
(15° ≤ α ≤ 90°) (3.15)

CD = B1 sin2(α) +B2 cos(α) (15° ≤ α ≤ 90°) (3.16)

where A1, B1, A2 and B2 are semi-empirical coefficients depending on the properties
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of the static stall point αSS and the maximum drag coefficient CDmax , i.e. CD90 :

A1 = B1/2 (3.17)
B1 = CDmax (3.18)

A2 = (CL(αSS)− CDmax sin(αSS) cos(αSS))
sin(αSS)

cos2(αSS)
(3.19)

B2 =
CD(αSS)− CDmax sin2(αSS)

cos(αSS)
(3.20)

For details about CDmax evaluation, see equation 3.27. It must be noted how the
adoption of this method represents nonetheless an approximation, not only because
the employed profile is too thick to fall under the flat plate assumption, but also
due to the elevated degree of uncertainty associated to αSS evaluation; in absence
of experimental data in fact, a correct assessment of such parameter would require
the analysis via proper criteria of the boundary layer development over time, which
depends on multiple characteristics of the airfoil (geometry, surface roughness,
aspect ratio, etc . . . ) and of the flow, e.g Re [15].

(a) Pressure and boundary layer thickness
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Figure 3.11: Identification of the flow separation point (red dot) via the boundary layer
thickness and pressure coefficient π chordwise distributions given in output by XFoil.

In this case instead, the separation point was identified basing on the chordwise
pressure coefficient π distribution (see eq. 3.21) and boundary layer thickness profile
given in output by XFoil; in that specific location, the former shows a transition to
a nearly flat profile, while the latter experiences a steep increase, diverging from
the airfoil surface. An example of such procedure is shown in figure 3.11.

π =
P − P0

0.5ρU2
0

(3.21)

Deep stall region As the separation point reaches the leading edge, the flow
becomes fully separated, completing the transition from a lift- to a drag-based
wind-blade interaction, as clearly visible in figure 3.12b. In such condition, the
Pressure Side (PS) of the airfoil is characterized by a fully laminar flow, while
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the Suction Side (SS) by a large recirculation zone; due to this flow configuration,
exchanged forces become substantially independent from both flow regime and
blade geometry, allowing the formulation of universal semi-empirical laws.
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(a) Branch of the lift characteristic curve (red) (b) Schematic of the flow around the airfoil

Figure 3.12: Overview of main flow features in the deep stall region.

In this context, the main governing parameter is the airfoil leading edge thickness,
which regulates the divergence of separated streamlines from the profile and so
the lift and drag forces magnitude. In order to account for this feature in the
aerodynamic data extrapolation, the semi-empirical correlation from Battisti [2]
was employed; starting from flat plate theory and the work of Lindeburg [33],
they proposed and experimentally validated a new set of equations, which could
embed the effects of airfoil maximum thickness t/c and Re on the blade deep stall
behaviour:

CN = CD90

sin(α∗) + 0.019 sin(2α∗)

0.382 + 0.618| sin(α∗)|+ 3.82 t
c

cos8(α∗)
(3.22)

CT = 0.29CD90

t

c
| sin(α∗)|(1− 1.9 cos(α∗))− CDf

cos(α∗) (3.23)

CL = CN cos(α) + CT sin(α) (3.24)
CD = CN sin(α)− CT cos(α) (3.25)

where α∗ = α−α0 cos(α) is a modified angle of attack accounting for possible airfoil
camber (α0 : CL(α0) = 0), while CDf

is a friction coefficient which depends on the
blade Reynolds number Re:

CDf
=

0.43

log2.56(Re)− 1742/Re
(3.26)

The maximum drag coefficient CDmax , i.e. CD90 , required by equations 3.22 and 3.23
was computed via the empirical law from Timmer [56]:

CDmax = 1.994− 5.4375
y

c
(3.27)

where y/c is the leading edge upwind thickness, evaluated from airfoil profile
coordinates (y/c at x/c=0.0125).
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Reversed flow region Approaching α=180°, the flow progressively reattaches
to the airfoil, but the positions of leading and trailing edges are now reversed, as
clearly visible in figure 3.13b, resulting in lower aerodynamic performances with
respect to normal pre-stall operation.

This condition occurs in VAWTs only during the start-up phase, so that it is
not of interest for the current analysis; for this reason, data from Sheldahl and
Klimas [52] were employed in this region.
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(a) Branch of the lift characteristic curve (red) (b) Schematic of the flow around the airfoil

Figure 3.13: Overview of main flow features in the reverse flow region.

3.1.4 Flow curvature correction

One of the core assumptions at the base of BEM-based methods such as the ACL,
is that blade average relative velocity and angle of attack, necessary for aerodynamic
force evaluation, can be defined from the local values at a reference location on the
blade itself, usually identified with the blade-support arm attachment point.

Such hypothesis represents nonetheless an approximation, since, from a physical
point of view, the finite extension of the blade implies a variation of the translation
velocity along its chord and as a consequence, a non-homogeneous distribution of
both relative velocity and angle of attack. In particular, while variation of the
former remains fairly limited, the latter experiences a strong gradient between
the leading and the trailing edge, as shown in figure 3.14 introducing a relevant
distortion in the aerodynamic forces exchange with respect to the non-rotating
case [44]. Such deviation is maximum as the static stall limit is exceeded in one of
the blade points, boosting the lack of symmetry of the process and enhancing its
non-linearity.

A first description of the phenomenon was proposed by Migliore [44], who
approached the issue from a theoretical point of view by means of non-dimensional
analysis of the blade kinematics. Although simplified with respect to real VAWT
operation, this model not only furnishes an exhaustive qualitative description of the
flow curvature effect, allowing to identify its main governing parameters, but also
offers an effective methodology for embedding it in most simulation algorithms.
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Figure 3.14: Example of the instantaneous local relative velocity distribution along the
chord of a rotating profile [44].

Starting point of the theory is the derivation of the relative velocity and angle of
attack distributions along the chord, assuming an undisturbed flow velocity equal
to the freestream one (no blockage):

vr(x/c) = ΩR′(1 + ε′2 − 2ε′ sin(ϑ′))
1
2 (3.28)

α(x/c) = arctan

(
ε′ cos(ϑ′)

1− ε′ sin(ϑ′)

)
+ ∆ϑ (3.29)

where the accented variables account for local values of considered quantities:

∆ϑ = arctan
(x
c
· c
R

)
(3.30)

R′ =
R

cos(∆ϑ)
(3.31)

ϑ′ = ϑ−∆ϑ (3.32)

ε′ =
U0

ΩR′
= ε cos(∆ϑ) (3.33)

From equations 3.28 and 3.29, it can be inferred how, in terms of exchanged forces,
vr, α chord-wise variations have the same effect of a virtual camber yc/c and a
pitch angle αi added to the geometric airfoil, thus introducing a relevant source of
asymmetry in its original symmetrical behaviour. Quantitative estimation of these
two parameters derives from proper conformal mapping, which allows to preserve
local velocities and incidence angles, basing on various geometric and operative
characteristics of the rotating blade (see appendix B):

• Blade angular position ϑ: the vectorial composition of vr and vl depends
on the blade orientation, so that both virtual camber and pitch vary along
one blade revolution, as shown in figure 3.15b.
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• Blade-support arm attachment point position x0/c: the blade mount-
ing point influences the degree of asymmetry in vr distribution, i.e. the level
of deviation between the kinematic conditions at the leading and trailing
edges of the profile. As a consequence, both position of maximum camber
and virtual pitch magnitude are strictly related to it.

• Inverse tip-speed ratio ε: the tip-speed ratio influences the shape of local
velocity triangles, modifying the vr distribution along the chord. In particular,
an increase in the TSR implies on one hand an increase in the oscillation
amplitude of α around the reference point x0, thus enhancing the virtual
camber effect, on the other a reduction of the offset induced by asymmetric
blade mounting, i.e. not at half-chord, thus lowering the weight of virtual
pitch.

• Chord-to-radius ratio c/R: as evident from figure 3.15a, the weight of
flow curvature over global turbine behaviour increases linearly with the chord-
to-radius ratio c/R. As a consequence, this effect becomes extremely relevant
(given a certain number of blades Nb) for small VAWTs such as the one under
analysis, where rotor solidity (σ=Nbc/(2R)) is raised as much as possible to
maximize the blade Re.

Basing on methodology described so far, a transformed airfoil was derived from the
original NACA0021 mounted on the turbine (see fig. 3.17), although with a few
simplifying assumptions with respect to the original theory of Migliore. Due to the
impossibility for the employed code of run-time polar data generation, dependence
on the angular position ϑ was neglected, averaging instead the values of virtual
camber and pitch over a rotor revolution; such operation is performed by evaluating
these quantities for ϑ = 0° [44], i.e. when vl and vtr are orthogonal.

(a) Variation of yc/c, αi with
chord-to-radius ratio c/R

(b) Variation of yc/c, αi with blade angular position ϑ

Figure 3.15: Examples of variation of virtual airfoil characteristics with respect to main
flow and geometric parameters [44].

On the other hand, influence of the TSR on the virtual airfoil configuration was
accounted only in part; the transformation was carried out for the maximum tip-
speed ratio available in the experimental data (TSR=3.53), and then extended to
the other operating conditions, instead of generating a new profile for each one
for them. Such strategy allows to strongly reduce the overall computational effort,
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introducing a relatively small error, as highlighted by Bianchini et al. [13]; due to
the absence of flow deflection associated to wind-blade interaction( blockage effect)
in fact, Migliore’s theory tends to overestimate sensitivity of virtual parameters
with respect to TSR.

The corresponding polar data, reported in figure 3.18, was then derived with the
procedure depicted in section 3.1.3 and inverted before plugging it into the solver;
the original airfoil behaviour in curved flow is in fact equivalent to the transformed
one in straight flow, with its camber line curving towards the center of rotation of
the turbine [9], as shown in figure 3.16.

 
 

θ, Ω

Geometric airfoil

Virtual airfoil

Uo

Figure 3.16: Comparison between the virtual and geometric airfoil configuration during
turbine operation.

Table 3.1: Settings of the transformed NACA0021 airfoil simulation in XFoil.

(a) Virtual airfoil characteristics

c/R 0.167
x0/c 0.5
yc/c @ x/c=0.5 1.68
αi [deg] 0°

(b) Simulation set-up

N 300
Ncrit 9
Re range [-] [50e3, 2e6]
α range [deg] [-20°,20°]
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Figure 3.17: Comparison between original NACA0021 profile mounted on the turbine
and the virtual one derived from Migliore conformal mapping technique, for TSR=3.53
and ϑ=0.
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(b) Virtual airfoil - lift curve
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(c) NACA0021 - drag curve
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(d) Virtual airfoil - drag curve

Figure 3.18: Comparison between the polar curves of the original NACA0021 profile
mounted on the turbine and the virtual one derived from Migliore’s conformal mapping
technique.
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3.1.5 Dynamic stall model

For large and rapid oscillations of the angle of attack as those experienced by
VAWT blades, the nature of wind-blade interaction changes dramatically with
respect to the static case, both in the attached and separated flow regions.

In the attached flow regime, dynamic loading introduces on one hand an ampli-
tude oscillation of both lift and drag, whose characteristics depends on the forcing
configuration, on the other hand a phase lag between the angle of attack experienced
by the profile and its response in terms of exchanged aerodynamic forces; such
effects, although not negligible, have nonetheless a minor impact on the global
turbine behaviour [32].

As, in the same conditions, the angle of attack exceeds instead the static stall
limit, triggering flow separation, airfoil behavior is severely altered due to the
detachment of coherent vortex-like structures from its leading and trailing edges.
This process, which commonly takes the name of dynamic stall, can be further
distinguished in two sub-phases, according to the configuration assumed by the
shed vortexes [39].

Figure 3.19: Schematic of the various phases characterising dynamic stall development
[32].

Light stall Increasing angle of attack beyond the static stall limit implies a
progressive transition of the separation point from the trailing to the leading
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edge of the profile, as already described in section 3.1.3. In dynamic conditions,
such phenomenon is related to the generation of an unsteady shear layer over
the suction side of the airfoil, with consequent formation of roller-type structures
(Kelvin-Helmhotz instability) following the separation point itself; together with
the damping of LE pressure gradient associated to pitching motion [32], this flow
pattern causes a delay in the stall onset, with enhanced lift and drag coefficients
with respect to the static case ( points 1-2, figure 3.19).

As it will be discussed more in detail later, the characteristics of the airfoil
behaviour in this phase are dependent on multiple flow and geometric parameters,
the most relevant being the LE non-dimensional radius rLE/c, which determines
the type of transition from the attached to the separated regime; thinner airfoils
tend to have more severe pressure gradients at the leading edge, with consequent
LE separation and abrupt lift drop, in contrast with thicker ones, which present a
progressive separation from the trailing to the leading edges, resulting in a more
stable stall behaviour [39].

Deep stall As the angle of attack is further increased beyond the deep stall limit,
the separation point reaches the airfoil leading edge, setting up the conditions for
the clustering of corresponding roller vortexes and the consequent formation of
a large, coherent LE vortex. Such structure is conveyed across the blade chord,
increasing both lift and drag beyond their static maxima and shifting the center of
pressure towards the rear part of the airfoil (points 2-3, figure 3.19), until it reaches
the trailing edge; there, it detaches due to the simultaneous formation of a TE
vortex. In the reattachment phase, i.e. for decreasing angle of attack, airfoil lifting
capability is decreased instead below the static one, due to massive separation
following the LE vortex shedding event (points 3-4, figure 3.19).

The final results of the phenomena described so far are a strong hysteresis in
airfoil behaviour, with different aerodynamic coefficients in the detachment and
reattachment phase, and a phase lag between the profile motion and the exchanged
force; being the dynamics of the shed vortexes fairly decoupled from the one of
the blade, the characteristics of such hysteresis cycle present a weak sensitivity
to the main flow (Re, M) and geometric parameters, while retaining a strong
dependence on the variables regulating the LE vortex shedding event, especially
reduced frequency and angle of attack history [39].

Dynamic stall presents an elevated degree of complexity, depending, in contrast
with its static counterpart, on both geometric, kinematic and dynamic parameters
of the flow and the blade, with different sensitivity according to the considered
stall regime. In order to gain a better comprehension of its behaviour, the main
governing parameters are here described, following the guidelines given by [39]:

• Airfoil geometry: airfoil geometry, in particular the LE relative radius
rLE/c, plays a paramount role in defining the profile behaviour in the light
stall region, where it determines the type of boundary layer separation and
so the dynamics of roller vortexes. As rLE/c increases, causing a shift from
abrupt LE to progressive TE stall, the separation process tends to become
more stable, increasing the stall delay and reducing the amplitude of the
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hysteresis cycle associated to the reattachment phase. In the deep stall region
instead, the difference between the two tends to disappear, due to the full
development of the vortex shedding phenomenon.

• Reduced frequency ks: reduced frequency is probably the most important
parameter regulating dynamic stall, since it determines the overall weight
of unsteady phenomena over the mean flow behaviour. In its most general
expression, it is defined as the ratio between the characteristic frequencies of
unsteady forcing and steady mass transport over the profile chord:

ks =
funsteady
fsteady

=
ωc

2vr
(3.34)

where ω is a characteristic pulsation of unsteady forcing. Its effect varies
according to the type of airfoil and the stall regime considered. In the light
stall phase, an increase in ks tends to enhance stall delay and reduce hysteresis
cycle amplitude for thicker airfoils, while the opposite trend is encountered
for thinner ones. In deep stall conditions instead, reduced frequency acts as a
threshold value for the detachment of the LE vortex; for ks < 0.05 in fact,
there are no relevant differences between light and deep stall behaviour.

• Angle of attack history α(t): angle of attack history governs together
with reduced frequency the LE vortex shedding event and so the amplitude
and shape of the corresponding hysteresis cycle. A relevant role is played in
particular by the maximum and minimum angle of attack values, αmax, αmin,
respectively involved in the flow detachment and reattachment phases.

• Mach number M: even at the low freestream Mach number interesting
applications in which dynamic stall is usually encountered, transonic/super-
sonic flow can develop near the airfoil LE under high incidence conditions,
influencing the vortex shedding phenomenon. In general, increasing M tends
to damp out the dynamic stall effects on the mean flow, up to the point where
the formation of vortexes is inhibited by the one of shock waves.

As it can be inferred from previous considerations, dynamic stall can have a major
impact on VAWTs performances, not only from the performance perspective, since
the overall power extraction is altered by the lift and drag hysteresis cycle, but also
from a structural one, due to the higher oscillation in exchanged aerodynamic forces
and the negative damping introduced by the LE vortex shedding event (see figure
3.19), which in some cases may lead to flutter instability; an additional source of
disturbance may also derive from the interaction of vortexes shed from one blade
with neighbouring ones, as shown in figure 3.20. For this reason, the development
and implementation of an accurate model is pivotal for the correct design of these
machines, especially when their transient operation, e.g. start-up and brake-down,
are considered; these conditions are in fact interested by the highest degree of
oscillation, due to the corresponding low TSR.

In the current work, it was chosen to implement the dynamic stall model proposed
by Massé [37] and improved by Berg [6], since, according to various authors [11, 38],
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Figure 3.20: Schematic of the flow developing across a VAWT rotor in dynamic stall
conditions, highlighting the LE vortex-blade interaction [21].

it represents the optimal trade-off between accuracy and implementation effort. In
its most general form, it represents an adaptation to VAWTs of the semi-empirical
Gormont model [23], originally developed for helicopters. Dynamic effects are
embedded in the solution by entering the available polar data with a modified angle
of attack αref:

αref = α−K1∆α (3.35)

where K1 is an empirical constant, accounting for the direction of the angle of
attack variation, i.e. whether the flow is detaching or reattaching, while ∆α is a
dynamic correction to the static angle of attack α. The latter varies linearly with an
index of unsteady forcing S, derived from reduced frequency, via a set of sensitivity
parameters γi, that depend on the airfoil maximum thickness t/c and on M:

∆α =

{
γ1S for S ≤ SC

γ1SC + γ2(S − SC) for S > SC
(3.36)

where SC is a threshold parameter depending on t/c. It must be noted how γi
assumes different values whether lift or drag are considered, leading to different
correction for the the two curves. The reduced frequency index S takes the form:

S =

√∣∣∣∣ cα̇2vr

∣∣∣∣ (3.37)

with α̇ derivative over time of the angle of attack. Eventually, dynamic lift and
drag coefficients are evaluated by plugging αref in the available static tabulated
polars. In order to distinguish between the attached and separated flow regions, an
ad hoc extrapolation procedure is used for the lift coefficient:{

Cdyn
L = CL(α0) +m(α− α0)

Cdyn
D = CD(αref )

(3.38)
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where the slope m is determined from the following equation:

m = min

[
CL(αref )− CL(α0)

αref − α0

,
CL(αSS)− CL(α0)

αSS − α0

]
(3.39)

where α0 is an arbitrary reference angle of attack, usually the zero-lift one.
According to Massé [37], the Gormont model, being originally developed for

helicopter blades, for which the maximum angle of attack is much lower than for
VAWT ones, tends to overestimate dynamic stall effects in the deep stall region; as a
consequence, the author proposed to compute the dynamic lift and drag coefficients
as linear interpolation between the static and the Gormont ones:

Cmod
L =

{
CL +

[
AMαSS−α
AMαSS−αSS

]
(Cdyn

L − CL) for α ≤ AMαSS

CL for α > AMαSS
(3.40)

Cmod
D =

{
CD +

[
AMαSS−α
AMαSS−αSS

]
(Cdyn

D − CD) for α ≤ AMαSS

CD for α > AMαSS
(3.41)

where AM is a semi-empirical constant. Starting from Massé formulation, Berg [6]
introduced further modifications, leading to the model adopted for this thesis; on
one hand, it was proposed to define αSS as the angle at which the lift characteristic
curve starts departing from the linear behaviour, on the other hand to use AM=6,
which is the value best fitting the experimental performances of the VAWT Sandia
17-m. For a complete description of the Berg model and its implementation into
the code, see appendix C.

In the present work, it was chosen to use, beside the value recommended by
Berg, AM=20, which in a recent work of Bianchini et al. [11] was found to be
particularly predictive for small VAWTs; in this way, a better understanding of the
effects of this constant over the model performance is achieved.

3.1.6 Tip loss correction

Due to their finite extension in the spanwise direction, the flow developing around
VAWT blades is fully three-dimensional, with vortex-like structures shedding from
the blade trailing edge along its full length and gathering at its extremities to form
the so-called tip vortexes. In the tip region in fact, the discontinuity in pressure
between the lower and upper surfaces of the blade, caused by its sudden interruption,
is compensated by the onset of a spanwise flux, going from the pressure to the
suction side; its influence is then extended to the whole blade length, severely
distorting the flow configuration with respect to the two-dimensional case. On the
pressure side, a spanwise velocity component arises, directed to the blade extremities;
as a consequence, a progressively lower pressure is encountered approaching the tip,
while the flow streamlines are deviated towards the outer regions. On the suction
side instead, the opposite trend is observed. As the distorted streamlines coming
from the two sides of the airfoil meet at the trailing edge, they form a continuous
vortex sheet, which, according to Helmhotz theory, rolls up downstream into a more
coherent structure, i.e. the tip vortex [2].
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From an aerodynamic point of view, the effects of these phenomena are various
and hard to decouple. Spanwise flow deviation, whose tip vortexes are the most
evident manifestation, reduces the blades efficiency, penalising lift and enhancing
drag (induced drag). For the same reason, blade loading decreases approaching
the tip region, with a significant drop in performances at blade ends [2]; in that
region furthermore, according to [3], wind-turbine interaction and corresponding
wake shape is severely distorted by the presence of tip vortexes, so that the entire
flow field is markedly altered.

The final consequence of these phenomena is a considerable loss in the turbine
efficiency; therefore, their proper evaluation and integration in the solution procedure
is necessary for a correct performance prediction. In such perspective the ACL,
thanks to its fully three-dimensional formulation, should be capable to resolve all the
features described so far without additional modelling effort; as pointed out by [22]
however, the tip vortex shedding event and corresponding blade loading spanwise
gradient, although present, may be underestimated. Thus, in order to improve
the code prediction capabilities, the tip loss correction developed by Glauert was
implemented into the solver, after having adapted it to work with VAWTs:

F =
2

π
cos−1

[
exp

(
−Nb(H − h)

2h sin(ϕ)

)]
(3.42)

where h is the local distance of the considered section from blade midspan, and
ϕ the local incidence angle. Such correction is directly applied to the computed
volume force, before plugging it into the computational grid.

3.2 Flow model

The description of the wind-turbine interaction is completed by combining
the ACL model of the turbine with the FV treatment of the flow field, consist-
ing, as thoroughly described in section 1.3.3, in the discretisation over a proper
computational domain of the Navier-Stokes set of equations, in this case in their
incompressible form:{

∇ ·U = 0
∂U
∂t

+∇ · (U ⊗U) = f− ∇P
ρ

+∇ · (ν∇U)
(3.43)

The resolution of equations 3.43 is however extremely cumbersome due to the
presence of turbulence, which strongly raises the level of complexity of the flow. In
general, turbulence can be defined as a dissipative flow state characterised by non-
linear fluctutating three-dimensional vorticity [30], which results macroscopically
in an enhanced mass, momentum and energy transfer. According to [30], main
features of such phenomenon can be resumed as follows:

• Fluctuations: all flow quantities (velocity, pressure, etc. . . ) experience irreg-
ular, chaotic fluctuations in both time and space. This occurs independently
from the nature of boundary conditions.
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• Non-linearity: turbulence is a strongly non-linear phenomenon, resulting
from the unstable propagation and amplification of spontaneous flow distur-
bances. Necessary condition for this to happen is a sufficiently high value
of a relevant non-linearity parameter, e.g. the Reynolds number. The same
non-linearity also reflects on the main mechanism allowing the turbulent state
to maintain its coherence over time, i.e. vortex stretching.

• Vorticity: the turbulent flow pattern is characterised by a multitude of
vortexes, or eddies, of different shapes and sizes, mutually interacting and
distorting each other; the corresponding range of scales can be very wide,
with a difference of several orders of magnitude between the smaller and the
larger structures, and increases with Re.

• Dissipation: vortex stretching implies the non-linear transfer of energy from
larger scale eddies to smaller ones, where it is dissipated in form of heat due
to viscous interaction; such mechanism takes the name of energy cascade and
it is the main process regulating the turbulent regime, as it will be discussed
in section 3.2.1.

• Diffusivity: macroscopic fluctuations enhance the transfer of mass,momentum
and energy with respect to the laminar case.

The direct simulation of all the features described so far (DNS) would require
an extremely high temporal and spatial resolution, which, combined to the lack
of stability deriving from the elevated degree of non-linearity of the turbulent
phenomenon, raises the overall computational effort to non-feasible levels.

For this reason, it was chosen to average over time the set of equations 3.43, so
that the generic flow variable ϕ could be expressed as the sum of a mean (first-order
statistics) ϕ̄ and a fluctuating component ϕ′:

ϕ(x, t) = ϕ̄(x) + ϕ′(x, t) =
1

T

∫
T

ϕ(x, t)dt+ ϕ′(x, t) (3.44)

Result of such procedure is the Unsteady Reynolds-Averaged Navier Stokes (URANS)
set of equations:{

∇ · Ū = 0
∂Ū
∂t

+∇ · (Ū ⊗ Ū ) = f− ∇P̄
ρ

+∇ · (ν∇Ū )−∇ · r
ρ

(3.45)

The term r, which takes the name of Reynold stress tensor, represents the contri-
bution of turbulent fluctuations to mean flow development, and is responsible for
energy dissipation and enhanced mixing:

r = −ρu⊗ u = −ρ

 u2 uv uw

vu v2 vw

wu wv w2

 (3.46)

where u,v,w are the cartesian components of the fluctuating velocity vector. By
relating r to the mean flow characteristics via an ad hoc model, which commonly
takes the name of turbulence model, it is possible to avoid the numerical resolution
of the turbulent fluctuations, thus achieving a noteworthy improvement in the
computational efficiency of the simulation.



3.2. Flow model 55

3.2.1 Turbulence model

Since in the URANS formulation the turbulent fluctuating component of the
flow is fully modelled, the choice of the proper turbulence model is pivotal for the
reliability of the simulation; in the frame of engineering applications in particular,
the main requirement to the chosen scheme is its capability to mimic the transfer
of energy between the larger and smaller eddies scales, which regulates the rate of
dissipation in the whole turbulent region.

Figure 3.21: Schematic representation of the Kolmogorov energy cascade [58].

Most models currently adopted in industrial and scientific environments are build
on the theory of the energy cascade proposed by Kolmogorov [29], which is fun-
damentally based on the assumption of isotropic turbulence; the behaviour of the
turbulent region tends to become more isotropic and independent from applied
boundary conditions as the smaller scales of interaction are approached, so that,
below a certain scale, a common structure can be found for all turbulent flows, as
reported in figure 3.21:

• Integral scale: having a characteristic dimension which is of the same order
of magnitude of the one of the problem, integral scale eddies interact directly
with the mean flow, extracting energy and transferring it to the smaller scales.
Thus, this scale contains most of the global turbulent kinetic energy and is
also the most sensitive to external boundary conditions, as reported in figure
3.21. For the same reason, it is the most difficult to model in a general way.

• Taylor scale or inertial sub-range: the inertial sub-range is a buffer layer
transferring energy from the integral to the viscous scale, whose eddies are too
small to perceive the influence of boundary conditions, but large enough not
be affected by viscosity. Its configuration is therefore regulated only by the
energy dissipation rate ε imposed by the larger scales, and can be regarded
as universal.
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• Kolmogorov scale: vortex structures smaller than the Kolmogorov length
lk ∝ (ν3/ε)0.25 are damped out by the predominant role of viscosity, resulting
in the conversion into heat of the turbulent kinetic energy coming from the
larger scales. Together with the inertial sub-range, this scale constitutes what
is known as the universal equilibrium range, where turbulence is considered
to be fully developed and free from the disruptive influence of boundaries
and other forcing effects. For these characteristics, it is the most suited to be
described with semi-empirical models.

Basing on previous considerations, the turbulent interaction can be interpreted as
an unidirectional energy flow from the larger to the smaller scales, converting the
mean flow kinetic energy into heat. The dissipation rate ε is constant along the
turbulent spectrum and imposed by the larger scales, i.e. the characteristics of the
mean flow itself. It becomes natural then to relate the turbulent stress tensor r
to the mean flow velocity field via a proper diffusion constant µT, that takes the
name of eddy viscosity (Boussinesq hypothesis), leading to the following form of
equations 3.45:{

∇ · Ū = 0
∂Ū
∂t

+∇ · (Ū ⊗ Ū) = f − ∇P̄
ρ

+∇ · ((ν + νT )∇Ū)
(3.47)

Equations 3.47, when combined with a proper modelling of µT, bring to the closure
of the problem, allowing the full resolution of the turbulent flow.

For the purpose, in the current work it was chosen to implement the k-ω Shear
Stress Transport (SST)1model developed by Menter [40]. In its basic formulation,
two transport equations, one for turbulent kinetic energy k and one for turbulent
frequency ω, are built combining the characteristics of the standard k-ε [31] and
k-ω [60] models via an ad hoc blending function F:

k : ρ
∂k

∂t
+ ρŪ · ∇k = r : ∇Ū− ρCD

k1.5

lT
+∇ ·

((
µ+

µT
σk

)
∇k
)

(3.48)

ω :
∂ω

∂t
+ Ū · ∇ω = Cω1

ω

k
r : ∇Ū− Cω2ω

2 +∇ ·
((

µ

ρ
+

µT
ρσω3

)
∇ω
)

+ (1− F )
2∇ω∇k
σω2ω

(3.49)

where CD, Cωi and σωi are semi-empirical constants. Near the wall, the k-ω model is
adopted, allowing an accurate and robust wall treatment in both high- and low-Re
conditions. As a matter of fact, wall damping functions are not required. In the
freestream instead, the k-ε formulation is used, improving the resolution of shear
layer turbulence and strongly reducing the sensitivity to initial conditions shown
by k-ω. Eventually, µT field is computed from k and ω, according to equation 3.50:

µT = ρCµ
k

ω
(3.50)

where Cµ is a semi-empirical constant. It must be noted how the model described
so far, as well as all approaches based on the Boussinesq hypothesis, is founded on

1Thanks to the absence of physical walls, also the standard k-ε turbulence model would have
been a viable option. In virtue of the SST formulation nonetheless, its effects are present anyway
in the current work.
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the assumptions of local equilibrium and isotropy of the turbulent configuration
at the smaller scales, which are usually not met in flow singularities such as high
shear regions. In the boundary layer for instance, not only there is a lag in energy
dissipation, undermining the hypothesis of local equilibrium, but the presence
of the wall also limits the three-dimensional development of neighbouring eddies,
introducing an elevated degree of anisotropy at the smaller scales which results in
an inverse energy cascade [58]. If the former issue is partially compensated by the
SST thanks to the transport equation for k, the latter is intrinsically related to
the model formulation and should be taken on with more advanced approaches; in
the frame of the ACL method however, its relevance is strongly diminished by the
absence of the blades.

3.3 Computational domain

A open-field configuration was chosen for the employed numerical domain, so
that the flow conditions of the open-jet wind tunnel tests taken as benchmark for
the current analysis (see section 2.2) could be properly reproduced with a relatively
high accuracy; in the open-jet configuration in fact, as reported in [17], the blockage
effect associated to the presence of the wind tunnel is estimated to be sufficiently
small to be neglected without compromising the quality of the results.

The computational domain was divided into an internal region, where the
interaction between the wind and the turbine blades could be resolved via ad hoc
refinement, and an external one, necessary to correctly propagate the effects of such
interaction to the far field and impose the proper boundary conditions.

3.3.1 External domain

The external region dimensions were evaluated in such a way, that the typical
far field external flow boundary conditions could be applied with the minimum
computational effort, i.e. number of elements. For the purpose, the sensitivity
analysis carried out by Ferlini [22] was taken into consideration, leading to the set
of dimensions reported in table 3.2a.

For the discretisation of the domain, a structured hexahedral mesh was employed,
built via the OpenFOAM utility blockMesh. As reported in [22], the number of the
cells in this region doesn’t affect in a relevant way the outcome of the simulation,
so that their dimension was chosen according to the required mesh refinement level
in the internal zone.

3.3.2 Internal domain

The internal domain was built following the flow structures developing around
the turbine, as it can be seen in figure 3.22. For the proper discretisation of the
wind-turbine interaction region, a cylindrical refinement zone was defined, where the
actuator line forces coming from the ACL algorithm are inserted. It must be noted
how the axis of such region was shifted towards the inlet with respect to the one of
the turbine, so that the its blockage effect on the wind could be captured; as a matter
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Figure 3.22: Computational domain employed for the analysis, identified by the contin-
uous lines. The position of the turbine is represented instead by the gray shaded region.
Test domain used for internal region dimensioning is associated to the dotted contour.

Table 3.2: Dimensions of the computational domain employed for the analysis.

(a) External domain dimensions

L [m] L1 [m] L2 [m] W [m] H [m]

35 15 20 20 20

(b) Internal domain dimensions

w [m] h [m] D [m]

2.8 3.2 4.6

(c) Test domain dimensions

Lt [m] Wt [m] Ht [m]

11.5 8 8
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of fact, the presence of the machine, especially at high loading conditions, induces
a strong deceleration on the upstream flow, which must be adequately resolved to
avoid severe distortions of the simulation results. Same strategy was adopted for
the wake shedding downstream, dimensioning the corresponding refinement box
according to its three-dimensional development.

As for the external region, a structured hexahedral mesh was employed, built
via the option refinementRegions of the OpenFOAM utility snappyHexMesh. Exact
dimensions of both turbine and wake refinement zones, reported in table 3.2b, were
evaluated via an ad hoc sensitivity analysis, aimed at minimizing on one side the
disturbance associated to the interface between the external and internal domains,
on the other side the global number of cells, still ensuring the correct resolution of
the relevant flow features; in particular, various mesh configurations were validated
against the one adopted in [22] (see figure 3.22), which was already subjected
to a similar procedure, selecting those that showed no relevant deviations in the
outcome of the simulation. This test campaign was carried out under high loading
(TSR=3.3), where, according to [17], turbine blockage and wake enlargement reach
the maximum magnitude, and its results were then extended to the other operating
conditions. No sub-models were applied in this context.

3.3.3 Grid independence test

The definition of the computational grid was completed by the assessment of
the optimal mesh resolution. For the purpose, a grid sensitivity analysis was carried
out, adopting as convergence index the power coefficient CP, for three benchmark
operating conditions: a high (TSR=3.3), optimal (TSR=2.5) and low loading one
(TSR=1.5). This way, the resulting mesh could be optimised for the whole range
of flow configurations associated to VAWT operation. For the same reason, a
double-check was made on the internal region dimensioning (see section 3.3.2), by
comparing obtained results with those deriving from a simulation made with the
test mesh of figure 3.22.

Eventually, mesh M4, whose characteristics are reported in table 3.3, was chosen
for all operating conditions. Although in fact full convergence is not reached for
any TSR, in all cases the percent deviation from the coarser mesh M3 is low enough
to reasonably justify its adoption, as it can be inferred from figures 3.25, 3.24 and
3.23.

Table 3.3: Characteristics of the various meshes used for the grid independence test.

Mesh Ncells
Cell dimension [m]

(ext.region)
Cell dimension [m]

(int. region)

M1 629’384 0.5 0.0625
M2 4’071’732 0.5 0.03125
M3 7’871’620 0.4 0.025
M4 13’472’396 0.33 0.020
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Figure 3.23: Comparison between the different meshes used for the grid independence
test, in terms of global torque and streamwise thrust profiles over a revolution, and the
corresponding average power coefficients (TSR=1.5).

0 45 90 135 180 225 270 315 360

 [deg]

3

4

5

6

7

T
o

rq
u

e
 [

N
m

]

M1

M2

M3

M4

(a) Torque

0 45 90 135 180 225 270 315 360

 [deg]

45

50

55

60

65

70

75

80

T
h

ru
s
t 

[N
]

M1

M2

M3

M4

(b) Thrust

Mesh M1 M2 M3 M4

CP 0.3938 0.3747 0.3705 0.3683

(c) Average power coefficient

Figure 3.24: Comparison between the different meshes used for the grid independence
test, in terms of global torque and streamwise thrust profiles over a revolution, and the
corresponding average power coefficients (TSR=2.5).
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Figure 3.25: Comparison between the different meshes used for the grid independence
test, in terms of global torque and streamwise thrust profiles over a revolution, and the
corresponding average power coefficients (TSR=3.3).

(a) Top view (b) Side view

Figure 3.26: Overview of the mesh M4 adopted for the simulation campaign.

3.4 Boundary and initial conditions

The initial and boundary conditions were specified consistently with the domain
definition and the incompressible nature of the flow:

Inlet patch At the inlet, the freestream velocity U0 was imposed according to the
TSR under consideration, while a Neumann condition (zeroGradient) was adopted
for pressure. The inlet value for the turbulent kinetic energy k was derived basing
on a turbulence intensity I of 0.2%, measured at the inlet of the experimental test
chamber, assuming isotropic turbulence condition (u=v=w):

k =
3

2
(U0 · I)2 (3.51)
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The turbulent frequency ω was evaluated instead from equation 3.52, using as
mixing length value l the 0.5% of the height of the wind tunnel nozzle employed in
the experimental campaign (see section 2.2), as suggested by [22]:

ω =

√
k

l
(3.52)

The kinematic eddy viscosity νT is calculated from the values imposed to k and ω.

Outlet patch Assuming that the outlet patch is far enough from the turbine for
the flow to be considered undisturbed, the zeroGradient condition was imposed to
all flow variables, except pressure, whose value was fixed equal to the atmospheric
one. Only νT was set to calculated, as at the inlet.

Lateral surfaces The lateral surfaces were placed in such a way, that the lack of
symmetry induced by turbine rotation on the freestream is completely smeared out,
allowing the adoption of a symmmetryPlane boundary condition: the component
of the velocity normal to the surface is set to zero and all the other components
and variables have to respect the condition of zeroGradient.

Upper and lower patches Same strategy adopted for the lateral surfaces was
used for the lower and upper patches, imposing symmetryPlane to all flow variables.

Initial conditions The initialisation of the flow field depended on the considered
variable: for k, ω and U, the inlet value was used, while the initial pressure field
was set equal to the atmospheric one. νT was put equal to 0.

3.5 Numerical set-up

As anticipated in section 1.3.3, the choice of the proper differentiation schemes
is fundamental for both accuracy and stability of a CFD simulation. Due to the
marked differences between the various terms of the NS equations used to model
the flow behaviour, a dedicated optimisation was required for each one of them:

Time derivative for the discretisation of the unsteady terms, an implicit Euler
differentiation scheme was employed, since it does not suffer from the stability
issues characterising the higher order methods, such as Crank-Nicholson. Its lower
accuracy (first order) was compensated in the present work by the elevated temporal
resolution used for the simulation campaign.

Spatial gradient spatial gradient terms were handled with a second order linear
scheme, linearly interpolating the generic cell face value ϕf, required for gradient
evaluation, from the corresponding centroid values in the neighbouring cells.
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Figure 3.27: Convention and signs used for the application of differentiation schemes to
the computational grid [57].

Spatial divergence the discretisation of divergence terms required particular
attention, due to the instability of the corresponding convective fluxes. The
divergence of velocity, associated to the bulk mass transport of momentum, was
handled with a linearUpwind grad(U) scheme, which derives from a blend of the
linear formulation with the upwind one, resulting in the following expression for
the generic convective flux:

Ae · (ρU)eϕe = Feϕe with ϕe =

upwind︷︸︸︷
ϕP +

1

2
(ϕP − ϕW )︸ ︷︷ ︸

linear

(3.53)

where W denotes the cell upstream of the one under consideration, while e the face
shared with the downstream cell, as shown in figure 3.27. The result is a second
order scheme which, although it has not the same accuracy of the linear one, is less
prone to oscillation and instability.

For the terms associated to the convective transport of the turbulent variables
k, ω the second order limitedLinear 1 scheme [45] was adopted, which exploits a
Sweby limiter function ψ(r) [55] to bound the flux linear component in regions of
rapidly changing gradient, according to the following expression:

ϕe = ϕP + ψ(r) · ϕE − ϕP
2

with r =
ϕP − ϕW
ϕE − ϕP

(3.54)

where E denotes the cell downstream of the one under consideration. The severity
of the limiting action is tuned via a proper coefficient ranging from 0 to 1; in this
case, due to the tendency to divergence presented by the turbulent quantities, the
maximum limiting, corresponding to a value of 1, was adopted.
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Spatial laplacian The laplacian terms associated to the diffusive transport of
momentum were handled with a linear uncorrected scheme, resulting in the following
expression for the generic diffusive flux:

(ρΓ)eAe · (∇ϕ)e = (ρΓ)e|Ae| ·
ϕE − ϕP
|d|

(3.55)

The diffusion coefficient at the cell face Γe is linearly interpolated from the corre-
sponding values at cells centres, while the surface normal gradient term Ae · (∇ϕ)e
is evaluated adopting a first order finite difference derivation strategy. Thanks to
the uniform and orthogonal mesh allowed by the ACL method in the turbine region,
no correction for the non-orthogonality between the cell surface A and the vector d,
connecting the centres of cells P and E, was required, raising the adopted scheme
accuracy up to second order and improving the stability of the simulation.



Chapter 4

Results

In this chapter, the most relevant results of the validation campaign are presented.
All simulations were run with the same rotational speed of the machine (Ω = 400
rpm), shifting from one operating condition to the other by changing the freestream
wind velocity (U0=6-15 m/s).

For each one of them, a temporal resolution of 500 time steps per revolution
was considered to be sufficient to resolve all relevant flow features and ensure
simulation stability, while the number of revolutions required to achieve periodic
convergence varied with the TSR between 10 and 25; as convergence index in
particular, the percent deviation between the mean torque coefficients over two
subsequent revolutions was adopted, considering a threshold of 1%.
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Figure 4.1: Signs and conventions used for the analysis.

4.1 Wake analysis
The time-mean profiles of the wake released by the machine, coming from ACL

simulations, were validated against available experimental data (see chapter 2).
Such operation allowed to understand not only the suitability of the ACL

solver to simulate the complex turbine-environment interaction associated to urban

65
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applications, but also its capability to reproduce the great variety of flow patterns
experienced by the machine during its operation, which exert a strong influence
on the predicted wake shape. In such perspective, the analysis focused on three
benchmark operating conditions, considered to be representative of the turbine
behaviour over its whole operative range: a high (TSR=3.3), optimal (TSR=2.5)
and low loading one (TSR=1.5).

The comparison was carried out choosing as main reference parameter the wake
velocity defect U/U0, defined as the ratio between the arithmetic average of the
local flow velocity U and the freestream one U0:

U/U0 =
1

U0

· 1

τ

∫
τ

U(t)dt (4.1)

where τ is the turbine revolution period. For the analysis of the high shear structures
developing around the turbine instead, the same averaging procedure was applied
to the vorticity field ω, i.e. the curl of the velocity vector:

ω = ∇×U (4.2)

Such approach was further refined for the identification of the vortexes characterising
the wake flow pattern in the tip region, by projecting the vorticity vector along the
mean flow direction:

ωs =
ω ·U
|U |

(4.3)

This quantity, which takes the name of streamwise vorticity or helicity, is an useful
indicator of the influence of the considered vortex-like structure over the global flow
development and, by extension, of its strength and size.

4.1.1 Equatorial region

In the midspan region, where the flow field is dominated by the vorticity shed
by the single blades due to elevated aerodynamic loading [3], the code is able to
reproduce with a relatively high fidelity the wake temporal and spatial development;
accuracy of the prediction in particular increases going towards higher TSRs, as
reported in figure 4.8.

At low tip-speed ratios, the wake extension is limited to the turbine front section
due to the relatively low blockage effect offered by the machine, as evident from
figure 4.4. The combination of large angle of attack and low relative speed in the
II quadrant results in fact in the onset of dynamic stall (see section 3.1.5), with
corresponding significant drop in blade aerodynamic efficiency CL/CD; for this
reason, the maximum velocity defect is shifted towards the I quadrant, where the
flow is more stable, ending up in a substantial asymmetry of the wake, progressively
reducing downstream [17]. As it can be seen from figures 4.8a and 4.8b, all these
features are well captured by the ACL simulations, even though the degree of
asymmetry of the wake is underestimated with respect to the experimental case;
this issue has probably among the main reasons the inability of the solver to mimic
the LE vortex shedding event typical of dynamic stall.

As the aerodynamic load on the blade, i.e. the tip-speed ratio, is increased,
the blockage exerted by the turbine on the incoming flow becomes more and more
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Figure 4.2: Time-mean turbine wake velocity defect field on the equatorial plane
(Z/H=0), obtained with the ACL solver with flow curvature correction only, for different
loading conditions. Position of the measurement traverses is identified by the dotted lines.
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relevant, as reported in figure 4.2. Upstream of the machine (0 <Y/D< 3), such
phenomenon is highlighted by the enhancement of the flow potential deceleration,
with a reduction of the freestream velocity up to 40% in proximity of the rotor
for TSR=3.3 (see fig. 4.2c); the latter is sided by a considerable deflection of the
flow in the transversal direction, which can be noticed from the cardioid-like shape
assumed by the velocity gradient region. The advancement of the process across
the rotor leads to an enlargement of the wake, now extending well beyond the
machine front section, which is further amplified by its development downstream;
this pattern is clearly visible in figures 4.8f and 4.2c, where it can also be seen how
it is followed by an over-speed (U/U0 > 1) of the streamtubes surrounding the
wake.
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Figure 4.3: Time-mean turbine wake vorticity field ω [1/s] on the equatorial plane
(Z/H=0), obtained with the ACL solver with flow curvature correction only, for TSR=3.3.
Position of the measurement traverses is identified by the dotted lines.

The reduction in oscillation amplitude of both blade angle of attack and relative
speed with respect to the lower TSRs minimizes in fact the influence of dynamic
stall, allowing the establishment of a high lift condition in both I and II quadrants
[17]; the maximum velocity defect zone is thus shifted towards the turbine axis and
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enhanced in both intensity and extension, leading to a nearly symmetrical wake
configuration, with a wide region of stagnant flow. In such context, it is worth
noticing the capability of the method to describe the development of the shear
layers at the interface between the wake and the freestream, highlighted in figure
4.3a by the two peaks in the spanwise component of the vorticity vector ωZ , and
their successive evolution into the large recirculation zone found in the far wake.
Beyond a certain blade loading in fact, the velocity gradient at the wake border
becomes excessively severe, leading eventually to the unstable break-up and flow
entrainment clearly visible in figure 4.3b from the three-dimensional configuration
assumed by the vorticity field.

4.1.2 Tip region
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Figure 4.4: Comparison between the experimental and numerical time-mean velocity
defect fields, obtained with the ACL solver with flow curvature correction only, for
TSR=1.5. Reference plane is the far wake measurement traverse (Y/D=1.5).

Approaching the tip region, where the flow becomes fully three-dimensional and
is dominated instead by the trailing vorticity released by the blade extremities



70 Chapter 4. Results

[3], the reliability of the code drops significantly; more in detail, the deviation
between CFD simulations and experimental data increases going towards higher
TSRs, where the establishment of a high load condition on most part of the turbine
revolution amplifies the effects of the tip vortex-like structures described in section
3.1.6. As reported in figures 4.10 and 4.11, the ACL method is able on one hand to
capture at least qualitatively the shape assumed by the wake, which is deformed
by the presence of persistent tip vortexes generated in the upwind region (I and II
quadrants), where the blade loading is much higher than in the downwind one (III
and IV quadrants).
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Figure 4.5: Comparison between the experimental and numerical time-mean velocity
defect fields, obtained with the ACL solver with flow curvature correction only, for
TSR=2.5. Reference plane is the far wake measurement traverse (Y/D=1.5).

On the other hand, the enhancement of wake deformation during its development
downstream is completely ignored by the CFD simulations, which show a completely
opposite trend.

At the highest tip-speed ratio, wake deformation is almost anti-symmetric with
respect to the turbine axis, as reported in figures 4.11e and 4.11f; a strong vortex is
shed from the blade tip in the I quadrant, inducing a strong deceleration of the
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downstream flow. The same phenomenon occurs in the II quadrant, although with
lower magnitude and in the opposite direction, leading to a lower deceleration of
the corresponding streamtube.
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Figure 4.6: Comparison between the experimental and numerical time-mean velocity
defect fields, obtained with the ACL solver with flow curvature correction only, for
TSR=3.3. Reference plane is the far wake measurement traverse (Y/D=1.5).

Such configuration can also be found in figure 4.6, where the two counter-rotating
tip vortexes are identified by the corresponding "crests" in the upper part of the
wake. From the same picture it is also evident how the predicted velocity defect
region extends in the spanwise direction much more than the experimental one,
highlighting once again the inability of the code to correctly predict the tip vortexes
strength and their interaction with the freestream; according to [3] in fact, the tip
structures are responsible not only for the aforementioned wake deformation in the
streamwise direction, but also for the entrainment of air into the rotor and the
wake from their top and bottom sides, with consequent enhanced mixing with the
undisturbed flow region.

Going towards lower TSRs, the strength of these flow structures, together with
the corresponding wake deformation and flow entrainment, is damped out by the
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decreasing blade loading; such effect is particularly pronounced on the II quadrant
tip vortex due to dynamic stall, leading to a substantial shift of the wake velocity
defect towards the I quadrant and to an overall inclination of the upper wake border
(see fig. 4.4). This trend is clearly visible in figure 4.7, where it can be observed
how the high streamwise vorticity region tends to concentrate on the right-hand
side of the turbine as the TSR shifts from 3.3 to 1.5.
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Figure 4.7: Time-mean turbine wake streamwise vorticity fields ωs [1/s], obtained
with the ACL solver with flow curvature correction only, for different loading conditions.
Reference plane is the far wake measurement traverse (Y/D=1.5).

To sum up, the code, although capable to capture the qualitative features of the tip
region flow pattern, fails in the quantitative estimation of the tip vortex strength.
Apparently, the flow pattern developing around VAWT blades and responsible for
tip vortex generation, described in detail in section 3.1.6, cannot be accurately
reproduced by the ACL approach, since it depends on the blade geometry details.
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4.1.3 Effects of applied sub-models on turbine wake predic-
tion

As anticipated in section 3.1.2, various sub-models were integrated in the
ACL solver, in order to provide a more accurate description of the wind-turbine
interaction; their effect on the computed wake velocity defect profiles turned out
however to be in most cases marginal, as evident from figures 4.8, 4.9, 4.10 and
4.11.

The strongest variation in terms of predicted wake shape with respect to the base
model, i.e. the ACL with the polars of the symmetrical NACA0021 airfoil (see fig.
3.18a and 3.18c), is given by the flow curvature correction, whose implementation
is reported in section 3.1.4; while negligible at the lower tip-speed ratios, its
weight increases going towards higher loading cases, where the curvature of the
streamlines encountered by the rotating blades is more marked (see fig. 4.8). In such
context, it can be seen how its effects on the quality of the results are contrasting.
In the equatorial region, the prediction of the maximum velocity defect in the
wake is improved, leading to a nearly perfect correspondence between ACL and
experimental data in the leeward region (X/D < 0), as reported in figures 4.8e and
4.8f; in the windward one (X/D > 0) however, a significant error is introduced in
the localisation of the wake border, which is shifted towards the right with respect
to the experimental one. The same asymmetrical pattern can be also observed in
the tip region, where it leads to a better approximation of the shape of the wake in
proximity of the turbine (fig. 4.11e); this improvement however is not observed in
the far traverse (see fig. 4.8f), further demonstrating the inability of the adopted
simulation tool to capture the tip vortex structures.

The Berg dynamic stall model shows instead limited effect on the predicted
time-mean wake configuration, both with AM=6 and AM=20; more in detail, the
corresponding wake profile presents characteristics which are intermediate between
the ones related the ACL base configuration and to flow curvature correction.

Even smaller, up to the point to be negligible, is the impact of the Glauert
correction for end effects. This fact is quite surprising, considering how severely
such sub-model alters the aerodynamic force distribution along the blade span, and
confirms the need of more detailed studies about its implementation.
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Figure 4.8: Time-mean turbine wake velocity defect profile on the equatorial plane
(Z/H=0) for different loading conditions and combinations of the following sub-models:
fc=Migliore flow curvature correction, ds= Berg dynamic stall model, tl=Glauert tip loss
correction.
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Figure 4.9: Time-mean turbine wake velocity defect profile in the upper blade region
(Z/H=0.6) for different loading conditions and combinations of the following sub-models:
fc=Migliore flow curvature correction, ds= Berg dynamic stall model, tl=Glauert tip loss
correction.
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Figure 4.10: Time-mean turbine wake velocity defect profile on the tip plane (Z/H=1)
for different loading conditions and combinations of the following sub-models: fc=Migliore
flow curvature correction, ds= Berg dynamic stall model, tl=Glauert tip loss correction.
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(b) TSR=1.5, far traverse
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Figure 4.11: Time-mean turbine wake velocity defect profile on the far tip plane
(Z/H=1.15) for different loading conditions and combinations of the following sub-models:
fc=Migliore flow curvature correction, ds= Berg dynamic stall model, tl=Glauert tip loss
correction.
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4.2 Performance analysis
The turbine performance data coming from ACL simulations, expressed in terms

of average power and thrust coefficients characteristic curves, were validated against
their experimental counterparts. The CP curve in particular was brought to the
comparison after the application of a proper correction for the drag losses associated
to the presence of the support arms connecting the blades to the central shaft
[12]; as a matter of fact, these structures are not included in the ACL model of
the turbine. The validation process allowed to understand the capability of the
code to accurately describe the wind-turbine interaction and, as a consequence, its
suitability for the aerodynamic design of these machines.
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Figure 4.12: Comparison between experimental and predicted average turbine power
coefficient for different tip-speed ratios and combinations of the following sub-models:
fc=Migliore flow curvature correction, ds= Berg dynamic stall model, tl=Glauert tip loss
correction.

As reported in figure 4.12, the adopted simulation tool reproduces with high fidelity
the experimental CP-TSR curve, except for a small discrepancy around TSR=1.8.
The highest degree of correspondence is achieved in particular with the application
of the only flow curvature correction, confirming its importance in the modelling of
small VAWTs, while a substantial degradation of the solver accuracy is observed
when the dynamic stall and tip loss models are added, especially at the higher
TSRs.

On the contrary, a relatively large deviation between simulations and experi-
mental data is observed for the CX curve, particularly evident at the lower TSRs
(see fig. 4.13); such discrepancy is probably related to the absence in the ACL
model of the turbine shaft and support arms, which represent a relevant source of
drag for the machine [2].

In order to gain a deeper understanding of the shape assumed by the performance
curves and so of the global turbine behaviour, various aerodynamic quantities of
interest are reported in figures 4.14, 4.15 and 4.16, for the three TSRs chosen as
benchmarks for the current analysis.
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Figure 4.13: Comparison between experimental and predicted average turbine thrust
coefficient for different tip-speed ratios and combinations of the following sub-models:
fc=Migliore flow curvature correction, ds= Berg dynamic stall model, tl=Glauert tip loss
correction.

At the lower tip-speed ratios, power extraction is severely penalised by the dynamic
stall event occurring for most part of the revolution due to the large oscillation in the
AOA, with a steep reduction in the blade efficiency CL/CD (see fig. 4.14). Thanks
to the corresponding low blockage effect, the behaviour of the machine is nearly
symmetric between the upwind (I+II quadrant) and downwind regions (III+IV),
apart from the hysteresis in the force exchange associated to flow unsteadiness and
highlighted in figures 4.14c and 4.14d.

As the tip-speed ratio is increased, turbine operation is progressively stabilised,
with reduced oscillation of all flow quantities (see fig. 4.15 and 4.16). In fact, due
to the global mitigation of dynamic stall effects and the consequent improvement of
the blades aerodynamic efficiency, a high lift condition is established on a growing
portion of the turbine revolution; such trend is particularly evident in the upwind
region, where the peak torque production zone tends to assume a nearly symmetric
configuration, centred in ϑ = 90° and covering the whole range between ϑ = 45° and
ϑ = 135° (see fig. 4.16b). If on one side this phenomenon enhances power extraction,
raising the average power coefficient, on the other side nonetheless amplifies the
blockage induced by the turbine on the incoming flow (see fig. 4.13), penalising the
machine global performance; as a matter of fact, flow deceleration in the upwind
region determines a decrease in the relative velocity magnitude and angle of attack
seen by the blades in the downwind one, causing a strong asymmetry of the global
torque profile over a revolution, as reported in figure 4.16b. The latter effect is
partially mitigated by the deflection of the incoming flow in the cross-wise direction,
which results in a positive offset of the AOA profile, particularly evident for ϑ = 0°
(see fig. 4.16a).

The final result of the combination of these two opposite trends is the CP-TSR
curve shown in figure 4.12; the power coefficient reaches its peak at TSR=2.5, where
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the proper balancing of all these aspects is reached, for then decreasing due to the
excessive weight of flow blockage over the global turbine behaviour.

4.2.1 Effects of applied sub-models on turbine performance
prediction

In contrast with the development of the wake (see section 4.1), predicted turbine
performances are quite sensitive to the applied sub-models, which exert a strong
influence on the exchange of forces between the wind and the blades and so on the
global blade torque profile.

In such perspective, a relevant contribution comes from the adoption of the
flow curvature correction, whose weight, while negligible at the lower tip-speed
ratios, increases going towards the higher loading cases, where the curvature of the
streamlines encountered by the rotating blades is more marked.
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Figure 4.14: Profiles over a single blade revolution of various aerodynamic quantities of
interest, for TSR=1.5 and different combinations of the following sub-models: fc=Migliore
flow curvature correction, ds= Berg dynamic stall model, tl=Glauert tip loss correction.

As it can be seen from figures 4.15c and 4.16c, its main effect is the amplification of
the asymmetry in the performance between the front and rear parts of the turbine;
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as a matter of fact, blade loading is enhanced in the upwind region, while penalised
in the downwind one. The consequences of this phenomenon on the turbine efficiency
are somewhat contrasting and depends on the considered operating conditions; in
the optimal loading case, i.e. around TSR=2.5, the downwind performance penalty
dominates over their upwind enhancement, leading to a global power coefficient
reduction (see fig. 4.12). The opposite trend is encountered in the high loading
branch of the CP curve, with a corresponding increase in efficiency with respect to
the base model. In this context, the enhanced blade loading in the upwind region
strengthens the blockage exerted by the turbine on the crossing flow, promoting an
increment in the global thrust coefficient (see fig. 4.13) and in the oscillation of all
flow quantities, in particular of the angle of attack (see fig. 4.16a).
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Figure 4.15: Profiles over a single blade revolution of various aerodynamic quantities of
interest, for TSR=2.5 and different combinations of the following sub-models: fc=Migliore
flow curvature correction, ds= Berg dynamic stall model, tl=Glauert tip loss correction.

The addition of the Berg dynamic stall model further modifies the predicted blade
torque profile, replacing the aerodynamic coefficients CL, CD with their dynamic
counterparts; the latter show a marked hysteretic behaviour, which becomes more
and more relevant going towards the low TSRs. At the lower tip-speed ratios,
the aforementioned hysteresis is reflected on a strong asymmetry in the torque
production between the upwind and the downwind regions, with a peak in the
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torque coefficient CT much higher than in the static case (see fig. 4.14b). Such
phenomenon results in an overestimation of the CP, particularly pronounced for
AM=20, when combined with the absence of losses related to LE vortexes shedding
and transport along the flow domain; this fact is evident from figure 4.14a, where it
can be seen how the adopted model has small or negligible effect on the predicted
AOA profile. The same behaviour can be found approaching the optimal operating
condition, while for higher TSRs, the dynamic stall correction tends to distort the
predicted torque profile, as shown in figure 4.16b; as a matter of fact, the large
hysteresis cycle in the upwind region, whose amplitude is probably overestimated
with respect to the real case, induces a wide valley in the angle of attack in the
downwind one, between ϑ = 180° and ϑ = 315°, leading to a local performance
drop. The global effect is a significant underestimation of the average power and
thrust coefficients with respect to the experimental ones.
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Figure 4.16: Profiles over a single blade revolution of various aerodynamic quantities of
interest, for TSR=3.3 and different combinations of the following sub-models: fc=Migliore
flow curvature correction, ds= Berg dynamic stall model, tl=Glauert tip loss correction.

The final sub-model employed in the frame of the current work is the Glauert
correction for end effects, which results essentially in an offset of the blade torque
profile in maximum lift condition, i.e. in the upwind region. As evident from figures
4.12 and 4.13, this model tends to overestimate the weight of tip losses over whole
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range of operation of the turbine, introducing a significant discrepancy between the
ACL and the experimental curves.





Conclusions and Future Works

This thesis has shown that the Actuator Line Method has the potential to
become a reliable tool for the design and study of VAWTs, when supported by an
accurate aerodynamic database and a proper set of corrective sub-models.

The agreement between predicted and experimental wake shape is globally very
good, even though the quality of the results decreases approaching the blade tip,
where the flow field is fully dominated by 3D effects; in that region nonetheless, the
model is still able to reproduce qualitatively the most relevant features.

Turbine performance on the other hand, in particular the variation of the power
coefficient with the tip-speed ratio, are reproduced with high accuracy by the code,
although it requires an additional correction in the post-processing phase to account
for struts-related drag losses; this issue however can be easily solved by integrating
the support structures in the ACL model of the turbine. Their implementation,
together with the one of the central shaft, may also compensate the relatively large
deviation between simulations and experimental data observed for the CX curve.

A relevant role in determining the code prediction capabilities, especially in
the frame of turbine performances, is played by the applied sub-models. A major
improvement in the reliability of the model was given by the flow curvature correc-
tion, both in terms of CP and wake shape evaluation, confirming its importance
for the modelling of small VAWTs. The opposite effect derived instead from the
employment of the Glauert one for tip losses; such correction has proved in fact
to be redundant, since the ACL own formulation is able to account, at least in
terms of average power extraction, for the three-dimensional features of the flow
developing around the turbine blades. In such perspective, also the Berg dynamic
stall model has demonstrated to be detrimental for the code accuracy, especially
for high values of the constant AM, both in terms of predicted performances and
wake shape; dynamic stall models are, therefore, a clear area of future development
for the ACL model.

Future developments Apart from the various possible improvements described
so far (integration of the shaft and support structures in the ACL model of the
turbine, in-depth study of the implemented tip loss and dynamic stall submodels),
the natural prosecution of the current work is represented by a comprehensive
analysis of the capability of the solver to capture the unsteadiness characterising
the turbine operation, especially in the wake. As a matter of fact, only time-
mean quantities have been taken into consideration in this thesis. The first step
would be to evaluate the intensity of periodic unsteadiness IPER, i.e. related to the
motion of the blades, in the wake and compare it to the available experimental
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data; for the purpose, the simulations should be run for a sufficiently long time
for the phase-resolved arithmetic and RMS averages of the velocity data to be
performed in a statistically meaningful way, as described in section 2.3. The direct
assessment of the streamwise turbulence intensity ITU is instead made difficult by
the URANS formulation of the solver, which does not allow to clearly distinguish
the unresolved/turbulent velocity fluctuations from the periodic ones. In such
perspective, a major improvement would be achieved by switching to a LES
turbulence model, whose numerical implementation is strongly eased by the ACL
formulation, thanks to the absence of the boundary layer and the high regularity
of the computational grid; as a matter of fact, this method suffers from issues in
the treatment of near-wall regions and is hard to apply to non-orthogonal, not
uniform meshes [58]. LES is able to resolve most of the fluctuations occurring at the
larger scales; as a consequence, it would provide a deeper insight into the vortical
structures either released by the blades or generated from the disruption of large
velocity gradient regions such as shear layers, enriching the description of the wake
shed by the turbine.

The study carried out in this thesis, together with the analyses proposed in
the previous paragraph, could be then extended to other VAWT architectures, in
particular the Troposkien rotor, for which reliable experimental data is available
in [4]. Thanks to its three-dimensional formulation, the ACL has the potential to
provide a more accurate description of the flow field characterising these machines,
for which a two-dimensional modelling is notoriously inadequate, when compared
to low-order methods such as DMST; the presence of tip regions however, where
the turbine suffers from a very low tip-speed ratio operation [17], represents a
considerable obstacle to the implementation of this approach, that for this reason
is still in the embryonic stages.

Another characteristic of the ACL tool which has not been investigated in the
present work is its capability to handle arbitrarily complex inflow conditions; all
simulations were in fact performed considering a uniform, steady flow at the inlet,
as the one generated in the low-turbulence test facility used for the experimental
campaign (see section 2.2). This aspect is nonetheless of paramount importance,
considering the potential advantages of ACL in the simulation of VAWTs in harsh
environments such as the urban one, characterised by highly turbulent and in most
cases skewed flows, and requires therefore dedicated studies in the near future.



Appendix A

XFoil

A.1 Inviscid formulation

Figure A.1: Schematic of the airfoil and wake panel discretisation. On the right, a
detailed view of the trailing edge paneling [20].

In the XFoil code, the freestream region is modelled via a linear vorticity stream
function panel method, which relies on the discretisation of the Laplace equation
under the hypothesis of irrotational, inviscid and incompressible flow:

∇2ψ = 0 (A.1)

where ψ(x,y) is a stream function related to the velocity field (u,v) and the velocity
potential ϕ by the following relations:

u =
∂ϕ

∂x
=
∂ψ

∂y
(A.2)

v =
∂ϕ

∂y
= −∂ψ

∂x
(A.3)

Exploiting the linearity of potential formulation, it is possible to express ψ(x,y) as
the superposition of elemental flow fields, whose solution is known a priori:

ψ(x, y) = (u∞y − v∞x) +
1

2π

∫
γ(s) ln r(s, x, y)ds+

1

2π

∫
σ(s)ϑ(s, x, y)ds (A.4)

where s is the coordinate along the airfoil profile, r is the magnitude of the vector
between point s on the surface and the field one (x,y), ϑ is the vector’s angle, and
u∞ = V∞ cosα and v∞ = V∞ sinα are the freestream velocity components. From
equation A.4, three main components may be distinguished:
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• a uniform freestream field, representing the undisturbed flow at given velocity
V∞ and angle of attack α.

• a vortex sheet of strength γ(s) on the airfoil surface, accounting for the bound
vorticity generated by lifting interaction.

• a source sheet of strength σ(s) on the airfoil surface and wake, accounting
for the interaction between the inviscid and the viscid flow regions. As it
will be seen later, this term is exploited for application of proper boundary
conditions at the interface of the freestream with the boundary layer.

This operation serves as basis for successive discretisation of the airfoil surface and
wake respectively in N and Nw panels, each one characterized by a linear variation
of vortex strength γ between its delimiting nodes [i, i+1]. The result is the following
linear system:

N∑
j=1

aijγj − ψ0 = −u∞yi + v∞xi −
N+Nw−1∑

j=1

bijσj for 1 ≤ i ≤ N (A.5)

Closure of system A.5 derives from the application of the Kutta condition, which
imposes no vorticity discontinuity at the airfoil trailing edge, γ1 + γN = 0. This
way, N+1 equations are made available for N+1 unknowns (γi, ψ0 for 1 ≤ i ≤ N).
The σi coefficients derive instead from the boundary layer equation resolution.

A.2 Viscous formulation
For the viscous region, i.e. the boundary layer and the wake, the standard

compressible integral momentum and kinetic energy shape parameters equations
are adopted, parametrised on the streamwise coordinate ξ :

dϑ

dξ
+ (2 +H −M2

e )
ϑ

ue

due
dξ

=
Cf
2

(A.6)

ϑ
dH∗

dξ
+ (2H∗∗ +H∗(1−H))

ϑ

ue

due
dξ

= 2CD −H∗
Cf
2

(A.7)

where H= δ∗/ϑ, H∗ = ϑ∗/ϑ and H∗∗ = δ∗∗/ϑ are respectively the base, kinetic
energy and density shape parameters. Governing variables are the integral boundary
layer parameters, i.e. the displacement thickness δ∗ and the momentum thickness ϑ,
together with the boundary layer edge velocity ue, necessary for the coupling with
the outer flow. In order to account for the deviation of the main flow dissipation
coefficient CD(Cf, Cτ , H, H∗, Hk) from the local equilibrium value, a dedicated
equation for the maximum shear stress coefficient Cτ is employed:

δ

Cτ

dCτ
dξ

= 5.6(C0.5
τEQ
− C0.5

τ ) + 2δ

{
4

3δ∗

[
Cf
2
−
(
Hk − 1

6.7Hk

)2
]
− 1

ue

due
dξ

}
(A.8)

with Hk kinematic shape parameter. These four variables are discretised with
the same strategy adopted for inviscid ones. In laminar regions, equation A.8 is
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replaced by a one equation model for the growth of amplitude ñ of the most amplified
Tollmien-Schichtling wave, so that laminar-to-turbulent transition phenomenon can
be embedded in the resolution scheme:

dñ

dξ
=

dñ

dReϑ
(Hk) ·

dReϑ
dξ

(Hk, ϑ) (A.9)

where Reϑ is the momentum thickness Reynolds number. The transition point is
identified as the location in which ñ exceeds an user-defined critical value ñcrit, that
depends on the surface roughness and turbulence intensity levels of the problem.

A.3 Inviscid-viscous coupling
Finally, the two flow domains are coupled via a transpiration model, which

enforces flow continuity across the interface through kinematic congruence and the
conservation of mass. On one hand, ue is related to local vorticity on the airfoil
surface and to global vorticity in the wake:

uei = ±γi (1 ≤ i ≤ N) (A.10)

uei = u∞n̂y − v∞n̂x +
N∑
j=1

cγijγj +
N+Nw−1∑

j=1

cσijσj (N + 1 ≤ i ≤ N + Nw) (A.11)

with n̂ being an unit vector locally normal to the wake. On the other hand, the
mass defect m= δ∗ue associated to boundary layer is embedded in the outer flow
source terms σi:

σi =
dm

dξ
= ±mi+1 −mi

si+1 − si
(1 ≤ i ≤ N + Nw) (A.12)

The global system is then resolved simultaneously with a global Newton method.
Once ψ(x,y) field is known, velocity and pressure fields can be easily evaluated,
leading to the computation of aerodynamic forces. A detailed documentation of
the method, including the full derivation of the presented equations, is reported in
[19, 20].





Appendix B

Migliore Conformal Mapping

Migliore’s conformal mapping method consists in the transformation of a sym-
metrical airfoil in curved flow to an equivalent cambered airfoil in straight flow,
by preserving the local velocities and incidence angles. This procedure allows
to successfully embed flow curvature effects in common BEM-based aerodynamic
models.

B.1 Blade kinematic analysis
Starting point of the algorithm is the evaluation of the blade kinematic behaviour,

i.e the relationship between the blade relative velocity VR’ chordwise distribution
and the turbine geometric and operative characteristics. Following derivation is
carried out assuming that the blade chord is orthogonal to the support arm. First
step is the computation of the relative velocity module and direction, according to
figure B.1:

VR′ = [(ωR′)2 + V 2
∞ − 2V∞ωR

′ sin(ϑ′)]
1
2 (B.1)

ϕ = arcsin

(
V∞
VR′

cos(ϑ′)

)
(B.2)

where ω is the turbine rotational speed and V∞ is the freestream flow velocity.
Accented variables account for local values of the considered quantities:

∆ϑ = arctan
(x
c
· c
R

)
(B.3)

R′ =
R

cos(∆ϑ)
(B.4)

ϑ′ = ϑ−∆ϑ (B.5)

where R is the turbine radius, c the blade chord and ϑ the blade angular position.
Introducing the local inverse tip-speed ratio ε = V∞/(ωR

′), the final expressions
for local relative speed and angle of attack are derived from equations B.1 and B.2:

VR′(x/c) = ωR′[1 + ε′2 − 2ε′ sin(ϑ′)]
1
2 (B.6)

α(x/c) = ϕ+ ∆ϑ = arctan

(
ε′ cos(ϑ′)

1− ε′ sin(ϑ′)

)
+ ∆ϑ (B.7)
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Figure B.1: VAWT geometry for determination of local angle of attack [44].

B.2 Streamline kinematic analysis
The same analysis of section B.1 has to be performed on the flow, so that a

mathematical expression for the streamlines interacting with the turbine blades
is achieved. Considering a non-inertial (p,q) coordinate system, centred on the
blade-support arm attachment point and rotating with the blade itself, the relative
inflow velocity can be derived from the vectorial composition of the blade peripheral
speed with the freestream velocity:

V R′ = [ω(R + q)− V∞ sin(ϑ)] · p̂− [ωp+ V∞ cos(ϑ)] · q̂ (B.8)

Assuming as initial condition ψ(0,0)=0, the corresponding stream function ψ is:

ψ =
ω

2
p2 + (V∞ cos(ϑ))p+

ω

2
q2 + [ωR− V∞ sin(ϑ)]q (B.9)

which expressed in terms of ε = V∞/ωR, becomes:[ p
R

+ ε cos(ϑ)
]2

+
[ q
R

+ 1− ε sin(ϑ)
]2

= 1 + ε2 − 2ε sin(ϑ) +
2ψ

ωR2
(B.10)
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Equation B.10 represent the mathematical expression for the instantaneous stream-
lines interacting with the airfoil, which take the form of concentric circles, whose
origin and radius are functions of ϑ ad the TSR.

(a) Velocity due to VAWT rotation (b) Velocity due to wind

Figure B.2: Wind-blade interaction kinematic analysis [44].

B.3 Virtual airfoil transformation equations
Combining the various equations developed in sections B.1 and B.2, it becomes

possible to develop a standard procedure for the conformal mapping of an arbitrary
airfoil to its virtual counterpart. Due to the multiple normalisation parameters and
frames of reference employed, a specific set of subscripts and superscripts must be
defined. More in detail, superscripts g and v identify quantities which are referred
to the geometric and virtual coordinate systems, respectively. Subscripts g, v,
and R indicate instead quantities which have been made non-dimensional over the
geometric chord cg, the virtual chord cv, and the turbine radius R.

First step consists in the mapping of the profile coordinates from the standard
NACA frame of reference (x,y), centred on the leading edge, to the non-inertial one
(p,q) defined in section B.2, centred instead on the blade-support arm attachment
point, as shown in figure B.3:

pgg = (xgg − kgg) cos(αB) + (ygg − hgg) sin(αB) (B.11)
qgg = (xgg − kgg) sin(αB)− (ygg − hgg) cos(αB) (B.12)

where (kgg, hgg) are the blade-support arm attachment point coordinates, αB the
pitch angle in the NACA frame of reference. Virtual airfoil coordinates in the
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Figure B.3: NACA airfoil coordinate system in relation to blade coordinate system [44].

non-inertial frame of reference (pgv, qvg) are then evaluated exploiting equation B.10:

qvR = [(pgR + ε cos(ϑ))2 + (qgR + 1− ε sin(ϑ))2]
1
2 (B.13)

pvR = [(pgR + ε cos(ϑ))2 + (qgR + 1− ε sin(ϑ))2]
1
2 · arctan

[
pgR + ε cos(ϑ)

qgR + 1− sin(ϑ)

]
(B.14)

Introducing the following non-dimensional quantities:

γ = ε cos(ϑ) (B.15)
λ = 1− ε sin(ϑ) (B.16)

Γ =
pgg
Rg

+ γ (B.17)

Λ =
qgg
Rg

+ λ (B.18)

equations B.13 and B.14 can be expressed in the form below:

qvg
Rg

= [Γ2 + Λ2]
1
2 − [γ2 + λ2]

1
2 (B.19)

pvg
Rg

= [Γ2 + Λ2]
1
2 ·
[
arctan

(
Γ

Λ

)
− arctan

(γ
λ

)]
(B.20)
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Eventually, virtual airfoil non-inertial coordinates are mapped back to the NACA
frame of reference, obtaining the final transformed geometry to be used for aero-
dynamic analysis. Such process is shown in figure B.4. For the purpose, the
virtual angle of attack αv and virtual chord-to-geometric chord ratio cv/cg has to
be evaluated from the virtual leading edge (pvg1, qvg1) and trailing edge (pvg2, qvg2)
coordinates:

αv = arctan

(
qvg2 − qvg1
pvg2 − pvg1

)
(B.21)

cv

cg
= [(pvg2 − pvg1)2 + (qvg2 − qvg1)2]

1
2 (B.22)

and plugged into the transformation equations:

xvv = [(pvg − pvg1) cos(αv) + (qvg − qvg1) sin(αv)] ·
cg

cv
(B.23)

yvv = [(pvg − pvg1) sin(αv)− (qvg − qvg1) cos(αv)] ·
cg

cv
(B.24)

A more detailed documentation of the method, including the full derivation of the
presented equations, is reported in [44].

Figure B.4: Transformed mean line [44].





Appendix C

Berg Model

Berg dynamic stall model represents an adaptation to VAWTs of the Gormont
formulation, which, being originally developed for helicopters, tends to overestimate
unsteady effects in the deep stall region; in such application in fact, the maximum
angle of attack is much lower than the one experienced by VAWT blades [37].

C.1 Gormont model
In the model proposed by Gormont, dynamic effects are embedded in the solution

by entering the available polar data with a modified angle of attack αref:

αref = α−K1∆α (C.1)

where α is the static angle of attack, while K1∆α is a dynamic correction, which
depends on various geometric, kinematic and dynamic parameters of the flow:

Hysteresis effects The different behaviour of the airfoil in the detachment and
reattachment phases is taken into account by introducing an empirical constant K1,
modifying the dynamic correction term basing on the sign assumed by the angle of
attack time derivative α̇:

K1 =

{
1 for α̇ ≥ 0

−0.5 for α̇ < 0
(C.2)

For α̇ ≥ 0, the dynamic correction reduces the effective angle of attack, delaying
separation with respect to the static case. For α̇ < 0 instead, the effective angle of
attack is increased, mimicking the loss in performances experienced by VAWT blades
during reattachment; according to empirical evidence, the influence of dynamic
stall is lower in this phase than in the detachment one, so that a coefficient of -0.5
is used.

Airfoil geometry Airfoil geometry, in particular its maximum thickness t/c,
determines the effects on the dynamic correction of flow unsteadiness, related to the
reduced frequency, and compressibility, associated to the Mach number. Sensitivity
to the former is quantified by the parameter γmax, to the latter by the set of values
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M1, M2, which, as it will be shown in the next paragraph, are used to build the
γ-M characteristic curve. These quantities assume different values basing on the
considered aerodynamic coefficient. For lift, they take the form:

γLmax = 1.4 + 6(0.06− t/c) (C.3)
ML

1 = 0.4 + 5(0.06− t/c) (C.4)
ML

2 = 0.9 + 2.5(0.06− t/c) (C.5)

while for the drag characteristic curve:

γDmax = 1 + 2.5(0.06− t/c) (C.6)
MD

1 = 0.2 (C.7)
MD

2 = 0.7 + 2.5(0.06− t/c) (C.8)

As it can be seen from equations C.3 and C.6, sensitivity of the dynamic correction
to reduced frequency lowers with increasing t/c, confirming what stated in section
3.1.5. Opposite trend is encountered for compressibility effects, that are amplified
going towards the thicker airfoils; given in fact a certain freestream velocity, the
maximum local Mach number on the profile increases with the severity of flow
acceleration on its leading edge.

Compressibility Compressibility effects are accounted by applying a proper
damping function to γmax, that depends on the blade relative Mach number M:

γ2 = γmax ·max

{
0,min

[
1,
M −M2

M1 −M2

]}
(C.9)

γ1 =

{
γ2/2 for lift
0 for drag

(C.10)

According to equation C.9, influence of compressibility on the dynamic stall process
is regulated by the parameters M1, M2, which depend on t/c. For M < M1, its
effect is negligible, so that no damping occurs, while, for M > M2, the damping
is so high, that dynamic effects are fully inhibited; for intermediate cases, γ2 is
evaluated as linear interpolation between the two.

Reduced frequency The relationship between ∆α and the degree of unsteadiness
of the flow is treated in a linear way, via the coefficients γi(t/c, M):

∆α =

{
γ1S for S ≤ SC

γ1SC + γ2(S − SC) for S > SC
(C.11)

where S is an index of unsteady forcing, strictly related to the reduced frequency:

S =

√∣∣∣∣ cα̇2vr

∣∣∣∣ (C.12)
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In order to distinguish the behaviour of thin airfoils from that of thicker ones, the
threshold parameter SC is defined:

SC = 0.06 + 1.5(0.06− t/c) (C.13)

Eventually, dynamic lift and drag coefficients are evaluated by plugging αref in
the available static tabulated polars. Due to the marked difference in the shape
assumed by the lift curve in the attached and separated flow regions, an ad hoc
extrapolation procedure is adopted for Cdyn

L :{
Cdyn
L = CL(α0) +m(α− α0)

Cdyn
D = CD(αref )

(C.14)

where the slope m is determined from the following equation:

m = min

[
CL(αref )− CL(α0)

αref − α0

,
CL(αSS)− CL(α0)

αSS − α0

]
(C.15)

where αSS is the static stall angle, while α0 the zero-lift one. According to this
strategy, the original curve slope is preserved in the attached flow region, introducing
no relevant deviations from the airfoil static behaviour, while in the separated
flow one, pointwise slope evaluation allows to successfully embed the stall delay
phenomenon into the computation of the lift coefficient; as suggested by Berg [6],
the performance of such extrapolation method can be improved by redefining αSS

as the point in which the lift curve starts departing from linear behaviour.

C.2 Berg modification
Massé [37] and Berg [6] proposed to modify the Gormont model by computing

the dynamic lift and drag coefficients as linear interpolation between the static and
the Gormont ones:

Cmod
L =

{
CL +

[
AMαSS−α
AMαSS−αSS

]
(Cdyn

L − CL) for α ≤ AMαSS

CL for α > AMαSS
(C.16)

Cmod
D =

{
CD +

[
AMαSS−α
AMαSS−αSS

]
(Cdyn

D − CD) for α ≤ AMαSS

CD for α > AMαSS
(C.17)

where AM is a semi-empirical constant, to be tuned for the specific case under
analysis. Further details can be found in [46].





Nomenclature

Acronyms

ACL Actuator Line Method

AOA Angle of Attack

ASSM Actuator Swept-Surface Method

BAWT Building-Augmented Wind Turbine

BEM Blade Element Method

BPP Blade Passing Period

CFD Computational Fluid Dynamics

DMST Double Multiple Stream Tube

DNS Direct Numerical Simulation

EVM Effective Velocity Method

FV Finite Volume

HAWT Horizontal Axis Wind Turbine

LE Leading Edge

LES Large Eddy Simulation

LLT Lifting Line Theory

NS Navier-Stokes

OpenFOAM Open Field Operation And Manipulation

PM Panel Method

RMS Root Mean Square

SST Shear Stress Transport

SWT Small Wind Turbine
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TE Trailing Edge

TSR Tip Speed Ratio

URANS Unsteady Reynolds-Averaged Navier-Stokes

VAWT Vertical Axis Wind Turbine

Subscripts

f quantity evaluated at the centroid of considered face

0 freestream flow quantity

N quantity evaluated at the centroid of a neighbouring cell

n normal component (blade frame of reference)

o quantity evaluated at the previous timestep

P quantity evaluated at the centroid of considered cell

t tangential component (blade frame of reference)

Symbols

α angle of attack [deg]

αSS static stall angle of attack [deg]

β blade pitch angle [deg]

ω vorticity vector [1/s]

∆t timestep [s]

Γ circulation [m2/s]

µ dynamic viscosity [kg/(m·s)]

µT eddie viscosity [kg/(m·s)]

ν kinematic viscosity [m2/s]

νT kinematic eddie viscosity [m2/s]

Ω turbine rotational speed [rad/s]

ω turbulent frequency [1/s]

ωs streamwise vorticity [1/s]

ϕ generic flow quantity, blade relative flow angle [deg]
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ρ flow density [kg/m3]

σ rotor solidity [-]

τ turbine revolution period [s]

ϑ blade angular position [deg]

D drag force vector [N]

L lift force vector [N]

n unit vector normal to the blade peripheral speed [-]

t unit vector tangential to the blade peripheral speed [-]

U0 freestream flow velocity [m/s]

U local flow velocity [m/s]

u fluctuating velocity vector [m/s]

vl local undisturbed flow velocity [m/s]

vr blade relative flow velocity [m/s]

vtr blade peripheral speed/translational velocity [m/s]

A turbine front section area [m2]

AM Berg model constant [-]

c blade chord [m]

CD drag coefficient [-]

CL lift coefficient [-]

CP turbine average power coefficient [-]

CT blade torque coefficient [-]

CX turbine average streamwise thrust coefficient [-]

Co Courant number (cell-based) [-]

D turbine diameter [m]

FX streamwise rotor thrust [N]

H blade half height [m]

hcell grid cell characteristic dimension [m]

I turbulence intensity [-]
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IPER periodic unsteadiness intensity [-]

ITU streamwise turbulence intensity [-]

k turbulent kinetic energy [m2/s2]

M blade relative Mach number [-]

Nb turbine number of blades [-]

P absolute pressure [Pa]

R turbine radius [m]

Re blade Reynolds number [-]

T rotor torque [Nm]

t time [s]

X transversal coordinate [m]

x profile chordwise coordinate [m]

Y streamwise coordinate [m]

Z spanwise coordinate [m]

z0 roughness length [m]
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