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Introduction

The down-sizing of electronic devices has almost reached the nanoscale, in
which quantum phenomena play a fundamental role. From this perspective,
material scientists and condensed matter physicists have dedicated large at-
tention to low dimensional materials, ideal platform for possible applications
in novel nanoscale quantum devices.
Layered metal chalcogenide systems are paradigmatic two-dimensional ma-
terials exhibiting peculiar electronic and magnetic properties driven by the
anisotropy of the orbital bonds. Due to their reduced dimensionality, novel
exotic phenomena arise in these layered compounds [1]. The discovery of the
charge and spin density waves, of the puzzling high-Tc superconductivity
and more recently of the topological insulating phase of matter are paradig-
matic examples of the astonishing novel phenomena established in the last
years in these compounds. Such exotic properties combined with their natu-
ral proclivity towards chip integration have established these materials as a
promising platform for fundamental investigations and future devices.
In order to pursue integration in future technologies, a comprehensive un-
derstanding of the dynamical properties of these materials is essential. In
the last decades, the emergence of mode-locked femtosecond pulsed lasers
has triggered the development of new techniques to study the ultrafast elec-
tronic dynamics offering the opportunity to unfold opened questions about
the light-matter interaction phenomena.
In this thesis, we have exploited high-temporal resolution time-resolved re-
flectivity (TR-Reflectivity) and time- and angle-resolved photoemission spec-
troscopy (TR-ARPES) to investigate ultrafast phenomena in two different
classes of layered metal chalcogenides: (i) the topological insulators of the
BixSb2−xTeySe3−y family and (ii) the charge density wave system 1T-TiSe2.
In particular, TR-ARPES measurements have been done using state-of-art
Yb-based laser setup at the Ultrafast Photoemission and Optical Spectroscopy
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(UPhOS) laboratory in the Physics Department of Politecnico di Milano [2].
Thanks to a cascade of non-linear optics processes (e.g. home-made Non-
collinear Optical Parametric Amplifier (NOPA) and Sum Frequency Genera-
tion (SFG) stage), a sub 30 fs 1.8 eV pump beam and a sub 70 fs 6 eV probe
beam are generated. Photoemitted electrons have been collected by a home-
designed Time of Flight (ToF) analyzer. The resulting unique combination
of temporal and energy resolution, 70 fs and 50 meV respectively, allowed us
to address the physical origin of femtosecond optically-triggered phenomena
in layered low dimensional materials.

Topological Insulators are a phase of matter characterized by an in-plane
spin-polarized surface state (TSS) arising within the bulk insulating energy
gap [3–5]. Electrons in the TSS are well described by the Dirac Hamiltonian
and form a Dirac cone in reciprocal space. This leads to peculiar properties
like the protection against spin-flip events [3, 4]. The capability to con-
trol the spin polarization using ultrashort light pulses [6, 7] together with
the realization of an optically-triggered surface spin-current [8] opens new
scenarios in the use of this class of materials for future opto-spintronic de-
vices. Thus, TIs have become a hot-topic in the scientific community since
they promise a new generation of faster devices. We deeply investigated the
out-of-equilibrium properties of the BixSb2−xTeySe3−y topological insulator
necessary for its sucessful implementation in spintronic devices.
Performing TR-ARPES measurements as a function of the stoichiometry, we
have found that the position of the Dirac point (DP), i.e. the point in which
the two branches of the Dirac cone cross, with respect to the Fermi level
strongly affects the electronic relaxation dynamics of the Dirac fermions in
the TSS. We have explained our observation in terms of Fermi’s golden rule
and bottleneck-effect due to the reduced phase space at DP. In particular,
for stoichiometries where the Dirac point has a vanishing binding energy, we
have observed a terrific long persistence of the electronic population in the
TSS [9].
Exploiting the selective coupling of different circular helicities of light with
spin in the presence of a non-zero spin-orbit interaction, we have investi-
gated the microscopic origin of the spin-current that is optically-induced by
circularly-polarized light in the Bi2Se3 prototypical topological insulator. We
reported the first experimental evidence of a direct coupling between circular
light and the empty topological surface state (ESS) located within a bulk-gap
of the unoccupied states. We reported also the ultrafast build-up and flow
of a spin-polarized electron population in the ESS [10, 11].
Combining TR-ARPES measurements performed at the University of British
Columbia by prof. Damascelli’s group and high-temporal resolution broad-
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band TR-reflectivity measurements performed in Politecnico di Milano, we
observed that a modification of the TSS wavefunction, as a consequence
of optically-triggered phonon modes, leads to transient changes in the pho-
toemission matrix elements. This is an important result because it raises
doubts about the commonly-employed paradigm that the transient evolution
of the TR-ARPES intensity is related directly to the intrinsic quasiparti-
cle dynamics suggesting that a more careful interpretation of the non-trivial
time-resolved photocurrent is required [12].

In the last decade, the discovery of Graphene boosted research in the field
of low-dimensional materials. However, despite peculiar properties (such as
the very high carrier mobility), the lack of a band-gap, fundamental for any
operative electronics device, is a limiting factor in the implementation of
Graphene. For this reason, low-dimensional materials exhibiting a metal-
to-insulator transition attracted a lot of attentions in the material science
community.
The layered 1T-TiSe2 is an appealing system due to the experimental obser-
vation of a novel quantum state of matter: the excitonium, a macroscopic
condensate of excitons, quasiparticles made by interacting electrons and holes
[13].
In addition, 1T-TiSe2 undergoes a (semi)metal-to-insulator transition below
the critical temperature TCDW=202 K driven by the formation of low en-
ergy excitation called charge density wave (CDW) together with a periodic
lattice distortion [14]. Although this transition is well-known since the 70s,
the underlying mechanism is not well-established and understood.
We investigated the photo-induced melting of CDW in 1T-TiSe2 single crys-
tals by TR-ARPES and TR-Reflectivity. Our measurements reveal that af-
ter photo-excitation different dynamics arise in the closing of the electronic
band-gap and in the melting of the charge order suggesting an excitonic-
lattice cooperative model [15].

This thesis is organized as follow.
In Chapter 1 we present an overview of the properties of three-dimensional
topological insulators. The state-of-art based on steady-state ARPES, circu-
lar dichroism and TR-ARPES experiments is discussed.

In Chapter 2, after a theoretical introduction about Charge Density Waves,
we introduce the physics of the layered 1T-TiSe2 system with particular at-
tention to previous ARPES and TR-ARPES experiments.

In Chapter 3, we introduce the experimental techniques employed in this
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thesis. After a theoretical introduction about the photoemission process, we
present the time- and angle-resolved spectroscopies (TR-ARPES).

In Chapter 4, we show and discuss our data about out-of-equilibrium phe-
nomena in topological insulators. In particular, we present our TR-ARPES
as a function of stoichiometry in the BixSb2−xTeySe3−y family, the origin of
the optically-induced spin-current in Bi2Se3 and the dynamical modification
of the photoemission matrix elements.

In Chapter 5, we discuss the origin of the charge density waves phase in
layered 1T-TiSe2. Our fluence-dependence TR-ARPES and TR-Reflectivity
measurements strongly hint to the key role played by the lattice in the
(semi)metal-to-insulator transition suggesting a cooperative excitonic-lattice
scenario.



Chapter 1
Topological Insulators

To send out a flare
This is an attempt to connect

Edify and dissect
Send a light
Send repair

From surface to air

From surface to air
from If Not Now, When? (2011), Incubus

Since their prediction and experimental discovery in 2009, topological in-
sulators (TIs) created a large surge of research activities. Their peculiar
properties such as a spin-polarized metallic transport at the surface sug-
gest in fact possible spintronics applications. In addition, they are also
ideal benchmark for quantum theories such as the realization of Majorana
fermions. In the following chapter a review of the physics and of the proper-
ties of topological insulators will be presented. Particular attention will be
given to angle-resolved photoemission spectroscopy (ARPES) experiments
that characterized TIs properties. In addition, a state-of-art overview about
out of equilibrium physics of TIs investigated by time-resolved ARPES will
be given.

1.1 Introduction

Three dimensional topological insulators (TIs) represent a novel phase of
condensed matter presenting unique quantum-mechanical properties. This
class of materials is characterized by a bulk insulating behavior while the
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surface is metallic due to the presence of a gapless surface state (the so-
called topological surface state (TSS)) within the bulk insulating band gap.
The mechanism at the origin of the TSS is the band inversion that consists
in the reversal of the common band ordering of the bulk valence (VB) and
conduction bands (CB) at the Γ̄ point, i.e. the center of the Brillouin zone,
due to a strong spin-orbit coupling (SOC) [3–5, 16]. To better clarify this
mechanism, in the following discussion we focus on Bi2Se3, the prototypical
three-dimensional TI. However, the derived properties and conclusions can
be applied to all TIs.

The crystal structure of Bi2Se3 is shown in Fig. 1.1(a). Bi2Se3 has a rhombo-
hedral structure consisting of five atomic layers stacked along the z-direction.
This structure, usually called quintuple layer (QL), could be considered the
fundamental brick of any three dimensional topological insulator. Inside a
QL, strong chemical bonds couple an atomic layer to the first nearest neigh-
bourds. Between two different QLs instead the force is weaker and of Van
der Waals type giving a natural cleavage plane. Starting from this crystal
structure, the fundamental role of the SOC in the band structure could be
clarified by considering the contribution of the Bi and Se orbitals to the VB
and CB at the Γ̄ point as shown in Fig. 1.1(b). Three different stages are
considered: (I) is the largest energy scale representing the chemical bonds
among Bi and Se atoms inside a QL, (II) includes the crystal field splitting
and (III) represents the relativistic correction within the spin-orbit coupling.
In (I), the formation of chemical bonds drops all the Se-states below the
Fermi level while the Bi-states are shfted up above it. Thus, labeling the
states according to their parity (labeled as ±), conduction bands derive from
two Bi p-orbitals and valence bands consists of three Se p-orbitals. The crys-
tal field removes degeneracy of pz orbitals from px,y (stage (II) in Fig. 1.1b);
the pz orbitals are now the closest ones to the Fermi level. Turning on SOC
(stage (III)), it leads to a repulsion between states with the same parity but
opposite spin and angular momentum character. The energy of the Se-pz
state is then lifted above the Fermi level while the energy of the pz state
of the Bi atoms is pushed down [3, 17]. Due to this inversion of the usual
order, a metallic surface state necessarily appears to connect the state with
the same parity at the interface with an ordinary insulator (e.g. the vacuum)
with the trivial band order as shown in Fig. 1.1(c)
This mechanism infers the role of the topology of the electronic states wave
functions and it is the reason why this new class of materials has been la-
beled as topological. Without going deep in details, in TIs the wave function
is mapping the k-space in a manifold of the Hilbert space with a non triv-
ial topology due to the band inversion mechanism. This nontrivial topology
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Fig. 1.1: (a) Crystal structure of topological insulator bismuth-chalcogenide
family. The brown cage encloses the quintuple layer (QL). From [4]. (b)
Schematic picture of the evolution of Bi and Se orbitals into valence and
conduction bands of Bi2Se3 at the Γ̄-point. (I), (II) and (III) stand for
different stages in which chemical bonding, crystal field splitting and spin-
orbit coupling, respectively are turned on. The blue dashed line represents
the Fermi level. From [3]. (c) Cartoon of the band structure evolution
from trivial to topological insulator trough band-inversion mechanism due to
strong spin-orbit coupling (SOC). (d) Pictorial representantion of the band
dispersion of the spin-polarized bidimensional Dirac cone within the bulk
energy band gap. The helical spin texture is also reported. From [4] (c)
(2013) The Physical Society of Japan.

is peculiar of the gapped energy states. This implies that topology cannot
change while the bands energy gap is open. Therefore, at the interface the
topology can turn to the trivial one of a common insulator only by closing
the gap [4]. Topology shapes the rising of the gapless surface state. Surface
state fundamental properties do not depend on the material parameters but
only on the topology of the gapped bulk electronic states. In other words,
smooth adiabatical changes in the physical parameters of the material do not
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affect the fundamental properties unless the system passes through a quan-
tum phase transition [5].
As previously described, it is the physics around the Γ̄ point that determines
the topological nature. It is possible to show that, starting from the pz-states
around the Fermi level (see Figure 1.1(b)), the effective Hamiltonian ruling
the low energy properties of the system is close to the three-dimensional Dirac
model except for the fact that the mass term is in this case k-dependent
and proportional to the bulk energy gap. The Hamiltonian describing the
topological surface state (TSS) is obtained taking the projection of the bulk
Dirac-like one onto the surface. The surface Hamiltonian Hsurf is [3]:

Hsurf (kx, ky) = C + v~(σxky − σykx), (1.1)

where v is the group velocity of the surface state and σx, σy are the in-plane
Pauli matrices. Equation 1.1 points out other novel properties of the TSS.
Firstly, the gapless surface states within the bulk band energy gap have been
found in a single massless Dirac fermion. For this reason, TSS forms the
so-called Dirac cone. Then, the Pauli σ matrix represents the spin of the
electrons [18]. Thus, according to eq. 1.1, the spin of the electron in the
TSS is locked to be orthogonal to theo crystal momentum k, i.e. the surface
Dirac fermion is helical. Looking from the surface normal, the upper (lower)
part of the Dirac cone is characterized by a left-hand (right-hand) helicity
(Fig. 1.1(d)). In other words, at a given energy, counter-propagating elec-
trons have opposite spin. This implies that any charge current at the surface
of TIs is also a spin-polarized current. In addition, the spin polarization
of the TSS is extremely robust since the helicity of the TSS prevents the
backscattering events. Electrons with opposite momentum should have op-
posite spin. Thus, an electron that is moving forward cannot be scattered in
the opposite direction without a spin-flip event [4, 19]. The spin-polarization
of the metallic surface state of TIs attracts the large interest of the materials
science community. TIs are promising platform for the realization of room
temperature operative spintronics devices.
It is well-known that symmetry plays a fundamental role in solid state physics
defining the materials properties and TIs are no exception. Without any
magnetic field, time reversal symmetry (TRS) is present. Then, Kramers’
degeneracy occurs: electronic eigenstates at opposite momenta k and −k
must have the same energy E(k) [20]. At the time-reversal-invariant points
of the Brillouin zone, such as Γ̄ point, two surface states forming a Kramers’
pair should cross each other. This degeneracy point is usually called Dirac
point since it represents the point of contact between the conic structures of
the TSS. The TSS cannot be gapped, i.e. Kramers’ degeneracy cannot be
removed, as long as TRS is present. This discloses the topological protection
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of the gapless surface state by time-reversal symmetry. Three-dimensional TI
cannot be adiabatically deformed into an ordinary insulator by nonmagnetic
impurities or disorder, i.e. without breaking TRS [21]. We have described the

Fig. 1.2: Schematic band structure of (a) Bi2Se3 and (b) Bi2Te3. The spin
polarization of the topological surface state within the bulk gap is reported.
Costant energy cuts of the Dirac cone for (c) Bi2Se3 and (d) Bi2Te3. The
strong reshaping due to the hexagonal warping in (d) is evident. Notice that
the spin vector (red arrow) is always perprendicular to the momentum vector
k1 while the Fermi velocity (green dashed arrow) can be non-orthogonal in
presence of hexagonal warping. From [4] (c) (2013) The Physical Society of
Japan.

existence of the TSS and its properties for Bi2Se3 but it is possible to extend
them to all the parent compounds of the Bi2Se3 family, such as Bi2Te3 and
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Sb2Te3. However, higher order in k corrections of the surface hamiltonian
1.1 should be taken into account [3]. To cubic order, continuous rotational
symmetry around the z-axis is broken by additional terms due to Dressel-
haus SOC Hamiltonian at the surface of rhombohedral structures [3, 4]. The
resulting symmetry is a discrete three-fold rotation symmetry that resembles
the crystal potential. According to the new symmetry, the Fermi surface loses
its circular shape, as in the case of Bi2Se3, to become hexagonally warped
(see Fig. 1.2) [22]. The hexagonal warping leads to peculiar physical proper-
ties. As shown in Fig. 1.2(d), the spin vector can now be non-orthogonal to
the Fermi velocity vf giving rise to strong quasi-particle interference [23, 24].
In addition, a finite out-of-plane component of the spin texture of the Dirac
cone emerges [25].
All topological insulators properties previously deduced (such as the pres-
ence of a metallic linear dispersing surface state within the bulk energy band
gap, its spin polarization and robustness, the effect of the hexagonal warp-
ing) have been experimentally verified by angle-resolved photoelectron spec-
troscopy measurements as shown in the next section.

1.2 Angle-resolved photoemission spectroscopy

on topological insulators

Angle-resolved photoemission spectroscopy (ARPES) (for more details see
Chapter 3) offers the unique capability to map the electronic band structure
of solid crystals. For these reasons, ARPES has been the favorite tool to in-
vestigate the topological nature and the properties of three-dimensional TIs.
In this section, we will provide a short review of the cornerstone ARPES
experiments on TIs.

Figure 1.3(a) reports one of the first high-resolution ARPES maps of Bi2Se3

that evidences a remarkably simple TSS spectrum with a single Dirac cone
located at the Γ̄ point and a large bulk band gap, in agreement with theoreti-
cal predictions [27]. These measurements along ΓM and ΓK, high symmetry
directions of the surface projected Brillouin zone (marked in Fig. 1.3(b)),
show how the bulk contributions change while the shape of the TSS remains
the same hinting to a circular surface map proper of a cone (see onset of
Fig. 1.3(c)). Figure 1.3(c) reports the in-plane component of the spin po-
larization along the ΓM direction measured by spin-resolved ARPES. For
opposite k, the spin polarization is opposite confirming the helical nature of
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Fig. 1.3: ARPES data for the dispersion of the surface state of Bi2Se3 from
[26] , along directions (a) ΓM and (b) ΓK of the (c) surface projected Bril-
louin zone [26]. The dashed white line refers to the Fermi level. VB: bulk
valence band, CB: bulk conduction band and TSS: topological surface state.
(d) Spin-resolved Arpes data along ΓM direction for a fixed energy. From
[27].

the spin-polarized TSS. In addition, photon-energy dependent ARPES mea-
surements (Fig. 1.4) show no dispersion associated with the TSS confirming
the surface nature of this state [28].
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Fig. 1.4: Photon energy dependence of the ARPES intensity around the Γ̄-
point for Bi2Te2Se measured at hν=46, 50, 54 and 58 eV (top row) and 62,
66, 70 and 74 eV (bottom row) at T=30 K. White dashed lines stand for the
Fermi level EF . VB: bulk valence band, SS: topological surface state. DP:
Dirac point. From [28]

As seen in the previous section, the circular costant energy cut of the Dirac
cone could be distorted in an hexagonal shape. This effect, know as hexagonal
warping, becomes relevant in the presence of a strong lattice potential and a
small band gap such as in Bi2Te3 and Sb2Te3. Figure 1.5(c) reports ARPES
measurements on Bi2Te3 confirming the distortion of the Fermi surface. In
addition, spin-resolved ARPES data confirm the prediction that the helical
spin-texture of the Dirac cone is modified in the presence of hexagonal warp-
ing. Figures 1.5(c) and 1.5(d) show the in-plane and the out-of-plane spin
polarization along the ΓK direction for the TSS of TlBiSe2, a non-warped TI
(see Fig. 1.5(a)), and Bi2Te3, respectively. While the in-plane polarization is
present in both compounds, a non-negligible out-of-plane component exists
only in the hexagonally warped Bi2Te3 [22, 25]. Moreover, from point A to
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Fig. 1.5: Comparison between Fermi surface of (a) TlBiSe2 and (b) Bi2Te3;
the solid lines are the simulated Fermi surface using the theory in Ref. [22].
Spin-resolved EDCs measured along the ΓK direction for (c) TlBiSe2 and
(d) Bi2Te3; z marks the out-of-plane component. From [29].

point B in Fig. 1.5(b) the out-of-plane relative intensity of spin up and down
reverses indicating that the overall spin texture is affected by the hexagonal
symmetry.
ARPES measurements help characterize the fundamental role played by the
quintuple layer (QL) structure. Linear polarization-dependent ARPES mea-
surements suggest a complex orbital structure of the Dirac cone and a non-
trivial interplay between the layers inside a QL in the interaction with the
light [7, 30–32]. In the previous section we have shown that bulk and surface
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states around the Fermi level have mainly a p-orbital character: being z the
out-of-plane axis, the crystal field energetically separates the in-plane orbital
component px,y from the out-of-plane pz. Then, SOC operates the parity
band inversion leading to the formation of the TSS. In reality this picture
is oversimplified. The TSS exhibits in fact a strong orbital-dependent spin
texture characterized by a large pz component but also by a non-negligible
px,y contribution. This has been demonstrated on Bi2Se3 observing the vari-
ation of the ARPES intensity upon changing the polarization of light. The
ARPES intensity depends on matrix elements related to the polarization of
the impinging photon (as described in Chapter 3). Intensity variations due
to changes of the polarization of light reflect the symmetry properties of the
system. Fig. 1.6(c) shows constant energy cuts of Bi2Se3 for different ener-
gies referred to the Dirac point (left to right). The bottom row shows data
taken with p-polarization that mainly probes the pz orbital states; the upper
row shows data with s-polarization, mainly sensitive to in-plane components.
The p-polarized light contours are almost uniform for all energy cuts. In
contrast, with s-polarization we have drastic intensity variations around the
constant energy maps. In particular, above the Dirac point a vanishing spec-
tral weight parallel to the electric field is clearly evident, while a suppressed
spectral weight normal to the electric field is shown in the data below the
Dirac point. The sample crystalline axes is rotated while keeping all other
experimental parameters identical to identify wether spectral weight vari-
ation depends on the specific crystalline orientation or on the photon field.
Rotating the sample, the probed crystallographic direction changes while the
polarized light in the plane of incidence (s-polarization) remains unchanged.
In Fig. 1.6(a) the cuts at a fixed energy are shown as function of sample
rotation angles (rows) and energy of the DP (columns). There is no depen-
dence on the sixfold crystalline structure since the costant-energy cuts are
the same for any rotated direction. Then, the observed ARPES intensity
modulation is due to the light-interaction geometry and, as a consequence,
to the symmetry of the in-plane orbitals. A different texture for the in-plane
px,y-orbitals component above and below the Dirac point is observed. In
particular, below the Dirac point the orbital texture is radial while above it
is tangential as depicted in Fig. 1.6(b) [31].

There is the experimental evidence that the wave-function of TSS is not
localized only at the surface but it has a deep extension into the bulk for sev-
eral atomic layers (2 nm) without dispersion [32]. This extension, in concert
with strong SOC, gives rise to a layer-dependent structure: the pz orbitals
at the surface give the same contribution for each layer while the px,y gives
a contribution that is strongly layer-dependent as shown in Fig. 1.6(d),(e)
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Fig. 1.6: (a) Bi2Se3 Dirac cone measured by s-polarized light. Costant energy
surface are measured with polarized light in the plane of incidence; angle of
incidence 7◦. The sample is rotated by step of 5◦ showing that the detected
pattern does not change. (b) Pictorial draw of the p-orbitals contribution
to the Dirac cone deduced by ARPES spectra with different polarization(c).
In (c) the upper row shows ARPES with s-light, more sensitive to in-plane
components. The bottom row shows ARPES data from p-polarization, sen-
sitive to out-of-plane component. In (d) the in-plane orbitals structure (red)
changing from radial to tangential passing through the Dirac point while the
out-of-plane component (green) stills invariated. From [31] (d)(f) Layer- and
orbital-projected charge density. The total layer-resolved SS texture (f) is
obtained by adding the out-of-plane (d) and the in plane (e) layer-depent
contributs. From [32].

[32]. The final structure (f) has mainly out-of-plane character, with different
magnitude of the orbitals layer by layer, and an in-plane radial configuration
in the last layer of the QL. Due to this TSS layer-dependent spin-orbital
entanglement, surface state electrons photoemitted from different layers in-
terfere: this introduces a kz dependence in the ARPES matrix element that
changes the detected intensity for opposite k||. This effect explains the k||
asymmetry shown by ARPES maps of the TSS (see for example lower row of
Fig. 1.4) apparently in violation of Kramers’ degeneracy i.e. with a breaking
of TRS. In addition, recent linear-dichroism ARPES experiments carried on
the septuple layer GeBi2Te4 shows the inversion of the parity of bulk valence
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and conduction bands confirming the theoretical prediction [33].
In the previous section we stated that TSS is protected by time-reversal sym-
metry i.e. alterations of the surface cannot lift the degeneracy at the Γ̄ point
and open a gap in the gapless TSS. The surface could be altered by expo-
sition to air, with ionic sputtering or depositing alkali elements such as K,
Ca, NO2 [34–36]. ARPES experiments conducted in these conditions always
showed the presence of TSS confirming the robustness of this state under
non-magnetic perturbation. However, since the TSS is spin-polarized, it is
extremely interesting to study the coupling with a ferromagnet in view of a
possible spin-manipulation in a spintronic device. Iron adatoms deposition
has been found to open a gap in the Dirac cone [37]. Other works [38, 39]
did not attribute the opening of an energy gap in the topological surface
state to magnetic impurities (Fig.(b)) suggesting that if the magnetization
of Fe is within the surface plane, TRS is not broken. In this configuration
the perturbation can only shift the Dirac point away from Γ̄ and change the
doping of the bulk. This robustness is the precondition for the effective spin
manipulation in a spintronic device. However, the question about the ro-
bustness of TSS in presence of magnetic interactions is still unanswered and
further investigation are needed to fully understand the effect of ferromag-
netic materials at the topological insulator interface and then the capability
to manipulate the spin in future applications.

We will focus now on the suitable characteristics required for operating
application of TIs in devices. Elastic backscattering protection due to the
helical texture of the TSS and its robustness under non-magnetic impurities
ensures the required crucial spin coherence needed for application. However,
at finite temperature electron-phonon interaction could largely increase the
resistivity (as in metals). It is well know that phonons could also drive the
system to novel symmetry-broken ground states such as superconductivity
and charge-density-waves system (discussed in details in the next Chapter).
Bi2Se3 and Bi2Te3 have been found to become superconductors under Cu-
doping or pressure action due to the strong interaction of the TSS with bulk
band phonons [40–42]. Then, the role of electron-phonon coupling in real op-
erative devices is crucial. High-resolution ARPES measurements conducted
as a function of temperature found an extremely weak broadening of the
TSS and the absence of any anomaly in the band dispersion suggesting an
extremely weak electron-phonon coupling [43]. These data ensure the capa-
bility to exploit TIs for room-temperature spintronics.
In order to exploit the spin-current due to the spin-polarization of the sur-
face carriers in the Dirac cone, helical Dirac fermions should dominate the
transport. Unfortunately, binary stoichiometric compounds such as Bi2Se3

and Bi2Te3 do not show the desired high insulating bulk due to defects nat-
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Fig. 1.7: (a) Comparison of band dispersions in Bi2−xSbxTeySe3−y (BSTS) for
four x values (x=0, 0.25, 0.5 and 1.0) where y=1, 1.15, 1.3 and 2, respectively.
The ARPES data were measured with hν=58 eV at T=30 K. Brown dashed
curves in (a) are guides to the eyes to trace the TSS. White arrows and red
dashed lines indicate the energy positions of the Dirac point (EDP ) and the
VB top (EV B), respectively. (b) Schematic band diagram for changing x in
BSTS derived from the (a). The top of the VB is aligned in this diagram for
clarity. From [28].

urally occuring in the crystal growth that result in carrier doping. Then,
bulk transport overhelms surface transport with the final loss of the spin-
current. From this perspective, Bi2−xSbxTeySe3−y (BSTS) has been found of
great interest since particular x ad y combinations yield a large bulk resis-
tivity suppressing bulk-transport [44]. Moreover, ARPES measurements on
samples of different stochiometries (see Fig. 1.7) have shown the possibility
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to tune the position of the Dirac point within the band gap maintening the
large bulk resistivity [28]. This observation makes the BSTS family of fun-
damental importance for engineering of surface carriers properties (e.g. sign,
density) without any requirement for tuning the bulk chemical potential, i.e.
preserving the large insulating bulk nature.
We have shown how polarized-light interacts in a non-trivial way with the
TSS, allowing to understand its complex orbital texture. In particular, pho-
toemitted electrons along a QL could interfere, giving rise to anomalies in
the ARPES signal. Spin-resolved ARPES measurements have shown the ca-
pability to flip the spin of the photoemitted Dirac fermions changing the
polarization of the light [6]. Necleting the spin direction of the Dirac fermion
inside the crystal, polarized-light allows us to obtain the chosen spin-signal.
The interference between layers in a QL has been found at the origin of this
astonishing effect [7, 32]. This experiment clearly demonstrates the strong
coupling between polarized light and spin emitted from TSS opening the way
to opto-spintronics devices.

1.3 Circular-dichroism in photoemission on

topological insulators

In the previous section we have already shown how linear dichroism in ARPES
measurements can provide unique information about the orbital character
and parity of the TSS in topological insulators [31–33]. Similarly, circular
dichroism (CD) in ARPES experiments grants the access to peculiar prop-
erties of Dirac fermion: in particular, CD allows to map indirectly the spin
polarization of the bands structure. In the following we will give a detailed
description of this technique, including its criticities. A short review of the
previous works on TIs involving circular-dichroism will also be listed.

As seen for the linear dichroism in the previous section, CD-ARPES is a
technique that consists in the comparison of the photoemission signal inten-
sity using the two helicities of circularly-polarized light (circular right (R),
circular left (L)). Through spin-orbit coupling different circular helicities of
light selectively couple with spin. In this way, CD allows us to reveal the
presence of an order involving spin of the spin-polarized band structure. In
a nutshell, a fixed circular polarization of the light (eg. R) can interact only
with a certain spin direction (eg. spin up). Then, in photoemission, we
detect only photoelectrons with a fixed spin. If the energy bands are not
spin-polarized, the occupation number of electrons with spin up and spin
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Fig. 1.8: Comparison between Bi2Te3 data along the ΓK direction photo-
emitted by (a) right- and (b) left-circularly polarized light of hν= 55 eV. (c)
Dichroic asymmetry A between (a) and (b). From [45].

down is the same. Thus, the photocurrent emitted for R or L is identical.
Instead, if some spin-order exists, the photoemission intensity obtained using
a circular polarization of the light depends on the helicity given a non-zero
spin-orbit coupling. Experimental evidence is shown in Fig.1.8(c),(d) com-
pared to linearly polarized light ARPES (b). The spin-order is hidden in the
unbalance between the photoemitted intensity with the two helicities of the
light. The dichroic asymmetry (A), defined as

A =
IR − IL
IR + IL

(1.2)

represents the weighted difference of the photoemission intensities with op-
posite light helicities. Then, computing A, as reported in Fig. 1.8(c), the
order of spin in the sample is highlighted.
Recently, CD-ARPES has been exploited to investigate three-dimensional
topological insulators [45–49] reporting an opposite value of the dichroic
asymmetry for opposite crystal momenta in the TSS. This is consistent with
the helical spin texture of the TSS already reported by spin-resolved ARPES.
In particular, a CD-ARPES study with photon of 6.2 eV established a link
between the dichroic signal and the spin and derived a vectorial mapping of
the spin texture evidencing a small warping of the helical spin structure of the
Dirac cone in Bi2Se3 [49]. According to this work, CD-ARPES can be used as
a valuable alternative to spin-resolved ARPES. However, the interpretation
of the CD signal in terms of spin-polarization is non-trivial and requires to
pay attention. Angular momentum carried by circular light couples to the
electronic spin through the SOC. As discussed in Section 1.1, SOC entangles
spin and orbital momentum components. Then, the dichroic signal could
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also be attributed to a local orbital-angular momentum [47].

Fig. 1.9: (a) The measured dichroic asymmetry (CD values) is plotted as a
function of photon energy. Arrows represent the photon energies of repre-
sentative CD-ARPES spectra presented in (b). The corresponding photon
energies are noted on the plots. From [50].

Another problem in the interpretation of CD-ARPES data arises if we look
at the CD-ARPES measurements varying the photon energy. As shown in
Fig. 1.9(a), the surface CD signal A exhibits an oscillating behavior as func-
tion of the photon energy [45, 46, 48, 50]. This particular dependence of
the asymmetry as function of the photon energy is reported also for other
materials indicating that it is a general characteristic of the CD-ARPES
technique [51, 52]. This behavior could be ascribed to the so-called final
state effect.The dichroic signal cannot be interpreted only in terms of initial-
state. As decribed in Chapter 3, photoemission is a process that involves
a transition between the initial electronically occupied state and the final,
empty state. Thus, also final-states having a different orbital character or a
spin-order could show a dichroic asymmetry. Then, final-state effects must
be taken into account when we look at the CD-ARPES data. Depending
on the photon energy, either a p-orbital, an s-orbital or a free-electron final
state can be reached and this determines how much the dichroic pattern is
affected [48]. In addition, final-state effects could give rise to anomalies in the
detected CD signal but relativistic calculations have proven that also in this
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non-ideal case the out-of-plane component of the spin could be derived by
CD-ARPES measurements [53]. Moreover, relativistic one-step CD-ARPES
calculations have shown that photons of energy hν = 6 eV allow to reach an
s-type final state [48]. The spherical isotropic symmetry of the s final state
cannot affect the initial-state spin-order. Then, we can confidently assume
that low-photon energy CD-ARPES measurements could provide information
about the spin-order in topological insulators.

1.4 Out-of-equilibrium dynamics in the un-

occupied bands of topological insulators

At the end of Section 1.2 we have shown how topological insulators can pro-
vide a fllux of spin-polarized electrons by interaction with polarized light [6,
7]. This suggests the possibility of using topological insulators as base for
future opto-spintronics devices. Moreover, the capability to optically trig-
ger a surface spin-polarized current has been demonstrated [8], actualizing
this future scenario. To better exploit the potentialities of this materials in
opto-spintronics applications, an accurate characterization of their ultrafast
response to optical perturbations is fundamental. Time-resolved and angle-
resolved photoemission spectroscopy (TR-ARPES) is the best technique to
achieve this characterization providing direct access to the out-of-equilibrium
electronic dynamics in the band structure. A more detailed description of
this technique, widely used in this thesis work, will be addressed in Chapter
3. In few words, contrary to traditional ARPES the sample is prepared in
an excited state by an infrared-visible optical ultrashort pulse called pump.
Then, like in ARPES, the electronic band structure is probed by a second
delayed ultraviolet pulse, called probe. Changing the delay between the pump
and the probe pulses is possible to map the evolution of the band structure in
the time domain and then have acess to the electronic dynamics. To address
the electronic transition driven by the light excitations a detailed knowledge
of the unoccupied electronic states is required. This characterization can also
be achieved exploiting out-of-equilibrium spectroscopies such as TR-ARPES
or two-photon photoemission (2PPE). 2PPE slightly differs from TR-ARPES
using two photons with energy hν1,2 lower than the work-function Φ of the
sample (tipically 4-5 eV) but satisfing the condiction hν1 + hν2 > Φ. Sin-
gle photon optically excites the system promoting electrons into unoccupied
states. Consequently electrons are photoemitted from unocupied bands by
two-photon processes overhelming the work function Φ. In this way, a snap-
shot of the empty band dispersion is provided. In the following, we will
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report a short list of the pivotal studies on electronic dynamics in TIs in the
perspective to better clarify our experimental results in Chapter 4.

Fig. 1.10: (a) Schematic of the electronic band structure for Bi2Se3. Grey
shaded regions represent the bulk valence (VB) and conduction (CB) bands.
Lines represent the TSS with spin texture indicated. (b)(f) TR-ARPES
spectra near the Γ̄ point for various pump-probe delays. Note in the panel
(c) the separate energy axis for the image potential state (IPS). (h) Transient
photoemission intensities within the integration windows indicated in the
TR-ARPES map at 2.5 ps (g). Red urve 10 corresponds to the integration
window over the CB edge, and is normalized to match the intensity of the
TSS intensities. From [54].

Figure 1.10 shows the first TR-ARPES measurements on the prototypical
Bi2Se3 [54]. In order to follow the electronic dynamics of the Dirac cone,
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TR-ARPES measurements have been performed on p-doped Bi2Se3 [54]. In
this doping configuration, the Dirac cone is mostly unoccupied, allowing the
study of Dirac fermion population dynamics after an optical excitation. In
this experiment, the pump is the fondamental radiation of a Ti:sapphire laser
(1.5 eV, 50 fs) and the occupied and unoccupied states are probed by UV
laser pulse (6 eV, 160 fs). Figure 1.10(a) gives a sketch of the band structure
of the system around the Fermi level EF (0.0 in the figure) at the Γ̄-point
of the Brillouin zone. Figure 1.10(b) shows the unperturbed ARPES map:
notice that only the top of the valence band is visible, as expected by the
p-doped samples. The first features to be populated upon optical excitation
are shown in Fig. 1.10(c). Curiously, the parabolic dispersing feature (labeled
1) appears to be populated before time zero. This feature is an image po-
tential state (IPS) [55]. IPS is a bound electron state in front of the metallic
surface of the sample pumped by the UV probe pulse and photoemitted by
the infrared pump pulse. For this reason, it presents a reversed dynamics
due to the exchanged roles of pump and probe. The feature labeled 2 results
from a direct optical transition pumped from the edge of the bulk valence
band (VB) to higher energy bulk bands. The bulk conduction band (CB)
(labeled 3) and the TSS (labeled 4) have a negligible population around time
zero and it takes 700 fs to reach maximum population (Fig. 1.10(d)). This
indicates that the pump does not populate directly these bands. They are
indirectly populated by the relaxation of higher-lying bulk bands electrons.
After 2 ps (Fig. 1.10(e)) CB relax toward its bottom while TSS electrons
accumultate around the Dirac point. The subsequent dynamics is slower and
persists for more than 10 ps (Fig.( 1.10(f)). The CB forms a metastable
population due to the bulk energy gap that obstructs the decay channels.
Surprisingly, also the TSS exhibits a persistent population. Photoconduc-
tivity of a metallic surface state is unexpected. The absence of a band gap
means infact that no barriers to rapid recombination are present. This persis-
tent TSS population is attributed to a continous filling from the metastable
CB state that acts as a reservoir of electrons. This is evident when looking
at Figs. 1.10(g),(h). Figure 1.10(h) shows the transient photoemission in-
tensity obtained by integrating within the windows indicated in (g). Above
the CB, the TSS decays with a single exponential. Below the CB a second
slower component is observed, reflecting the presence of an additional chan-
nel. As seen in Section 1.2, the inelastic scattering between electrons and
phonons has been found very weak indicating a non-efficient thermalization
decay channel. This less-effective coupling has been confirmed also by several
TR-ARPES experiments [56]. The reduced surface scattering contributes to
the persistence of TSS population. In addition, at the Dirac point there is
also a reduction of the density of states. This acts as bottleneck for the elec-
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tronic recombination giving rise to the observed persistent population in the
upper part of the Dirac cone.The same kind of investigation on several TIs
reports similar results [57–62]. The TSS presents always a delayed response
and a long life-time ranging from fews picoseconds to microseconds in bulk-
insulating TIs. This properties are relevant for transport applications. For
bulk crystals in equilibrium, current is typically dominated by non-polarized
CB carriers. In this experiment, the transient populations are generated
only in this near-surface region in which spin-polarized TSS contribution to
transport is enhanced. In addition, bulk-insulating TIs have a large bulk
resistivity and present an extremely long-lasting Dirac fermions population
allowing to exploite the photon-driven transient spin currents without over-
whelming contributions from the bulk.

Fig. 1.11: (a) Two-photon photoemission (2PPE) (6 eV + 6 eV) on p-doped
Bi2Se3. (b) A zoom around the empty Dirac cone. From [63]. Circular
dichroism 2PPE data (4.65 eV + 6 eV) on the empty Dirac cone (ESS). The
position of the Dirac point of the ESS is indicated by 0.0. From [64].

Two-photon photoemission (2PPE) measurements on Bi2Se3 have shown an
extremely interesting and unexpected feature in the unoccupied states: a
second Dirac cone located within an additional local bulk energy gap around
2 eV above the Fermi level. Figure 1.11(a) shows 2PPE results using 6-eV
photons [63]. Other 2PPE experiments on bismuth chalcogenides are per-
formed using third and fourth harmonic of the fondamental radiation of a
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Ti:sapphire laser [64, 65]. All these techniques revealed a structure with a
linear dispersion around the Γ̄-point within a local bulk energy-gap in the
unoccupied states (Fig. 1.11(b)). Theoretical investigations [64] have shown
that the SOC is at the base of this structure, suggesting the shared nature
with the TSS located at the Fermi level. Additional evidence of the topolog-
ical character of this unoccupied surface state emerges from its spin texture
derived from CD-2PPE measurements performed with a circularly polarized
third harmonic (4.65 eV) [64]. As shown in Fig. 1.11(c), dichroic asymme-
try clearly suggests a Dirac cone’s spin-texture for this state confirming its
topological nature. In Bi2Se3 the second Dirac point is found to be 1.8 eV
above the first one suggesting a possible direct coupling of pump-photons
with the second TSS. By the way, so far the dynamics of this state has not
been addressed by any experiments. Our experimental results on the second
Dirac cone in Bi2Se3 are presented in Chapter 4.

Fig. 1.12: (a) Equilibrium (no pump) spectrum taken along ΓK in spin-
integrated mode. The colorscale represents photoemission intensity. (b)
Same spectrum, but with pump, after 700 fs from the pump excitation. The
continuation of the TSS above the bulk band gap is well resolved. An increase
in spectral weight toward the top of the BCB coincides with the unoccupied
surface resonance (USR). (c) Spin-resolved map of the pumped spectrum,
showing that the USR is spin-polarized in a direction opposite to that of the
TSS. (d) The delay-dependent spin polarization of the TSS and of the USR,
constant within statistical error bars. From [66]

As discussed at the beginning of this Section, one of the most promising ap-
plication of TIs is opto-spintronic devices. Several experiments have shown in
fact that when a polarized light is shined on TIs surface, a net surface induced
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photo-current appears[8, 67–72]. Since this current is related to the metallic
surface state, it is spin-polarized. However, these optical experiments could
access only averaged quantities in which the finite bulk response dominates
making the TSS role hard to highlight. The origin of the photo-induced sur-
face photo-curent is the photogavalnic effect, in which an out-of-equilibrium
asymmetric population in k-space is originated by polarized-light [73, 74].
Recently, TR-ARPES measurements on Sb2Te3 TIs gave a direct microscopic
view of the photogalvanic effect [75, 76]. Using mid-infrared pump pulses,
electrons fron the lower part of the Dirac cone can be promoted into the up-
per part. They observed that for opposite polarizations of the pump pulses,
an asymmetry in the out-of-equilibrium population appears at opposite mo-
menta. In addition, momentum-scattering effects induced a flow along the
Dirac cone indicating a current in k-space. However, the role of the spin in
this mechanism is still undisclosed. We performed an analogous investigation
inducing a population in the second TSS of Bi2Se3 using circularly-polarized
pump pulses allowing us to highlight the role of the spin in the surface photo-
current. Our results are presented in Chapter 4.
As seen in Sec. 1.1, the TSS originates from an energetical band inver-
sion driven by the strong spin-orbit coupling (SOC). Moreover, SOC is at
the base of the complex layers spin and orbital texture. The presence of
a second Dirac cone in the unoccupied states is another consequence of
the SOC. In the following we will discuss recent TR-ARPES experiments
that highlighted additional consequences of the band inversion and the SOC
on the band structure of TIs. In particular, they disclosed the existence
of spin-polarized surface-resonance state (SRS) within the bulk conduction
bands [66, 77, 78]. Fig. 1.12(c) shows the first direct full momentum spin-
polarization map of the SRS. Notice the presence of a net spin-polarization
in the region occupied by the CB, that does not exhibit any polarization as
expected. Moreover, the polarization of the SRS is always opposite to the
one of the TSS for all momenta, suggesting an analogous spin-texture with
opposite orientation. As already reported for the TSS (see Sec. 1.2) [6, 7],
the spin of the electrons photoemitted from the SRS depends on the polariza-
tion of the probe. This suggests that the SRS shares with the TSS not only
the spin-texture but also the non-trivial orbital texture and the extension
among the QL. In addition, as shown in Fig. 1.12(d), the TSS and the SRS
exhibit a spin-polarization constant in time within their temporal resolution.
Similar temporal behaviour is proper of truly spin-polarized bands indicating
no effects related to the pump pulse. Tight-binding calculations suggest that
both the TSS and the SRS originate from pristine Rashba states modified
by the non-trivial topology highlighting again the fundamental effect of the
SOC on the band structure of TIs.



Chapter 2
Charge density waves in layered
materials

Every breaking wave on the shore
Tells the next one there’ll be one more
And every gambler knows that to lose

Is what you’re really there for

Every breaking wave on the shore
from Songs of Innocence (2015), U2

Layered materials, i.e. presenting a high anisotropy in the crystal and also in
the electronic structure, are nowadays a reality attracting attention for their
peculiar properties such as non-conventional superconductivity and metal-to-
insulator instability. In particular, the latter one can occur as consequence
of a Charge Density Waves (CDWs) phase transition. The transition-metal
dichalcogenide 1T-TiSe2 is a layered bi-dimensional (2D) system in which a
CDW phase occurs below the critical temperature TCDW= 202 K. The CDW
ground state is accompanied by a 2x2x2 lattice reconstruction in real space
[14]. Although this phase transition is well known since the ’70s, its driving
mechanism is still an open-question and is largely debated in the scientific
community.
In the following chapter we will provide a detailed introduction to CDWs
phase transition. Starting from the simplest case of a metallic 1D atomic
chain in a weak electron-lattice coupling regime, we will highlight some im-
portant aspects of the physics of the CDWs. Then the effect of instability and
higher dimensionality will be taken into account. In conclusion, we will give
an introduction to the physics of 1T-TiSe2 investigated in this work, with
particular attention to previous ARPES and TR-ARPES measurements.
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2.1 Charge-density waves: an introduction

Due to their reduced phase-space, low dimensional systems exhibit a rich va-
riety of phenomena [1]. In particular, one of the most peculiar is the instabil-
ity of the metallic phase that leads to a translation-symmetry broken ground
state called charge density waves (CDWs) phase [79–82]. To better under-
stand what a CDW is, we consider the simplest case of a one-dimensional
(1D) metal made of a monoatomic linear chain with spacing a. Now imagine
to modulate the electronic density with the cosinusoidal function:

ρ(r) = ρ0(r)[1 + ρ1cos(q0r + φ)], (2.1)

with ρ0(r) describing the pristine electronic density, ρ1 , q0 and φ are the
amplitude, the wavevector and the phase of the electronic density modula-
tion, respectively. We call charge-density wave the last term in the bracket
of equation 2.1. The last term in eq. 2.1 represents a standing wave with
wavelength λ0 = 2π

|q0| [14, 79]. The new modulated electronic density leads to
a novel modulated Coulomb potential. As a consequence, ions in the chain
move to different equilibrium positions resembling the relative maxima of the
modulated potential. This leads to a Periodic Lattice Distortion (PLD) with
the form:

un = u0sin(n|q0|a+ φ)], (2.2)

with n being position-index of the ions in the chain. In eq. 2.2 the amplitude
u0 is generally smaller than the lattice constant a describing a small pertur-
bation of the lattice. The same results is obtained reversing the previous
scenario. If we now consider first a lattice distortion as described by eq. 2.2,
the conduction electrons will move in order to screen the new ionic potential.
This leads to an electronic density modulated according to eq. 2.1. Thus, a
PLD leads to the formation of CDWs and viceversa. A CDW always occurs
togetehr with a PLD and we can use both terms to refer to this phase of
matter [83, 84].
The simple model that we have here presented leads to some questions: is the
PLD the driving force of the transition or is the CDW/PLD phase primarily
an instability of the charge systems? Modifying the lattice and the electronic
density implies a cost in terms of elastic and Coulomb energy: what is the
microscopic mechanism that stabilizes this phase? Although CDWs in low-
dimensional materials is a well-known and widely investigated topic, we are
far from a complete and realistic microscopic coherent theory describing it.
However, several qualitative models have been proposed giving the descrip-
tion of important aspects of the CDW phase. In particular, a mean-field
theory for weakly-coupled (i.e. u0 � a) one-dimensional systems is able to
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provide a good explanation for the occurence of a CDWs phase in 1D- and
also in some 2D-materials [79, 85, 86]. In the following, we will introduce
this ideal simple model to present the physics underlying the CDWs/PLD
phase-transition. Then, the effect of fluctuations, dimensionality and strong
coupling will be taken into account. In conclusion, different proposed pro-
posed at the origin of CDWs/PLD in 2D transition-metal dichalcogenide
family will be introduced.

2.1.1 Peierls instability

The CDW/PLD defined by eq. 2.1 and eq. 2.2 in the previous section is
well described by a Peierls mode [79–81]. Peierls instability essentially repre-
sents a structural phase transition of the coupled electron-lattice system from
a metallic to an insulating ground state driven by strong electron-phonon
coupling. In the Peierls model, the strong electron-phonon coupling leads
the 1D-system to be unstable towards the formation of a CDWs/PLD. This
model also addresses the question about the energetic stabilization of the new
ground-state. As seen, the formation of an electronic modulation and lattice
distortion implies a cost to pay in terms of Coulomb and elastic energy. In
the Peierls model, CDW and PLD lead to the opening of a band energy gap
at the Fermi level. Then, the energy of occupied electronic states decreases
while the unoccupied bands are pushed up in energy. The resulting energy
gain of the electron system counteracts the cost of the CDW/PLD occurency
in a self-sustaining mechanism. Thus, due to the opening of an energy gap,
a quasi 1D- metal undergoes a transition to an insulating phase.
We can describe quantitatively Peierls instability in the framework of a mean-
field theory for a 1D electron-lattice system in the limit of weak coupling using
independent electron, harmonic and adiabatic approximations [14, 79, 80].
The system is then described by Fröhlich Hamiltonian [81]:

H =
∑
k

εka
†
kak +

∑
q

~ωqb
†
qbq +

1√
N

∑
k,q

gqa
†
k+qak(b†−q + bq), (2.3)

with εk being the energy of the electron state k, a†k and ak creation and
annihilation operators for state k, ωq is the frequency of the phonon q, b†q
and bq creation and annihilation operators for phonon normal mode q, gq is
the electron-phonon coupling constant and N is the number of lattice sites
per unit length. Thus, in Fröhlich Hamiltonian, the first term represents
the electron gas energy, the second is the lattice energy in the harmonic
approximation. The last term describes the electron-phonon interaction, i.e.
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the transfer of one electron from a state k to a state k + q mediated by the
phonon mode q.
In terms of this Hamiltonian, the displacement uq of phonon mode q creates
the potential

vq = gquq

√
2Mωq

~
, (2.4)

where M indicates the ionic mass. The cost in terms of elastic energy asso-
ciated to the displacement uq is then

δElattice =
1

2
Mω2

qu
2
q. (2.5)

In an electron gas, an external time indipendent perturbation as vq in eq.2.4
induces a rearrangement of the charge density. The total induced energy
change is described within the linear potential theory as

δEband = −|vq|2χ(q), (2.6)

where χ(q) is the so-called Lindhard response function for a non-interacting
electron system and it is defined, for d dimension, as

χ(q) =

∫
dk

(2π)d
fk+q − fk
εk − εk+q

. (2.7)

Here fk is the Fermi-Dirac electronic distribution f(εk). As shown in eq.
2.6, Lindhart function is directly related to the distortion-induced energy
gain [79]. In the following Section, we will evaluate Lindhart function for
an electronic gas showing how, in low-dimensional systems, this leads to an
instability towards the formation of a CDW.

2.1.2 Fermi surface nesting

To evaluate Lindhard integral, we consider the case of a one-dimensional free
electron gas. The electron energy is purely kinetic and in k-space has the
form ε(k) = ~2k2

2m
, where m is the electron mass. The Fermi energy is then

given by εF (k) =
~2k2F
2m

where the Fermi wavevector is proportional to the
length L of the 1D-chain by the relation kF = N0π

2L
, with N0 being the total

number of electrons.

Regarding eq. 2.7, a large linear response is obtained in the case of a large
numerator fk+q − fk and a small denominator εk− εk+q over a high number
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Fig. 2.1: Fermi surface nesting condition in (a) 1D, (b) 2D and (c) quasi-1D
systems.

of q-coupled states. Thus, the most significant contributions to the integral
in eq. 2.7 arise around the Fermi surface, i.e. the dispersion of the band
structure over the k-space at the Fermi energy. Only around the Fermi sur-
face an electron could be scattered from an occupied state to an unoccupied
one by a low-energy excitation giving rise to the largest contribution in the
evaluation of the Lindhart function (eq. 2.7) [79]. This condition is satisfied
by 1D-dimensional systems because of the particular topology of the Fermi
surface. As shown in Fig. 2.1(a), the Fermi surface of a one-dimensional
metal consists of two points in the 1D reciprocal space sheets at ±kf . In
this case, a low-energy excitation coupling electrons and holes has possible
transitions only for q = 2kF . The possibility to superimpose exactly one
portion of the Fermi surface onto another section by a single wavevector q is
the concept of Fermi surface nesting, that plays, as seen, an important role
to evaluate the electronic response of the system.
For a one-dimensional electron gas, it is possible, for q = 2kF [79], to approx-
imate linearly the dispersion around the Fermi energy as εk−εF = ~vF (k−kF )
where vF = ~kF

m
is the Fermi velocity. With this approximation we obtain

χ(q) = −e2n(εF )ln | q + 2kF
q − 2kF

|, (2.8)

where n(εF ) represents the density of states for one spin component at the
Fermi level.

Figure 2.2 shows the Lindhart function evaluated over all q-values. For com-
pleteness, the behavior for higher dimensions is also reported. The condition
for Fermi surface nesting in 1D-systems leads to a divergence of eq. 2.8 for
q = 2kF . This implie that an external perturbation, as seen in eq. 2.6, leads
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Fig. 2.2: Wavevector q-dependent Lindhart function for 1D, 2D and 3D
systems. From [87].

to a divergent energy change. The electron gas is indeed unstable towards a
periodically modulated charge distribution with a period related to kF :

λ =
2π

q
=

π

|kf |
. (2.9)

Where the number of electrons per site is not a simple fractional number, the
periodic CDW/PLD superstructure in general has a period λ0 incommensu-
rate with respect to the underlying lattice parameter [14].
As shown in Fig. 2.1(b), for higher dimensions the degeneracy at 2kF is re-
moved. This is due to less efficient Fermi nesting condition due to the differ-
ent topology (see Fig. 2.1(b)). The role of the electronic linear response and
of the Fermi surface in the formation of CDW/PLD phase in 2D-materials
is largely diminished [14, 79] leading to the open question about the origin
of this phase transition in these materials.
The 1D Fermi surface represented in Fig. 2.1(a) is an ideal case. A more real-
istic case should take in consideration also the Coulomb interactions between
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adjacent chains [88–90]. This leads, for materials with a large anisotropy
along the chains direction, to the quasi 1D-Fermi surface in Fig. 2.1(c). In
this case, as for the 1D-ideal one, we find a topology with a large possible
Fermi nesting. The wavevector of the nesting is now Q = (2kF ,

π
b
) where b

is the lattice constant in the direction orthogonal to the chains. Lindhart
function presents now a singularity for q = Q. The CDW/PLD modula-
tion along the chain has wavevector q|| = 2kF as in the ideal case. In the
orthogonal direction we have an out-of-phase periodic modulation between
first neighbour chains with wavevector q⊥ = π

b
.

2.1.3 Kohn anomaly

As seen so far, the coupled electron-phonon system is unstable towards the
formation of CDW/PLD. Thus, we expected that this instability has fun-
damental consequences on both the electron and phonon spectrum [83]. To
clarify how the electronic band structure and phonon dispersion is modified,
we consider the archetypal half-filled single band 1D-metal. The band dis-
persion, according to a tigh-binding modelization, is εk = −EF cos(ka) with
EF Fermi energy [91, 92]. The Fermi vector is |kF | = π

2a
. For this band

it is possible to derive the temperature-dependent Lindhard linear response
function in the limit EF

kBT
� 1, with kB Boltzmann’s constant. In this limit,

eq. 2.7 becomes

χ(2kF , T ) =
1

2
N(EF )ln(

2.28EF
KBT

), (2.10)

where N(EF ) is the electron density for both spin directions at the Fermi
level in the normal phase [79]. Considering the equation of motion for small
amplitude displacements in a system described by Fröhlich Hamiltonian (eq.
2.3),in the mean-field approximation it is possible to derive an expression for
the renormalized phonon frequency due to the CDW periodic modulation:

ω̃2
q = ω2

q +
2g2ωq
~

χ(q, T ). (2.11)

Here, we indicate as ω̃q and as ωq the renormalized and normal-phase phonon
frequency, respectively [83].
As seen in the previous section, the divergence of the Lindhard function
occurs at q = 2kF . Then, the maximum reduction, or softening, of the
renormalized phonon spectrum will occur at this wavevector. Combing eq.
2.11 with the temperature-dependent eq. 2.10 for wavevector q = 2kF we
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obtain

ω̃2
2kF

= ω2
2kF

(
1− 4g2N(EF )

~ω2kF

ln(
2.28EF
KBT

)

)
. (2.12)

Expanding eq. 2.12 around the transition temperature, we can easily obtain
[79]

ω̃2kF = ω2kF

√(
T − TMF

CDW

TMF
CDW

)
. (2.13)

Decreasing the temperature, the Lindhard function peaks more and more
around q = 2kF as described by eq. 2.10. This drives the renormalized
phonon frequency to zero ω̃2

2kF
= 0. This complete softening of the phonon

mode is usually called Kohn anomaly. It represents a state with a frozen-in
distortion with periodicity given by eq. 2.9 [14, 79]. Combining eq. 2.12
with Kohn anomaly condition, we obtained an instability criterion for the
CDW/PLD formation:

4g2
q

~ωq
>

1

χ(q)
. (2.14)

For the occurrency of the CDW/PLD phase, a strong electron-phonon cou-
pling is required together with a large electronic linear response at the wavevec-
tor q.
Kohn anomaly defines the transition temperature TMF

CDW . From eq. 2.12,

kBT
MF
CDW = 2.28EF exp(−

1

ζ
), (2.15)

with ζ = 2g2N(EF )
~ωq

being the dimensionless electron-phonon coupling [79].

2.1.4 Energy band gap

The formation of the CDW/PLD phase leads the phonon spectrum to a
strong renormalization and in particular, as seen, Kohn anomaly occurs.
This, together with the lattice displacement, strongly affects also the elec-
tronic band structure. In the framework of the tight-binding model for half-
filled 1D-metal developed in the previous section, the CDW is perfectly com-
mensurate with λ = 2a. The ions move in real space doubling the chain-
spacing, as shown in Fig. 2.3(a). This implies that, in the reciprocal space,
vectors k = ± π

2a
are in the new ground-state novel Brillouin zone edges, i.e.

Bragg planes [14, 79, 93]. This implies the opening of a band gap as shown
in Fig. 2.3(b). The normal state band εk (dashed black parabolic line) splits
in a totally occupied branch and in an upper branch completely empty (red
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lines band structure). A uniform and complete energy band gap 2∆ opens
at q

2
= kF , i.e. at EF . The total density of states N(E) is zero between the

gap and diverges for energies E = ±∆ (see Figure 2.3(c)). This implies a
metal-to-insulator transition occuring together with the CDW/PLD phase
transition.

Fig. 2.3: Pictorial representation of Peierls instability of a half-filled band
1D metal. (a) Schematic view of a CDW/PLD showing the modulations of
the electron density (solid red line) and ion positions (filled red circles). The
normal state is characterized by a constant charge-density (dashed black line)
and an undistorted chain (open black circles). (b) Electronic band dispersion
and (c) density of states above (dashed black lines) and below (solid red lines)
the transition temperature TCDW . The thickness of the red lines in the band
structure plot is proportional to the spectral weight carried by reconstructed
bands in the CDW phase. From [14].
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In the model here developed, the energy gap is given by [79]

∆ = uqgq

√
2Mωq
~

. (2.16)

In particular, the difference in energy between the two phases is

∆E = Enormal − ECDW =
n(EF )

2
∆2, (2.17)

and the positive sign implies that the energy of the CDW/PLD ground state
in 1D is lower than the normal state [79]. It is possible to show that, for
zero-temperature and in the tight-binding model, using eq. 2.15, the zero-
temperature energy band gap could be written as

2∆(T = 0) = 3.52kBT
MF
CDW , (2.18)

that is the same equation that describe the superconducting band gap in
the Bardeen-Cooper-Schrieffer (BCS) theory [94]. This implies that formulas
derived in the BCS theory could be applied in the CDWs mean-field theory
to evaluate the temperature-dependency of several quantities in the CDWs
ground-state. In particular, it is possible to write the evolution of the band
gap with the temperature as

|∆(T )|
|∆(T = 0)|

= 1.71

√(
1− T

TMF
CDW

)
. (2.19)

Equation 2.19 is a redefinition of eq. 2.15; the TMF
CDW is now defined as

the temperature in which the energy gap closes, i.e. |∆(T = TMF
CDW )| goes to

zero.
The most direct experimental technique to measure the reconstructed band
structure is angle-resolved photoemission spectroscopy (ARPES), discussed
in details in Chapter 3. However, if we want to measure the modified band
dispersion in a CDW ground-state, a difficulty arises since ARPES mea-
sured intensity is proportional to the electronic k-dependent spectral weight
[14]. This spectral weight distribution is given by the one-electron spectral
function A(k, E) that can be calculated in Green’s function formalism for
many-body systems. For the CDW ground state described so far, the spec-
tral function is [14]

A(k, E) =
δ(E − E1(k)

1 + ∆2

E1(k−εk+q0
)2

+
δ(E − E2(k)

1 + ∆2

E2(k−εk+q0
)2

, (2.20)
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where δ(E) is Dirac delta distribution and E1, E2 are the two branches
separated by the open gap 2∆. The spectral weight of the reconstructed
bands is reported in Fig. 2.3(b). The thicker is the line, the larger is the
spectral weight carried by the band. The spectral weight results mostly in
the pristine bands and only around kF , where the band gap is open, a small
weight is seen. Thus, the spectral weight conserves almost the undistorted
periodicity, in contrast to the one of the novel CDW/PLD phase.

2.1.5 Effect of fluctuations

In the model we have introduce so far, we have completely neglected any
effects of the fluctuations assuming, in the mean-field approach, the lattice
as a rigid frame. In reality, the lattice is randomly in motion by thermal
and quantum (i.e. zero-point) agitation. It is known that these fluctua-
tions strongly affect low dimensional systems due to the reduced phase-space
[79, 88–90]. The states around the Fermi level are particularly affected by
these lattice motions leading to a smaller value of the energy band gap. The
order parameter, i.e. the gap, can take any value between 0 and ∆ reducing
actually the electronic gain in the CDW phase [14, 79, 90]. Thus, the transi-
tion temperature is smaller than TMF

CDW ; in particular, for 1D and 2D systems
a transition cannot occur anymore at non-zero temperature [95]. This implies
also that a long-range order is forbidden for non-zero temperature, appar-
ently in contrast with the occurence of CDWs.
While the CDWs phase is strongly suppressed by fluctuactions in an ideal
1D-materials, the Coulomb inter-chains interaction of quasi 1D-systems leads
to the occurence of a non-zero temperature of the CDW/PLD with almost
the same properties described in the previous sections [79]. A CDW/PLD
is formed in any chain. In an ideal 1D-system, in each adjacent chain the
CDW fluctuates randomly and indipendently from each other. By contrast,
in a quasi 1D-material, the Coulomb interaction tends to align the CDWs of
two neighbouring chains suppressing the fluctuation effects. To minimize the
interaction energy, the two CDWs align each other with a π-phase difference
forming a bidimensional superstructure as seen in Sec. 2.1.2 [79]. The tran-
sition temperature TCDW in this situation is finite but smaller than TMF

CDW .
In particular, due to fluctuations there is not abrubt metal-to-insulator tran-
sition, i.e. opening of a gap. Below TCDW a total band-gap is still opened,
but, in the region of temperature between TCDW and TMF

CDW we observe a
pseudogap with a slow decrease of the density of states around the chemical
potential [90]. This is due to the remaining of short-range order distortions
that smear the energy gap.
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2.1.6 Pseudo Jahn-Teller mechanism

In 2D-systems the role of the Fermi surface and of the Lindhard response
function is largely diminished with respect to the one-dimensional model de-
scribed in the previous sections. As seen in Sec. 2.1.2, the favorable portion
for Fermi surface nesting in 2D-materials is extremely small. This leads to
a smooth Lindhard function; χ(q) does not present anymore a divergence at
any particolar q-vector [96, 97]. Applying the simple criterion for the forma-
tion of CDW/PLD phase expressed by eq. 2.14, we can see that the occurence
of CDWs modulation in 2D-layered materials, as for example 1T-TiSe2 stud-
ied in this thesis, requires an increased strength of the electron-phonon cou-
pling [14]. The stronger electron-phonon coupling CDWs are characterized
by a greater lattice distortion, a larger energy band gap and a shorter-order
range [14].
As seen, Peierls instability can well describe only systems with a long-coherence
length. In the short-range order scenario, a model involving local-chemical
bonding is more accurate [98–100]. Atoms are now more propense to form
clusters or pairs with short ligand-bond. This is due to the anarmonic-
ity terms in electron-phonon coupling that cannot be neglected due to the
greater atomic displacement. The total energy gain is due to the Jahn-Teller
effect in molecules. The CDW/PLD then tend to freez the underlying crystal
structure [96, 101, 102].
A mechanism analogous to molecular Jahn-Teller effect has been proposed as
the driving mechanism of the CDW formation in 2D-materials and in particu-
lar in layered transition-metal dichalcogenides (e.g. 1T-TiSe2) [96, 101, 102].
At the base of this mechanism there are simple energetic considerations be-
tween electrons and lattice energy that drives all crystal distortions. In par-
ticular, the energy gain has been noticed depend only on crystal structure
considerations. The geometry of the crystal structure strongly affects the
ligand-configuration of d-band in transion-metals. The lattice distortions lift
away the degeneracy of the conduction d-bands lowering the energy of the
dz2-bands. If this bands are partially occupied, the PLD leads to an energetic
gain and the CDWs ground state occurs. Since this mechanism resembles
the molecular Jahn-Teller effect but for unoccupied, or partially occupied,
states, we refer to it as pseudo band Jahn-Teller effect. In the framework of
this mechanism, a microscopic theory taking into account the effects of Fermi
nesting and mode-dependent electron phonon coupling has been developed
[96, 103]. In this theory, the softening of the frozen-in CDW mode originates
from the temperature-dependent effective ion-ion interaction, remarking the
driving role of the strong electron-lattice interaction.
Unfortunately, this mechanism that naturally originates from the strong
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electron-lattice interaction fails to predict important quantities of the CDW
ground-states like the order-parameter, i.e. the energy band gap [14]. For
this reasons, a different model (purely electronic) for the description of CDW
phase in 1T-TiSe2 has been developed: the excitonic insulator instability
model.

2.1.7 Excitonic insulator instability

In this section we present an antagonist CDW/PLD model. While in Peierls
instability the formation of CDW/PLD is due to the strong electron-lattice
interaction, here the instability is first driven by electron-hole Coulomb at-
traction, i.e. the formation of excitonic quasi-particle [104, 105]. The role of
the lattice as driving force is negligible; the PLD occurs just as secondary
accidental consequence due to a finite electron-phonon coupling. In any case,
we want to point out that despite the different driving mechanism, the two
models describe the same physics: a translational-broken symmetry ground-
state, with charge and lattice modulations and the opening of an energy gap
[106].

We consider a valence band with maximum at k = 0 and a conduction band
with energy-minimum at k = q0 as shown by dashed black lines in Fig. 2.4.
These two-bands are separated by a small energy gap ∆ and their energy
could be written as

εV Bk = −1

2
∆− ~2

2mV B

k2, εCBk =
1

2
∆ +

~2

2mCB

(k− q0)2, (2.21)

where mV B and mCB are the effective masses of the valence and conduction
band, respectively. In this insulating phase the energy band gap is larger than
the lowest-lying excitons binding energy EB, i.e. ∆ > EB > 0. Suppose now
that the energy gap ∆ reduces under the variation of some external parameter
(e.g. the temperature). Since EB stays finite, at some point we reach a
situation in which ∆ − EB goes to zero. At this point, excitons can form
a zero-cost. The spontaneous occurency of bounded excitons then leads to
an electronic instability. The system undergoes an insulator-to-(semi)metal
transition. We consider now the other direction of this transition. We have
a semimetal with a finite small but negative ∆. In this configuration, under
the variation of an external parameter (e.g. the temperature), the ∆ becomes
smaller and smaller leading to an instability of the electronic system. We can
understand this transition in terms of Coulomb screening. In the semimetallic
phase, the number of electrons and holes is enough to screen the Coulomb
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Fig. 2.4: Electronic band dispersion above (dashed black lines) the critical
temperature and in the excitonic insulator phase (solid red lines). The thick-
ness of the red lines is proportional to the spectral weight carried by the
electron states in the excitonic insulator phase. From [14].

interaction between them. If the partial band overlap reduces, the number
of electrons and holes decreases. At some critical point, their number is not
anymore sufficient to screen the Coulomb attraction and bound states arise.
This implies the opening of a gap driving the semimetal to an insulating
phase. In the excitonic insulator phase, as shown by solid red lines in Fig.
2.4, the conduction band is deformed in the so-called mexican hat shape. The
re-shaping of the electronic band structure can be modeled by the following
effective hamiltonian:

HExc.Ins. =
∑
k

εV Bk a†kak +
∑
k

εCBk b†kbk +
∑
k

∆k(b†kak + a†kbq0). (2.22)

The last term connects valence and conduction bands separated by a wavevec-
tor q0. We can adapt eq. 2.20 to the modified band-structure described by
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eq. 2.22 to evaluate the k-dependent ARPES spectral weight for the exci-
tonic insulator. The result is reported in Fig. 2.4. The spectral weight is
represented by the thickness of the line drawing the bands. We have a folding
of the valence and conduction bands in the reciprocal k-points with a small
transfer of spectral weight from the original to the reconstructed bands. The
repulsion between the band edges leads to the mexican hat shape.

If in the Peierls model the softening of the phonon corresponding to the
CDW frozen-in modulation signals the novel ground-state, here the bosonic
modes that feel that soften are the excitons and the plasmons. Besides this
softening, a CDW/PLD occurs with a wavelength given by λ = 2π

|q0| (iden-

tical to eq. 2.9). The finite electron-phonon coupling mixes the softened
electronic modes (with total spin S = 0) with some phonon modes (S = 0).
Then, a PLD accidentally occurs with the same periodicity. This is the great-
est difference with respect to Peierls mechanism. Here the CDW is purely
due to the electron-electron interaction, i.e. the electron-hole attraction, and
the lattice has only an accidental role. In the Peierls model, as seen, both
systems are strictly entangled in the occurence of the new ground-state.

2.2 Charge-density waves in 1T-TiSe2

Due to the layering, they can be described as bi-dimensional (2D) in terms
of their electronic properties. Very often in this class of materials the ground
state is characterized by the formation of a CDW and a PLD.

Into this family of materials, 1T-TiSe2 is largerly interesting, being the only
compound with a group IV B transition metal showing a CDW instabil-
ity and the associated structural deformation below a critical temperature
TCDW = 202K [108]. In addition, recent observation of superconductivity
occuring in Cu-intercalated [109] or under-pressure [110] 1T-TiSe2 offers a
way to investigate the interplay between these two strongly-competing phases
of matter [111]. Despite the wide theoretical and experimental investigation
in the past decades, the driving force at the base of the CDW instability
in 1T-TiSe2 is still controversial. Several mechanisms have been proposed,
from the 1970’s pseudo Jahn-teller scenario (see sec. 2.1.6) to the excitonic
condensate and a Jahn-Teller - excitonic hybrid model.

Figure 2.5(a) shows the real-space crystal structure of 1T-TiSe2 above the
critical temperature. According to the 1T structure, the transition-metal
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Fig. 2.5: (a) Real space unit cell of the undistorted structure above the criti-
cal temperature. (b) First surface projected Brillouin zone in the undistorted
phase above the critical temperature. Blue ellipses and yellow circles repre-
sent the Fermi surface topology of Ti 3d and Se 4p bands, respectively. (c)
Real space unit cell for the CDW/PLD phase. Samll black arrows show the
PLD. (d) Surface projected Brillouin zone in the CDW phase. The folding
os Ti 3d and Se 4p bands is reported. ARPES maps of 1T-TiSe2 (e) above
and (f) below the critical temperature. From [107].

atom is octahedrally coordinated with chalcogen atoms. At 202K, the system
undergoes a phase transition to a commensurate 2x2x2 CDW/PLD struc-
ture, represented in Fig. 2.5(c): the atomic displacements pattern of the
transition is shown by small arrows. Atoms displace in order to reach a 2H,
trigonal prismatic, structure. The atomic displacement is about 0.085 Å for
Ti atoms and it is about 0.028 Å for Se [14]. A three-dimesional CDW with
wavevector q = (1

2
, 1

2
, 1

2
) is associated with to the PLD described before.

This strongly affects the electronic band structure of the system. Focus-
ing only into the kx, ky-plane, the CDW wavevector connects the center of
the surface-projected hexagonal Brillouin zone (see Fig. 2.5(b)) Γ̄ with the
high-symmetry point M̄ . Below the critical temperature, the Brillouin zone
halves in all directions due to the 2x2x2 transformation real-space. Thus,
the pristine M̄ -point corresponds to a novel Γ̄-point in the CDW ground-
state as shown in Fig. 2.5(d). This implies that the bands at the Γ̄-point
and M̄ -point fold onto each-other. Figure 2.5(b) shows the Fermi surface
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topology for the undistorted 1T-structure. Around the Γ̄ point, hole-pockets
originating from Se 4p valence bands are observable while at the M̄ -points
there are electron-pockets due to Ti 3d conduction bands states. As shown
in Fig. 2.5(d), in the CDW phase, the Ti 3d-electron pockets appears around
the center of the Brillouin zone Γ̄ while Se 4p states fold onto the pristine
M̄ -point, i.e. the Γ̄ point of the secondaries CDW Brillouin zones.

As seen so far, a strongly modification of the electronic band structure char-
acterizes the CDW phase transition. For this reason, ARPES is a powerful
technique to characterize this fingerprint and identify the interaction under-
lying the phase-transition. An example of ARPES spectra above and below
the critical temperature is reported in Fig. 2.5(e) and (f). Above the crit-
ical temperature (Fig. 2.5(e)), 1T-TiSe2 is a semimetal characterized by a
two-splitted Se 4p valence band at the Γ̄ point and a Ti 3d conduction band
at the M̄ -point. The top of the Valence Band (VB) crosses the Fermi level
with anegative energy gap of ≈ −20 meV. Other ARPES measurements re-
port an indirect semiconductor character with a bandgap about 150 meV
[108, 112–115]. This difference arises from defects and doping effects. Below
the critical temperature all ARPES measurements on 1T-TiSe2 have reported
some common features shown as example in Fig. 2.5(f), fingerprints of the
CDW/PLD phase:

i) a very intense folded valence band is observed at the M̄ -point;

ii) the maximum of the valence band and the minimum of the conduction
band shift to lower binding energy leading to a total energy gain of
about 80 meV;

iii) a flattening of the top of the valence band and of the bottom of the
conduction bands. In particular, the conduction band minimum is no
more at the M̄ -point.

While the non-metallic character and the large anisotropy of electron and
holes pockets at the Fermi surface (see Fig. 2.5(b)) allow to rule out the
role of Fermi surface nesting [108], unfortunately these observed fingerprints
do not lead to an unambigous identification of the mechanism underlying
the CDW/PLD formation. The lowering of valence and conduction bands is
in agreement with a modified Jahn-Teller scenario. The atomic displace-
ments reported in Fig. 2.5(c) represent a shortening of the local Ti-Se
bonding length and a modification of the local crystal field around the Ti
atoms. These lead to a lowering of the average energy of conduction and
valence bands close to the Fermi surface through a distortion-enhanced par-
tial charge transfer between neighbouring 3d ad 4p orbitals [108, 113, 116].
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Since this scenario naturally comes out from the PLD, it cannot explain the
large spectral weight carried by the folded bands in the CDW ground state
[14, 112, 116–118]. In addition, tight binding calculations have shown that
a lattice displacement twice as big as the experimental one is required to
explain the observed opening of the band gap [14] (see Fig. 2.6(c) and (d)).
Thus, the Jahn-Teller based scenario actually requires a sort of enhancement
of the electron-phonon coupling during the transition to justify the experi-
mental value of the energy band gap opened by the CDW formation.

Fig. 2.6: Tight-binding band structure of 1T-TiSe2 for (a) unreconstructed
and reconstructed (b) with zero distortion amplitude, (c) experimentally re-
ported distortion amplitude, (d) twice the experimental distrortion ampli-
tude. Thickness of the lines is proportional to the spectral weight carried by
the bands. Red arrows mark the opening of a band gap. From [14].

However, electron-phonon interactions mechanism transfer only a small amount
of spectral weight in the folded band [14, 112, 116, 117]. As seen for the sim-
ple 1D-case in sec. 3.1.7, the large redistribution of spectral weight in the
folded bands is characteristic of the excitonic insulator scenario. A com-
parison between the spectral function calculated for the excitonic insulators
model in 1T-TiSe2 and ARPES measurements is reported in Figure 2.7. Fig-
ures 2.7(a) and (b) are ARPES spectra at Γ̄ (left panel) and M̄ -point (right
panel) above and below the critical temperature, respectively. These should
be compared with Figure 2.7(c) and (d) reporting the calculated spectral
weight in the assumption of an excitonic insulator scenario. Clearly, a good
agreement between theoretical predictions and experimental data can be ob-
served.
However, is not clear how electron-hole interaction alone could lead to a per-
fectly commensurate PLD [116]. All the observed features are explained by
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a modified Jahn-Teller - electron-hole interaction hybrid model [119].
The recent observation above the critical temperature of a diffuse residue
of CDW- folded valence band at the M-point leads to the formulation of a
different mechanism [120]: the excitonic condensate. The residual spectral
weight represents the presence of incoherent excitonic pairs that condensate
at the critical temperature in a coherent Bose-Einstein condensate ground
state. This drives, as in BCS for Cooper pairs condensation, the opening
of a band gap. However, as in the case of the excitonic insulator, even this
scenario is not able to explain the perfect commensurate CDW/PLD since
there is no lattice coupling in the model [116]. The same high-temperature
features have been explained in terms of the hybrid model considering the
presence of excitons above the critical temperature [116]. The absence of an
electron-hole nesting vector does not allow the formation of CDW even if
excitons are present. Only when the renormalization of the elctron-phonon
coupling due to the excitons becomes strong enough, i.e. at the critical tem-
perature, the transition occurs and the CDW is naturally commensurate to
the lattice.

Fig. 2.7: ARPES maps at the Γ̄-point (left panel) and at the M̄ -point (right
panel) (a) above and (b) below the critical temperature to be compared with
the theoretical spectral function in an excitonic scenario (c) above and (d)
below the critical temperature. From [112].
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Recently, scanning-tunnel microscopy measurements have reported for the
first time a short range coherence of the CDW domains suggesting a strong-
coupling regime (see section 2.1.6) and then a local bonding scenario that
naturally leads to a pseudo Jahn-Teller description [121]. The excitons are an
accidental consequence of the more favorable direct coupling in the distorted
band structure and excitons-phonon coupling could reinforrce the CDW.
In contrast, very recent measurements conducted with a novel technique
(momentum-resolved electron-energy-loss spectrscopy (M-EELS)) claimed the
first observation of the excitonic condensation in 1T-TiSe2 [13].
Due to the large number of possible explainations all consistent with sub-
sets of the extensive experimental and theoretical results, a general consense
about the driving force of CDW phase transition in 1T-TiSe2 does not exist.

Fig. 2.8: (a) excitonic insulator and (b) Peierls insulator scenarios. The
insulating phase is marked by solid curves and coloured shading while the
metallic phase is indicated by dashed curves and grey shading. (c) Charac-
teristic time-scale of the main driving mechanism of the scenarios (a) and
(b) upon pump excitation. From [122].

The ambiguity about the dominant interaction in the CDW transition of
1T-TiSe2 is due to the fact that, in real complex materials, electron-electron
and electron-phonon interactions are simultaneously strong [122]. Then, the
classification in terms of dominant Peierls mechanism or excitons role is not
straightforward. In addition, we want to point out that the most promi-
nent feature of the CDW ground state, i.e. the resulting insulating gap
in the electronic spectrum appears the same in steady-state spectroscopies
for both mechanisms discussed above [106, 122]. While these two interac-
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tions, electron-electron and electron-phonon scattering, may be degenerate
in energy and then hard to resolve in time-integrated spectroscopies, they
are extremely different in the time-domain as depicted in Figure 2.8 [122–
124]. Purely electronic interactions like electronic screening at the base of
the excitonic insulator mechanism occur in fact on a typical timescale of
tens of femtosecond. In contrast, interactions between electronic population
and lattice require a longer time (hundreds of femtoseconds) because of the
larger mass of the ions. Following this observation, out-of-equilibrium spec-
troscopies are fundamental tools to disentangle the mechanisms dominating
quantum matter. Thus, metal-to-insulator transitions can be more reliably
classified according to the gap melting characteristic time.

Fig. 2.9: TR-ARPES maps at different pump-probe delays: (a) before the
pump arrival, (b) time-zero, (c) 30 fs after the photoexcitation and (d) at 3
picoseconds. From [107].

Figure 2.9(a) shows ARPES map of 1T-TiSe2 along the ΓM direction using
sub 10-fs extreme ultraviolet pulses (XUV) (hν = 43eV) at T=125K, i.e. in
the CDW phase, from [107]. Despite the poor energy resolution due to the
intrinsic broadening associated with ultrashort femtosecond pulses, the hole-
like parabolic VB at the Γ̄-point is clearly visible. In addition, signature of
the folded VB at the M̄ -point is retrieved. Exploiting an intense ultrashort
infrared laser pulse (hν = 1.57eV and 32 fs-pulse width, optical fluence about
5 mJ
cm2 ), the system is brought out-of-equilibrium. The increment of the effec-
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tive electronic temperature due to the pump excitation drives the transition
to the metallic phase allowing to investigate the underlying mechanism in
the time domain. However, XUV-based time-resolved ARPES experiments
focused on the dynamics of the folded bands at the M̄ -point rather then
of the closing of the insulating gap upon optical excitation [107, 122]. Fig-
ures 2.9(b,c) show the disappering of the folded VB at the M-point within
30 fs after the pump optical excitation. Moreover, the pristine electron-like
parabolic conduction band at the M̄ -point appers together with the disap-
pearing of the folded VB. These experimental observations hint for the loss of
the long-range charge order on the tens of femtoseconds time-scale suggest-
ing an electronic screening-dominated mechanism, i.e. the excitonic insulator
scenario [107, 122]. In addition, the ultrafast spectral response of 1T-TiSe2

has been found different with respect to the paradigmatic Peierls insulators
transition metal dicalchogenides enforcing the conclusion of the excitonic-
dominated scenario [122]. We point out that a partial recovery of the folded
VB at the M̄ -point occurs on the several picoseconds time scale (see Fig.
2.9(d)) suggesting a fundamental role of lattice in the thermalization process
of the electronic subsystems [107]. Recently, out-of-equilibrium optical spec-
troscopy measurements have been able to disentangle the excitonic and PLD
response [125]. They demonstrate that even when the excitonic order of the
CDW phase is completely quenched by the optical excitation, the lattice dis-
tortion is still present in a coherently excited state. This observation suggests
that excitons alone are not the only character driving the metal-to-insulator
transition in 1T-TiSe2. Also the lattice plays a fundamental role. Moreover,
recent time-resolved ARPES measurements with near- and midinfrared pho-
ton pump excitations [126] have pointed out a greater and more fundamental
role of the electron-phonon interaction in the CDW phase transition of the
1T-TiSe2 re-opening the question about the nature of the CDW ground state
in this peculiar transition metal dicacholgenide.
Our time-resolved ARPES measurements focus for the first time on the tem-
poral evolution of the CDW order parameter, i.e the insulating gap, and
suggest a complex interplay between excitonic population and lattice [15].
These results are shown in Chapter 5 of the present thesis.



Chapter 3
Time-resolved and Angle-resolved
photoemission spectroscopy
(TR-ARPES)

Tomorrow is gaining speed on you
It’s all you want to do

You, you know where to run
You run electron blue

Electron Blue
from Around the Sun (2004), R.E.M.

In this Chapter, after an introduction about steady-state ARPES, we will
provide a description of out-of-equilibrium spectroscopies. In conclusion, de-
tails about TR-ARPES, the most exploited technique in this thesis, will be
addressed.
Angle-resolved photoemission spectroscopy (ARPES) provides a unique in-
sight allowing a direct access to the band structure and many-body interac-
tions of solids. Steady-state ARPES developed in the past decades to high
resolution both in energy and momentum. However, ARPES probes only
occupied states.
The fast development in these years of mode-locked ultrashort pulsed lasers
leads nowadays to a wide class of out-of-equilibrium spectroscopies allowingto
study the temporal evolution of the excitations. Since the proper timescale
for many-body correlations differs over a two-orders of magnitude (typically
10-1000 fs), these techniques provide a terrific way to directly disentangle
several interactions. In this context, time-resolved ARPES (TR-ARPES) oc-
cupies a special role allowing to track electronic and many-body excitations
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dynamics directly in their quantum state space, i.e. the electronic band
structure.

3.1 Photoemission spectroscopy in a nutshell

Angle-resolved photoemission spectroscopy (ARPES) is a technique based
on the Hertz-Einstein photoelectric effect [127]. A photon with energy larger
than the work function of a solid Φ (tipically 4 − 5 eV) impinges on a ma-
terial. Then, electrons come out from the surface of the material carrying
information about their quantum state inside the solid. At variance with
other spectroscopies, ARPES provides the unique capability to directly ac-
cess the quantum band structure of the materials, fundamental for a deep
understanding of materials properties such as superconductivity, magnetism
and exotic phase-transitions.

Fig. 3.1: Scheme of an ARPES experiment, photons with energy hν pho-
toemit electrons detected by an electron analyzer under an angle of emission
θ.
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The general geometry of an ARPES experiment is sketched in Fig. 3.1: a
monochromatic photon beam of energy hν (with hν > Φ) provided by a gas-
discharge lamp, synchrotron beamline or laser source hits a properly aligned
single crystal. This promotes an electron above the vacuum level EV acuum.
Thus, the electron is photo-emitted with a certain kinetic energy Ekin and a
direction defined by angles θ and φ. For the study of condensed matter the
goal is to relate measured quantities (energy and angles) to binding energy
and crystal momentum of electrons propagating in the solid, i.e. the band
dispersion E(k) [128].
By energy conservation law we can easily relate the kinetic energy and the
binding energy:

EB = hν − Ekin − Φ, (3.1)

where EB = 0 corresponds to EFermi, i.e. the energy above which all states,
at T = 0K, are empty. Then, from the spectrum of detected photoelectrons
it is possible to obtain the band energy of the solid as shown in Fig. 3.2(a).

Fig. 3.2: (a) Relation between energy levels of the sample and the spectrum
of detected photoelectrons. (b) Conservation of the parallel component of
the momentum upon transmission through the surface between sample and
vacuum.

Accessing the momentum is a bit trickier. We have in fact to consider that the
presence of the vacuum-solid interface causes an abrupt change in the crystal
potential in the normal direction z. The momentum-component along this
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direction, k⊥, is then a not-good quantum number and it is not conserved
through the surface. Fortunaly, even if the surface breaks the traslational
symmetry, the parallel component, k||, of momentum is conserved. By geo-
metrical considerations (see Fig. 3.2(b)) we have

kin
|| = kex

|| =

√
2mEkin

~2
sin θ, (3.2)

valid for any given angle φ. Conducting measurements as function of both ge-
ometrical angles allows to determine the two in-plane component kx, ky. The
ARPES intensity distribution in the (kx, ky) plane at costant energy repre-
sents a cut of the band structure in the surface-projected Brillouin zone. At
the Fermi level, we have the Fermi surface whose topology is responsible for
the main macroscopic properties of the crystal such as metallicity, magnetism
and charge-order.
Relation 3.2 is strictly valid in the approximation that the momentum associ-
ated to the photon is negligible and then only vertical optical-transitions, i.e.
satisfating the relation kinitial = kfinal + G where G is the reciprocal lattice
vector, are triggered by the photon. This is in general a good approxima-
tion for photons having energy less than 100 eV. This assumption implicitly
imposes a condition also on k⊥. The knowledge of k⊥ is fundamental for
mapping completely the three-dimensional band but it is undetermined in
ARPES. The assumption of a negligible momentum carried by a photon im-
poses that initial and final states in the photoemission process are linked
by vertical transition.Thus, an a priori knowledge of the final state disper-
sion is required to access k⊥. Unfortunately, the final state is in general
unkown [128]. However there is a generally accepted approximation to k⊥.
The effect of the surface is approximated with a step potential of value V0

that is the so-called ”inner potential”, i.e. the energy of the bottom of the
valence band with respect to the vacuum level (see Fig. 3.2(a)); if we as-
sume that the final state is a free-electron’s plane wave like, we can obtain
k⊥ = 1

~

√
2mEkin cos2 θ + V0. V0 can be found observing the periodicity of the

dispersion E(k⊥); in an experimental way this is possible by scanning pho-
toelectrons emitted only in normal direction as function of the radiation’s
energy (eg. using synchrotron light) [129].
For some systems, the lack of information about k⊥ is not so relevant: this
is the case of low-dimensional systems in which the electronic structure
is strongly anisotropic and withouth dispersion in the direction normal to
the surface (eg. 2D superconducting cuprates, 2D layered transition metal
dichalcogenides and 1D linear atomic chains materials). We highlight that
also the surface states, like Shockley’s state in metal or the spin-polarized
surface state characteristic of the topological insulators (see Chapter 1), are
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completely described by their k|| dispersion. ARPES on these materials al-
lows us to study their properties directly in the 2D reciprocal space, i.e. the
quantum space of the electronic states.

3.1.1 One-step model

Many-body effects are due to the interactions among electrons or with other
excitations inside the crystal, and are responsible for many interesting phe-
nomena like, for example, superconductivity, magnetism, charge-density waves.
They are very rich of physical interest but a many-body problem is gener-
ally very hard to calculate and to understand completely. ARPES spec-
tra contain information about these interactions. If the system is largely
anisotropic and it is possible to neglect the dispersion in k⊥, the imaginary
part of the self-energy, the complex function describing all deviations from
the non-interacting ideal systems, is accessible looking at the linewidth of the
peaks in ARPES [129]. For a three-dimensional system it is not so simple
and a complete theoretical description should be considered. ARPES signal
is related to the many-body interactions in solids through the one-particle
removal spectral function Ak(EB). In this section, we will introduce basically
the theory of many-body interactions in ARPES.
The most successful framework to depict the photoemission from solid sur-
faces is the one-step model. The main idea is to describe the photoemission
mechanism as a single quantum-mechanically coherent process including all
multiple-scattering events due to the different layers of the solid. This allows
us to consider the effects of excitation on the energy spectrum of the pho-
toelectrons or to deal with the photoemission from surface states, resonance
states or with transitions involving evanescent bandgap states [129, 130].
Within the many-body theory framework, the photocurrent can be calculated
from the transition probability in a first-order time-dependent perturbation
theory. Here Ĥ = Ĥ0 + ∆̂ is the N-electron system Hamiltonian with H0

being the unperturbed Hamiltonian. ∆̂ is a small perturbation due to the
impinging electromagnetic radiation. Two N-electrons eigenstates of Ĥ are∣∣ΨN

i

〉
and

∣∣ΨN
f

〉
, respectively initial and final state of the transition. The

transition probability per unit time wf,i is given by Fermi’s Golden Rule:

wf,i =
2π

~
|
〈

ΨN
f |∆̂|ΨN

i

〉
|2δ(EF − EB − ~ω). (3.3)

Dirac delta δ(EF −EB−~ω) ensures energy conservation between N-electron
initial and final states. Within the electromagnetic dipole approximation, the
interaction ∆̂ with the photon can be written as

∆̂ =
e

mec
Â · p̂, (3.4)
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where e is the fundamental electron charge, c the speed of light, me the elec-
tron mass. Â is the electromagnetic vector potential while p̂ is the electrons
momentum operator. The photocurrent is derived from eq.(3.3) and can be
written as [130]

I(~ω) =
1

~
∑
f,i

Mk ∗
f,i Ak(EB)Mk

f,i. (3.5)

Here,

Ak(EB) =
∑
n

| < ΨN−1
n |âk|ΨN

i > |2δ(EF − EB − ~ω) (3.6)

and
Mk

f,i =
〈
φk
f |∆̂|φk

i

〉
. (3.7)

Ak(EB) is the one-electron removal spectral function and âk is the fermionic
annihilation operator which removes a particle with momentum k. Ak(EB)
is related to the Density of States (DOS) by [131]

DOS(E) =
1

V

∑
k

Ak(E), (3.8)

V is BZ’s volume. We can relate Ak(EB) to the system self-energy, i.e. to
the correlations and interactions inside the crystal.
The one-electron removal spectral function (3.6) is connected to the retarded-
Green function of the interacting system, i.e. the propagator in the linear
response theory, by

Ak(EB) = − 1

π
Im{Gk(EB)}. (3.9)

Moreover, Green function satisfies Dyson’s equation

Gk(EB) = G0
k(EB) +G0

k(EB)Σk(EB)Gk(EB), (3.10)

where G0
k is the one-electron propagator of the non-interacting system and

Σk(EB) is the self-energy, a complex function that represents all deviation
from non-interacting systems, i.e. all many-body interactions [132].
By eq.(3.10), using expression of G0

k in [133] and eq.(3.9), we can write the
one-electron removal spectral function as a function of the imaginary and
real part of the self-energy:

Ak(EB) = − 1

~π
Im{Σk(EB)}

(EB − εk − Re{Σk(EB)})2 + Im{Σk(EB)}2 , (3.11)

εk is the single-particle energy by calculation of the band structure (e.g. Den-
sity Functional Theory (DFT) or tight-binding models). These are Lorentzian
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where Im{Σk(EB)} is the linewidth while the peak position is given by
εk + Re{Σk(EB)}.
Then, the photoelectron spectrum is strongly dependent on many-body in-
teractions which dress the electron. They cause a shift of the energy peaks
due to the real part of the self-energy that can generate also extra features
where Re{Σk(EB)} is strongly dependent on the energy (e.g. in strongly
correlated material). On the other hand, the imaginary part causes damping
processes that appear in the finite life-time of the initial state [130].
Because the many-body interactions are characterized by energy and life-
time, physical observables usually associated with particles, it is convenient
to describe these interactions in the quasi-particle scheme. In other words,
we describe the particles and the associated excitations like a unique physical
entity. So, the electron is not isolated but it is dressed, for example, by the
other electrons (electron-electron scattering) or by the phonons (electron-
phonon scattering).
All interactions in the solid are fully described by the real and imaginary
part of the self-energy and we can derive these two quantities from ARPES
spectrum trough eq.(3.11). In principle, we can derive the self-energy di-
rectly from the energy distribution curves (EDCs) looking at the shift of the
peak. However, this is hard because of the presence of the background, of
the non-trivial self-energy dependence on EB and of the cut-off due to the
Fermi level [129].
A common method to obtain the self-energy is the analysis of momentum-
distribution curves (MDCs) which is done by plotting ARPES map cuts at
costant energy ẼB [134]. Assuming that the self-energy does not depend on
k⊥ and supposing to know the dispersion relation εk and the group velocity
vk at a given point k for the non-interacting electronic system, the MDCs
have Lorentzian shape [134]. By performing a fit it is possible to obtain the
real and the imaginary parts as:

Re{Σk(EB)} = ẼB − εk, Im{Σk(EB)} = ~vk∆k. (3.12)

Here ∆k is the full-width at half-maximum (FWHM) of the fitted lorentzian.

The term Mk
f,i in eq. 3.7 is the one-particle matrix element. At this stage,

to obtain eq.(3.5) we have assumed only the so-called sudden approxima-
tion. In this approximation

∣∣ΨN
F

〉
is described as the product between a

single-particle state
∣∣φk
f

〉
, which describes the photoemitted electron, and a

N-1-electrons state
∣∣ΨN−1

f

〉
describing the excited system. The latter one can

be projected on states of the N-1 particles system with eigenfunctions ΨN−1
n
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and eigenvalues EN−1
n . So,

ΨN
f = Aφk

f

∑
n

ΨN−1
n . (3.13)

Sudden approximation is equal to assuming that the removal of the photo-
electron from the unperturbed system is so fast to ensure that the particle
leaves the sample before the photo-induced holes relaxation takes place. In
other words, we can neglect the electron-sample interaction [129, 130]. This
approximation is generally good for electrons with kinetic energy larger than
15 − 20 eV and then for impinging photons with energy larger than 20 eV
[135]. For laser-based ARPES setup, that generally uses photons of 6 eV,
this approximation is not so stricktly satisfied. However, experimental results
[136] show that the electronic structures at the Fermi level are qualitatively
unchanged for electrons of less than 2-eV kinetic energy and for high-photon
energy ARPES experiments ensuring that the sudden approximation is still
valid in low-energy measurements.
In evaluating eq. 3.5, we have also assumed Hartree-Fock approximation for
the initial N-particles state [129]. Under Hartree-Fock approximation we can
write the initial state many-particles wave function ΨN

i as a single Slater
determinant product of a one-electron vector φk

i and an (N-1)-particle term
ΨN−1
i . Thus, the interaction matrix element in eq. 3.3 can be rewritten as〈

ΨN
f |∆̂|ΨN

i

〉
=
∑
n

〈
φk
f |∆̂|φk

i

〉 〈
ΨN−1
n

∣∣ΨN−1
i

〉
, (3.14)

where we used eq. 3.13 for the evaluation of the final (N-1)-particles state.
The latter term in eq. 3.14 is the (N-1)-particles overlap integral whose
square modulus represents the probability that the interaction leaves the
many-particles system in the excited state

∣∣ΨN−1
n

〉
. The first term is the

one-particle matrix element Mk
f,i . This term plays a fundamental role in

the photoemission intensity (see eq. 3.5). One-electron matrix element is
extremely dependent on electron momentum k and on the energy and po-
larization of the impinging beam, i.e. the experimental geometry [129]. For
some photon energy and experimental geometry, this term could even lead
to a total suppression of the photoemission intensity [128, 129].
Under the sudden approximation and considering finite temperature’s effects,
we can rewrite eq. 3.5 as

I(k, EB) = I0(k, ν,A)fFD(EB, T )A(k, EB), (3.15)

where fFD(EB, T ) is the Fermi-Dirac distribution at temperature T . The
presence of Fermi-Dirac distribution in the photoemission intensity limites
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the probed electronic states to the occupied ones. We will see in the next
sections that multi-photons approaches are required to experimentally access
the unoccupied band structure. The term I0(k, ν,A) is proportional to the
squared modulus one-electron final and initial state dipole interaction matrix
element |Mk

f,i|2 [129].

Relativistic corrections like spin and spin-orbit coupling are fundamental
for understanding the properties of ferromagnetic materials and topological
insulators. A photoemission theory of these materials has to consider the
influence of relativistic effects to describe and to understand phenomena like
dichroism, i.e. the difference in emission of spin-polarized photocurrent by
excitation of circularly polarized light.
The relativistic photocurrent of photoelectrons of final energy εF and parallel
momentum k|| is represented by the spin-density matrix ρ. More details can
be found in [130].

3.2 Out-of-equilibrium ultrafast spectroscopies

In the past few decades, the emergence of mode-locked ultrashort pulsed
lasers has triggered the development of new techniques to study the ultrafast
electronic dynamics. It has been realized in fact that these lasers pulses cre-
ate out-of-equilibrium conditions in condensed matter on a time-scale faster
than the relaxation processes. This allows to observe novel phenomena not
detectable at equilibrium.

Nowadays, out-of-equilibrium ultrafast spectroscopies are a fundamental tool
for the investigations of condensed matter. This novel approach offers in
fact the opportunity to unfold unsolved problems in solid state physics and
in other branches of science. The femtoseconds-timescale allows to exper-
imentally access the quasiparticles interaction in solids; electron-electron,
electron-phonon scattering, etc. occur in this typical timescale as shown in
Fig. 3.3. Purely electronic interactions are faster than the ones involving
for example the lattice, i.e. phonons, leading to an experimental criterion
for their identification. This represents a terrific advantage: while in the
frequency, i.e. energy, domain certain mechanism are degenerate, in the
time-domain it is possible to disentangle them unveiling the most important
interactions in solid. Thus, it is possible to identify the main underlying
mechanism of phenomena not-completely addressed by traditional spectro-
scopies, such superconductive or charge-ordered phase. In addition, the in-
creased interest on quantum materials (like topological insulators) in view of
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Fig. 3.3: Typical timescales of electron and lattice interactions in out-of-
equilibrium solid. From [124].

faster generation of (opto-) electronic devices requires a deeper attention to
the out-of-equilibrium phenomena.
The great success of these class of techniques can be attributed to the fact
that, experimentally, a common single scheme can be applied to study a large
variety of phenomena in different physical systems: the so-called pump-probe
scheme [123]. In a nutshell, an ultrashort laser pulse (the pump) hits the sam-
ple leading to an out-of-equilibrium condition. Then, a second controlled
delayed ultrashort pulse (the probe) provides a snapshot of the sample in the
excited state. The nature of the probe determines the physical quantity we
are interested in. It could be the intensity of reflected beam (TR- Reflec-
tivity), the polarisation of the laser pulse (Kerr-effect) or the photoemission
intensity (TR-ARPES). Changing the delay between pump and probe, it
is possible to track the evolution of these observables in the time-domain.
The characteristics of the two beams depend on the kind of observables that
we want to study. In general, the pump is an optical pulse ranging from
the infrared to the ultraviolet while the probe could be a broadband pulse
(like for example time-resolved refelectivity or time-resolved magneto-optical
Kerr-effect) or an X-ray pulse (like in the time-resolved X-ray diffraction).
Two are the foundamental experimental requirements for any pump-probe
experiment:

• the size of the probe beam must be smaller than the size of the pump;
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• the temporal length of pump and probe must be ultrashort.

The first requirement is to ensure that the probed region is homoge-
neously excited. The pulse duration determines the shortest timescale we
can investigate. Thus, if one wishes to unreveal electronic dynamics, ultra-
short (femtoseconds) pulses must be employed.

Depending on the investigated sample, three mainly frameworks related to
the pump effect can be identified [123]:

• non-equilibrium spectroscopies;

• coherent excitation of bosonic-modes;

• ultrafast optical manipulation.

In the first framework, the aim is to investigate the out-of-equilibrium proper-
ties of the system using the pump mainly to create an initial non-equilibrium
condition. To first approximation, a promotion of electrons into unoccupied
states can describe the effect of the pump. If the perturbations is weak
enough, the system relaxes back to the equilibrium conditions via the ther-
modynamical parameters ruling the equilibrium properties. From a micro-
scopical point of view, the out-of-equilibrium population of electrons and
bosonic modes (e.g. phonons) recovers to a quasi-equilibrium distribution,
i.e. the same distribution at the equilibrium characterized by a higher effec-
tive temperature, with a proper timescale given by the equilibrium strength
of the interactions (e.g. electron-phonon coupling). Time-resolved measure-
ments shown in this work mainly belong to this first approach.

In the second approach, the general idea is to exploit any kind of impulsive
excitation that directly couples with a bosonic mode such as spin/charge
order or lattice vibrations. In this way, the pump triggers a coherent oscil-
lation with a frequency proper of the mode and a relaxation time related to
the de-tuning time, i.e. the lifetime of the coherent mode.

In the latter, the pump carries a strong excitation that drives the system
extremely in out-of-equilibrium, triggering a phase transition to novel state-
of-matter. This is the case for example of the so-called ultrafast demagneti-
zation in which a strong pump pulse reduces dramatically the magnetization
of a ferromagnet on a sub-ps timescale [137, 138]. In this approach, the exci-
tation is indeed strong enough to induce several novel macroscopical photo-
induced phenomena. We exploited this approach for example in the study of
the photo-induced spin-current at the surface of topological insulators.
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We point out that this is an arbitry classification strongly sample-dependent;
in some case in fact all these main effects could realize together. It is, for
example, the case of the layered transition metal dichalcogenides 1T-TiSe2

as shown in Chapter 5 of this thesis.

3.2.1 Time- and angle-resolved photoemission spectroscopy

What we have described in the first section of this chapter, is the traditional
steady-state ARPES. As seen in Sec. 3.1.1, the presence of the Fermi-Dirac
distribution in the photoemission intensity (eq. 3.15) means that we can
only access occupied states with this technique. In order to study unoccu-
pied states, inverse photoemission spectroscopy (IPS) should be used. In
IPS, an electron beam hits the sample emetting a photon which energy is
related to the binding energy of the unoccupied state filled by the electron.
Unfortunately, the cross section of this process is extremely low leading to a
very small signal.
The development of pulsed lasers led to novel spectroscopies for the study
of the unoccupied states: two-photon photoemission (2PPE) and time- and
angle-resolved photoemission spectroscopy (TR-ARPES).
In the following, we will introduce TR-ARPES by which it is possible to ac-
cess the unoccupied states and even the temporal dynamics of particles (and
quasi-particles) in the reciprocal lattice.
TR-ARPES is developed on the pump-probe scheme illustrated so far. Fig-
ure 3.4(a) shows an example of a TR-ARPES map at a fixed pump-probe
delay of 500 fs: we notice that there is photoemission signal even from bands
above the Fermi level. The out-of-equilibrium states induced by the pump
cannot be described by a Fermi-Dirac distribution, i.e. the unoccupied bands
are filled by the optical pump pulse.
The experimental temporal resolution of a TR-ARPES setup is due to the
convolution between pump and probe pulses, so in principle one desires the
two beam’s temporal lengths to be as short as possible. However, there is a
limit due to Heisenberg principle; in fact, the shorter the pulse ( Γ̄ in Fig.
3.4(b)), the worse the energy resolution and some spectral features in the
electronic band structures can be blurred like in Fig. 3.4(b).

Generally, TR-ARPES setups are based on an infrared Ti:Sapphire laser,
with fondamental radiation hν = 1.55 eV, pulse duration 100− 200 fs [140,
141]. The fondamental radiation is used as pump, and its fourth-harmonic
is used as UV probe (6.2 eV). The measurements shown in the Chapter 3
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Fig. 3.4: (a) ARPES on topological insulator, at a fixed pump-probe delay;
the solid black line indicates the Fermi level. (b) Blurring effects associated
with the probe temporal width Γ̄ on the TR-ARPES spectrum; in black is
marked the continuous beam photoemission curve [139]. (c) Evolution of the
electronic distribution upon pump excitation.

of this thesis work have been obtained on a slightly different setup recently
developed in the laboratories of Politecnico di Milano (shown in Fig. 3.5). In
synthesis, starting from a 100 kHz-repetition rate Yb:laser, a cascade of non-
linear processes (such as Non-collinear optical parametric amplifier (NOPA)
and sum-frequency generation (SHG)) provide a 1.85 eV 25-fs pump pulse
and a 6.02 eV 65-fs transform limited probe pulse. More details are described
in [2]. The principal limitation of this configuration is that, according to eq.
3.2, only a small region around the center of the Brillouin zone is accessible
because of the low probing energy. To overcome this limit TR-ARPES se-
tups based on high-harmonic generation in gas-phase have been developed
[142–146]. The accessible probe energies typically range from 30 eV to 100
eV allowing to map the whole Brillouin zone. Unfortunately, the high pulse
power required for laser high harmonic generation processes is available only
with low repetition rate sources and, consequently, this setups are charac-
terized by a very low signal-to-noise ratio. This leads in addition to a huge
space-charge effect: at low-repetition rate, the photoemitted electrons feel
the presence of the photoemitted electronic cloud making distortion in the
electrons path into the analyzier. This originates artifact in the detected pho-
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toemission signal [147]. For this reason, different schemes for high-repetition
rate high-harmonic generation are being developed in these years [148–150].

Fig. 3.5: Picture of the TR-ARPES setup employed in this thesis. Starting
from the fundamental frequency of an Yb: laser a 1.85 eV 25-fs pump pulse
and a 6.02 eV 65-fs transform limited probe pulse are provided by a cascade
of non-linear processes. NOPA: non-collinear parametric amplifier, SFG:
sum-frequency generation. More details in Ref. [2].

The study of non-equilibrium phenomena in solids by TR-ARPES is not
trivial. One of the main problems emerging from TR-ARPES measurements
is the data interpretation. The conventional interpretation of TR-ARPES
is ideally depicted in Fig. 3.4(c): at room temperature the electronic dis-
tribution of the system is described by a Fermi-Dirac distribution (black
line). The hν pump excites electrons from a range of energy hν below the
Fermi level into empty states (red line). In other words, the pump creates
non-thermal electronic distribution. Then, due to scattering processes (com-
monly electron-electron and electron-phonon), excited electrons gradually
cool thermalizing in a new Fermi-Dirac distribution with a larger effective
electronic temperature (T ∗el) (blue line) within tens to hundreds of femtsosec-
onds. Focusing on the Fermi level, TR-ARPES can be used to estimate
different values of T ∗el at different delays between the pump and the probe



3.2 Out-of-equilibrium ultrafast spectroscopies 71

pulses [59, 61]. Recently, a novel approach based on the temporal evolution
of the quasi-particles interactions trough a careful investigation of the dy-
namical one-electron spectral function have been sucessfully exploited to the
study of the superconducting phase-transition in high-TC cuprates [151].
A dynamical extension of the one-step model (see Sec. 3.1.1) has recently
been developed [139]. The most remarkable result of this theory is that the
pump-probe photocurrent is proportional to the lesser Green function G<

k||
(ω)

that provides the description of the time evolution of the electronic structure
on a femtosecond time scale following a strong pump pulse [152]. For an
interacting system in equilibrium the lesser Green function is simply related
to the spectral function and the electronic distribution by the relation:

G<
k||

(ω) = iAk||(ω)f 0
FD(ω). (3.16)

This relation is important because it proposes useful Ansatz if the equilibrium
distribution function f 0

FD(ω) is replaced by some unkown non-equilibrium
function. This is the common interpretation of TR-ARPES data but in
the lesser function there is more. In fact, we have seen in section 1.4 that
Ak||(ω) is strongly dependent on many-body interactions and a very high
pump fluence is a strong Couloumb interaction that affects the many-body
correlations. In this case, also the sudden approximation can fail for very
slow electrons (e.g. electrons close to the bottom of valence band): they are
too slow to escape the correlations such as electron-electron screening due to
the strong Couloumb interaction. All this can modify the detected spectra
with extra features also below the Fermi level complicating the interpretation
of TR-ARPES spectra.
We have seen in Sec. 3.1.1 that photoemisison intensity can be related to
one-electron spectral function trough eq. 3.15. This relation is strictly valid
only at equilibrium. As described so far, in the presence of pulsed electric
fields, the proper description of the photoemission intensity involves the lesser
Green function. However, as soon as the system reaches a quasi-equilibrium
distribution characterized by an effective-temperature T∗el, eq. 3.15 can be
extended to describe the photoemission signal. According to eq. 3.15, defin-
ing as τ the pump-probe delay, we can describe the photoemission intensity
as

I(k, EB, τ) ≈ |Mk
f,i(τ)|2fFD(EB,k, T

∗
el(τ))Ak(EB, τ). (3.17)

The evolution of fFD(EB,k, T
∗
el(τ)) as a function of τ describes the relax-

ation processes for any binding energy EB at any k, i.e. the quasi-particle
dynamics. Observed ultrafast metal-to-insulator phase transitions [15, 107]
or superconducting gap-filling via ultrafast quenching of phase coeherence
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in cuprates [151] are paradigmatic examples of the temporal evolution of
the one-particle spectral function Ak(EB, τ), i.e. of the many-body interac-
tions. The matrix element |Mk

f,i(τ)|2 can evolve via modification of the initial
and final states wavefunctions due to the activation of bosonic modes. To our
knowledge, direct observation of ultrafast evolution of this term has not been
reported. Our TR-ARPES and TR-Reflectivity meausuremets suggesting its
evolution are presented in Chapter 3.



Chapter 4
Ultrafast light-spin interaction in
topological insulators

Pause of light
Pulse of life

New face dawns

The imploding voice
from MACHINA/

The Machines of God (2000),
The Smashing Pumpkins

In the last decade the continuing quest to control and manipulate the spin
of the electrons for a new generation of faster devices triggered the investiga-
tion of materials presenting a spin-order. In this framework, as described in
chapter 1, topological insulators (TIs) represent a hot-topic because of the
in-plane spin-polarized surface states (TSS) arising within the bulk insulating
energy gap [3–5, 16]. The inhibition of the spin-flip events [4, 19], the control
of the spin polarization using ultrashort light pulses [6, 7] together with the
experimentally proved optically-triggered surface spin current [8] open new
scenarios in the use of this class of materials for future opto-spintronic de-
vices.
In order to better exploit the potentialities of TIs in spintronic applications, a
deep understanding of their electronic ultrafast dynamics is required. In par-
ticular, to characterize their response upon ultrashort light pulses as a func-
tion of binding energy and crystal momentum is fundamental to disentangle
the role of the TSS in the observed ultrafast phenomena. As seen in chapter
3, time- and angle-resolved photoemission spectroscopy (TR-ARPES) allows
to access all these informations.
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In this chapter we will present our TR-ARPES results on the BixSb2−xTeySe3−y
(BSTS) topological insulators family. We will show a careful study of elec-
tronic dynamics as function of the stoichiometry [9]. Then, our measure-
ments investigating the microscopic mechanism at the base of the observed
optically-triggered surface spin-current in Bi2Se3 will be reported [10, 11]. In
conclusion, we will show the first experimental proof of temporal evolution
of the photoemission matrix elements by combination of TR-ARPES and
TR-Reflectivity measurements [12].

4.1 Introduction

In this chapter, we will present our TR-ARPES measurements on the topo-
logical insulators family BixSb2−xTeySe3−y (BSTS). In particular, we have
investigated the ultrafast dynamics on different stoichiometries. We have
found an extremely short lifetime of TSS population for stoichiometries re-
sulting in extremely p- and n-doped samples while an extraordinary long
TSS lifetime have been retrieved for a stoichiometry leading to a vanishing
binding energy of the Dirac point [9].
In order to investigate spin-order in these materials, we have performed TR-
ARPES measurements with circularly-polarized ultrashort pulses. Exciting
the Bi2Se3 sample by circularly-polarized pump pulses, we have been able
for the first time to track in reciprocal space the mechanism underlying the
origin of the opto-induced spin current at the surface of TIs [10, 11].
In conclusion, combined time-resolved reflectivity (TR-Reflectivity) and TR-
ARPES measurements on Bi1.1Sb0.9Te2S topological insulators allowed us to
observe for the first time the dynamical evolution of ARPES matrix elements
[12].

We have measured BSTS samples grown by prof. Zhou’s group at the Na-
tional Lab for Supeconductivity - Chinese Academy of Science in Beijing.
High quality single crystals TIs were grown by the self-flux method. Pow-
ders of bismuth, antimony, tellurium and selenium were stoichiometrically
mixed, put in alumina crucibles and sealed in a quartz tube under vacuum.
The materials were heated to 1000◦ C for 12 hours and slowly cooled down
to 500◦ C over 100 hours before reaching room temperature [36].
Crystals of several millimeters in size were cleaved in situ at ultra-high vac-
uum (UHV) pressure <5 x 10−10 mbar for the TR-ARPES measurements.
Their layered crystral structure allow natural cleave along the (111) crys-
tallographic plane. All measurements here reported were performed with
the TR-ARPES setup in our laboratory of the DEpartment of Physics of
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the Politecnico di Milano. The setup is described in detail in Ref. [2]. A
commercial Yb-based laser (Pharos, Light Conversion) seeds a cascade of
non-linear optics stages with pulses of 300 fs duration and photon energy
hν = 1.2eV at 100 kHz. By a home-built non-collinear optical parametric
amplifier (NOPA) pump pulses shorter than 30 fs at 1.85 eV are obtained.
A sum-frequency generation stage (SFG) provides probe pulses at 6.02 eV
with 65 fs time duration. The temporal resolution given by the convolution
of pump and probe pulses is ≈70 fs. Pump and probe beams impinge al-
most collinearly on the sample at an angle of about 45◦. The helicity of the
pump and probe beam is adjusted with a broadband quarter-wave plate. By
means of a motorized delay stage, the delay between pump and probe pulses
is changed. Photoemitted electrons are detected by means of a time-of-flight
(TOF) analyzer equipped with a micro channel plate (MCP) with energy
resolution of approximatively 50 meV. The angular acceptance of the TOF
analyzer is about 0.8◦. The angular dispersion maps were acquired by rotat-
ing the sample’s normal with respect to the analyzer axis in 2◦ steps. All
the measurements here presented have been performed at room temperature.

Bulk-insulating high-quality single crystals Bi1.1Sb0.9Te2S have been grown
by the vertical Bridgman technique and doped with a very small percentage
of Sn by prof. Cava’s group in Frick Chemistry Laboratory at Princeton
University. The required amounts of elements with high purities were placed
in carbon-coated, bottom-pointed quartz ampoules with an inner diameter of
4 mm. The high-purity starting materials bismuth, antimony and tellurium
were further purified by heating under vacuum of ≈ 10−5 mbar at 950◦C in
the presence of carbon, in sealed quartz tubes. The crystal growth ampoules
were sealed under a vacuum of ≈ 10−5 mbar. The crystal growth was per-
formed at ≈ 700◦C with a translation rate of ampoule of 1mm

h
through the

crystallization zone and 15-cm-long crystal boules were obtained. This sto-
ichiometry is the result of a careful combination of concepts in crystal and
defect chemistry, strain-mediated chemical stability, electronegativity and
resonant level doping leading to a high-quality large single crystal character-
ized by a low-carrier concentration, an overhelming surface transport and a
DP well isolated from bulk conduction and valence bands. In addition, it
exibits excellent cleavage reproducibility. More details can be found in [153].
TR-ARPES measurements on the Bi1.1Sb0.9Te2S sample have been performed
by Dr. Fabio Boschini and Marta Zonno on the Ti:sapphire laser-based setup
developed by prof. Damascelli’s group at the University of British Columbia.
The Ti:sapphire laser (VitesseDuo and RegA 9000 by Coherent) provides 1.55
eV pulses with 180 fs pulse duration at a repetition rate of 250 kHz. This fun-
damental frequency is used as pump to bring the system out-of-equilibrium.
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Then, the band structure is probed by 6.2 eV pulses achieved by fourth har-
monic generation starting from the fundamental frequency. Pump and probe
beams run almost parallel and are focused onto the sample under an angle of
45◦ using the same focusing lens. This results in spot sizes approximately of
250 µm and 120 µm for pump and probe beam, respectively. Both beams are
vertically (s) polarized. The linear polarization of the beams is controlled by
means of a broadband half-wave plate. The time delay between pump and
probe is controlled by a motorized delay stage. Photoemitted electrons are
collected by a SPECS Phoibos 150 emispherical analyzer, with 19 meV and
0.0003A−1 energy and angular resolution, respectively. The total temporal
resolution is about 250 fs. More details can be found in [151]. Samples have
been cleaved by the tape method at a base pressure of 3 x10−11 mbar. All
measurements have been performed at room temperature.
We have performed time-resolved reflectivity measurements on Bi1.1Sb0.9Te2S
topological insulator on the broadband ultrashort pump-probe setup devel-
oped at the Politecnico di Milano. Three NOPAs operating in different fre-
quency ranges are driven by 150 fs pulses at a central wavelength of 780
nm provided by a 1 kHz repetition rate Ti:Sapphire amplifier (Clark-MXR
model CPA-1). White light continuum generated in a sapphire plate is used
as seed for all three NOPAs. The first NOPA (NOPA 1) covers a spectral
range between 0.83 eV and 1.24 eV. The pulses are temporally compressed
to a transform-limited pulse duration of 8.5 fs by a deformable-mirror-based
pulse shaper. The second NOPA (NOPA 2) provides pulses ranging from 1.2
eV to 1.5 eV with a transform-limited pulse duration of 13 fs by a pair of
fused silica prism. Both NOPA 1 and NOPA 2 are used as probe of the tran-
sient response of the sample. They are synchronized with the third NOPA
(NOPA 3) that works as pump to photoexcite the sample out-of-equilibrium.
NOPA 3 spans an energy range between 1.8 eV and 2.4 eV with a pulse
duration of 7 fs by multiple reflections between a pair of chirped mirrors.
The overall temporal resolution of the pump-probe setup below 19 fs. The
time delay between pump and probe is adjusted by a motorized delay stage.
Pump and probe beams are focused on the sample by a spherical mirror in
a quasi-collinear geometry. More details about the generation of pump and
probe beams can be found in [154]. The polarization of the pump and probe
beams is adjusted by means of a broadband half-wave plate. TR-Reflectivity
measurements have been performed at room temperature on in air-cleaved
samples surface.
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4.2 Electronic dynamics in BixSb2−xTeySe3−y
topological insulators family

As discussed so far, topological insulators (TIs) represent a phase of matter
that is extremely interesting for bringing the actual information technol-
ogy, based on the electronic charge, to the future faster and less consuming
spintronic technology, i.e. based on the spin of the electrons. However,
some practical limitation have prevented the large diffusion of TIs in work-
ing spintronic devices. First of all, to exploit the Dirac fermions properties,
it is mandatory that the surface contribution overwhelms the bulk one in
transport [155]. In fact, even if the bulk has a strong insulating character,
in most TIs sinthesized up to date the bulk transport is still large enough
to hide the spin-polarized surface contribution. As seen in Chapter 1, the
BixSb2−xTeySe3−y (BSTS) topological insulator represent an ideal platform
for future applications. ARPES measurements have reported how varying the
stoichiometry the position of the Dirac point (DP), the point in which the up-
per and lower branch of the topological surface state (TSS) Dirac cone cross,
can be tuned with respect to the Fermi level (EF ) [28, 156, 157]. This repre-
sents a great advantage since it is possible to finely tune the desired properties
keeping the bulk insulating behavior. In particular, the most promising com-
pounds are Bi2Te2Se [44], BixSb(x−2)Te3 [158], Bi0.5Sb1.5Te1.8Se1.2 [159] and
BiSbTeSe2 [160] where transport measurements have shown a strong surface
signal overwhelming the bulk conduction.
In order to realize ultrafast opto-spintronic devices, the out-of-equilibrium
dynamics of TSS electrons has to be deeply characterized. In particular, one
wants a long lasting electronic population upon optical pump excitation in
order to employ it in device applications. In this section we report a careful
investigation of electronic dynamics as a function of the different stoichiome-
tries. Our results show how varying the position of the DP with respect
to the Fermi level the electronic population lifetime in TSS changes over a
range of tens of picoseconds. The excited electronic population lasts for an
extraordinary long time only for particular stoichiometry in which the DP
has a vanishing binding energy .

Figure 4.1 shows TR-ARPES for six selected samples of the BSTS family at
three different pump-probe delays: before the pump arrival (left panel), at
the maximum overlap between the pump and the probe, i.e. at time-zero
(central panel) and 1 ps after the excitation (right panel). Going from panels
(a) to (f) in Fig. 4.1, the amount of bismuth and selenium increases at the
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Fig. 4.1: TR-ARPES maps before the pump arrival (left panle), at time-
zero (central panel) and 1 ps after the pump excitation (right panel) for six
BSTS samples: (a) Sb2Te3, (b) Bi0.5Sb1.5TeSe2, (c) Bi0.8Sb1.2Te3, (d) Bi2Te3,
(e) Bi2Te2.65Se0.35 and (f) Bi2Te0.5Se2.5. The Fermi level is indicated by the
solid horizonatl black line. Dashed red lines are eye-guides for the TSS. Solid
parabolic curves mark the CB. Solid lines indicate the high-energy BBs.

expense of antimony and tellurium. The DP binding energy varies linearly
passing from positive binding energy in Sb2Te3 (panels (a)) to extremely
negative in Bi2Te0.5Se2.5 (group (f)) in agreement with previous steady-state
ARPES measurements [28]. This implies that TSS becomes gradually more
and more occupied going from (a) to (f) in Fig. 4.1. At zero pump-probe
delay, electrons are promoted to states lying above the Fermi level. Look-
ing at the central panel for each group in Fig. 4.1, three common features
can be identified: flat bulk bands lying around 1 eV above the Fermi level
(labeled BB, marked by a solid flat thick red line), the parabolic dispersing
bulk conduction bands (CB, marked by a solid parabolic red line as guide
for eyes) and the unoccupied part of the TSS (mostly for panels (a)-(d)).
After 1 ps, the spectral weight induced by the pump in the BB has almost
completely transferred to the CB and the unoccupied part of the TSS. This
behavior is in agreement with previous TR-ARPES measurements that re-
port the high energy lying bulk bands acting as electronic reservoir for TSS
and CB [54, 57, 58].
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Fig. 4.2: Photo-induced electronic population (red) and depletion (blue) at
time-zero (top row) and after 1 ps from the pump excitation (bottom row)
of BSTS samples of Figure 4.1.

In order to highlight the photo-excitation due to the pump pulses and the
evolution of the electronic population in time, we have plotted in Fig. 4.2 dif-
ference ARPES map. They are obtained subtracting the quasi-steady-state
map before the pump arrival (left panel) to central, i.e. time-zero, and right,
i.e. at 1 ps delay, panels of Fig. 4.1. The upper row in Fig. 4.2 reports the
difference ARPES map for zero pump-probe delay; the lower row the same
at 1 ps after pump excitation. Red color represents an increment of spectral
weight after pump excitation while blue color is a depletion signal. The same
scale is kept at zero and 1 ps delay for each compound.
Figure 4.2 highlights what we have discussed so far. At zero pump-probe
delay we observe in general a stronger positive signal associated with the BB
(solid thick black line). The TSS (dashed black line) and CB (solid black
parabola) have at this delay a very weak spectral weight. In contrast, at 1
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ps the BB has almost disappeared while a strong spectral weight appears in
the CB and TSS. This indicates that there is not a direct optical coupling
with of TSS and CB states. Electrons are first promoted to the high-energy
lying BB. Then, these high-energy electrons decay into partially unoccupied
CB and TSS.
We point out that for samples having DP at large positive binding energies
(Fig. 4.2 (a) and (b)) the lower branch of the TSS shows a very weak spectral
weight compared with the upper part even one picosecond after the optical
excitation. This dynamical effect has already been reported in Sb2Te3 [62],
but our data suggest that it is a more general feature. The low spectral
weight of the lower part of the TSS is due to the so-called bottleneck effect.
The reduced phase space at the DP in fact inhibits intra-band scattering
mechanism at the DP resulting in an electronic accumulation into the upper
branch of the Dirac cone.

We report the dynamics of each band (BB, CB and TSS) in Figure 4.3. Elec-
tronic dynamics are obtained integrating the photoemission intensity within
the boxes reported in the upper row of Fig. 4.2 for several pump-probe de-
lays. Boxes 1, 2 and 3 refer to BB, CB and TSS respectively. In Fig. 4.3,
the electronic dynamics are reported according to the colors of the boxes in
Fig. 4.2. In particular, the color scheme is the following: the color turns
lighter as the DP binding energy decreases. All the curves in Fig. 4.3 have
been normalized to their respective maxima for an easier comparison through
different compounds.
The dynamics of the bulk bands BB is reported in Fig. 4.3 (a). We ob-
serve that, within the experimental noise, all curves are almost identical.
They display a fast rising due to the pump beam followed by an exponential
decay related to electronic relaxation processes. The normalized intensity
profile can be fitted by a phenomenological function given by the convo-
lution between a Gaussian function representing our instrumental response
and an exponential decay function. The resulting fit is represented by the
red dashed line in Fig. 4.3 (a) and it is reported in panels (b)-(d) as ref-
erence. According to our fits, upon pumping electrons are transferred to
the BB and then relax towards low energy bands with a characteristic decay
time τD ≈ 220fs. This dynamics is in agreement with previously reported
TR-ARPES measurements [54, 57, 58].
Remarkably, the dynamics of BB is the same for all compounds, i.e. for all
binding energies of DP. Thus, the relaxation of the optically-induced elec-
tronic population in BB seems to be unaffected by the filling degree of the
TSS. This observation suggests a preferential coupling between BB and CB:
inter-band scattering from BB to CB is the main relaxation mechanism for
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Fig. 4.3: Electronic dynamics for different bands as a function of the sto-
ichiometry (same color code as Figure 4.1). The curves are normalized to
their respective maxima. (a) BB dynamics (box 1 in Figure 4.1). The dashed
red lines is a phenomenological fit reproduced in all panels as a comparison.
(b) CB dynamics (box 2). (c) and (d) TSS dynamics (box 3).

the photo-induced electronic population in BB. Since CB is almost unoccu-
pied for all the BSTS samples here investigated, it can easily accomodate
the electronic population coming from BB bands. In addition, looking at
the CB dynamics shown in Fig. 4.3 (b), we can notice that it is not directly
populated by the optical pump (the dashed black line resulting from the fit of
BB dynamics). By contrast, CB is mostly populated around 250 fs past the
pump, in agreement with the decay time τD retrieved for the BB population
decay. Panel (c) in Figure 4.3 shows the fast temporal evolution of the TSS.
In contrast with the CB, we observe only a small spectral weight associated
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with the BB characteristic decay time of 220 fs. These observations confirm
that the BB population dynamics is not significantly affected by the TSS.
Figure 4.3 (b) and (d) show the electronic dynamics associated to the CB
and to the TSS, respectively, on the same time-scale. A comparison between
these two dynamics suggests an interplay between CB states and TSS.
In particular, looking at the data three experimental evidences are remark-
able:

i. the relaxation dynamics of CB states and TSS occurs on the picosecond
time-scale, much longer with respect to the relaxation of high-energy
BB;

ii. compounds in which the DP lies above the Fermi level exhibit a longer
rise time among the BSTS samples;

iii. for the Bi0.8Sb1.2Te3 sample we observe the slowest relaxation for the
TSS electronic population.

To better understand these three experimental observations we have fitted
TSS dynamics reported in Fig. 4.3(d) with a bi-exponential function convo-
luted with the instrumental response in order to include the experimentally
observed delayed build-up of the photoemission signal. The resulting fit for
the upper branch of the Dirac cone in the Sb2Te3 is reported in Fig. 4.4(a).
Here, τR represents the characteristic rise time of the exponential growth
while τD is the decay time constant. Figure 4.4(b) shows the resulting char-
acteristic time constants for all the investigated samples as function of the
binding energy of the DP with respect to the Fermi level, i.e. as a function
of stoichiometry.

Two trends can be identified in Fig. 4.4(b). (i) As discussed so far, BSTS
compounds in which the DP is at positive binding energy, i.e. with most
of the Dirac cone unoccupied, exhibit a longer build-up with respect to the
ones in which the TSS is almost completely occupied. The latter are per-
fectly matching the decay time τD ≈ 220fs of bulk bands (BB). (ii) For
Bi0.8Sb1.2Te3, ie. for the sample characterized by the DP at the Fermi level,
the dynamics is slower with respect to the other compounds investigated. In
particular, the decay time is out of the delays window investigated by us.
Simple considerations based on Fermi’s Golden Rule (FGR) defined as

wf,i =
2π

~
|
〈
φf |V̂ |φi

〉
|2δ(ω), (4.1)

i.e. the probability of electronic transitions from BB, CB or TSS to other
states, can help us address our experimental observation. FGR explains the
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Fig. 4.4: (a) Phenomenological fit of the TSS electronic dynamics (data of
Sb2Te3 sample): a bi-exponential function with rise time τR and decay time
τD convoluted with the instrumental response function. Red dashed curve
indicate the BB dynamics from Figure 4.3. (b) τR (red dashed curve, red up
trangles) and τD (blue dashed curve, blue down triangles) as a function of
the position of the Dirac point (DP) with respect to the Fermi level, i.e. the
stoichiometry. τR refers to the red right axis, τD refers to the blue left axis.

very fast decay of BB photo-induced population: electrons promoted at high-
energy have in fact a large number of unoccupied states at lower energies.
Then, there are several decay-channels opened for these electrons. This im-
plies a very fast decay time.
Also the shorter decay time for Sb2Te3 and Bi2Te0.5Se2.5 can be interpreted
in terms of FGR. In both these, the VB and the CB are partially unoccupied
in steady-state conditions providing additional scattering channels for high-
energy excited electrons. This mechanism is in agreement with the bulk
diffusion process previously proposed [61]. Only for systems in which the
Fermi level is lying in the bulk energy gap and bulk states do not interfere
with TSS, a long persistence of electronic population can be achieved. We
should mention that in condition of TSS well isolated from the bulk bands an
additional effect could occur leading to an increased lifetime of the TSS pop-
ulation: a photo-induced surface band bending [57, 58]. Optical excitation
creates in this case a different transient chemical potential for electrons and
holes. The result is a Schottky barrier for electronic relaxation. Analogously,
as seen in Chapter 1, a surface photovoltage has been reported leading to
a microsecond lifetime of the TSS population in different topological insu-
lator compounds [60]. However, the role of these effects in the long-lasting
population of TSS is still an open-question [161]. Other mechanisms like
inefficient surface-bulk phonon scattering [56] or spin-mediated channels [78]
and spin-polarized bulk hybridized surface resonance [66, 77] states have been
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proposed. We remark that they can be consider as the microscopic theory of
our more general approach with FGR.
The extremely long-lasting TSS population observed for Bi0.8Sb1.2Te3 (dark
cyan curve in Fig. 4.3(c-d)) deserves a special deeper discussion. As we
have already stated, a long persistence of the excited population in TSS is
a fundamental requirement to apply TIs in working spintronic devices. In
this particular case, the Fermi level is exactly in the middle of the gap and
at the DP. Then valence band states are completely occupied and cannot
contribute as additional decay channels if not through carrier recombination
with the small transient generated holes population. As discussed so far, the
absence of bulk states alone does not lead to such exceptional long lifetime.
In this case also the extremely reduced phase space at the DP plays a funda-
mental role. In steady-state condition the VB and lower part of the TSS are
completely filled while upper branches and the CB are unoccupied. Upon
pump excitation, electrons are promoted to high-energy BB as previously
described. Then, they fastly decay mostly into bulk CB. Bulk diffusion is
hampered, then electrons fill the unoccupied part of TSS. Intra-band scatter-
ing events reduce the energy of Dirac fermions. However, when they approach
the Fermi level the vanishingly small available density of states at the DP
leads to an accumulation of fermions. Then the electronic population has an
extraordinaly long lifetime due to the very small number of decay-channels
with a strongly enhanced bottleneck effect.

In conclusion, we have investigated electronic dynamics for different BSTS
stoichiometries characterized by different energies of the DP with respect to
the Fermi level. This strongly affects the electronic relaxation dynamics of
the Dirac fermions in TSS. We have explained our observation in terms of
Fermi’s golden rule and bottleneck-effect due to the reduced phase space at
DP. In particular, for an intrinsic TI, we have observed a terrific long per-
sistence of the electronic population in TSS. Our results provide a careful
investigation of the out-of-equilibrium properties of TIs necessary for their
sucessful implementation in spintronic devices. In particular, the reported
long lifetime for intrinsic TIs represents an ideal platform for future applica-
tion.



4.3 Microscopic origin of surface spin-current in Bi2Se3 85

4.3 Microscopic origin of surface spin-current

in Bi2Se3

The spin-momentum locked texture of TSS imposes to counter-propagating
electrons to have opposite spin[162]. Then, a surface current leads to a spin
current in TIs. For these reasons in the last decade TIs became a hot topic
in materials science representing a promising platform for the realization of
these devices.
The capability of circularly polarized light to generate a net surface spin cur-
rent in TIs has been demonstrated by several groups [8, 67–72]. In analogy
with the optical orientation in semiconductors [163], circularly polarized pho-
tons can trigger electronic transitions in a spin-selective way. As seen so far,
the spin-texture of the TSS is momentum-dependent. Then, an asymmetric
population in the reciprocal space might be excited by circular photons. As
a consequence, a spin current occurs in the surface states [73, 74]. How-
ever, this mechanism has not been yet experimentally observed. Optical and
transport experiments can in fact provide only information in which bulk
and surface states are entangled while ARPES, able to disentangle bulk and
surface contributions in k-space, can only access steady-state conditions. We
want in any case to remark that spin-resolved ARPES measurements high-
lighted the possibility to optically manipulate the spin of photoelectrons as
function of the polarization of impinging light [6, 7]. This confirms once again
the fundamental role played by polarized photons in TIs phenomenology.
As experimentally shown by us in the previous sections, and in agreement
with several independent TR-ARPES measurements, in TIs the unoccupied
states of the TSS do not directly couple with the near-IR pump photons com-
monly exploited in TR-ARPES setups [9, 54, 57, 58]. In other words, it is
not possible to directly excite a population in the TSS using optical-near IR
beams. In contrast, the TSS is populated by the inter-band electronic decay
of bulk conduction bands electronic population. Recently, TR-ARPES mea-
surements investigating the photoinduced-depletion of the TSS or exploiting
mid-IR pump photons to directly access TSS empty states of Sb2Te3 topolog-
ical insulators have reported an asymmetric electronic population in crystal
momentum space generating a photocurrent [75, 76]. However, the role of
the spin in this process is not fully addressed to date.
In the following, we will show our TR-ARPES measurements exploiting
circularly-polarized pump pulses to study the ultrafast mechanism at the
origin of the surface spin-current in Bi2Se3 [10, 11]. The prototypical topo-
logical insulator Bi2Se3 in fact owns an empty topological surface state (ESS)
within a bulk energy gap located about 1.8 eV above the Fermi level as ex-
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perimentally established by 2PPE measurements [63, 64]. Thus, the 1.85 eV
pump photons provided by our TR-ARPES setup might directly fill the ESS.
In addition, other TR-ARPES measurements exploiting circularly-polarized
pump pulses have reported a spin-selective population of the empty states
[164–167].
Our observation of an asymmetric population of the ESS upon circularly-
polarized excitation and a subsequent ultrafast momentum-dependent intra-
band relaxation within 10-100 femtoseconds represent the first momentum-
resolved proof of the optically induced spin current at the surface of topo-
logical insulators.

We investigated high quality single crystals of Bi2Se3 grown by self-flux
method as described in the introduction to this chapter. Unfortunately, on
these samples it has been not possible to have clear LEED patterns and there-
fore identify high-symmetry cristalline directions. However, the TSS and the
bulk band structure have isotropic character within a region of |k||| ≈ 0.1Å−1

around the Γ-point comparable to the one experimentally accessible in our
measurements. Thus, the in-plane orientation of the sample is not relevant
for our purpose.

Thanks to the selenium-vacancies, Bi2Se3 is intrinsically n-doped. This
means that the Fermi level (EF ) crosses the bulk conduction band and the
TSS is completely occupied in equilibrium conditions. The 6 eV-probe en-
ergy ARPES map of Bi2Se3 is reported in Figure 4.5(a), similar to the ones
reported by other 6-eV TR-ARPES measurements (e.g. see supplementary
materials of [77]). It is possible to retrieve in Fig. 4.5(a) a Dirac-cone like
dispersion associated with the occupied TSS (blue and red solid lines are
added to Fig. 4.5(a) as a guide for the eyes). The binding energy of the DP
is about −0.25 eV. In addition, photoemission intensity associated with the
occupied part of the bulk conduction band (CB) is clearly visible and marked
with a light blue parabolic solid line. The TSS merges with the gapped bulk
bands. In particular, for Bi2Se3 the Dirac point (DP) is well centred within
the bulk energy gap and the TSS is superimposed to the valence band (VB)
for lower energies and with the bulk CB for higher energies. In spite of this,
ARPES measurements allow us to get the group velocity of TSS. In fact,
the Dirac point and the linear branch around the Dirac point are free from
any superposition since they are within the bulk band gap. Following the
linear dispersion superimposed in Fig. 4.5(a) we estimate a group velocity of
5.7±0.3 ·105m

s
, in agreement with the previously reported value of 5.4 ·105m

s

[63].
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Fig. 4.5: (a) ARPES map of the first occupied topological surface state (TSS).
Colored lines are eye-guides to follow the dispersion of the TSS and of the bulk
conduction band (CB). (b) Cartoon of the band structure (deduced from our
experimental data) of Bi2Se3; VB: valence band, CB: conduction band, BB:
bulk band, uBB: upper bulk band, TSS: topological surface state, ESS: empty
topological surface state. At 1◦ angle of emission (c) energy distribution
curves (EDCs) for three different pump-probe delays and intensity chart
binding energy versus pump-probe delay. (e) Dynamics of the main spectral
features: CB, IPS and BB. The zero pump-probe delay has been determined
with respect the maximum intensity of the IPS peak. From [10]

In Figure 4.5(b) we report schematically the band structure of Bi2Se3 derived
from our measurements and from [63]. In particular, two unoccupied bulk
bands (labeled as BB and upper BB (uBB)) lie in the energy window ranging
from +1 eV to +2 eV. Within the local bulk energy gap between BB and
uBB, the presence of a second completely empty topological surface state
(ESS) has been experimentally shown [63, 64]. In particular, the DP of ESS
has been found at ≈ 1.8 eV above the Dirac point of the first filled TSS.
The electronic dynamics is highlighted in Figure 4.5(c-e). Figure 4.5(c) re-
ports energy distribution curves (EDCs) for three pump-probe delays mea-
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sured under an emission angle of 1◦, i.e. very close to the Γ̄-point. We observe
that the main effect of the pump beam is to promote electrons into empty
bulk bands up to +1.85 eV above the Fermi level, as discussed in previous
sections. In particular, the empty BB represented by the broad peak at +1
eV is the mainly populated feature at the maximum overlap between pump
and probe beams (i.e. at zero delay). Within few hundreds of femtoseconds
(see the electronic temporal dynamics reported in Fig. 4.5(e)), BB electrons
relax into the lower bulk CB (between 0 and +0.4 eV). In Figure 4.5(d) we
report the binding energy vs. pump-probe delay normalized intensity map
that helps highlight the dynamics of electrons in Bi2Se3. The decay of the
photo-filled BB at 1 eV within the 500-fs temporal window is clearly observ-
able. A feature around 1.6 eV indicates the uBB. The population of the CB
changes on a longer time-scale, indicating a relaxation-assisted population
process as already described in previous sections. Within the emission angle
range explored by our measurements (±5◦), the TSS lies entirely below EF

within the energy gap of VB and CB. Based on EDCs reported in Fig 4.5(c),
the ESS is located at a binding energy ≈ +1.6eV at the edge of the higher
energy tail of the BB.
Around +0.7 eV we retrieve a peak present also at negative delays. This peak
in addition exhibits a reverse dynamics, i.e. a dynamics towards negative de-
lays (see dashed line in Fig. 4.5(e)) suggesting that this feature is optically
pumped by the 6.05 eV-probe and photoemitted by the 1.85 eV-pump beam.
This clearly indicate that this +0.7 eV peak represents an image potential
state (IPS) [55, 168, 169], already reported by TR-ARPES measurements
on p-doped Bi2Se3 [54]. Although the IPS presence does not add any in-
formation about the electronic dynamics of the TSS and ESS, it testifies a
good surface quality and morphology. In addition, it is an excellent way to
determinate the zero pump-probe delay that corresponds to the maximum
intensity associated with the IPS peak.

In the following, we will focus on the ESS electronic dynamics. Our TR-
ARPES measurements on the ESS dynamics have been performed with a
pump fluence of ≈ 500 µJ

cm2 , high enough to populate the empty surface
state, but below the multi-photon absorpion thershold. Figure 4.6(a) re-
ports an ARPES binding energy vs. crystal momentum map measured with
p-polarized pump and probe beams. We focus on the binding energy ranging
from 1.25 eV to 1.85 eV where the ESS lies. A Dirac-cone like linear dis-
persion represented by the red dashed lines in Fig. 4.6(a) can be observed.
Following this linear feature, we derived a value of 3.6 ± 0.3 · 105m

s
of the

group velocity, comparable with the values found in literature (3.3 · 105m
s

).
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Fig. 4.6: At time zero (a) symmetrized ARPES map for linearly p-polarized
pump and probe beams and (b) ARPES map of the asymmetry signal due
to the circularly polarized pump beam. Red and black dashed lines in panels
(a,b) follow the TSS dispersion. (c) EDCs at 5◦ emission-angle and time-
zero for two opposite pump helicities (circular rightCR and circular leftCL).
(d) Asymmetry induced by the circularly-polarized pump showing the two
branches of the ESS. From [10].

This is a fundamental experimental observation that allows us to state that
we are really observing the ESS and not a replica of the first occupied TSS
into the unoccupied bulk continuum bands due to the pump-induced optical
transition.
The capability to directly photo-excite an electronic population into the ESS
allows us to investigate its spin-polarization using circularly polarized pump
photons. We mention that other groups have recently reported the generation
of spin-selective optical transitions as main effect of circularly-polarized pump
beam in TR-ARPES, in analogy with the well-established optical orientation
in semiconductors [163]. Therefore, considering the difference between pho-
toemission spectra photoexcited by photons with opposite helicities we can
reveal the polarization of the ESS. As described in Sec. 1.3, the asymmetry
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signal highlights the underlying polarization. The resulting asymmetry map
at zero fs pump-probe delay is reported in Figure 4.6(b). Following the linear
dispersion retrieved from ARPES data acquired with linearly polarized pump
and probe (black dashed line), we can clearly observe two opposite polariza-
tions for the two linear branches of the ESS. In particular, the polarization
signal perfectly agrees with the circularly-polarized 2PPE measurements by
Niesner et al [64]. The upper part of the Dirac cone exhibits an asymmetry
around 20% at positive k|| while it is almost zero in the opposite k|| region.
In contrast, the asymmetries for negative and positive k|| are very similar
(30% for negative k|| and 25% for positive k||). We ascribe the difference in
the asymmetry of the upper part of the cone to matrix element effects that
can lead to a total suppression of one branch of the TSS [32, 170]. We want
to remark that a photo-induced asymmetric population has been observed
in the almost empty TSS of Sb2Te3 using mid-IR pump TR-ARPES; this
k-space asymmetry has been considered as the evidence of a photo-induced
current [75, 76].
To better clarify the role of the circularly-polarized pump, in Figure 4.6(c) we
report the EDCs at 5◦ emission angle and at zero fs pump-probe delay in the
0.5-2.0 eV binding energy range for the two opposite helicities of the pump:
circular right (CR, in blue) and circular left (CL, in red). We notice that the
BB in the energy region around 1 eV does not show any difference for the
two helicities as expected for an unpolarized bulk band. In contrast, in the
binding energy region where we have observed the ESS, two polarization-
dependent features appear at different energies. Figure 4.6(d) shows the
asymmetry computed for the EDCs in panel (c) and the asymmetry reverses
sign at 1.6 eV, i.e. the ESS Dirac point binding energy. We can consider
the two shoulders depending on pump helicities as the electronic population
into the ESS, i.e. spin-polarized Dirac fermions optically photo-excited by
the circularly polarized pump. This observation once again suggests that
circularly-polarized visible photons promote electronic transitions in a spin-
selective way.

To study the dynamics of the ESS Dirac fermions we have considered the
difference D = ICR − ICL instead of the asymmetry parameter A defined in
Eq. refdichroism. The latter diverges at negative delays when dealing with
unoccupied states. The difference D dynamics are reported as black squares
in Figure 4.7(a) for three different momenta (+0.06 Å−1, +0.01 Å−1 and -0.05
Å−1) along the most intense branch of the ESS (see symbols in Fig. 4.7(b)).
As a comparison, the transient population of the BB is also reported (red
circles).
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Fig. 4.7: (a) Difference signal D (black squares) and spectral intensity of
the BB (red circles) as a function of the pump-probe delay for the most
intense branch of the ESS at three different crystal momenta k||: 0.06 Å−1

(top), 0.01 Å−1 (middle) and 0.05 Å−1 (bottom) (see corresponding symbols
in the ARPES map of figure 4.6(b)). Solid lines are fits. Panel (b) shows the
extrapolated time constants and delays. From [10].

Looking at the dynamics of the difference in Fig. 4.7(a), we notice that for
crystal momenta away from the Γ̄-point, i.e. away from the Dirac point of
the ESS, the difference signal arises within our temporal resolution. Close
to the Γ̄-point instead it shows a 25±10 fs delayed-response. In addition,
at +0.01 Å−1 the difference signal shows also a build-up as determinated
by a phenomenological fitting (solid line in Fig. 4.7(a)) using an exponen-
tial growth and decay convoluted with the instrumental resolution Gaussian
function. The difference signal shows a pulsewidth-limited decay at +0.06
Å−1. Elsewhere D has a decay characterized by a time costant of τD = 50±10
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fs. We stress that also the BB population exhibits an energy and momentum
dependence: going from 0.06 Å−1 to -0.05 Å−1, i.e. binding energy from 1.8
eV to 1.4 eV, the decay costant passes from 90 ± 30 fs to 150 ± 20 fs. The
results of the fits are summarized in Fig. 4.7(b); here triangles represents BB
decay time constants while circles and open squares stay for ESS difference
τR and τD, respectively. Colors of the points in Fig. 4.7(b) correspond to
crystal momenta marked with the same colors in Fig. 4.6(b). As discussed
in details in Sec. 4.2, the decreasing of the decay constant, i.e. a faster
relaxation process, for higher binding energies is not surprising and it can be
understood in terms of Fermi’s golden rule. In contrast, the dynamics of the
difference signal related to the ESS is less trivial and more intriguing. In the
following, we will focus only on the most intense ESS branch signal but the
discussion can be applied also to the other branch reversing pump helicities
and signs.
The difference signal reported in Fig. 4.7(a) shows a faster, pump-triggered
response away from the DP of the ESS while the signal appears delayed and
with a slow build-up close to the Γ̄-point. As previously discussed, the two
topological surface states of Bi2Se3, i.e. TSS and ESS, have different group
velocities. Due to the this difference and looking at the band structure of
Fig. 4.7(b) the only optical transitions matching our pump photon energy
are those connecting the valence and conduction bands to the second surface
state for outer photo-emission angles, i.e. at momenta away from the Γ̄ point.
The TSS to ESS transition would be resonant just around the Γ̄ point. The
two DPs in fact have been found to be separated by 1.8 eV in binding en-
ergy. Close to the Dirac point the finite energy resolution of the pump pulse
and the finite angular resolution of the experiment would naturally smear
out any dichroic signal even if it originates from direct transitions from the
TSS. Despite the experimental smearing, we observe a delayed dichroic sig-
nal in the region around the Γ̄ point. This implies that this region is not
directly populated. Besides, the density of states of both TSS and ESS is
negligible close to the respective DPs. Therefore, an optical transition be-
tween them would be unlikely. Since we can rule out any possible replica of
the TSS as already discussed, the delayed signal should be related only to
decay processes involving the ESS. The fast response time observed at larger
|k||| then suggests a dominant bulk-to-ESS transition. Even if we cannot
rule out a possible contribution from the TSS-to-ESS transition also at these
k||-points, we can confidently state that it should be smaller than the bulk-
to-ESS one. As seen for the electronic dynamics of the BSTS topological
insulator family, the delayed build-up of the signal associated to the ESS
close to Γ̄-point suggests a flow of polarized electrons along the branch of
the Dirac cone. In other words, this signal is due to the electrons promoted
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in this binding energy-momentum region by intraband scattering mechanism
such as electron-electron, electron-phonon events or scattering with defects.
Due to the very short timescale experimentally observed, electron-electron
scattering seems to be the dominant mechanism at the base of the electronic
flow. Even the recombination of electrons into bulk bands, i.e. interband
scattering, is present playing a role in the observed very fast decay of the
asymmetry signal. We want to stress that only electron-electron intraband
flow along the Dirac cone branch can explain the delayed build up observed
at the DP in tens of femtoseconds.
The observed dynamics suggests the following mechanism: polarized-electrons
are photo-excited into one branch of the ESS only for a given helicity. Then,
they flow along the branch of the Dirac cone to lower energy states. Eventu-
ally, they recombine into bulk states. This phenomenological interpretation
is able to explain the experimental observations in Fig. 4.7. In particular,

1) the delayed occurrence of the difference signal close to the DP of the
ESS (central panel of Fig. 4.7(a));

2) the larger decay time constants for the difference signal for crystal
momenta k|| ≤ 0 (central and bottom panels of Fig. 4.7(a)).

In addition, this phenomenological model agrees with recently proposed the-
oretical predictions about the circularly-polarized light triggered spin current
in Bi2Se3 [74]. In this theoretical framework, a spin-dependent optical transi-
tion of the electron is at the base of the spin-current. A given spin-polarized
electron couples selectively with a given circularly-polarized photon making
a transition into unoccupied states. Due to the momentum-locked spin tex-
ture of Dirac cone, this spin-dependent transition leads to an asymmetric
electronic population in the reciprocal space. Then, a total current occurs.
Three terms are describing the total current:

(i) the absorption of a photon due to the photo-excitation into empty
states,

(ii) the resulting intraband mechanisms of the electrons,

(iii) the interband recombination decays.

The first term is the dominant one. Until a scattering event occurs, this term
grows linearly. The other two terms are describing the scattering events with
electrons, defects or phonons.
We can retrieve these three points also in our phenomenological model. The
observed photo-induced population into the ESS in a spin-selective way
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(point (i)) is the most important term indicating the number of possible
carriers for the spin-current. Then, Dirac fermions flow in k-space along
the linear-dispersing branch due to electron-electron scattering events (point
(ii)). This originates a macroscopic spin current. The finite short-lifetime of
the polarized signal is due to the interband decay of electrons into unpolar-
ized bulk bands (point (iii)).

In conclusion, our experimental results clearly prove for the first time the
capability to optically induce a population in the empty topological surface
state of Bi2Se3. In particular, exploiting circularly-polarized pump photon
it is possible to induce a spin-polarized fermion population. The decay of
this population in tens of femtoseconds allows these electrons to flow along
the linear branch of the Dirac cone leading to a photo-triggered spin-current.
An empty topological surface state has been reported also in p-type topo-
logical insulators Bi2Te3 and Bi2Te2Se [65], in which the surface transport
overwhelms the bulk contribution [44]. In fact, recently TR-ARPES measure-
ments have shown the capability to optically access the ESS of the Bi2Te2Se
topological insulator [171]. Then, these compounds are ideal candidate for
spintronic devices. We believe that our results demonstrate the capability to
trigger a spin-current even in these p-type compounds by tuning the energy
of the pump excitations in order to directly couple with the empty surface
states. These results are fundamental for the realization of future operative
opto-spintronic devices.
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In order to better clarify the following discussion, we recall here the expres-
sion for the photocurrent at any momentum k and for any binding energy
EB. The photoemission intensity can be expressed as:

I(k, EB) ∝ |Mk
f,i|2f(EB, T )A(k, EB), (4.2)

where Mk
f,i is the initial-final state electromagnetic dipole matrix element,

f(EB, T ) is an electronic distribution function and A(k, EB) is the one-
electron removal spectral function related to bare elctronic band dispersion
and many-body interactions.
Once a quasi-equilibrium condition is restored after thermalization, generally
within hundreds of femtoseconds, we can consider the temporal evolution of
eq. 4.2 as a good approximation of the transient photocurrent. Within this
framework, we have the temporal evolution of the electronic distribution
f = fFD(EB,k, T

∗
el(τ)) describing the relaxation processes of the quasiparti-

cles and the transient dynamics of the one-electron removal spectral function
A = Ak(EB, τ).
Also the matrix element M = Mk

f,i(τ) can in principle evolve upon pump
photo-excitation trough modification of the initial and final state wavefunc-
tions. However, to our knowledge, the ultrafast modification of this term has
not been experimentally observed up to day.
In the following, we will show our TR-ARPES and TR-Reflectivity mea-
surements on the Bi1.1Sb0.9Te2S topological insulator suggesting for the first
time a non-trivial temporal evolution of the initial-final state electromag-
netic dipole matrix element. TR-ARPES measurements have been performed
bringing the system out-of-equilibrium with 1.55 eV pump pulses. The pho-
toelectrons have been emitted with a 6.2 eV probe beam and collected by
means of a hemispherical analyzer. In addition, high-temporal resolution
broadband TR-Reflectivity measurements have been performed confirming
the presence of optically triggered coherent A1g optical and acoustic phonons
(for more details about these setups see introduction to this Chapter). The
matrix-element contribution has been disentangled by means of a careful
probe-polarization analysis.

We chose a topological insulator for our investigation for the well reported
photo-induced band structure modification via phonons [172]. This, in ad-
dition with the non trivial interference of the layered orbital texture in the
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photoemission signal [32], makes this system the ideal platform for studying
transient effects in the matrix element. We have preferred the recently syn-
thetized Bi1.1Sb0.9Te2S [153] to other prototypical topological insulators such
as BSTS family compounds for the following reasons:

(i) the higher chemical stability of the surface that ensures a long lifetime
of the sample upon ultrashort pulse pumping;

(ii) a large bulk energy gap;

(iii) the presence of a large energy momentum range in which the TSS is iso-
lated from bulk bands avoiding any possible TSS-to-bulk hybridization
contributions.

The crystal structure of Bi1.1Sb0.9Te2S topological insulator is reported in
Figure 4.8(a). Alternating layers of Te-Bi/Sb-S-Bi/Sb-Te form the funda-
mental brick of any topological insulator: the quintuple layers structure
which repeats along the lattice c-direction. It is still an open question if
the Bi/Sb layers are an ordered pattern of the two species or if they form a
solid solution [153].

Steady-state ARPES maps of the TSS along ΓM direction (see surface pro-
jected Brillouin zone in Fig. 4.8(c)) acquired for vertical (s) and horizontal
(p) incident polarizations 6.2 eV probe beam are reported in Figure 4.8(b).
The position of the DP is found ≈ 120 meV below the Fermi level (EF ).
Comparing the two ARPES maps in Fig. 4.8(b) a probe-polarization de-
pendent modulation of the photoemission intensity is evident. This can be
ascribed to matrix-element effects as already reported in literature [32, 170].
In particular, a total suppression of one-branch of the Dirac cone spectral
weight occurs probing TSS with p-polarized light. As discussed in Chap-
ter 1, this k||-asymmetry apparently violates Kramers’ degeneracy, i.e. the
time-reversal symmetry that protects the existence of the TSS. However, the
suppression of spectral weight of one branch is due to matrix element effects
strongly-enhanced by the interference inside the quintuple-layer structure
[32]. The non-trivial layer-dependent spin-orbital entanglement of the TSS
introduces a kz dependence in the ARPES matrix element. Surface states
electrons photoemitted from different layers interfere leading to the observed
TSS asymmetry. We want to remark that even if this effect is well-know in
steady-state ARPES of topological insulators, it was never observed in pump-
probe based TR-ARPES. The TSS iso-energy contour at 100 meV above the
Fermi level and at 600 fs after optical excitation is shown in Fig. 4.8(d) for
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Fig. 4.8: (a) Layered-crystal structure of Bi1.1Sb0.9Te2S topological insula-
tor. (b) Surface projected Brillouin zone; two high-symmetry directions are
highlighted. (c) Steady-state 6.2 eV ARPES maps along ΓM acquired with
vertically (s) and horizontally (p) polarized light, respectively. (d) Costant
energy cuts at 100 meV above the Fermi level and after 600 fs from the pump
excitation acquired with the two linear polarizations of the probe. From [12].

both linear polarizations of the probe beam. A polarization-dependent trigo-
nal intensity pattern is clearly observable. This three-fold rotation symmetry
suggests the presence of an hexagonal warping, as discussed in Chapter 1.

To highlight the effect of the photo-excitation due to the pump pulses, in Fig-
ure 4.9(a) we report the differential ARPES map in the TSS binding energy
region, along the ΓM high-symmetry direction at 300 fs and 3 ps pump-probe
delays measured with linearly-vertically polarized (s) probe beam. The dif-
ferential map is obtained subtracting the ARPES map obtained before the
pump arrival from the photo-excited ARPES map at a given delay. The
color scale is the following: blue indicates a negative signal, i.e. an elec-
tronic photo-induced depletion, while red represents an increment of spectral



98 Ultrafast light-spin interaction in topological insulators

Fig. 4.9: (a) Differential pumped-unpumped maps of the TSS at 300 fs and 3
ps pump-probe delay, along ΓM , probed with s-polarized light. The red color
indicates a population while the blue stays for a depletion of the electronic
states. The dashed black line in right panel indicates the shifting of the
chemical potential. (b) TSS dispersion extracted by a double-Lorentzian fit
of the MDCs for three different pump-probe delays: black curve - no pump,
red curve at time-zero and blue curve after 300 fs from the pump arrival. (c)
Temporal evolution of the extracted Fermi velocity (gold, right axis) and size
in momentum of the TSS at the Fermi level (black, left axis). From [12].

weight, compatible in this case with a pump-promoted filling of the empty
states of the TSS. The pump fluence is about 40 µJ

cm2 .
Difference maps in Fig. 4.9(a) seem to suggest a deviation from the linear dis-
persion of the occupied TSS. This is better clarified in Figure 4.9(b) in which
the TSS dispersion extracted by a double-Lorentzian fit of the momentum-
distribution curves (MDCs) is reported for three different pump-probe delays:
before the pump arrival (black curve), at the maximum pump-probe overlap,
i.e. 0 fs (red curve) and after 300 fs (blue curve). A clear photo-induced
modification of the TSS dispersion is observable. In particular, as reported
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in Figure 4.9(c), we retrieve a transient change of both Fermi velocity and
Fermi momentum, i.e. Fermi surface area. Similar modifications have been
reported by Sobota et al. [172] as consequence of photo-induced lattice dis-
tortion by photo-triggered coherent bosons, even if they used a considerably
higher pump fluence than the one in our measurements. We observe at 3 ps a
shift of the chemical potential at negative energy with respect to the steady-
state Fermi level EF as reported by the black dashed line in Fig. 4.9(a). A
similar effect has been reported in previous TR-ARPES measurements as a
surface photo-voltage or transient Schottky barrier [57, 58, 60].

Fig. 4.10: (a) Differential reflectivity ∆(R)/R intensity map as a function
of broadband probe energies and pump-probe delays. (b) Differential re-
flectivity ∆(R)/R trace for pump 2.25 eV and probe 1.37 eV. The inset
highlights the fast dynamics within the first 2 ps. The blue curve represents
a phenomenological fit with a bi-exponential function. (c) ∆(R)/R curve
subtracted by the bi-exponential fitting function shown in (b). The blue
curve is a double damped-sinusoidal function fit. (d) Comparison between
differential reflectivity ∆(R)/R traces for two linear polarizations of the 1.37
eV probe beam.

To identify the bosonic modes triggered out-of-equilibrium, we performed
sub 10 fs- broadband TR-Reflectivity. Optical measurements have been per-
formed at room temperature on a cleaved surface. We exploited the max-
imum achievable fluence in order to clearly identify the triggered bosonic
modes. The maximum fluence configuration corresponds to pumping the
system with 2.25 eV visible pulses; the incident fluence is about 3 mJ

cm2 . The
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pump-induced variation in reflectivity has been probed by broadband in-
frared pulses. Over the whole energy-range of the probe, the response of the
system has been found to be identical (see Fig. 4.10(a)). A selected transient
reflectivity ∆R

R
(τ) trace at 1.37 eV is shown in Figure 4.10(b). Two optical

phonons can be seen in the first 2 ps. A following acoustic phonon is evident
on the long-time scale. This latter has a frequency of 34 GHz (0.14 meV)
with a damping time of almost 15 ps. On the short time-scale, within the
first 2 ps, the ∆R

R
(τ) trace can be fitted by a bi-exponential function taking

in account the initial rising and then the exponential decay (see the inset
of Fig. 4.10(b), the blue curve represents the bi-exponential fit). We find
an initial rise time of τR = 330 ± 50 fs and a τD = 650 ± 100 fs subsequent
relaxation time. The recovery time observed in Fig. 4.10(b) exceeds the 80
ps investigated temporal range. This time resembles heat dissipation of the
system an it is suggesting a long-lasting pump-triggered lattice distortion
at which the band structure modifications are associated. Subtracting the
overall transient dynamics within 2 ps from the ∆R

R
(τ) trace in Fig. 4.10(b)

we can highlight the phononic coherent oscillations modulating the transient
reflectivity response (Fig. 4.10(c)). These oscillation are nicely fitted by a
double-damped sinusoidal function allowing us to extract the frequency of
the photoinduced fast coherent mode: 4.60 THz (19.0 meV) and 1.79 THz
(7.4 meV) with 400 fs and > 5 ps damping time, respectively. The first one
is in agreement with the A2

1g mode while the latter can be associated with
the commonly reported A1

1g optical phonon [69, 172].
The observed TSS dispersion modification takes place within our temporal
resolution of 250 fs, comparable with the period of the fastest optical phonon
A2

1g retrieved in transient reflectivity measurements. However, the A2
1g mode

decays within 1 picosecond while the TSS modified dispersion endures for
longer times. We notice that the A1

1g instead lasts for several picoseconds. In
addition, the acoustic phonon has been found to last for ≈ 15 ps. Thus, we
confidently state that the TSS dispersion modulation is due to a non-trivial
interplay among the photoexcited coherent phononic modes.
We stress that the complex interplay among the layers of the quintuple-layers
strongly affects the photoemission signal [32]. Here, the observed modifica-
tion in the dispersion of the TSS can be related to the deformation potential
inside the quintuple-layers, i.e. the structure at the origin of the TSS disper-
sion. The observed modification of the Dirac cone dispersion upon transient
deformation potential, ie. photo-triggered phonons, might then affect the
photoemission intensity influencing also the retrieved transient dynamics in
TR-ARPES. In the following we move our attention to the temporal evolu-
tion of the photoemission intensity in well-defined energy-momentum regions
upon the two different linear polarizations of the probe. As we will show, this
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allows us to disentangle the transient evolution of the photoemission matrix
elements.

Fig. 4.11: (a) Out-of-equilibrium band mapping of the TSS at 600 fs pump-
probe delay, probed with s (left) and p (right panel) polarization. (b) elec-
tronic dynamics at +60 meV, +30 meV, -30 meV and -60 meV resulting from
the integration in colored boxes in (a). Red curves indicate s polarization,
blue stay for p-polarization in the right (R) branch of the TSS. Green curves
indicate s polarization, orange stay for p-polarization in the left (L) branch
of the TSS. (c) Temporal evolution of ζ(τ) as defined by eq. 4.4. From [12].

The TSS ARPES binding energy vs crystal momentum map is shown in
Figure 4.11(a) at 600 fs pump-probe delay for two probe linear polarizations:
vertical (s), left panel, and horizontal (p), right panel. Color boxes in Fig.
4.11(a) represent the integration region for the transient curves displayed
in the panels of Fig. 4.11(b). In particular, red and blue circles are used
for the right (R) branch of the TSS probed with s and p light, respectively.
In analogy, green and yellow colours refer to the left branch probed by s
and p probe light, respectively. The integration window used to extract the
transient dynamics is 20 meV, comparable to our energy resolution. Remark-
ably, we observe that the temporal evolution of the integrated photoemission
signal depends on the probe polarization. The intrinsic relaxation times
of the TSS, described by the temporal evolution of the electronic distribu-
tion f = fFD(EB,k, T

∗
el(τ)), should be independent of the probe polariza-
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tion. Electronic relaxation mechanisms are in fact intrinsically related to the
avaible decay channels characteristic of any fermionic bands. In addition, we
have already discussed a transient modification of the TSS dispersion due to
the coupling with pump-activated coherent phonons. This, within the pho-
toemission intensity framework, is described by the temporal evolution of the
one-electron removal spectral function A = Ak(EB, τ). We stress that even
this term is probe-polarization independent. Thus, the discrepancy observed
in the transient signal upon the two different probe polarization should be
related just to the last term of the photoemisison intensity i.e. the matrix
element M = Mk

f,i(τ). As discussed in Chapter 3, the photoemission ma-
trix element is the only term in the photoemission intensity which depends
on the probe beam polarization. As already described, the photoemission
matrix element can be written, in the sudden approximation, as:

Mk
f,i =

〈
φkf |∆|φk

i

〉
, (4.3)

with φkf and φki are the one electron final- and initial-state wavefunctions
of the photoemission process. ∆ is the light-matter interaction perturba-
tion hamiltonian; in the dipole approximation it contains the probe vector
potential A that is polarization-dependent. In addition, as shown by the
comparison reported in Figure 4.10(d), transient reflectivity performed with
the two linear polarizations of the probe does not show any different dynam-
ics. The only remarkable difference between the two traces acquired with
s and p probe polarization is an enhanced phonon signal for s-light. This
implies two fundamental conclusions:

(i) one polarization has a greater sensibility in probing band structure
parts mainly distorted by the activated transient deformation potential;

(ii) the observed difference in the dynamics observed by TR-ARPES is not
related to physical properties of the sample.

Having identified the origin of the observed different dynamics, we need to
develop a procedure to disentangle the transient evolution of the matrix-
elements from the TR-ARPES intensity. We notice that the ratio between
photoemission intensities achieved with different probe-polarizations is re-
lated only to the matrix elements of the two polarizations. The ratio function
ζ(τ) is defined as

ζ(τ) =
Ip
Is

(τ) =
|Mp

f,i|2

|M s
f,i|2

(τ). (4.4)

Under the assumption that the pump excitation influenced just only elec-
tronic distribution f = fFD(EB,k, T

∗
el(τ)) and one-removal spectral function
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A = Ak(EB, τ), ζ(τ) should be constant over any pump-probe delay. Given
the observed dependence of the transient signal on the probe polarization in
Fig. 4.11(b), we expect instead a temporal evolution of Mp

f,i and M s
f,i and

then of ζ(τ).
To better clarify our experimental evidence we have plotted ζ(τ) in Figure
4.11(c) as a function of pump-probe delay for the four binding energies pre-
viously investigated: +60 meV and + 30 meV, i.e. steady-state unoccupied
bands, and -30 meV and -60 meV, i.e. equilibrium filled states. For the two
energies above the Fermi level EF , we plot ζ(τ) only for positive delays in
order to avoid division by zero due to unoccupied states before the pump
arrival. Looking at Fig. 4.11(c), we clearly observed for all considered bind-
ing energies a temporal evolution of the ratio function ζ(τ). Following the
previous considerations, this confirms a modification of the matrix-elements
ratio in time, i.e. a transient evolution of the matrix elements.
In the following, we try to address a possible mechanism at the base of the
observed transient evolution of the ratio function ζ(τ) in the Bi1.1Sb0.9Te2S
topological insulator. Firstly, we notice that at negative binding energies,
the dynamics of ζ(τ) is pulsewidth limited (L branch at -30 meV and -60
meV panels in Fig. 4.11(c)). The temporal evolution of ζ(τ) shows in-
deed a strong dependence on the binding energies and on the branch of the
TSS. This suggests a strong dependence on the initial state wavefunction
Ψi = ΨTSS. In particular, ΨTSS can be written as a complex combination
of layer-dependent atomic orbitals. Thus, we state that the observed mod-
ification of the TSS due to the photo-excited phonon modes is followed by
a non-trivial re-organization of the orbital character of ΨTSS through the
quintuple-layer leading to the observed momentum and energy dependence
of ζ(τ). In addition, matrix element phase factors, i.e. interlayers quantum
interference effects, can change upon lattice distortion via the modification
of atomic layer distances. Both intertwined phenomena can resonably lead
to a temporal evolution of M s,p

f,i (τ). As a final remark, the system has been
probed by a 6.2 eV probe beam. Thus, the final state in photoemission pro-
cess cannot be approximated as a free-electron state. A modification of the
final state, similar to the one occuring in the TSS initial state, could defi-
nitely contribute to the observed temporal evolution of the matrix element
effect.

In conclusion, we thoroughly investigated transient response photoemission
signal in Bi1.1Sb0.9Te2S topological insulator reporting a sizable photoinduced
modification of the electronic band structure of the topological surface state.
High-resolution transient reflectivity measurements identify fast and long
standing phonon modes, i.e a photo-induced transient lattice distortion at
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the base of the observed TSS dispersion modification. In addition, we have
reported for the first time how this band dispersion modification leads to a
transient evolution of the photoemission matrix elements trough a careful
polarization-dependent investigation. These findings remark the complexity
of the interpretation of TR-ARPES data that refer to quasi-particles tempo-
ral evolution. In particular, we provide an experimental way to determine
whether dynamical matrix-elements contributions are present in the mea-
sured TR-ARPES.



Chapter 5
Origin of charge-density waves in
1T-TiSe2

Glaciers melting in the dead of night
And the superstars sucked into the supermassive

(Ooh, you set my soul alight)

Supermassive Black Holes
from Black Holes and Revelations (2006), Muse

1T-TiSe2 is a well-know layered transition metal dichalcogenides exhibiting
a charge density wave (CDW) ground state below the critical temperature
TCDW = 202 K [108]. While this system is metallic above the transition
temperature, the CDW formation comes together with a shift of the valence
band ( ∆E ≈ 100 meV) that turns 1T-TiSe2 into a semiconductor.
Since the ’70s, this transition has been extensively investigated. Despite the
large number of studies reported in literature about the 1T-TiSe2 CDWs
phase transition, its driving underlying force has not been unambigously
identified up today.
The reason for the ambiguity about the origin of the CDW phase in this com-
pound is the fact that different possible scenarios equally explain the exper-
imental observations. In addition, electron-hole, i.e. exciton, and electron-
phonon interactions are usually simultaneously strong in real materials mak-
ing it extremely difficult to resolve the dominant mechanism. The degeneracy
about this interactions is lifted in the time-domain. In fact, purely electronic
mechanisms are much faster than the one involving the lattice leading to dif-
ferent characteristic time-scales. Previous TR-ARPES experiments exploited
extreme ultraviolet ultrashort pulses to investigate the CDW phase transition
[107, 122, 173].These measurements observed a melting of the charge-order
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within 100 fs. This temporal scale is too fast for a lattice-based mechanism
suggesting the excitonic origin of the CDW phase in layered 1T-TiSe2.

In this Chapter we will present our TR-ARPES measurements on the lay-
ered transition metal dichalcogenide 1T-TiSe2. Our temporal resolution of
65 fs together with an energy resolution of ≈ 50 meV allows us to track the
dynamics of the valence band shift upon optical excitation. Our results hint
for key-role played by the lattice in the metal-to-insulator transition due to
the CDW formation in 1T-TiSe2.

5.1 Introduction

The layered transition metal dichalcogenide 1T-TiSe2 undergoes a charge
density wave (CDW) phase transition below the critical temperature TCDW =
202 K together with a 2x2x2 periodic lattice distortion (PLD) [108].
Despite this transition has been widely investigated since the ’70s, an un-
ambigous evidence of what is the driving force is not present up to today.
Previous TR-ARPES measurements on 1T-TiSe2 have been performed ex-
ploiting ultrashort extreme ultraviolet probe pulses [107, 122, 173]. Unfor-
tunately, the energy resolution of this experimental configuration does not
allow to track the temporal dynamics of the CDW insulating gap and the
previous studies focus on the folded VB at the M-point. Its disappearing and
recovery have been observed within 30 fs suggesting a purely electronic, i.e.
excitonic, scenario. However, recent TR-optical spectroscopy [125] and TR-
ARPES measurements [126] have pointed out a fundamental role of the PLD
re-opening the question about the dominant mechanism of the (semi)metal-
to-semiconductor transition in 1T-TiSe2.

In the following sections we will present our TR-ARPES measurements inves-
tigating the dynamics of the CDW insulating gap. In particular, our optical
fluence-dependent measurements hint to a non-trivial role of the phonons in
the phase transition [15].

High quality 1T-TiSe2 single crystals were grown by Charles Sayers under
the supervision of Prof. Enrico Da Como at the Centre for Nanoscience and
Nanotechnology (CNAN) and Centre for Photonics and Photonic Materials
(CPPM) at the University of Bath (UK) using the chemical vapour transport
method. Titanium (99.9%) and selenium (>99.9%) powders were sealed in-
side an evacuated quartz ampoule, together with iodine (>99.9%) which acts
as the transport agent. To ensure the correct stoichiometry, a slight selenium
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excess was included. Single crystals with a typical size of 4 x 4 x 0.1 mm3

were selected for TR-ARPES measurements. Transport measurements con-
firmed the high-quality of these samples retrieving the characteristic features
of th metal-to-semiconductor transition at TCDW = 202 K [15].
TR-ARPES experiments have been performed on home built setup in Po-
litecnico di Milano laboratories that is described in detail in Ref. [2] (see
also Sec. 4.1). TR-reflectivity measurements have been performed in our
laboratory at the Politecnico di Milano using as pump and probe the 1.85 eV
pump beam of the TR-ARPES setup. The temporal resolution is about 30
fs. TR-reflectivity data have been taken in crossed polarization pump-probe
scheme.
For TR-ARPES measurements, TiSe2 samples were mounted on copper sam-
ples holder with conductive epoxy resin-based glue. A clean surface was
obtained post-cleaving the samples in-situ at UHV pressure lower than 5 x
10−10 mbar. The samples orientation was verified by LEED measurements.
All measurements have been performed at liquid nitrogen temperature or at
room temperature, i.e. below and above TCDW . The pump fluence has been
set by means of linear attenuators.
The 6.02 eV probe energy does not allow to access the M-point but limits
the measurable Brillouin zone to 0.2 Å−1 around the Γ̄-point. However, the
unique exceptional combination of temporal and energy resolution allows us
to investigate the ultrafast dynamics of the CDWs energy gap providing a
novel approach in the study of TiSe2.

5.2 Ultrafast dynamics of charge-density waves

band gap

Figure 5.1 shows the 6.02 eV probe ARPES maps around Γ̄-point at 80 K,
i.e. in the CDW phase, of 1T-TiSe2 for three different pump-probe delays:
(a) before the pump arrival, (b) at time zero, i.e. the maximum overlap be-
tween pump and probe beam and (c) 430 fs after the pump excitation.
In steady-state conditions, i.e. before the pump arrival (Fig. 5.1(a)), we re-
trieve the hole-like dispersion of the completelly occupied valence band (VB)
marked by orange dashed lines. The maximum of the VB is ≈ 100 meV
below the Fermi level hinting the presence of the CDW energy gap. Due
to our short pulse duration, our energy resolution does not allow to clearly
distinguish the two valence bands derived from Se-4p orbitals. In any case,
this will not harm our conclusions. In particular, we point out that the top
subband is the main responsible for the opening of the energy band gap ∆
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Fig. 5.1: ARPES maps of 1T-TiSe2 at three different time delays between
pump and probe: (a) before the pump arrival, (b) at time-zero and (c)
after 430 fs from the pump excitation. The VB and CB curvatures are
superimposed as orange and blue dotted curves, respectively. Dashed pink
curve in (a) represents the -14◦ emission angle for the analysis of the VB
dynamics. Red arrows in (b) indicate the optical transition associeted with
the 1.85 eV pump beam. Black arrow and solid red curve in panel (c) indicate
the VB spectral weight and maximum shift, respectively.

and for the overall shift of the VB [174]. Figure 5.1(b) reports the ARPES
map as soon as the pump photoexcites the system. We observe a parabolic-
like dispersing band about +1 eV above the Fermi level indicated by the
blue dashed line. This feature can be ascribed to the pristine conduction
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band (CBp) at the Γ̄-point. We want to stress that this is not in any rela-
tion with the folded conduction band from the M̄ -point. The pump beam
mainly promotes electrons from the VB into the CBp for k-states at the edge
of our detectable window as shown by vertical red arrows in Fig. 5.1(b).
The electrons relaxation from the CBp is extremely fast. As shown in Fig.
5.1(c), after 400 fs the CBp is almost empty. The extremely fast carrier re-
laxation in few hundreds of femtoseconds of the CBp is in agreement with the
semimetallic character of 1T-TiSe2 [175]. Looking at Fig. 5.1(c), we notice
that after photoexcitation the spectral weight of the valence bands shifts to
higher energies as indicated by the black arrow. We report the shifted VB
dispersion as red solid parabola in Fig. 5.1(c) to compare with the unper-
turbed one (orange dashed parabola). This observed shift to higher-energy
suggests a reduction of the band gap. Therefore, it is indicative of a possible
melting of the CDW phase and of a photo-induced transition to the metallic
undistorted one.

In order to better clarify the closing of the band gap due to the VB shift and
understand in more detail the physics behind the CDW phase transition in
1T-TiSe2, we performed detailed time-resolved scans at one selected emis-
sion angle: -14◦ with respect to normal emission. This angle corresponds in
reciprocal space to the pink dashed parabolic curve reported in Fig. 5.1(a).
At the Fermi level, a crystal momentum k∗|| ≈ −0.1Å−1 coincides with the
fixed emission angle. At this specific emission angle, the VB is well-separated
from the Fermi level. Thus we can confidently disentangle the VB shift and
the smearing of the Fermi-Dirac electronic distribution due to the transient
photo-induce effective temperature. Figures 5.2 reports the time-resolved re-
sults at this cut. In particular, panels (a) and (c) refer to room temperature
measurements, i.e. in the normal phase, while Fig. 5.2 (b) and (d) represent
measurements performed at liquid nitrogen temperature T≈ 80 K, i.e. in
the CDWs phase. Normalized energy distribution curves (EDCs) for some
specific time delays are reported in Fig. 5.2 (a) and (b). Above the critical
temperature (Fig. 5.2 (a)), the effect of the pump is to promote electrons
above the Fermi level. At the same time, VB states below the Fermi level
deplete. This behavior is in agreement with the general paradigma of TR-
ARPES (see for example Chapter 4). In contrast, at low temperature (Fig.
5.2(b)) we observe a less trivial behavior. We point out that despite the
presence of an energy band gap in the CDW phase, a non-zero electronic
density of states (DOS) is found at the Fermi level even before the pump
arrival (red curve). This is in agreement with measurements reported in Ref.
[176]. At low temperature, after 50 fs from the pump arrival (blue curve), we
observe an EDC remarkably different with respect to the steady-state one.
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Fig. 5.2: Normalized energy distribution curves (EDCs) for selected pump-
probe delays for measurements (a) above and (b) below the critical tempera-
ture TCDW . Red arrows indicate the nodal point in room temperature mea-
surements while they mark the shift of the VB in low temperature measure-
ments. Photoemission intensity map binding energy vs pump-probe delays
for measurements performed (c) above and (d) below the transition temper-
ature. Black, red and blue contours stay for 0.05, 0.25 and 0.8 photoemission
intensity in (a) and (b). Small arrows in panel (d) indicate 60 meV shift.

In particular, the smearing of the VB peak suggests a filling of the band
gap in analogy with the quenching of the superconductivity gap recently re-
ported in Ref. [151]. After hundreds of femtoseconds from the pump optical
perturbation (pink and black curves), EDCs resemble the equilibrium one.
Remarkably, the position of the peak edge is shifted up in energy by about 60
meV. Comparing the evolution of EDCs from spectra acquired above (a) and
below (b) the critical temperature TCDW the photo-induced shift of the va-
lence bands becomes evident (see small red arrows). The dynamics of the VB
shift is more evident looking at Figures 5.2 (c) and (d) where the normalized
photoemission intensity is reported in a binding energy vs pump-probe delay
map. The colored lines are constant intensity contour cuts, useful to identify
specific features. In particular, blue lines represent 80% of the photoemission
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intensity signal corresponding to the VB peak after 50 fs upon pump excita-
tion both in room and low temperature measurements. Red lines stand for
25% intensity where we found the nodal and shift point of the VB in Fig. 5.2
(a) and (b). Finally, black lines represent 5% of the photoemission intensity,
i.e. the electrons promoted above the Fermi level by the pump excitation.
This latter one exhibit a trivial dynamics. A steep enhancement at time-zero
followed by a relaxation within 500 fs is clearly present above and below the
critical temperature in black lines. The dynamics of the peak (blue lines) and
of the shift point (red lines) are by far more interesting. In particular, above
the transition temperature TCDW (Fig. 5.2(c)), both lines do not show any
dynamics. This implies that the position of the valence bands peak does not
change upon pumping. In contrast, for low temperature measurements (Fig.
5.2(d)), the same constant intensity cuts display a prompt step of about 60
meV (marked by colored arrows) around the zero pump-probe delay. This is
a clear evidence of a photo-induced drifting to higher energies of the valence
band. This process is extremely rapid. It occurs in fact within 100 fs. This
short time scale suggests a purely electronic, i.e. excitonic, interaction as
reported by previous TR-ARPES experiments focusing on the folded valence
band at the M-point.
To better clarify whether this process is purely electronic or not, we com-
pare the energy gap dynamics with a certainly purely electronic process: the
temporal evolution of the spectral weight below the Fermi level. The results
are shown in the following.

Figures 5.3(a) and (b) show the temporal evolution of the spectral weight ob-
tained integrating all states up to the Fermi level (red rectangles in Fig. 5.3
(c) and (d)). At room temperature, panel (a), we observe a strong reduction
(about 30% of the spectral weight) whithin few hundreds of femtoseconds.
Then, the spectral weight completely recovers in few picoseconds. This large
reduction is in agreement with the depletion of the VB due to the pump opti-
cal excitation. We point out that the maximum depletion is slightly delayed
occuring 150-200 fs after the pump optical excitation. This is explained con-
sidering the possible vertical optical transitions promoted by the pump beam
(as a reference, see Fig. 5.1(b)). The direct optical transition between the
valence band and the pristine conduction band takes place for k|| values away
from the Γ̄-point. Thus, in the deeper energy region of the valence bands
holes remain. Via intraband scattering processes these holes move toward
the Γ̄-point, i.e. the highest available energy level. Equivalently, electrons
migrate to larger binding energies and fill the empty states left behind by the
optical transition. The observed build-up of the depletion strongly suggests
the presence of these intraband scattering processes.
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Fig. 5.3: Spectral weight temporal evolution for measurements performed
(a) above and (b) below the transition temperature. The spectral weight is
obtained integrating over all the states below the Fermi level (red rectangles
in Fig. 5.2(c) and (d)). (c) Comparison between normalized spectral weight
dynamics for measurements above (red circles) and below (blue squares) the
transition temperature.

In the CDW phase (panel (b)) we still observe a very fast but less pronounced
reduction of the spectral weight (≈ 15%). In addition, at large delays we ob-
served an increment of the spectral weight of about 13%. We attribute this
enhancement of the spectral weight to the unfolding of the VB at the pristine
M̄ -point as a consequence of the photo-induced melting of the CDW/PLD.
Unfortunately, from these data it is not possible to infer the time scale of
the unfolding, i.e. of the CDW melting, because of the strong entanglement
with the depletion process.
The origin of the gain in spectral weight observed in Fig. 5.3(b) is confirmed
by directly comparing integrated intensities above and below the transition
temperature TCDW as shown in Fig. 5.3(c). Here, the red circles represent
the integrated intensity for room temperature measurements while the blue
squares for low temperature measurements. We point out that we performed
in rapid sequence time-resolved acquisition of photoemission spectra above
and below the transition temperature in order to ensure high laser stability
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and the same optical fluence. This allows us also to track the position on
the sample during the cooling ensuring to measure the same spot on the
surface in both cases. Comparing red (room temperature) and blue (low
temperature) curves in Fig. 5.3(c) we can easily see that before pumping
the spectral intensity in the VB peak is lower in the CDW phase than in
the metallic undistorted phase. This indicates a loss of the spectral weight
associated with this feature during the CDWs phase transition. The lower
spectral weight in the CDW phase suggests that it has transferred from the
Γ̄-point to the folded band in M̄ -point. This conclusion is enforced looking
at the dynamics of the two curves in Fig. 5.3(c). Although they start from
different values they both approach the same spectral weight at long delays.
Then, upon the pump excitation the charge-order is melted and the folded
valence bands at the M̄ -point vanishes. As consequence, the spectral weight
is transferred back to the Γ̄-point.

Fig. 5.4: Comparison between spectral-weight (red filled squares) and VB
shift (blue empty squares) dynamics. A clear delay of about 80 fs is found.

Having clarified the dynamics of the spectral weight associated with the VB,
we now want to compare this electronic effect with the previously discussed
ultrafast dynamics of the energy band gap, i.e. the shift of the spectral
weight. In figure 5.4 the comparison between the dynamics of the spectral
weight associated with the photo-induced depletion (red curve) and of the
gap closing (blue curve) as deduced for the contour plot in the binding energy
vs. pump-probe delay map is reported. Data have been rescaled for an easier
visualization. The most striking fact is the presence of a delay of about 80
fs between the VB peak intensity (i.e. depletion plus unfolding) dynamics
and the change of the VB peak position (i.e. the gap closing). Previous TR-
ARPES measurements have discussed the ultrafast disappering of the folded
VB at the M̄ -point as a signature of the optically-induced CDW transition
to the metallic phase [107, 122, 173]. This dynamics is represented by our
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data about the temporal evolution of the spectral weight associated with the
VB at Γ̄-point. Following this assumption, we have evidence that the energy
shift is subsequent to the phase transformation.
In a purely excitonic scenario, the CDWs phase transition is described by
a non-zero order parameter ∆ that rules directly the electronic dispersion
relation of valence and conduction bands (see Sec. 2.1.7) [112, 117, 120]. In
this scenario, ∆ is at the base of the spectral weight transfer and of even
the energy shift of the valence band, i.e. the opening of the CDWs gap,
at temperature below TCDW . Above the transition temperature, ∆ drops to
zero leading the system to the undistorted ungapped band structure. Thus, a
photo-induced modification of the spectral weight represents a photo-induced
modification of ∆ and as a consequence an optically-triggered semimetal-to-
semiconductor transition. If we assume that the CDW in 1T-TiSe2 is a
purely excitonic phenomenon, we expect that the evolution of the spectral
weight and of the VB shift occur simultaneously, since a unique parameter
rules both of them. This is clearly in contrast with what we experimentally
observed and reported in Fig. 5.4.

Fig. 5.5: (a) and (c) Coherent oscillations in the VB dynamics for two in-
dependent sets of measurements. The black lines are tentative fits with the
model in (d): a damped cosine function with the A∗1g phonon mode. (b) VB
dynamics after subtraction of the intensity decay (black dots) superimposed
to sinusoidal fitting functions (red). The inset shows the FFT amplitude for
the three frequencies used in the fitting.
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Looking closely at the VB shift dynamics reveals additional intersting aspects
helpful to clarify the mechanism ruling the gap dynamics and the reason of
the delay with respect to the spectral weight temporal evolution discussed
so far. Figures 5.5 (a) and (c) show a closeup of the VB shift dynamics at
low temperature within 200 meV around Fermi level for two independent
sets of measurements. Some contour cuts of the spectral intensity are high-
lighted (black curves) to help the following discussion. Besides the prompt
energy shift of the valence band position already discussed, Fig. 5.5(a) and
(c) highlight the presence of some strongly damped oscillations at positive
delay. Subctracting an exponential intensity decay from Fig. 5.5(a), the os-
cillating dynamics (black dots) can be fitted by a combination of sinusoidal
functions with different characteristic frequencies (red solid line) as shown in
Fig. 5.5(b). The inset of Fig. 5.5(b) shows the fast Fourier transform (FTT)
for the three frequencies used in the fitting. In particular, we observe that the
VB dynamics oscillations are in agreement with the phonon frequencies of
A∗1g mode in CDW/PLD phase (3 THz) and the A1g mode in the undistorted
lattice phase (≈ 7 THz). This observation strongly suggests a fundamental
role played by the phonons population in the VB dynamics. As discussed
in Chapter 2, theoretical calculations have shown how the lattice distortion
through a modification of the Ti-Se bond length can lower the energy of
the VB via a pseudo Jahn-Teller effect, i.e. opening of the CDW band gap
[96, 101, 102, 108]. The thick black curves in Fig. 5.5(c) are tentative

fits based on a simple model shown in Fig. 5.5(d): an exponentially
damped cosine function oscillating with a period of 250-280 fs, in good agree-
ment with the period of the A∗1g phonon mode [126].
The observation of the phononic oscillations in the VB shift dynamics helps
to clarify the delay reported in Fig. 5.4. This delay is just apparent. It is
due to the presence of two different mechanisms, (i) electronic interactions vs
(ii) lattice-based mechanism, that are simultaneously triggered by the pump
laser excitation but take place on different typical time-scales. In particular,
the pump photo-induces lattice motion, i.e. we have an impulsive response
of the phononic population (as suggested by the cosine function used in the
fits of Fig. 5.5(c) and (d)) that justifies the observed apparent delay.
Our experimental observation focusing on the CDW gap closing dynamics
rather than the unfolding of the VB at the M̄ -point highlights the fundamen-
tal key role played by the lattice in the CDW phase transition in 1T-TiSe2.
The purely excitonic scenario is not consistent with the experimental data
that suggests instead a cooperative Jahn-Teller-excitonic model (as recently
suggested [177]).
In the following, we show our TR-ARPES measurements of the VB shift as
function of the pump optical -fluence. These measurements help us clarify
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the fundamental role of the lattice in the CDW phase transition.

5.2.1 Fluence dependent measurements

Fig. 5.6: (a) VB energy shift temporal evolution for different pump laser
fluences as indicated in the main panel, sample temperature is 80 K. The
inset shows the same data normalized at the maximum VB energy shift on a
logarithmic energy scale. (b) Maximum VB shift (dots) and shift at 3 ps (tri-
angles) extracted from panel (a) as a function of fluence. The horizontal lines
are linked to right axis and are the VB energy determined by high resolution
steady state ARPES at different temperatures as indicated, reproduced from
Ref. [178]. (c) Spectral weight temporal evolution at 80 K scaled for the
normalized intensity at room temperature and for different laser fluence as
indicated. From [15].

Figure 5.6 summarizes the VB shift and the temporal evolution of the
spectral weight as a function of the fluence. Figure 5.6(a) reports a com-
parison among the VB dynamics for selected fluences. For all traces, the
maximum of the shift occurs within 200 fs. The largest shift of 100 meV is
found for fluences of 250 µJ

cm2 , comparable with the CDWs energy band gap.
Looking at the VB dynamics, we notice that only for the two lowest fluences
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(31 µJ
cm2 and 62.5 µJ

cm2 ) there is a complete recovery of the VB position, i.e
a re-opening of the band gap, after 2 picoseconds from the pump pulse. In
contrast, for higher fluences, a complete recovery is never detected within
the measured time window. The inset of Fig. 5.6(a) shows the same data
normalized and plotted on a logarithmic scale. Here, the different recovery
dynamics appear more clearly. In particular, the inset of Fig. 5.6(a) sug-
gests the presence of two regimes, with a thresold between them. At fluences
larger than 62.5 µJ

cm2 an extremely long life time of the VB shift with a non
mono-exponential decay is revealed while for lower fluences an exponential
faster decay is observed.
Figure 5.6(b) shows the VB shift as a function of the fluence for the time
delay corresponding to the maximum shift (dots) and for ∆t = 3 ps to help
clarify the different relaxation time-scale discussed so far. The colored lines
reported in Fig. 5.6(b) refer to the right red ordinate axis and they repre-
sent the VB position at different temperatures derived from high-resolution
temperature-dependent ARPES measurements [178]. The aim of this com-
parison is to highlight the correlation between the valence band shift and the
perturbation of the charge-order. For fluences lower than ≈ 100 µJ

cm2 , the VB
shifts linearly with the fluence. Then, a plateu region is identified between
100 µJ

cm2 and 200 µJ
cm2 . Only for fluences larger than 200 µJ

cm2 the VB is tran-
siently shifted above the 200 K black horizontal line, i.e. above the critical
temperature TCDW . This is in agreement with the previous observation of
a complete closing of the energy gap ∆ for this fluence. For this reason, in
the following, we will refer to this fluence as FCDW = 200 µJ

cm2 , i.e. the criti-
cal fluence to achieved the transient complete suppression of the CDW/PLD
band gap.
The position of the VB shift at ∆t = 3 ps (triangles in Fig. 5.6(b)) helps
identify the threshold between the two regimes discussed so far. The Vb shift
after 3 picoseconds from the pump excitation exhibits a flex point around 70
µJ
cm2 suggesting in this fluence the threshold where the VB shift dynamics
changes and a longer recovery occurs. This threshold fluence FTh does not
coincide with FCDW but occurs at about a third of its value, i.e. FTh ≈ FCDW

3
.

We now look at the temporal evolution of the spectral weight as a func-
tion of the pump fluence. The left panel of Fig. 5.6(c) shows the spectral
weight obtained as integration on all states below the Fermi level for fluences
lower than FTh. The data have been normalized on the spectral weight of the
metallic phase, i.e. from room temperature measurements, before the pump
arrival. Here we can clearly notice an initial fast loss of spectral weight asso-
ciated with a pump-induced depletion. The spectral weight recovers within
600 fs for both fluences. We want to point out that for a fluence of 62.5
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µJ
cm2 (orange curve), at around 500 fs the spectral weight crosses the initial
normalized intensity showing a small, ultrafast enhancement. A similar ef-
fect has been described in the previous section and ascribed to the unfolding
of the VB at the M-point. In the right panel of Fig. 5.6(c) we report the
evolution of the spectral weight for the higher fluences in Fig. 5.6(a), i.e.
for the fluences exhibiting a persistent perturbation of the VB shift. Even
in this case, we notice a similar enhancement of the spectral weight around
500 fs. For these two fluences, the gain is more pronounced and long-lasting.
This gain can be related to the unfolding of the spectral weight of the VB at
the M-point, i.e. the loss of PLD.

Fig. 5.7: (a) Differential reflectivity dynamics for different fluences. (b) Co-
herent oscillations after subtraction of the exponential decay by the traces in
(a). Right panels report FFT amplitude for the oscillations. Green dashed
curve represents the FFT of oscillations measured in a 300 K time-resolved
reflectivity experiment. (c) Amplitude of the A∗1g and of the A1g modes, rep-
resentative of the distorted lattice and normal phase structure respectively,
as a function of fluence. (d) Comparison between the fluence dependence of
the A1g amplitude and the VB shift at 3000 fs (black triangles) from Fig.
5.1.

As seen in the previous section, our TR-ARPES data suggest that the en-
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ergy band gap ∆, the order parameter of the CDW phase, has both excitonic
and lattice contributions, the extent of which remains unknown. Our fluence
dependent measurements in a regime so-far unexplored in TR-ARPES exper-
iments on 1T-TiSe2 confirm this cooperative mechanism. Previous transient
optical experiments in the low fluence regime have clarified that the initial
perturbation of the CDW upon pump excitation is non-thermal, i.e. mainly
related to the electronic order since purely electronic interactions occur on
the time scale of a few tens of femtoseconds [125, 179]. This means that a
femtosecond optical pump mainly perturbs the excitonic order rather than
heating up the lattice system. Following this interpretation, the dynamics
of the VB shift observed for the lower fluences, i.e below FTh, can be unde-
strood in terms of electronic dynamics only, rather than electronic and lattice.
Thus, for a fluence regime lower than FTh, only the excitonic part of ∆ is
influenced by the pump optical perturbation. In contrast, the long recovery
time observed above for fluences above the FTh suggests the presence of a
different mechanism, additional to the excitonic photo-induced perturbation.
We notice that the VB shift at the FTh almost corresponds to an equivalent
VB shift at 150 K ARPES measurements. Remarkably, this temperature
has been reported as the critical temperature to observe the disappearance
of the PLD signatures in recent THz experiments. This suggests that the
long-lasting shift for large fluences is due to a photo-induced melting of the
PLD [125]. As discussed at the end of the previous section, the VB shift
dynamics is strongly modulated by the A1g phonons in agreement with a
pseudo Jahn-Teller mechanism.
In order to better characterize the role played by the phonon modes in the
shift of the valence band, we have performed high- temporal resolution time-
resolved reflectivity measurements. 1T-TiSe2 single crystal have been op-
tically excited by 1.85 eV, 30 fs pump pulses, i.e the same pump beam of
TR-ARPES experiments. The 1.85 eV beam has been used also to probe
the reflectivity with crossed polarization with respect to the pump. Figure
5.7(a) reports the differential reflectivity signal for different pump fluence.
Two different frequency oscillations can be observed for lower and higher
fluences. After a subtraction of an exponential decay for traces in Fig. 5.7,
oscillations are clearly observable for all fluences (see Fig. 5.7(b) (left panel)).
The right panels of Fig. 5.7(b) show the Fast Fourier Transform (FFT) of
the oscillations oberved in the differential reflectivity traces. We can clearly
notice that for lower fluences the A∗1g phonon mode is dominant. This mode
is a consequence of the 2x2x2 PLD and it is not present in the undistorted
structure of 1T-TiSe2. In contrast, for higher fluences the amplitude of the
A1g mode is the most relevant. The FFT of the differential reflectivity trace
acquired at room temperature, i.e. in the normal phase (green dashed line),



120 Origin of charge-density waves in 1T-TiSe2

confirms that the A1g is the proper mode of the normal undistorted struc-
ture. Figure 5.7(c) shows how the contribution of the coherently coupled
phonons changes as a function of different fluences. For fluences lower than
FTh the largest contribution is due to the A∗1g phonon mode. Increasing the
fluence, the A∗1g phonon mode reduces, while the A1g mode of the undistorted
lattice structure becomes more and more relevant. The progressive shift of
the coupling towards the A1g mode implies a progressive loss of the PLD as
also supported by the unfolding mechanism highlighted by spectral-weight
dynamics in Fig. 5.6(c). Remarkably, the switching of the dominant mode
occurs around FTh, i.e. the threshold fluence between the two VB dynam-
ics regimes dicussed above. As shown in Fig. 5.7(d), the VB shift at 3 ps
reported from Fig. 5.6(b) (black open triangles) exhibits the same fluence-
dependence of the A1g amplitude mode. Thus, we can understand the differ-
ent dynamical regime in terms of coupling with the lattice. For all fluences
the recovery of the CDW order parameter, i.e. the energy gap ∆ is coupled
with phonons. For fluences lower than FTh, the A∗1g excited phonon mode,
proper of the distorted lattice, favors the re-establishment of the perturbed
excitonic order as reported in Ref. [179]. In contrast, for higher fluences the
photo-induced heating of the lattice drives the melting of the PLD. The rear-
rangement of the lattice to the pristine unperturbed structure diminishes the
population of the A∗1g phonon mode. The VB then, according to the pseudo
Jahn-Teller mechanism, moves up towards the Fermi level. In this condition,
the A1g excited phonon population does not favor the PLD, i.e. the restoring
of the CDW phase and the re-opening of the band gap. Therefore, the VB
position remains at higher energy for a longer time as observed in Fig. 5.6(a).

In conclusion, our TR-ARPES measurements focusing for the first time on
the dynamics of the valence bands at the Γ̄ point provide a new insight about
the origin of the charge density waves phase in the layered transition metal
dichalcogenide 1T-TiSe2. In particular, we found a clear evidence of a funda-
mental role played by the phonon population, suggesting an excitonic-lattice
cooperative scenario.
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In this thesis we employed photoemission pump-probe measurements on the
layered metal chalcogenides BixSb2−xTeySe3−y topological insulator and on
1T-TiSe2 to investigate phenomena triggered by ultrashort light pulses. In
the following we summarized the major findings of this thesis.

In the BixSb2−xTeySe3−y family stoichiometry strongly affects the morphol-
ogy of the TSS and the position of the Dirac point, i.e. the point where the
two branches of the Dirac cone cross with respect to the Fermi level [9, 28].
Our TR-ARPES measurements as a function of the stoichiometry reveal the
central role of the Dirac point position in the dynamics of the TSS [9]. In
particular, we observed that for stoichiometries where the Fermi level crosses
the valence or conduction bulk bands the TSS photo-excited population ex-
hibits a fast decay. In contrast, when the Dirac point lies at the Fermi level,
the TSS is less affected by the presence of the bulk and an extraordinary
long lifetime of Dirac fermions is found. We provided a complete descrip-
tion of these observations in terms of Fermi’s Golden rule and bottleneck
effect at the Dirac point due to the reduced phase-space. Our investigation
of the out-of-equilibrium properties of the BixSb2−xTeySe3−y as a function of
the stoichiometry reveals the capability to efficiently manipulate the Dirac
fermions population providing an excellent platform to novel devices based
on topological insulators.

In order to reveal the microscopical mechanism at the base of the reported
surface spin current induced by circularly-polarized photons [8], we have per-
formed TR-ARPES measurements using circular pump beam. Theoretical
works have described the origin of the spin-current in the asymmetric pop-
ulation excited by circular photons [73, 74]. They in fact predicted that in
the presence of a non-zero spin-orbit coupling the circular photons trigger
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electronic transitions in a spin-dependent way, in analogy with the optical
orientation in semiconductors [163]. Due to the spin-momentum texture of
the TSS, this selective excitation leads to a k-space asymmetry and then
to a spin current in surface states. While in topological insulators no TR-
ARPES measurement has shown a direct coupling of visible pump photons
with the TSS, we have demonstrated to be able to directly populate the
empty topological surface state (ESS) of the Bi2Se3 because of our pump
energy of 1.85 eV. In addition, we have observed that a given helicity of
the pump is able to populate only one branch of the ESS generating a k-
asymmetric spin-population. The k||-dependent temporal evolutions of the
spin-polarized population of the ESS has been found to be in agreement with
theoretical models. In particular, the observation of an ultrafast build-up
of the spin-polarized electron population in the ESS reveals the optically-
triggered spin-current in the Bi2Se3, the prototypical topological insulator
[10, 11].

Our high temporal resolution TR-Reflectivity measurements on the topolog-
ical insulator Bi1.1Sb0.9Te2S clearly reveal the optically-triggered optical and
acoustic phonon modes. These observations help clarify the TR-ARPES mea-
surements performed at the University of British Columbia by prof. Damas-
celli’s group. They observed a different dynamics of Dirac fermions as a func-
tion of the linear polarization of the probe beam. Combining TR-Reflectivity
and TR-ARPES data we explained this discrepancy as a consequence of the
modification of the TSS wavefunction due to the optically-triggered phonon
modes. This leads to transient changes of the photoemission matrix elements,
strongly dependent on the non-trivial TSS wavefunction. This fundamental
result raises doubts about how much the transient TR-ARPES intensity is
related to the evolution of the electronic and quasiparticles populations [12].

The layered 1T-TiSe2 is an attracting material being the first in which
the Bose-Einstein condensate of excitons has been experimentally found
[13]. It shows a (semi)metal-to-insulator transition driven by the forma-
tion of a charge density wave together with a periodic lattice distortion [14].
The driving force of this transition is not clear and is still debated. Our
fluence-dependence TR-ARPES and TR-Reflectivity measurements suggest
an excitonic-lattice cooperative mechanism as the origin of the charge density
wave phase in 1T-TiSe2 [15]. Fluence-dependence TR-ARPES data reveal
two different dynamics of the optically-triggered collapse of the electronic
gap: below a threshold fluence FTh the perturbed gap restores within several
picoseconds, at higher fluences it shows a long standing perturbation. Re-
markably, we have observed the same fluence-dependence in the dominant
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phonon oscillation in our TR-Reflectivity measurements. For fluences lower
than FTh in fact the reflectivity signal is modulated by the phonon mode
proper of the charge density wave phase while at higher fluences the normal
phase phonon mode becomes relevant. This strong entanglement between
band gap and phonon modes behavior as a function of the fluence suggests
a key-role played by the lattice in the dynamics of the electronic band-gap
and it indicates a cooperative excitonic-lattice model.

In conclusion, out-of-equilibrium spectroscopies are fundamental tools for
investigating layered two-dimensional systems as shown in this thesis. Nowa-
days, this class of materials is increasing fast, proffering ever-new electronic
properties and physical challenges. It is for example the case of the very
recently reported enhanced charge density wave order of the monolayer VSe2

grown on bi-layer graphene/SiC [180]. This is just one example indicating the
sensitive balance that can be realised between competing interacting phases
in monolayer transition-metal dichalcogenides. In this growing interesting
field, TR-ARPES and TR-optical spectroscopies provide a fundamental in-
sight to clarify the arising novel phenomena.
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