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Abstract

An interpolation-free conservative solution transfer methodology for body-fitted

dynamic adaptive meshes is considered for the coupled numerical simulation

of unsteady compressible flows and rigid body dynamics. The aim is to enable

conservative mesh adaptation in three-dimensional transonic aeroelastic simula-

tions with large relative free body motions, where element connectivity change

becomes necessary to preserve the mesh quality, and an explicit solution inter-

polation from the old to the new mesh is known to reduce the solution accuracy.

To this end, a continuous time interpretation of each local remeshing operation

is employed to preserve solution conservation among different adapted meshes,

avoiding any explicit interpolation step. A first application to a three-dimensional

aeroelastic problem is presented with the analysis of the nonclassical aileron buzz.

The methodology is validated by reproducing the self-sustained aileron oscilla-

tions in the flight speed and frequency range found in the experiments reported

in literature. The large oscillations of the finite-span aileron require frequent

remeshing, which is managed by the conservative methodology while also adapt-

ing the mesh to the shock waves pattern. A simple numerical methodology for

shape interpolation is also introduced for the dynamic geometrical modeling of

continuous wing–aileron configurations in two dimensions, and used for compar-

isons with discontinuous configurations for a preliminary assessment of the ge-

ometry effects on the aeroelastic phenomenon. Some complementary problems

in mesh mechanics and structural mechanics are also individually addressed, with

the development of a constant-connectivity mesh adaptation model and low-di-

mensional structural models for wing morphing.

Keywords. Conservative mesh adaptation, unsteady compressible flows, rigid

fluid–structure interaction, nonclassical aileron buzz.
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Summary

This work presents a conservative methodology for unstructured mesh adaptation

in the aeroelastic simulation of unsteady compressible flows over rigidly mov-

ing bodies and morphing boundaries. The objective is to enable a first applica-

tion of conservative mesh adaptation to three-dimensional aeroelastic problems

where topology-changing mesh adaptation is necessary, as in the case of fluid

flow simulations using body-fitted meshes over bodies with large relative motion,

and solution conservation is desirable, as in the case when shock wave motion

influences aeroelastic stability. The conservative solution transfer methodology

over adapted meshes relies on a continuous time interpretation of local remesh-

ing operations. The volume swept by moving cell interfaces is computed for each

transformation of mesh cells, so that conservation can be enforced in the solution

transfer procedure without any explicit interpolation step.

The Flowmesh solver for unsteady compressible fluid flows over dynamic

adaptive meshes, which originally implements the conservative mesh adapta-

tion methodology applied in this work through the link with the MMG remesh-

ing library, has been employed and extended to fluid–structure interaction prob-

lems. Algorithmic efforts have been devoted to the optimization of this fluid flow

solver in order to enable its application to complex three-dimensional aeroelastic

problems, and to the coupling with numerical procedures for structural interface

displacement. The conservative methodology employed in the fluid flow solver

also allowed a straightforward coupling with constant-connectivity mesh adapta-

tion procedures for unsteady compressible flows, which have been investigated

in their mesh mechanics aspects with the development of an original numerical

model for mesh motion in the FMG library at the INRIA research institute in Bor-

deaux.

The subject of morphing, i.e. bodies capable of continuously changing their

shape in order to adapt to given dynamic requirements, has also been addressed.

From the computational fluid dynamics perspective, the interaction between

mesh adaptation and changing boundary geometry has been targeted through

the development of a shape interpolation procedure for the dynamic geometrical

modeling of morphing boundaries. The procedure relies on standard geometric
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models to build a dynamic parameterization capable of interacting flawlessly with

mesh adaptation, allowing to position boundary mesh points on a moving curve

with given geometrical accuracy while preserving solution conservation. From

the structural mechanics perspective, a low-order finite element model for three-

dimensional camber-morphing wings has been developed. This model is an ex-

tension of generalized beam models to camber-morphing wings — now restricted

to constant cross-section wings — allowing to retain into the model only a de-

sired number of degrees-of-freedom related to the in-plane deformation of the

wing cross-section, together with the classical beam deformation modes. Spectral

convergence of the reduced-order model to the full-order one has been proved

in two dimensions, while the model has shown a convergent behavior also in

three dimensions. The preliminary coupling of this structural model with a fluid

flow solver through a conservative meshless fluid-structure interface scheme has

also been addressed, highlighting the lack of consistency of the meshless interface

scheme over non-matching discretizations.

Finally, a first three-dimensional aeroelastic application is presented with the

numerical simulation of the nonclassical aileron buzz, where both conservative

mesh adaptation and rigid fluid-structure interaction are applied. The analy-

sis is validated by reproducing the self-sustained aileron oscillations in the flight

speed range reported in the literature, and by comparing the computed oscilla-

tion frequency with measurements and simulations available from the literature.

The shape interpolation procedure is used for two-dimensional comparisons of

configurations with and without structural continuity between wing and aileron.

These simulations, in addition to being a first application of conservative mesh

adaptation to a three-dimensional aeroelastic problem with free body motion, al-

low to investigate the changes in the buzz phenomenology due to the three-di-

mensional geometry, and to highlight the effects of the shape of the wing-aileron

connection on shock wave motion.
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1.1 Background and motivation

CFD on unstructured adaptive meshes. Computational Fluid Dynamics (CFD)

is nowadays a mature technology with wide application both in research and in-

dustry, as testified by the large number of existing research and commercial sim-

ulation software packages. The current capabilities and limitations of this tech-

nology have been addressed, for example, in the recent NASA CFD Vision 2030

Study [150], where critical topics requiring research efforts in the next decade are

also identified. Among them, mesh generation and adaptation have been high-

lighted as current bottlenecks in the CFD workflow, with several issues to be ad-

dressed to increase the robustness and automation in these steps. When dealing

with complex geometries, unstructured meshes have shown greater versatility in

producing body-fitted meshes, i.e. meshes conforming with solid body shapes.

Unstructured mesh adaptation, i.e. adapting the mesh to the flow solution by

changing elements shape and/or connectivity, holds the potential to control the

discretization error by using the flow solution to drive mesh refinement and coars-

ening, while maintaining a desired level of refinement on complex boundaries.

The current status of unstructured mesh adaptation can be found in recent re-

views [129, 9], where strengths and limitations are presented together with a de-

tailed historical perspective on the scientific contributions in this field, while an

overview of current software packages implementing state-of-the-art techniques

can be found in [9, 92]. The versatility of unstructured CFD methods is at the

root of their increasing usage also in the field of aeroelasticity [21], where they are

particularly suited for transonic flows on geometrically complex shapes, which are

typically outside the domain of application of classical linear aeroelastic methods.

Conservative mesh adaptation and aeroelasticity. In the field of unstructured

mesh adaptation, a critical issue in dynamic mesh adaptation, i.e. mesh adapta-

tion performed at multiple time steps during an unsteady simulation, is the topic

of solution transfer from the old to the adapted mesh. As shown in [5], generic in-

terpolation algorithms can bring errors in the conservation of the solution (which



18 Introduction

means errors in the conservation of mass, momentum, and energy for a finite-vol-

ume solver), which are accumulated in time during an unsteady flow simulation.

It is worth mentioning that solution interpolation is an issue also shared by CFD

methods other than unstructured adaptation of body-fitted meshes, namely over-

set grid methods and immersed boundary methods. Currently, conservative solu-

tion transfer algorithms have been developed for unstructured mesh adaptation.

The most recent and active contributions to the topic can be found in [94, 7]. The

latest works (appeared in 2017) on conservative mesh adaptation in the numerical

solution of unsteady inviscid compressible flows show the successful application

of conservative solution transfer procedures to three-dimensional problems with

time-dependent boundary motion, both using mesh intersections [16] and swept

volume [140] approaches. The first aim of the research work discussed in this the-

sis is to present a three-dimensional application of conservative mesh adaptation

to an aeroelastic problem, where the boundary motion is also unknown.

The remainder of this chapter presents the context and background for the

computational fluid dynamics and mesh mechanics tools that will be used in the

fluid flow solver and the applications shown in this thesis. The aim is to introduce

most of the mathematical and numerical concepts concerning the peculiarities

of computational fluid dynamics on moving domains over unstructured adaptive

meshes: Arbitrary Lagrangian–Eulerian (ALE) formulations for compressible fluid

flows (section 1.2), the Geometric Conservation Law (section 1.3), the state of the

art of unstructured mesh adaptation (section 1.4), and conservation solution in-

terpolation among adapted meshes (section 1.5). Finally, an introduction on the

constant-connectivity and topology-changing mesh adaptation frameworks used

in this work is given in sections 1.6 and 1.7, respectively, while the thesis outline is

given in section 1.8.

1.2 Arbitrary Lagrangian–Eulerian formulation of

compressible fluid flow

We are considering a subset of fluid flow problems of aeronautical interest,

namely compressible (mostly transonic) flows around moving airfoils, wings, and

helicopter blades. To this end, we look for a numerical solution of a conservative

(finite volume) formulation of the Euler equations for compressible fluid flows [11,

109] on dynamically adaptive unstructured meshes. The need for moving meshes

stems from the need of maintaining a body-fitted mesh throughout the time sim-

ulation with moving boundaries, and the Arbitrary Lagrangian–Eulerian frame-

work provides a well-assessed method to handle both the boundary and the mesh

movement [46].
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We start from the conservative form of the Euler equations on a fixed, Eulerian

domain Ω ∫

Ω

∂u

∂t
dΩ+

∮

∂Ω
n̂ ·F(u)dΓ= 0 (1.1)

where u is the array of the conservative solution, composed by the mass density

ρ, the momentum density ρU and the total energy density ρe t , and F(u) is its flux

u =






ρ

ρU

ρe t




 , F(u) =






ρU

ρU⊗U+P (ρ,e)I

ρe t U+P (ρ,e)U




 (1.2)

Pressure P (ρ,e) is computed through a suitable equation of state.

Equations 1.1 are valid on each element Ωk in a triangulation of the domain

Ω. We are considering an arbitrary moving domain Ω(t ), not necessarily a mate-

rial domain (from which the name Arbitrary Lagrangian–Eulerian). This means

both allowing the domain to move following the motion of the boundary ∂Ω(t ) (as

in the case of aeroelastic simulations), but also allowing the movement of mesh

elements Ωk (t ) while keeping the boundaries fixed, as it can be the case in mesh

adaptation (see section 1.5 and chapter 2).

Let X ∈Ω be a parameterization of the fixed domain, and x ∈Ω(t ) be a param-

eterizarion of the moving domain. The coordinates of the moving domain can be

expressed as a function of the fixed domain coordinates X and time t

x =φ(X, t ) (1.3)

so that a generic tensor field f(x, t ) over the moving domain Ω(t ) can be expressed

as

f(φ(X, t ), t ) = f(X, t ) (1.4)

With an abuse of notation, the functional dependence is used to denote the do-

main over which the field f is defined. From the last relation, the chain rule can be

applied in order to define derivatives of f, for example

∂f(x, t )

∂t

∣
∣
∣
∣

X

= ∂f

∂t

∣
∣
∣
∣

x

+ ∂φ

∂t

∣
∣
∣
∣

X

·∇∇∇xf (1.5)

The velocity of the moving domain, which is the mesh velocity relative to the fixed

domain, is thus defined as

v,
∂φ

∂t

∣
∣
∣
∣

X

(1.6)

Since we are interested in conservative formulations, it is interesting to consider

the Reynolds’ transport theorem for a generic tensor field f

d

dt

∫

Ω(t )
fdΩ=

∫

Ω(t )

∂f

∂t
dΩ+

∮

∂Ω(t )
n̂ ·vfdΓ (1.7)



20 Introduction

By applying the Reynolds’ transport theorem to the conservative equations in Eu-

lerian form (eq. 1.1), we obtain the ALE form of the conservative equations

d

dt

∫

Ω(t )
udΩ+

∮

∂Ω(t )
n̂ · (F(u)−vu)dΓ= 0 (1.8)

The domain motion taken into account by velocity v in eq. 1.8 can be originated

by the motion of a solid boundary, which is usually propagated into the domain

by means of an elastic analogy [95]. If a constant-connectivity mesh adaptation

methodology is considered (see section 1.6), this also can be straightforwardly

seen as a domain motion amenable to be taken into account through velocity v in

the ALE equations 1.8. Topology-changing mesh adaptation can also be taken into

consideration in the ALE equations once it is provided with a continuous time in-

terpretation. This is done in the conservative solution transfer methodology used

in this work, which will be introduced in section 1.5 and explained in further depth

in section 2.

1.3 Geometric Conservation Law

Altought still a debated topic, the so-called Geometric Conservation Law (GCL)

is a generally accepted [55] consistency requirement between the mesh elements

volume change in time and the mesh velocities

d

dt

∫

Ω(t )
dΩ=

∮

∂Ω(t )
n̂ ·vdΓ (1.9)

This relation was first introduced in [161] and further discussed in [156] as an addi-

tional conservation law to be satisfied by numerical simulations of unsteady flows

on moving domains. The importance and necessity of fulfilling a discrete Geo-

metric Conservation Law (DGCL), specific for each discretization scheme, in nu-

merical simulations on moving domains is subject to a vivid debate, which is well

summarized in the detailed review given in [55].

Time accuracy and numerical stability are the main issues related with the

analysis of the GCL. Several works aimed at providing proofs of sufficiency and

necessity of a DGCL for time-accuracy and numerical stability for selected ALE

schemes. In [78] it is proved that the DGCL is a sufficient condition for a numerical

scheme which is p-th order time-accurate on a fixed grid to be at least first-order

accurate on moving grids, while in a following paper [71] some time-accurate nu-

merical schemes not compliant with a DGCL are designed, proving that the DGCL

is not a necessary condition for reaching the design order of accuracy in time,

when the latter is higher than one. Design of integration schemes that are both

high-order time-accurate and DGCL-compliant is presented in [117]. In [57] it is
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proved for sample ALE schemes that fulfilling a DGCL is a necessary and sufficient

condition for a numerical scheme which is nonlinearly stable on fixed grids to re-

tain nonlinear stability on movin grids, while in [28] opposite results are shown

for parabolic problems.

Even if definitive statements of sufficiency or necessity of a DGCL for the time

accuracy or numerical stability of general ALE schemes are missing, there are ev-

idences that not fulfilling a discrete version of the Geometric Conservation Law

(DGCL) determines the onset of spurious oscillations in the numerical solution

[57, 115], thus the GCL is indeed required for numerical consistency. In fact, even

if it can be derived from geometric considerations (in a procedure similar to the

proof of Reynolds’ transport theorem), the GCL is ofter reported as a condition on

the reproduction of a uniform flow field by the numerical scheme. Of course, the

purpose is not the simulation of a uniform flow field per se; instead, the constant

solution is the easiest consistency test that can be performed in numerical anal-

ysis, and the uniform flow field test is similar to the patch test in finite element

methods [127]. It is easy to show that given an uniform flow field u(x, t ) ≡ w(t ) on

an infinite domain, according to the conservative Euler equations of gas dynamics

it should satisfy the relation

|Ω|dw

dt
= 0 (1.10)

on any bounded fixed domain Ω, thus the field w is also constant in time. Plug-

ging this solution into the ALE formulation of the governing equation on a moving

domain Ω(t ), we get

d

dt
(|Ω|w)+

∮

∂Ω(t )
n̂ ·vdΓw = 0 (1.11)

so

|Ω(t )|dw

dt
+

(
d|Ω|
dt

+
∮

∂Ω(t )
n̂ ·vdΓ

)

w = 0 (1.12)

From the last relation, we see the uniform flow field cannot remain constant in

time if the GCL is not satisfied, and this gives rise to a zeroth-order, consistency

error in the satisfaction of eq. 1.10.

Beside the theoretical discussion and the tangible implications on the solution

consistency, from the practical point of view the GCL provides an additional con-

straint on the flow equations that is reflected on the algorithm chosen for the com-

putation of mesh velocities needed in ALE formulations (see eq. 1.12). Thus, sev-

eral works have focused on designing algorithms for the evaluation of mesh veloc-

ity (typically their component normal to element faces in finite volume schemes,

or their gradient and divergence in finite element schemes) while automatically

fulfilling a DGCL condition [117, 55, 94].
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1.4 State of the art of unstructured mesh adaptation

Unstructured mesh adaptation is becoming an integral part of the Computational

Fluid Dynamics (CFD) simulation workflow [129], together with the initial mesh

generation, the numerical solution of the flow equations — possibly optimized

for a High Performance Computing (HPC) environment — and a postprocessing

phase. In an unsteady flow simulation over moving boundaries, mesh adaptation

can accomplish a twofold objective:

1. Locally refining/coarsening the mesh according to the flow solution, in order

to improve the solution accuracy without the computational overhead that

would be caused by a uniform mesh refinement strategy.

2. Modeling moving boundaries during unsteady simulations, as in the case of

fluid–structure interaction and aeroelastic simulations, while maintaining a

body-fitted mesh.

Mesh refinement/coarsening needs the development of an indicator function

to guide the mesh adaptation phase. This indicator function depends on the flow

solution, and its definition determines the type of mesh adaptation that is being

performed:

• Feature-based and Hessian-based mesh adaptation, where the indicator

function is designed to target specific flow pattterns through a convenient

combination of the solution and its derivatives (typically the gradient and

Hessian) or to control the interpolation error by means of the reconstructed

Hessian of the solution [9]. Some issues with this type of indicators are well-

known (gradients can possibly follow shocks in the wrong location if a too

coarse initial grid is used [129, 166], and the reconstructed Hessian can be

non-convergent [129, 98]), but they have been successfully used for engi-

neering adaptation purposes.

• Goal-oriented mesh adaptation, where the indicator function is designed to

minimize the error on a specified functional of the flow solution (such as

lift or drag). This indicator is typically an adjoint-weighted error estimator

which requires an adjoint flow solution to be computed [61, 9].

It is worth mentioning that the aim of modelling moving boundaries can be

currently tackled with other methods alternative to the body-fitted meshes. For

example:

• In overset grid methods [29, 81], the computational domain is split in over-

lapping blocks, each of them meshed independently in order to ease the
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problem of generating a body-fitted mesh around complex geometries.

Continuity among the different blocks is then restored by means of interpo-

lation conditions that the solution is required to satisfy on the overlapping

zones of the domain. As explained in the next sections, with these methods

it could be difficult to ensure conservation [165].

• In immersed boundary methods [123] a body-fitted mesh is never produced,

and the fluid flow equations are solved on a geometrically simpler, wider

computational domain that includes the boundary in its interior. Bound-

ary conditions are reproduced by means of a specifically designed artificial

forcing term which is introduced into the flow equations [123], or by means

of cut-cell methods [151]. Difficulties with this class of methods usually

arise when trying to improve grid resolution near solid walls. The combi-

nation of immersed boundary methods with unstructured mesh adaptation

for boundary layers has been proposed in several works [151, 1].

Although a thorough analysis of these methods is beyond the scope of this work,

we note that they are not free from conservation issues as well. Details about con-

servation problems arising from solution interpolation in overset grid methods

are presented in [165], while a discussion on the lack of conservation near sharp

immersed boundaries can be found in [147].

The specific mechanisms of unstructured mesh adaptation vary depending on

whether mesh connectivity has to be preserved, or not. Common strategies for

constant-connectivity mesh adaptation (also called moving mesh methods) con-

sider recasting the problem in terms of partial differential equations (driven by

the indicator function as a forcing, or variable stiffness term), so they are global

methods. Topology-changing mesh adaptation, instead, relies on a set of mesh

modifications (like node insertion, removal, edge swap and element split) that

can be performed locally whenever a certain threshold in the indicator function

is reached.

1.5 Conservative interpolation

Solution reconstruction on adaptive meshes. Every time that some type of

mesh adaptation is performed (being node relocation, edge swapping, node inser-

tion or removal), the discrete solution values known on the previous mesh (com-

monly referred to as the background mesh [65, 7] need to be transferred to current

mesh entities.

The solution reconstruction process can be conceptually split in two steps [7]:
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1. Localization of current nodes into elements of the previous mesh (or vice

versa, depending on the algorithm), in order to select a stencil of nodes to

be used for the solution mapping from the background to the current mesh.

2. Solution transfer on the current mesh, given the solution on the background

mesh.

Localization relies on search algorithms, so its computational cost depends

on the underlying data structures used in the program at hand. A common algo-

rithm consists in building a search path by going from neighbour to neighbour

until the node is located into an element [65, 114, 6]. Typical difficulties with

this algorithm can arise with non-convex domains, holes inside the domain and

non-matching1 surface discretizations (see [65, 114, 6] for a thorough discussion

of localization algorithms). Since searching is particularly efficient on grid data

structures and quadtrees/octrees, the above algorithm is frequently coupled with

grid/octree searching to restrict the space region where the search path is built

[114, 6]. Localization algorithms are typically unnecessary in conservative solu-

tion transfer methods which track local modification in time (as the one consid-

ered in this work), thus implicitly localizing new mesh nodes into the old mesh.

The solution transfer step allows to use the discrete solution available on the

background mesh to reconstruct the current solution. For example, a classical

linear interpolation of nodal values would need the localization of each current

node xnew
i into an element Ωold

k of the previous mesh, so that the current values

can be computed from the evaluation of linear shape functions at the coordinates

of the new node (so-called area coordinates)

u(xnew
i ) =

d∑

j=i
θ(k)

j (xnew
i )u(xold

j ) (1.13)

Again, conservative solution transfer methods which track local mesh modifica-

tion in time are able to skip any explicit solution transfer step.

A number of properties contribute to the quality of a solution transfer algo-

rithm:

• Efficiency, in terms of memory usage, computational cost (number of oper-

ations, global or local nature of the algorithm) and parallel scalability [114].

• Accuracy, especially when adaptation and solution transfer has to be per-

formed several times during the time simulation [6].

1In this case, by non-matching surface discretizations we denote two different discretizations

of the same geometric boundary, producing gaps and overlaps between the background and the

current mesh.
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• Capability of handling of non-matching discrete boundaries, since a non-

matching geometry typically requires some ad-hoc modifications of the so-

lution reconstruction algorithm [7].

Local solution conservation In numerical simulations based on a conservative

formulation of the governing equations, standard solution interpolation proce-

dures do not allow an automatic preservation of the conservation property. In

unsteady compressible flow simulations, where adaptation is performed recur-

rently at many time steps, the interpolation error accumulates throughout time

integration, and can indeed become the main source of numerical errors in the

solution [5]. Outside the domain of mesh adaptation, the adverse effects of stan-

dard solution interpolation techniques has been recognized also in overset grids

methods [165]. For this reason, several works have focused on the study of conser-

vative interpolation procedures which guarantee, at least, the conservation of the

volume integral of the solution (i.e. the L1 norm, commonly referred as the mass

of the solution) from the background to the current mesh

∫

Ωold
uold dΩ=

∫

Ωnew
unew dΩ (1.14)

where the superscripts old and new mean that we are dealing with the numerical

approximations of the integral on the old and new mesh, respectively.

It is worth noticing that the last equation should hold both globally and locally,

and locality is often exploited to build the conservative interpolation algorithm

[59, 7, 94, 140].

Some families of approaches are reported here, without the ambition of be-

ing complete. The main conceptual difference among them relies in attempting a

direct numerical evaluation of eq. 1.14, or reconvering conservation by consider-

ing each element in the current mesh as an evolution of a parent element in the

background mesh.

1. Galerkin projection — Several works [69, 59] enforce conservation by per-

forming a Galerkin projection of the solution from the finite dimensional

space U
old on the old mesh to the finite dimensional space U

new on the

new mesh as

〈vnew,unew〉L2(Ω) = 〈vnew,uold〉L2(Ω), ∀vnew ∈U
new (1.15)

The left hand side of eq. 1.15 can be computed element-wise on the new

mesh Ω
new, while the right hand side needs the computation of the inter-

section of each elements Ω
new
k of the new mesh with the set of elements of

the old mesh {Ωold
j ⊂ Ω

old : Ωold
j ∩Ω

new
k 6= ;} partially covering it, since the
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right hand side of eq. 1.15 involves products of functions defined on the two

different meshes. The same need for computing intersections arises in any

direct numerical evaluation of eq. 1.14.

Alternatively, the right hand side of eq. 1.15 can be numerically evaluated by

building a supermesh [60, 3], made of a constrained Delauney triangulation

of the union of nodes and edges of both the background and current meshes

[60]. In [59] the supermesh approach is applied locally rather than globally

for the assembly of the right hand side.

The projection method produces a sparse linear system to be solved, but is

still a global method.

2. Local mesh intersections — These methods enforce the conservation prop-

erty locally on the intersection of each element of the new mesh Ω
new
k with

the elements the old mesh Ω
old, possibly with the introduction of a super-

mesh [118]. Then, the solution is trasferred by means of a solution recon-

struction procedure [7, 118].

3. Swept volumes integration — This family of approaches stems from the geo-

metric consideration that an arbitrary variation of an infinitesimal element

volume can be written as a function of the volumes swept by a variation δx

in the position of its boundaries dΓ

δdΩk = n̂ ·δxdΓ (1.16)

so the variation of a function u integrated over an element Ωk can be split in

a term related to the intrinsic variation of u, and a term related to volumes

swept by the boundaries of Ωk

δ

∫

Ωk (t )
udΩ=

∫

Ωk (t )
δudΩ+

∮

∂Ωk (t )
n̂ ·δxudΓ (1.17)

The last term in the right hand side represents the variation in the integral

of the function field u due to volume variations only. This approach was

introduced in [50] and has been used to enforce conservation in Arbitrary

Lagrangian-Eulerian methods where solution and grid are firstly updated

with a Lagrangian phase, then the nodes position is enhanced with a rezon-

ing phase, and lastly the Lagrangian solution is interpolated on the rezoned

grid with in a remapping phase [50, 116]. This method is naturally suited

for constant-connectivity meshes, as it is always possible to apply this pro-

cedure at each mesh element Ωk and to compute the volume swept by its

faces. This approach has been extended to changing-connectivity meshes

in [100], under the restriction of a single reconnection per edge, by means of
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a three-steps procedure. Firstly, the deleted edge is shrunk into its barycen-

ter; secondly, the new edge connectivity is established; lastly, the new edge

is expanded until its final nodes configuration. This fictional splitting of the

edge reconnection allows for the computation of swept volumes even with

connectivity change.

More recently, an analogous time evolution interpretation of topology

change for unstructured mesh adaptation has been introduced in [75, 94,

140] in order to preserve conservation and automatically fulfill a DGCL con-

dition in unsteady ALE schemes where adaptation is performed between

time step t (n) and t (n+1). This is the computational approach used in this

work, and it will be further discussed in the following chapters. Instead

of explicitly interpolating the solution from the background to the current

mesh, the swept-volumes approach is used to numerically evaluate the

mesh interface velocities v which are necessary for the solution of the gov-

erning equations in ALE form (eq. 1.12). In fact, the change in volume of

each cell reads

∆|Ωk | = |Ωk |(n+1) −|Ωk |(n) =
∫t (n+1)

t (n)

∮

∂Ωk (t )
n̂ ·vdΓdt (1.18)

and it can be further split into the contribution given by each cell interface

Γki (t ) as

∆|Ωk | =
Ni∑

i=1
∆|Ωki | (1.19)

where

∆|Ωki | =
∫t (n+1)

t (n)

∫

Γki (t )
n̂ ·vdΓdt (1.20)

Since the volumes swept by each cell interface can be computed also with

changing connectivities thanks to the three-steps procedure previously out-

lined, coupling of the DGCL condition (eq. 1.20) with the ALE formulation

of the governing equations (eq. 1.12) provides a closed system to be solved

for the flow solution u and the cell interface velocities v.

Finally, it is worth noting that a similar time evolution interpretation of lo-

cal mesh adaptation has been proposed in [101], where it is exploited for

the construction of space-time elements compatible with mesh adaptation

in order to preserve conservation of linear and angular momentum in La-

grangian dynamics formulations of continuum mechanics.

Aside from a comparison of the accuracy of each scheme, the point of view of

the implementation in a computer code also deserves some attention. A straigth-

forward advantage of swept-volumes approaches over the mesh-intersection ones
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Figure 1.1 – Structured grid gen-

eration around solid bodies (from

[157]).

Figure 1.2 – Laplacian-based r-adaptation on a

steady compressible flow solution. Left: Initial grid

and density solution. Right: Adapted mesh.

Figure 1.3 – Laplacian-based grid generation and mesh adaptation.

is that the first ones do not need search algorithms to localize new mesh nodes

into the background mesh. However, this comes at the cost of tracking each local

mesh modification for the computation of the swept volumes. This requires the

implementation of data structures well-suited for mesh adaptation [63], and the

development of a tight coupling of the flow solver with the remesher software.

1.6 Constant-connectivity mesh adaptation

Mesh adaptation with constant elements connectivity, based only on nodes re-

location (from which the name r-adaptivity, or moving mesh methods) offers the

interesting possibility of preserving the one-to-one node mapping from the old

to the new mesh. This is particularly useful in Arbitrary Lagrangian–Eulerian for-

mulations of the flow equations, since by providing a GCL-compliant numerical

evaluation of mesh velocities v it is possible to avoid any solution interpolation

step, as the solution on the new mesh will be updated through the flow equations

in ALE form (eq. 1.12). Following the review given by Budd et al. in [31], moving

mesh methods can be classified as velocity-based or location-based, depending

on whether a solution for the velocity or the position of the mesh nodes is sought.

The former has evolved from Lagrangian formulations of fluid dynamics, where

the position of mesh nodes is obtained through time integration of particle veloc-

ity. The latter can be further subdivided in two main families of approaches.

• Historically, the origins of Laplacian-based mesh generation methods can

be linked to the analogy with potential flow theory. Through the solution

of a Laplace equation ∇2φ= 0, smooth flow potential isolines φ= const are

produced around curved bodies, like the curvilinear coordinate system one
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would like to achieve in body-fitted structured grid generation (as in fig-

ure 1.1). If we define the coordinates x = (x1, . . . , xd ) on the physical domain

Ωx ∈ R
d and the curvilinear coordinates ξ = (ξ1, . . . ,ξd ) on a reference do-

main ΩξR
d , a body-fitted equidistribution of the reference coordinates ξ

could than be obtained by solving the Laplace equation2

∇2
xξ= 0 (1.21)

in the physical domain Ωx (this implies an independent Laplace equation

∇2
xξi = 0 in each space direction i = 1, . . . ,d). This is a classical approach in

structured body-fitted grid generation [157], which can be then generalized

to a Poisson equation

∇2
xξ= p(x) (1.22)

in order to drive mesh points in specific zones through the source term p(x),

or through a variable diffusion equation introduced by Winslow [169]

∇∇∇x · (D(x)∇∇∇xξ) = 0 (1.23)

where the diffusion coefficient D(x) allows to gather mesh points in speci-

fied zones, while providing an automatic stiffening effect in elements with

shrinking dimension. Equations 1.21, 1.22, and 1.23 are usually transformed

from the physical domain Ωx to the reference one Ωξ in order to directly

solve them for the mesh point coordinates x(ξ). After the transformation,

the resulting PDEs are nonlinear, but the reference domain Ωξ is gener-

ally chosen as a combination of rectangular subdomains [157], making it

amenable to standard finite difference methods [169]. Passage from mesh

generation to mesh adaptation is possible by replacing the source or diffu-

sion terms with a monitor functionωdependent from the fluid flow solution

and its derivatives. Extension to unstructured meshes and finite element so-

lutions has been straightforward, once this approach has been generalized

to include elliptic PDEs obtained from the minimization of an adaptation

functional (as in [87, 91, 51], among others). Dynamic mesh adaptation

can be performed either by solving a steady elliptic problem for the mesh

adaptation at each time step (as in [154, 38]) or by adding the time dimen-

sion to the adaptation functional (for example in [111, 90]). Alternatively,

this approach can be used to formulate elliptic problems directly in the ref-

erence domain, as proposed in [37] and further extended in [153] to con-

sider its application to hyperbolic conservation laws, in [38] to compress-

ible multicomponent flows on triangular meshes, in [13, 14] to the shallow

2The notation ∇∇∇x, ∇2
x is used here to explicitly remark that derivation is performed in the phys-

ical domain Ωx.
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water equations. To the best of the author knowledge, not many applica-

tions to three-dimensional meshes are available to date, being [110] one of

them. More recently, a geometric approach [32] to the solution of the mesh

PDE has been introduced in [88], and in [89] it has shown that the geometric

approach can be successfully used to preserve mesh nonsingularity during

adaptation.

• Elasticity-based methods consider mesh deformation as the elastic defor-

mation of the computational domain Ωx, considered as a fictitious elastic

solid, so they typically employ a Lagrangian formulation of the linear elas-

ticity equations in the reference domain Ωξ. This approach is particularly

used with moving boundaries and interfaces [95, 96, 152, 97]. In order to

avoid mesh tangling for large mesh movements, various solutions have been

proposed in order to introduce variable stiffness dependent from the mesh

element size, such as multiplying the stiffness terms by the Jacobian of the

coordinate transformation [95] or using an elastic modulus dependent on

the undeformed element size [94]. In [128], the variable stiffness approach

is used to drive mesh adaptation by modifying the Lamé coefficients of lin-

ear elasticity through the gradient of a monitor function based on the flow

solution, inspired by the Laplacian-based works.

Arbitrary Lagrangian–Eulerian formulations of the fluid flow equations auto-

matically provide a conservative solution remapping with constant-connectivity

meshes.

1.7 Topology-changing mesh adaptation

In unstructured mesh adaptation with connectivity change and node insertion or

removal, local remeshing has proven to be the most efficient strategy over a global

remeshing approach [129]. Classical local mesh adaptation operations include

nodes relocation, edge split, edge collapse, edge swap, and barycentric element

split. These operations are applied iteratively to improve the mesh according to a

provided indicator function. Usually, the indicator function is an error indicator

that is used to mark elements for refinement or coarsening, according to given

thresholds[167]. Alternatively, the error indicator can be used to specify a target

mesh size.

The idea of specifying a target edge size map has been generalized in aniso-

tropic mesh adaptation, where there is also the need for specifyng desired direc-

tions for element size growth. In the so-called metric-based framework for un-

structured mesh adaptation [129, 66, 8, 124], this is accomplished by interpreting
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the error indicator as a curved Riemaniann surface. Distance and orientation in-

formation become thus encoded into the definition of the metric tensor that is

associated to the surface, giving more weight to highly curved regions of space

[105]. The idea of looking for a transformation x(ξ) : Ωξ →Ωx between a reference

domain Ωξ and the computational domain Ωx is recurrent and has been exploited

in various ways in mesh generation [157, 65], error equidistribution in constant-

connectivity mesh adaptation [51] and of course in ALE methods [46]. In metric-

based mesh adaptation, the scalar product used for distance and volume com-

putations is modified according to a specified metric map given by a tensor field

M (x), so that generating a uniform mesh made of unit-length edges in the met-

ric M (a so-called unit-mesh) automatically produces gathering and orientation

of new elements according to the specific patterns, given by eigenvectors of the

metric field M . The scalar product between two vectors a(x) and b(x) then reads

(a,b)M = a(x) ·M (x) ·b(x) (1.24)

and consequently the norm becomes

||a||M =
√

a ·M (x) ·a (1.25)

Given this notion of edge length, the prescription of the metric field can be linked

to a posteriori error estimation, where some bounds for the approximation error

||u −uh || is sought. This is provided by Céa’s lemma [138], which states that the

approximation error is bounded by the interpolation error ||u −Πhu|| (where Πh

is a Lagrange interpolant)

||u −uh || ≤ c||u −Πhu|| (1.26)

Even if this result is strictly valid only for elliptic problems, it has proven to be

experimentally valid even for hyperbolic problems [8, 66]. Thanks to a Taylor’s

expansion of the interpolation error, the following estimate holds [66]

||u −Πhu||∞,K ≤ cd max
x∈K

max
e∈EK

e · |Hu(x)| ·e (1.27)

Where Hu(x) is the Hessian of the solution, and cd is a constant related to the

space dimension. Following [66], the following estimate holds

||u −Πhu||∞,K ≤ cd max
e∈EK

e ·M (x) ·e (1.28)

where the desired metric tensor map M (x) is defined as a corrected eigendecom-

position of the Hessian tensor of the solution

M̃ = RΛ̃R−1, Λ̃=






λ̃1 0 0

0 λ̃2 0

0 0 λ̃3




 (1.29)
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λ̃i = min

(

max

(
cd |λi |

ǫ
,

1

h2
max

)

,
1

h2
min

)

(1.30)

with λi ,R being the eigenvalues and eigenvectors of the Hessian tensor, hmin,hmax

being the minimum and maximum desired edge length, and ǫbeing the maximum

tolerated interpolation error.

This error estimation has been deemed geometric by its authors, in the sense

that it can be interpreted as the difference between the cartesian surface defined

by the solution u(x) and the piecewise linear approximation of the same surface

Πhu. In this sense, this error estimator should be independent from the specific

PDE problem at hand.

This framework automatically includes isotropic mesh adaptation, which is

recovered by assigning an isotropic metric tensor

M̃ (x) =






λ̃iso(x) 0 0

0 λ̃iso(x) 0

0 0 λ̃iso(x)




 (1.31)

λ̃iso(x) = min

(

max

(

1

h2
iso(x)

,
1

h2
max

)

,
1

h2
min

)

(1.32)

In isotropic mesh adaptation, the isotropic size map hiso(x) is often built relatively

to the previous mesh size, using the error indicator to provide thresholds for re-

finement or coarsening. For smooth problems, interpolation estimates based on

linear functions propose the Hessian of the solution as a natural candidate for er-

ror estimation [167, 114], and the Hessian indicator has been extended to avoid

singularities when dealing with non-smooth features such as shocks [167, 94]. Af-

ter an error estimator is computed, this is used to mark the elements to be tar-

geted for refinement/coarsening according to given thresholds, possibly perform-

ing multiple hierarchical evaluations [2].

1.8 Thesis contributions and manuscript organization

The first aim of the research work discussed in this thesis is to extend an in-

house conservative solution transfer technique, developed at the Department of

Aerospace Science and Technology of Politecnico di Milano, to a three-dimen-

sional aeroelastic application. Original contributions presented in this work con-

cern:

C1: The aeroelastic numerical simulation of three-dimensional nonclassical ai-

leron buzz with conservative topology-changing mesh adaptation.
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C2: The development of a simple shape interpolation procedure for the sim-

ulation of two-dimensional compressible flows over morphing boundaries

with conservative topology-changing mesh adaptation.

C3: The development of a numerical model for dynamic constant-connectivity

mesh adaptation.

C4: The development of a low-dimensional structural model for three-dimen-

sional constant-section camber-morphing wings.

Results have been reported in the following international conferences:

• Proceedings:

– L. Cirrottola, M. Morandini, G. Quaranta, A generalized beam formu-

lation for the dynamic analysis of camber-morphing helicopter blades.

2015 International Forum on Aeroelasticity and Structural Dynamics

(IFASD), St. Petersburg, Russia, June 28–July 2, 2015.

– L. Cirrottola, G. Quaranta, B. Re, C. Dobrzynski, A. Guardone, Numeri-

cal simulation of nonclassical aileron buzz over 3D unstructured adap-

tive meshes, ECCOMAS ECCM–ECFD 2018, Glasgow, June 11–15, 2017.

– L. Cirrottola, M. Morandini, G. Quaranta, Generalized beam mod-

els analysis for aeroelastic morphing applications, ECCOMAS

ECCM–ECFD 2018, Glasgow, June 11–15, 2017.

• Conferences:

– L. Cirrottola, B. Re, G. Quaranta, Simulation of compressible flows over

opening wing-flap configurations, International Conference on Adap-

tive Modeling and Simulation (ADMOS), Verbania, June 25–28, 2017.

This manuscript is structured as follows.

• Part I presents the conservative methodology for unsteady compressible

flows over adaptive meshes with topology change (chapter 2) and adaptive

meshes with constant connectivity (chapter 3, C3).

• Part II presents the extension to rigid fluid–structure interaction and mor-

phing boundaries (chapter 4, C2) and the development of low-dimensional

structural models for morphing aeroelastic applications (chapter 5, C4).

• Part III finally shows the three-dimensional aeroelastic application of con-

servative mesh adaptation with moving bodies and morphing boundaries

to the analysis of nonclassical aileron buzz (chapter 6, C1,C2).

Finally, conclusions drawn from all parts are given jointly in chapter 7.
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2Finite-volume ALE formulation of

compressible fluid flows with

conservative mesh adaptation

This chapter describes the Flowmesh solver for unsteady inviscid compressible

flows developed in [75, 94, 140], which has been optimized, extended and em-

ployed throughout this work. Conservative mesh adaptation is performed through

the link with the MMG remeshing library [45, 42]. Section 2.1 recalls the govern-

ing equations, section 2.2 introduces the edge-based finite-volume discretization,

while sections 2.3 and 2.4 present the time integration algorithm. Mesh deforma-

tion is introduced in section 2.5, while the peculiar continuous time interpreta-

tion of local remeshing operations allowing for the conservative solution transfer

between topology-changing adapted meshes is presented in section 2.6. Mesh

adaptation strategies are recalled in section 2.7. Finally, novel contributions to

the software implementation are briefly presented with a basic overview of data

structure issues (section 2.8) and the optimization of search operations through

hash functions (section 2.9).

2.1 Arbitrary Lagrangian–Eulerian formulation

As introduced in chapter 1, we consider the conservative Arbitrary La-

grangian–Eulerian formulation of inviscid compressible flows on a moving do-

main Ω(t ) [46]
d

dt

∫

Ω(t )
udΩ+

∮

∂Ω(t )
n̂ · (F(u)−vu)dΓ= 0 (2.1)

where u is the array of the conservative solution, composed by the mass density

ρ, the momentum density ρU and the total energy density ρe t , and F(u) is its flux

u =






ρ

ρU

ρe t




 , F(u) =






ρU

ρU⊗U+P (ρ,e)I

ρe t U+P (ρ,e)U




 (2.2)

Pressure P (ρ,e) is computed through a suitable equation of state. The moving

domain velocity is represented by the vector field v.

Equations 2.1 are valid on each moving element Ωk (t ) in a triangulation of the

domain Ω(t ). Considering domain motion means both allowing the boundary to
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move, i.e. ∂Ω(t ) as in the case of aeroelastic simulations, but also allowing the

movement of mesh elements Ωk (t ) with fixed domain boundaries, as it is often

the case in mesh adaptation.

This equations are required to fulfill the Geometric Conservation Law

d

dt

∫

Ω(t )
dΩ=

∮

∂Ω(t )
n̂ ·vdΓ (2.3)

which is considered as an additional constraint necessary for the consistency of

the numerical results.

2.2 Node-pair finite-volume discretization

We consider a node-centered finite-volume discretization of the equations in the

domain Ω(t ). This is done by considering a simplicial mesh of the domain Ω(t ),

and defining the dual tessellation Th(t ) made by control cells Ci (t ) surrounding

each mesh node i (see for example figure 2.1). This leads to the definition of the

control cell volumes Vi (t ) and the averaged solution ui (t ) as

Vi (t ),
∫

Ci (t )
dΩ, ui (t ),

∫

Ci (t )
u(x, t )dΩ (2.4)

Interfaces between control cells i and k, necessary for flux computations, are de-

fined as

∂Ci k (t ), ∂Ci (t )∩∂Ck (t ) (2.5)

while control cells interfaces lying on the domain boundary are denoted as

∂C
∂
i (t ), ∂Ci (t )∩∂Ω(t ) (2.6)

Following [145], this allows us to define the integrated normal vectors ηi k (t ),ξi (t )

and the integrated normal velocities νi k (t ),ν∂i (t ) as

ηi k (t ),
∫

∂Ci k (t )
n̂i dΓ, νi k (t ),

∫

∂Ci k (t )
n̂i ·vdΓ

ξi (t ),
∫

∂C
∂
i (t )

n̂i dΓ, ν∂i (t ),
∫

∂C
∂
i (t )

n̂i ·vdΓ
(2.7)

This node-pair formulation [145] can encompass both finite-volume and finite el-

ement discretizations. In general, a node-pair is a couple of mesh nodes inter-

acting in the numerical scheme. For finite-volume discretization on simplicial

meshes, node-pairs simply correspond to mesh edges, while on other meshes it is

possible to have node-pairs not overlapping with mesh edges1

1In two dimensions, an example is provided by a linear finite element discretization of a quad-

rangular element, making two opposite nodes interact in the numerical scheme (thus forming a

node-pair) while not being connecting by a mesh edge [64].
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i

j

l
k

∂Cil(t)

η̂il

∂Cij(t)
η̂ij

Ci(t)

∂Cik(t)

η̂ik

∂C∂
i (t)

ξ̂∂i

Figure 2.1 – Example of two-di-

mensional node-pair discretiza-

tion.

It can be shown that, for a finite-volume to

be closed and for the scheme to be conservative,

the following relations hold [146]

ηi k (t ) =−ηki (t )

νi k =−νki
∑

k∈Ki , 6=

ηi k (t )+ξi (t ) = 0

(2.8)

where

Ki , 6= = {k : ∂Ci ∩∂Ck 6= ;} (2.9)

denotes the set of nodes adjacent to node i and

distinct from it, so that looping on the this set means looping on the set of node-

pairs connected to node i . For convenience, the integrated normal vectors norms

ηi k ,ξi and unit vectors η̂i k , ξ̂i are straightforwardly defined as

ηi k = ||ηi k ||, η̂i k = ηi k

ηi k

ξi = ||ξi ||, ξ̂i =
ξi

ξi

(2.10)

Introducing a numerical approximation for fluxes (whose definition will be

detailed in the following) as

φi k (ui ,uk ,νi k ,ηi k ) ≃
∫

∂Ci k

n̂ · (F(u)−vu)dΓ

φ∂
i (ui ,ν∂i ,ξi ) ≃

∫

∂C
∂
i

n̂ · (F(u)−vu)dΓ
(2.11)

allows us to write the node-pair finite-volume approximation of the governing

equations in ALE form for each control cell Ci as

d

dt
(Vi (t )ui ) =−

∑

k∈Ki , 6=

φi k (ui ,uk ,νi k ,ηi k (t ))−φ∂
i (ui ,ν∂i ,ξi (t ))

∀Ci (t ) ∈Th(t )

(2.12)

It is worth noticing that quantities Vi (t ), ηi k (t ), ξi (t ) are directly computable

from the mesh at time instant t (typically an adapted mesh), so they will be as-

sumed to be known at each time step and they will be used for the enforcement of

the Geometric Conservation Law (GCL).

2.2.1 Swept volumes and Interface Velocity Consistency

As anticipated in chapter 1, the node-pair discretization of the GCL (eq. 2.3) will

be used to compute the integrated interface normal velocities needed for the com-

putation of the ALE numerical fluxes.
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i

j

k

l
Ωm(t(n))

i

j

k

l

Ωm(t(n+1))

Figure 2.2 – Volume swept (grey) by the contribution brought by the tetrahedral element

Ωm to the interface Γi j (blue) during mesh modification with constant connectivity oc-

curring in the interval [t (n), t (n+1)].

Defining the volume change ∆Vi (t ;τ) of cell i as a function of time, with re-

spect to the past volume at time τ, in terms of volumes swept by its interfaces as

∆Vi (t ;τ) =Vi (t )−Vi (τ) =
∑

k∈Ki , 6=

∆Vi k (t ;τ)+∆V ∂
i (t ;τ) (2.13)

allows to split the cell volume in a reference part, plus the volume change

Vi (t ) =
∑

k∈Ki , 6=

∆Vi k (t ;τ)+Vi (τ) (2.14)

A three-dimensional example representation of the volume swept by a moving

interface is given in figure 2.2, where the contribution brought by the portion of

the interface Γi j (t ) in the element Ωm(t ) is considered. The above splitting of the

cell volume is readily used to express the cell volume time derivative as

d

dt
Vi (t ) =

∑

k∈Ki , 6=

d

dt
∆Vi k (t ;τ)+ d

dt
∆V ∂

i (t ;τ) (2.15)

It follows from calculus2 that

d

dt
∆Vi k (t ) =

∫

∂Ci k (t )
n̂i ·vdΓ

d

dt
∆V ∂

i (t ) =
∫

∂C
∂
i (t )

n̂i ·vdΓ
(2.17)

2The volume ∆V swept by an arbitrary moving surface Γ can be computed through integration

of the volume element swept by the area element dΓ in the infinitesimal time dt , which reads [137]

dV = n̂ ·vdΓdt (2.16)

where n̂ is the normal unit vector of the surface and v is the surface velocity.
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When the node-pair discretization is introduced for the above relations, the fol-

lowing Interface Velocity Consistency (IVC) relations [126] are derived

d

dt
∆Vi k (t ) = νi k (t )

d

dt
∆V ∂

i (t ) = ν∂i (t )
(2.18)

The above relations, when replaced into equation 2.15, provide the following Dis-

crete Geometric Conservation Law (DGCL) for each control cell

d

dt
Vi (t ) =

∑

k∈Ki , 6=

νi k (t )+ν∂i (t ), ∀Ci (t ) ∈Th(t ) (2.19)

which is the node-pair discretization of the GCL (equation 2.3).

Finally, combining equation 2.12 with the IVC relations 2.18 (which provide a

sufficient condition for the fulfillment of the DCGL 2.19), the semi-discrete system

of equation is obtained

d

dt
(Vi (t )ui ) =−

∑

k∈Ki , 6=

φi k (ui ,uk ,νi k ,ηi k (t ))−φ∂(ui ,ν∂i ,ξi (t ))

d

dt
∆Vi k (t ) = νi k

d

dt
∆V ∂

i (t ) = ν∂i

∀Ci (t ) ∈Th(t ), k ∈Ki , 6=

(2.20)

Quantities ∆Vi k (t ) and ∆V ∂
i (t ) are known from the mesh, together with quantities

Vi (t ), ηi k (t ), ξi (t ), so the above system is complete in the unknowns ui ,νi k ,ν∂i .

2.2.2 Metrics computation

After a dual cell is defined for each mesh node from contribution brought by each

element connected to the given node, computation of integrated normal vectors

follows from geometric considerations. Details about the two-dimensional com-

putations can be found in the PhD thesis of D. Isola [93], while extension to the

three-dimensional case can be found in the PhD thesis of B. Re [141].

2.2.3 Domain numerical fluxes

In this work, a numerical approximation for solution flux across domain interfaces

φi k (ui ,uk ,νi k ,ηi k ) ≃
∫

∂Ci k (t )
n̂ · (F(u)−vu)dΓ (2.21)
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is defined using a Total Variation Diminishing (TVD) approach [162]. Thus, a

second-order centered approximation Φ
I I and a first-order Roe approximate Rie-

mann solver ΦI [109, 108, 160])

Φ
I I (ui ,uk ,ηi k ,νi k ),ηi k ·

F(ui )+F(uk )

2
−νi k ·

ui +uk

2

Φ
I (ui ,uk ,ηi k ,νi k ),ηi k ·

F(ui )+F(uk )

2
−νi k ·

ui +uk

2
− 1

2
|Ã| (uk −ui )

(2.22)

are blended with a flux-limiter approach so that the first order, monotonicity pre-

serving scheme is employed near solution discontinuities, while the second order

scheme is used in smooth flow regions.

The Roe matrix Ã is built using the Jacobian of the flux function projected

along the normal direction η̂i k evaluated at the intermediate Roe state ũ(ui ,uk ).

Intermediate state (ρ̃,m̃, h̃t ) for a polytropic ideal gas reads

m̃ =
mi

p
ρk +mk

p
ρi

p
ρi +

p
ρk

h̃t =
ht

i
p
ρk +ht

k
p
ρi

p
ρi +

p
ρk

(2.23)

and ρ̃ =p
ρiρk as the Roe matrix is independent from its value for an ideal poly-

tropic gas (an extension to van der Waals gas can be found in [76]).

Matrix |Ã| is built taking the eigenvalue decomposition of matrix Ã and replac-

ing signed eigenvalues by their absolute values

Ã = R̃Λ̃L̃ (2.24)

|Ã| = R̃|Λ̃|L̃ (2.25)

where |Λ(ũ,νi k ,ηi k (t ))| is the diagonal matrix built with the absolute values of the

integrated eigenvalues λ̃=λ(ũ,νi k ,ηi k (t )) in three dimensions

λ(ũ,νi k ,ηi k (t )) =












ηi k (t ) · m̃
ρ̃ −νi k + c(ũ)ηi k (t )

ηi k (t ) · m̃
ρ̃ −νi k

ηi k (t ) · m̃
ρ̃ −νi k

ηi k (t ) · m̃
ρ̃ −νi k

ηi k (t ) · m̃
ρ̃ −νi k − c(ũ)ηi k (t )












(2.26)

When the eigenvalues are close to zero, the numerical dissipation provided by the

upwind term in the Roe flux can be too small, and the Roe linearization may fail to

satisfy the entropy condition, necessary for the convergence to a unique physically

relevant weak solution [109]. For this reason, an entropy fix is employed to provide
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a suitable modification of the eigenvalues to avoid the problem [131]. In this work,

the entropy fix proposed in [145] is employed

λ̂p =







|λ̃p | if |λ̃p | > δ̃

λ̃2
p + δ̃2

2δ̃+ǫ
if |λ̃p | < δ̃

(2.27)

where ǫ= 10−12 is a small parameter to avoid division by zero, and δ̃ is a function

of the Mach number M evaluated at the intermediate state as

M(ũ,νi k ,ηi k (t )) = 1

c(ũ)

(
ηi k (t ) ·m̃

ρ̃
− νi k

ηi k (t )

)

δ̃= 1

5

(

M(ũ,νi k ,ηi k (t ))+1
)

(2.28)

Flux limiter. A flux limiterΓ is used to blend first order and second order scheme

in the definition of the numerical flux

φi k =φI
i k +Γ

(

φI I
i k −φI

i k

)

=φI I
i k +

1

2
R̃|Λ|

(

Γ− I5) L̃(uk −ui ) (2.29)

The diagonal flux limiter Γ is defined according to the definition given by van

Leer [162]. Limiters typically use the ratio of consecutive gradients over an un-

structured mesh in the attempt to measure the smoothness of flow. In the node-

pair framework, this is achieved through the extended node-pair structure [77].

Taking into consideration the node-pair i−k, their extension i∗−i−k−k∗ is build

by finding the edges i∗− i and k −k∗ which are best aligned in the direction i −k.

This allows the definition of the p-component of the characteristic jump as

q̃p =







ηi k · (xk −xi )

ηi k · (xk∗ −xk )
L̃p (uk∗ −uk ) if λ̃p > 0

ηi k · (xk −xi )

ηi k · (xi −xi∗)
L̃p (ui −xi∗) if λ̃p ≤ 0

(2.30)

where L̃p is the p−th row of the left eigenvector matrix.

2.2.4 Boundary numerical fluxes

Boundary conditions are imposed in weak form, so boundary numerical fluxes are

defined as the evaluation of the numerical flux φ∂
i in a specified boundary state

u∂
i (ui ,ξ∂i ,ν∂i ).

Slip (wall) boundary conditions are imposed through the definition of a

boundary state characterized by the relative wall-normal flow velocity (mi ·
ξ̂i )/ρi −v · ξ̂i , so

u∂,W
i = ui −







0
(

mi · ξ̂i − φiνi

ξi

)

ξ̂i

1
2ρi

∣
∣
∣mi · ξ̂i − φiνi

ξi

∣
∣
∣

2







(2.31)
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and its numerical flux reads

Φ
∂,W
i =Π(ui )






0

ξi

ν∂i




 (2.32)

Non-reflecting boundary conditions are based on a characteristic directions

analysis to impose inflow or outflow conditions on each characteristic field [77].

This leads to the following definition of the boundary state

u∂,∞
i (ui ,ν∂i ,ξi ) = ui +R(ui ,ξi )S N (ui ,ν∂i ,ξi )L(ui ,ξi )(u∞−ui ) (2.33)

where S N selects only the parts of matrix Λ with strictly negative eigenvalues,

and u∞ is the prescribed asymptotic flow state.

2.3 BDF time integration

The semi-discrete flow equations 2.20 are discretized in time through Backward

Differentiation Formulæ [139]. Thus, the approximation of the time derivative of

a function y or order p +1 reads

dy

dt
≃ 1

∆t

p∑

q=−1
aq yn−q (2.34)

Since the DGCL relation (equation 2.18) involves swept volumes between different

time instants, it is convenient to recast this formula by defining

∆yn = yn − yn−1, αq =
q∑

d=−1
ad (2.35)

leading us to the equivalent formula

dy

dt
≃ 1

∆t

p−1∑

q=−1
αq∆yn−q (2.36)

Using relations 2.34, 2.36 for the approximation of the semi-discrete equa-

tions 2.20 leads to the fully discrete system

p∑

q=−1
aqV

n−q
i u

n−q
i =−∆t

[

∑

k∈Ki , 6=

φi k (ui ,uk ,νi k ,ηi k (t ))+φ∂
i (ui ,ν∂i ,ξi (t ))

]n+1

p∑

q=−1
αq∆V

n−q
i k =∆tνn+1

i k

p∑

q=−1
αq∆V ∂

i
n−q =∆tν∂i

n+1

(2.37)
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where [φ(·)]n+1 denotes the implicit evaluation of numerical fluxes at time t (n+1).

The above nonlinear system can in principle be solved by a Newton-Raphson pro-

cedure, but the poor diagonal dominance poses problems to the convergence of

the procedure. In order to improve the diagonal dominance of the equations, an

iterative solution procedure is devised by resorting to a dual time stepping pro-

cedure [164] combined with an inexact Newton-Raphson method (the defect-cor-

rection method [99]).

The same system of equations 2.37 is applied to the case of dynamically adap-

tive meshes, i.e. meshes with variable topology. The passage from constant and

variable topology leads to a broader definition of the node-pairs set Ki , 6=, which is

allowed to vary in time by means of a dynamic data structure, as it will be shown

in section 2.6.

2.4 Dual time stepping

System of equations 2.37 can be recast in matrix notation as

R∗(Un+1) = a−1

∆t
Vn+1Un+1 +S+R(Un+1) = 0 (2.38)

where U = (u1, . . .uNv )T is the average cell solution vector, V = (V1, . . .VNv )T is the

control volumes vector, R is the vector containing all numerical flux contributions

at time t (n+1) and S = 1
∆t

∑p
q=0 aq Vn−q Un−q is treated as a source term. Nonlin-

earity of the above system can in principle be tackled through a Newton-Raph-

son procedure, but the poor diagonal dominance of the system makes the conver-

gence difficult [34].

Dual time stepping aims at solving the nonlinear system by introducing a time

derivative in the fictitious time τ

dUn+1

dτ
+R∗(Un+1) = 0 (2.39)

which is readily approximated through a backward difference formula and com-

bined with a Newton approximation of the implicit term, so that a sequence of

approximants Um for Un+1, starting from U0 = Un , is obtained

(
1

∆τ
+ ∂R∗

∂UT

)

(Um+1 −Um)+R∗(Un+1) = 0 (2.40)

After expanding the expression of R∗, the iteration formula is obtained

(
1

∆τ
+ a−1

∆t
Vn+1 + ∂R

∂UT

)

(Um+1 −Um) =−a−1

∆t
Vn+1Um −S−R(Um) = 0 (2.41)
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The exact numerical flux Jacobian ∂R/∂UT is replaced with an approximate first-

order one (making the method a quasi-Newton scheme [134]), in order to in-

crease the diagonal dominance. Details of the computation can be found in [34,

93]. Finally, the linear system is solved by means of a symmetric Gauss-Seidel

method [34].

Local time stepping. In order to satisfy the Courant-Friedrichs-Lewy (CFL) sta-

bility condition for linear hyperbolic equations, stating that the Courant number

Co should not be greater than 1, a local time stepping technique is used to define a

local pseudo-time step ∆τi such that the CFL condition is locally satisfied at each

time step

∆τi =
Vi Co

∑

k∈Ki , 6= λmax(ui ,uk ,ηi k ,νi k )+λmax(ui ,ξi ,ν∂i )
(2.42)

where λmax is the eigenvalue of the Roe matrix with largest absolute value. To in-

crease the convergence speed, the Courant number is increased when the residual

norm is decreasing through the update formula

Com = min

(

max

(

γ
||R(Um−1)||L2

||R(Um)||L2
,1

)

Com−1,Comax
)

(2.43)

where γ is a user defined increase ratio, and Comax is an upper bound on the

Courant number.

2.5 Mesh deformation

Before performing mesh adaptation at time t (n+1), the position of moving bound-

aries need to be updated according to a prescribed time law or to the structural

dynamics of the body they are attached to (the cases related to this work will be

showed in chapter 4). In order to preserve a body-fitted mesh at each time instant,

mesh nodes at time t (n+1) need to be relocated so that they comply with this new

boundary position.

A standard approach proposed in [17] to preserve a body-fitted mesh with

boundary motion is to employ a structural analogy and to consider the fluid flow

domain as a fictitious elastic solid, discretized on the same mesh, whose unknown

displacement is treated in a Lagrangian way. A schematic representation of the

typical time advancement of the fluid flow solver with moving boundaries and

dynamic mesh adaptation is shown in algorithm 1, where mesh modifications oc-

curring at each time step are shown in italic (fluid-structure interaction is not con-

sidered yet).
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Algorithm 1 Schematic time loop for unsteady boundaries and mesh adaptation.

1: Read u(0); /* Initial condition */

2: Read T ; /* Set maximum time */

3: Read Nmax; /* Set nb. of time steps */

4: Set ∆t = T
N ; /* Set time step */

5: for n = 0, . . . , N −1 do /* Time loop */

6: Update boundary position at t (n+1);

7: Deform mesh;

8: Predict solution on unadapted mesh;

9: for m = 1, . . . , Madapt do /* (Multiple) Mesh adaptation */

10: Conservative mesh adaptation;

11: end for

12: Fluid flow solution on adapted mesh;

13: end for

At each time step, a brand new elastic problem is considered, and the mesh

Ω
(n) =Ω

(

t (n)
)

at time t (n) is considered as the reference ("undeformed") configu-

ration. Defining the unknown displacements

δ(n+1) , x(t (n+1))−x(t (n)) (2.44)

the variational formulation reads

∫

Ω(n)
ǫ(v) : σ(δ(n+1))dΩ= 0 ∀v ∈ [H 1(Ω(n))]d (2.45)

with the Dirichlet boundary conditions

δ(n+1) = x(t (n+1))−x(t (n)) on Γ
(n)
D

δ(n+1) = 0 on ∂Ω(n)\Γ(n)
D

(2.46)

With the infinitesimal deformation hypothesis, the small strain tensor ǫ reads

ǫ(v) = 1

2

(

∇∇∇v+ (∇∇∇v)T )

(2.47)

while the Cauchy stress tensor σ for a linear elastic material reads

σ(v) = 2µǫ(v)+λtr(ǫ(v))I (2.48)

where µ,λ are the Lamé coefficients, typically expressed as functions of the elastic

modulus and the Poisson coefficient.
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Variable stiffness. Since adapted meshes are typically non-uniform, with highly

refined zones near solid bodies and specific flow patterns (like shock waves), var-

ious strategies have been studied to increase the stiffness of smaller elements so

to avoid mesh tangling (the occurrence of invalid elements with null or negative

volume). In this work, a variable stiffness approach is used, where a local elastic

modulus Ek inversely proportional to the minimum edge length on each element

Ωk is assigned as

Ek = 1

mini , j∈Kk ||xi −x j ||β
(2.49)

where Kk is the set of nodes belonging to the element k, and β is a tuning coeffi-

cient (in this work, a value between 2.0 and 3.0 is used).

Intersections of moving and fixed boundaries in three dimensions. In three-

dimensions, we can be faced with the intersection of a moving boundary (like a

rigidly-moving aircraft wing) with a fixed one (like a wall at the wing root). A strat-

egy to deal with this case is to consider a hierarchical application of the elastic

analogy, according to the following steps.

1. Compute moving boundary displacement at time t (n+1).

2. Identify one-dimensional intersections of moving bodies with fixed bound-

aries, then apply the two-dimensional elastic analogy on the fixed bound-

ary, given the displacement of the one-dimensional intersection.

3. Apply the elastic analogy in the three-dimensional domain, given the com-

puted displacement on the two-dimensional boundary.

This methodology is currently implemented for planar fixed boundaries.

Time step split for large movements. When large boundary movements are re-

quired, it could happen that it is not possible to perform mesh deformation with-

out producing invalid elements. In this case, it is useful to split the time step in

several sub-steps and to solve several elastic problems successively, in order to

ease the required boundary displacement. In order to illustrate the procedure be-

tween time t (n) and time t (n+1), we introduce a time cursors τ keeping track of

the successfully elapsed time (starting from t (n)), and a time cursor t representing

the current tentative time (ending at t (n+1)). A maximum of imax total sub-steps

is allowed, while a maximum of jmax consecutive time reductions is allowed. A

pseudocode is shown in algorithm 2.

Parameters α(−),α(+) determine the geometric progression of the time step de-

crease or increase, respectively. In this work, the values α(−) = 0.5 and α(+) = 1.1
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Algorithm 2 Time step split for large movements.

1: τ= t (n) /* Set old time cursor */

2: t = t (n+1) /* Set new time cursor */

3: ∆τ= t −τ /* Set time step */

4: j = 0 /* Initialize split counter */

5: for i = 0, . . . , imax −1 do

6: Update movement;

7: Deform mesh;

8: if Invalid elements then

9: Reset movement;

10: if j ≥ jmax then

11: Return failure;

12: else

13: j+= 1;

14: t = min(τ+α(−)
∆τ, t (n+1)) /* Decrease new time */

15: ∆τ= t −τ /* Set decreased time step */

16: end if

17: else

18: τ= t /* Update old time */

19: if τ= t (n+1) then

20: Return success;

21: else

22: t = min(τ+α(+)
∆τ, t (n+1)) /* Increase new time */

23: ∆τ= t −τ /* Set increased time step */

24: end if

25: j = 0;

26: end if

27: end for

28: if i = imax then

29: Return failure;

30: end if
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have been used. Functions Update movement and Reset movement compute the

new boundary displacement or reset it to the previously valid values, respectively.

Deform mesh solves the elastic problem. In case of failure of the algorithm (for

exceeding the maximum value of sub-steps or successive time step reductions),

the remeshing library is called to improve the quality of the starting mesh at time

t (n), then the procedure is re-applied.

2.6 Conservative ALE scheme with variable topology

Continuous time interpretation of local remeshing operations. Dynamic

mesh adaptation changes the topology of a mesh by introducing or removing

nodes and edges, thus inserting or removing control cells and interfaces in the

finite-volume discretization. As outlined in chapter 1, solution conservation is

not automatically guaranteed unless specific numerical schemes are employed.

In constant-topology meshes, the ALE formulation allows to enforce conservation

through the computation geometrically-consistent interface velocities by means

of the DGCL.

The methodology developed in [75, 94, 140] appears as an extension of the ALE

approach to variable topology meshes. The very same Interface Velocity Consis-

tency method used to compute interface velocities, while fulfilling the DGCL, can

be applied to build a conservative solution transfer method which avoids solution

interpolation from the old to the new mesh. In order to do that, it is necessary

to introduce a continuous interpretation of each local mesh modification, so that

the motion of each interface can be tracked in time as new control cells grow from

null volumes, and removed control cells shrink to null volumes from time t (n) to

time t (n+1). In this way, swept volumes can be computed and used for the com-

putation of mesh interface velocities for every local mesh modification operation.

Discrete solutions in null control cells persist as degrees of freedom as long as they

are needed by a p-step time integration scheme, so that their value can contribute

to the computation of numerical fluxes.

Three-steps continuous time procedure. For a correct computation of swept

volumes with connectivity change, the continuous time interpretation of local

mesh modifications needs to be applied to the set of elements sharing the edge

interested by a modification (collapse, split...). A general procedure relies in split-

ting the local mesh modification occurring between time t (n) and time t (n+1) in

three steps.

1. The elements sharing the edge collapse from their previous (unadapted)

configuration to an arbitrary point; collapse swept volumes are computed.
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Figure 2.3 – Three-steps procedure for a two-dimensional edge swap.
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Figure 2.4 – Three-steps procedure for a three-dimensional edge split.

2. The connectivity is changed at fixed time (no swept volumes).

3. The elements are re-expanded to their current (adapted) configuration; ex-

pansion swept volumes are computed.

The choice of the collapse point is arbitrary, and computation of swept volumes

both in the collapse and expansion phase effectively filters out all contributions

unrelated to the mesh modification operation.

An example for a two-dimensional edge-swap operation is given in figure 2.3.

For illustration purposes, a fictitious time τ going from 0 to 1 in the time range

[t (n), t (n+1)] is considered. Figure 2.4 shows an example of a three-dimensional

edge split operation (only one element sharing the split edge is shown).

Handling of variable topology. The dynamic nature of the adaptive mesh is

handled by allowing for a time-varying definition of the set of adjacent nodes

K
(n+1)

i , 6= collecting all cell interfaces present in the mesh at time t (n+1). Since also

null cell volumes contribute to the numerical scheme through the volumes swept

by their interfaces during their collapse (in case of node deletion) or expansion (in
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case of node insertion), the additional set of node-pairs needs to be considered

K
[n−p,n+1)

i , 6= = {k ∈K ,k ∉K
n+1

i , 6= s.t. νn+1
i k 6= 0} (2.50)

collecting moving interfaces between cells in the mesh at time t (n+1) and cells de-

stroyed or created in the time range [t (n−p), t (n+1)). Handling of this time-vary-

ing mesh connectivity needs the usage of specific dynamic data structures; an

overview of the data structures employed in this work will be given in section 2.8.

Local remeshing operations The conservative procedure described above can

in principle be applied to an arbitrary mesh modification procedure. In

Flowmesh, mesh modification is performed through the link, introduced by B.

Re in her PhD work [141], with the Mmg remeshing library developed by C. Do-

brzynski and coworkers [45, 42]. The Mmg library [43] is a complete tool for

simplicial remeshing, supporting both two-dimensional, three-dimensional and

surface remeshing. Consistently with the metric-based mesh adaptation frame-

work presented in chapter 1, mesh modification is driven by a user-defined scalar

(isotropic) or tensor (anisotropic) metric field. Local mesh modification opera-

tions are performed if they lead to an increase in the mesh quality measure.

Beside the metric field, the user can provide a minimum and maximum edge

size. Element size variation is mitigated by imposition of a graded edge size vari-

ation. Given two consecutive edges e1,e2, their length variation should satisfy the

relation
1

hgrad
≤ |e1|

|e2|
≤ hgrad (2.51)

where hgrad is a gradation control parameter. Mesh modification on a curved sur-

face is performed after the surface geometry as been partitioned and its geometry

represented by means of cubic Bézier curves. The accuracy of the geometrical ap-

proximation can be regulated by setting the maximum Hausdorff distance [42],

providing a measure of the distance between the ideal geometry and the approxi-

mated one.

A sequence of local mesh modification operation is performed by the remesh-

ing library each time it is called, i.e. at each time step. Being the main purpose

of the remeshing library that of returning a valid mesh at the end of each call, no

history of local remeshing operations (needed for swept volumes computation)

is automatically provided through API functions. Typically, entities in the out-

put mesh will not preserve any explicit mapping with entities in the input mesh,

even for persisting entities not removed in the remeshing process, since they will

be typically referenced by different indices in the data structures. A minimally

invasive tracking of local mesh modification operation has been implemented

in [141] by means of callback functions, allowing to update the mesh connectivity
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in Flowmesh by inserting/deleting mesh entities while preserving references to

persistent mesh entities, so that swept volumes can be computed and contribute

to the correct finite-volume cell solution.

A brief summary of the local mesh modifications implemented inMmg [42] and

supported in Flowmesh is reported in the following.

Node deletion. This operation is implemented as an edge collapse. One end of

the edge is collapsed onto the other one, and their connectivities are merged. As a

result, all the elements once sharing the collapsed edge are also deleted.

Node insertion. A node can be inserted by means of three different operations:

Edge split, element split, Delauney node insertion. Edge split inserts a new node

in the barycenter of an edge; in this case, the original edge (and the node-pair

between its ends) is deleted and two new edges (and node-pairs) are created be-

tween the new node and the old ones. Element split inserts a new element in the

barycenter of an element; old edges (and node-pairs) of the tetrahedra are un-

touched by the operation, but new edges (and node-pairs) are created between

the new node and the old tetrahedra vertices. The last operation uses Delauney

triangulation to completely reconstruct the connectivity of a new point p, whose

position has been identified according to metric field and quality measure crite-

ria. Firstly, a cavity surrounding point p is defined by deleting the elements whose

circumsphere contains the new point p. Then, new tetrahedra are created by con-

necting the new node to the boundary of the cavity.

Edge swap. A three-dimensional extension of the classical two-dimensional

edge-swap operation can be performed by interpreting it as a sequence of edge

split and edge collapse operations. Firstly, the edge to be swapped is split. Then,

its two halves are collapsed, leaving the swapped configuration as a result.

Node relocation. A number of regularization techniques, such as barycentric

regularization [65], aim at improving mesh spacing by moving nodes while keep-

ing their connectivity unchanged. In this respect, these techniques are analogous

to mesh deformation techniques, and the simple ALE formulation is sufficient to

recover solution conservation.

Special care in node-pair reactivation Since a sequence of local mesh modifi-

cation operations is performed at each time step, it is possible for the remeshing

library to re-create an edge that was previously deleted during the same time step.

This is the case, for example, of an edge split operation inserting a new node k be-

tween nodes i , j followed by the collapse of either of edges i −k or j −k, recreating
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a connection between nodes i and j . In this case, it is necessary to recognize that

the new edge i − j contributes to the same node-pair i − j already existing in the

discretization, so that its existence is preserved. This operation needs to search a

node-pair by its nodes, and it can needs some programming care in order to be

performed without significant performance penalties 2.9.

2.7 Mesh adaptation strategy

As introduced in chapter 1, a metric-based approach is used in this work for con-

verting an error indicator field into an edge size map to be used for remeshing pur-

poses. Construction of an isotropic size map is described in section 2.7.1, while an

anisotropic size map is introduced in section 2.7.2.

2.7.1 Isotropic mesh adaptation

Following a feature-based approach, the error indicator employed in this work is

built using first and second derivatives of a scalar component of the conservative

solution or a related quantity (like Mach number, or entropy, or vorticity magni-

tude) in order to target the most relevant flow features, without any attempt of a

mathematical error estimation. In this work, an error estimator ei based on the

gradient of a quantity pi in the control cell Ωi is defined as

ei (pi ) =V 1/d
i ||∇∇∇pi || (2.52)

where multiplication by a power of the cell volume (with d = 2,3 as the space di-

mensions) contributes to smoothen sharp variations and gives the same physical

dimensions to both pi and ei . A Hessian-based indicator is defined through the

projection of the Hessian matrix H(pi ) along the tangent τ̂ and normal ξ̂ direc-

tions to the fluid flow, as

ei (pi ) =V 2/d
i

√

E(τ̂, pi )2 +E(ξ̂, pi )2, E(n̂, pi ) = n̂T H(pi )n̂ (2.53)

Extending the error indicator proposed in [167, 113], a more complex error indi-

cator is defined as [93]

ei (pi ) =
V 2/d

i |τ̂T H(pi )τ̂|
V 1/d

i |τ̂ ·∇∇∇pi |+ǫ|mean(p)|
+

V 1/d
i |τ̂ ·∇∇∇pi |

V 2/d
i |τ̂T H(pi )τ̂|+ǫ|mean(p)|

(2.54)

where the term ǫ|mean(p)| at denominator is used to avoid singularities.

In order to define a desired edge size map, the mean µ and the standard de-

viation σ of one of the above error indicators over the domain are defined. Then,
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two refinement and coarsening thresholds are defined as

τR =µ+kRσ τC = kcµ

τR1 =µ+2kRσ τC1 =
kc

2
µ

(2.55)

where kR ,kC are user-defined parameters. For each node in the mesh, once the

current mean edge length is defined as

hi =
1

Ni

∑

k∈Ki , 6=

||xi −xk || (2.56)

with Ni the number of edges connected to the node, a target mesh spacing (or

metric map) h̄i is defined as a discrete function of the error indicator as

h̄i (ei ) =







0.25hi ei ≥ τR1

0.5hi τR1 > ei ≥ τR

hi τR > ei > τC

2hi τC ≥ ei > τC1

4hi ei ≤ τC1

(2.57)

and finally the target spacing is required to fulfill some desired minimum hmin and

maximum hmax edge size

h̄i = min(max(h̄i ,hmin),hmax) (2.58)

Following [2], a multi-passage strategy is implemented in order to allow the above

metric map to capture simultaneous flow features of different strength. For in-

stance, considering a shock wave and an expansion fan simultaneously present in

the flow field, the statistics of the error indicator would be most likely dominated

by the effects of the shock wave on the solution derivatives, thus preventing nodes

in the expansion fan to be given a decreasing desired size. A sequential reappli-

cation of the above procedure, with the exclusion of nodes already marked for

refinement from the computation of the error indicator statistics, allows to assign

a decreasing metric map also on nodes interested by less strong flow features.

Whenever it is necessary, the pointwise metric map (equation 2.57) is interpo-

lated among neighbor nodes.

2.7.2 Anisotropic mesh adaptation

The isotropic metric map defined in section 2.7.1 is generalized to the anisotropic

case by means of the error estimation analysis presented in [8, 66] and introduced

in chapter 1.
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As introduced in chapter 1, the desired metric tensor map M (x) is defined as

a corrected eigendecomposition of the Hessian tensor of the solution

M̃ = RΛ̃R−1, Λ̃=






λ̃1 0 0

0 λ̃2 0

0 0 λ̃3




 (2.59)

λ̃i = min

(

max

(
cd |λi |

ǫ
,

1

h2
max

)

,
1

h2
min

)

(2.60)

with λi ,R being the eigenvalues and eigenvectors of the Hessian tensor, hmin,hmax

being the minimum and maximum desired edge length, cd a constant dependent

on the space dimensions (9/32 in three dimensions) and ǫ being the maximum

tolerated interpolation error.

2.8 Array-based data structures

The selection of a suitable data structure is essential for the feasibility and effi-

ciency of mesh generation [63, 68, 65]. In the last Flowmesh version [140] imple-

menting the link to the MMG library, an array-based data structure is employed. It

is made of one pre-allocated array of structures (AoS) for each typology of mesh

entity (elements, edges, nodes), where the structure in each array entry is allo-

cated only if it corresponds to an existing mesh entity. A sufficiently large pre-

allocation of the AoS allows for inserting additional mesh entities during adap-

tation without a significant memory penalty (since entity structure is allocated

only when the entity is actually created in the mesh, and freed when it is deleted),

while the array allows to preserve direct memory access. Each mesh entity struc-

ture stores both the downward connectivities (e.g. element-to-edges, element-to-

nodes, edge-to-nodes ...) and the upward connectivities (e.g. node-to-elements...)

to allow for graph search. The object-oriented implementation allows to insert,

delete, move, copy mesh entities, while an additional packing operation is pro-

vided to restore contiguity of active array entries by moving entities from the bot-

tom to the first entry of the array.

Part of this work has focused on completing the support to the above data

structure in the solver code, thus removing conversions with legacy fixed-size ar-

ray data structures. A major performance improvement has been obtained by

adding an additional hash-based data structure for node-pairs, as it is shown in

section 2.9.
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2.9 Node-pair search by hashing

Other then inserting, moving, and deleting, searching mesh entities is an addi-

tional operation needed in many tasks [63, 68, 65]. This operation can become

particularly challenging when we look for an entity given its downward connec-

tivity, e.g. when looking for an element or an edge (or node-pair) given the nodes

attached to it. Processing every entity and checking if its nodes correspond to

those required would not be the most efficient solution. In this case, hashing is a

possibility for storing node-pairs and index them based on their vertices [68].

Hashing is a form of database binning which, when applied to mesh edges,

associates a single integer number (a key) to a pair of node indices. If the key is

used as array index for the corresponding edge, this allows to query an edge given

a pair of nodes with O (1) cost. Collisions are usually possible, i.e. different pairs

of node indices returning the same key, which needs to be associated to several

edges. The efficiency of hashing is retained as long as the number of collisions is

low.

This strategy has been implemented for node-pair search, which is needed

when an edge is destroyed and re-created during the same time step (as described

in section 2.6). The employed hash table consists in a fixed-size array of struc-

tures (sufficiently large to contain the maximum number of keys envisioned for

the problem) accessed by an integer key computed from a combination of the

node indices. Before mesh adaptation, all the node-pairs are hashed (a linear cost

operation) and their array index is stored in the hash table at the corresponding

key. In case of collision, a single-link list is stored at the corresponding key. During

mesh adaptation, the existence of a removed node-pair for a newly created edge

can thus be checked with O (1) cost (instead of scanning, each time, the whole

node-pair array looking for the good pair of nodes, whose cost grows as the prod-

uct of the number of node-pairs and the number of created edges). Performance

improvements are shown in table 2.1. The employed test case is the three-dimen-

sional steady flow around the Onera M6 wing [144]. All tests are run on 12 CPUs,

mesh adaptation is serial. Cases A, B , C refer to the three different initial meshes

which have been employed for scaling purposes; cases B and C perform adap-

tation on the output mesh from cases A and B respectively. Mesh adaptation is

isotropic, driven by the Hessian of the Mach number, with 3 levels of multi-pas-

sage technique performed with thresholds kr = 2.0, kc = 0.18, hgrad = 1.38 in the

domain and hgrad = 0.0005 on the wing surface. Tests 1, 2, 3 refer to (1) the first

software implementation, without hash tables and usingMMG version 5.1.1, (2) the

same software implementation, updated to the develop branch of MMG version

5.1.3 (which employs a fast octree search algorithm), (3) the final software imple-

mentation using both the develop branch of MMG version 5.1.3 and nodepair hash
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Finite-volume ALE formulation of compressible fluid flows with conservative

mesh adaptation

Case Mesh nodes Mesh elements Wall time Adapt. time

A1 93432 → 165198 543590 → 942234 12h 59m 22s 5h 31m 46s

A2 93432 → 165213 543590 → 942551 9h 50m 24s 3h 58m 33s

A3 93432 → 165213 543590 → 942551 5h 11m 43s 15m 23s

B1 165198 → 290573 942234 → 1684211 32h 46m 02s 17h 39m 30s

B2 165198 → 268703 942234 → 1545451 16h 12m 16s 9h 7m 53s

B3 165198 → 268703 942234 → 1545451 7h 46m 7s 40m 9s

C 1 290573 → 504768 1684211 → 2954999 86h 07m 33s 53h 20m 18s

C 2 290573 → 444381 1684211 → 2586237 38h 13m 18s 22h 11m 9s

C 3 290573 → 444381 1684211 → 2586237 17h 44m 16s 1h 18m 9s

Table 2.1 – Scaling tests on the Onera M6 wing, for different software implementations.

tables. Both total wall times and mesh adaptation times (in the Flowmesh cou-

pling, thus including swept volumes computation) are presented in table 2.1. Per-

formance improvement in adaptation times grows nonlinearly with mesh nodes,

with 1.4×, 1.9×, 2.4× improvement factors due only to the update in the MMG ver-

sion. Further improvements of 15.9×, 13.7×, 17.1× are achieved with the usage of

nodepair hash tables, leading to total improvements in adaptation times of 22.1×,

26.5×, and 41×. With respect to total wall time, the time percentage spent in mesh

adaptation improved from to 42.5%, 53.9%, 61.9% to 4.8%, 8.6%, 7.3% in the three

test cases.



3Numerical models for dynamic mesh

adaptation with constant connectivity

To conclude this part on the mathematical and numerical aspects of conservative

mesh adaptation for unsteady compressible flows, this chapter presents a com-

plementary, self-contained work on the specific mesh mechanics algorithms for

constant-connectivity mesh adaptation.

In this chapter, a Laplacian-based variational model for constant-connectiv-

ity mesh adaptation in the reference domain (inspired by [37, 38]) is extended to

moving boundaries, and it is combined with an elasticity-based model inspired

by [128] to provide a mixed model capable of overcoming some limitations of both

its components.

The work shown in this chapter has been performed at the INRIA research cen-

ter in Bordeaux, under the supervision of Cécile Dobrzynski and Mario Ricchiuto,

with the FMG library for r-adaptation.

3.1 Introduction

Following the overview given in chapter 1.6, we consider PDE models for r-adap-

tation which can be obtained from the minimization of an adaptation functional.

While most of these models are formulated for the parametric coordinates ξ(x) in

the physical domain Ωx, we follow the approach shown in [37] to directly formu-

late the problem for the mesh coordinates x(ξ) in the reference domain Ωξ, so that

the resulting problem becomes similar to Lagrangian methods in computational

mechanics.

In both the Laplacian-based and elasticity-based models which will be shown

in the following, mesh adaptation is driven by a monitor function ω built from a

scalar fluid flow solution p(x) as

ω(x) =
√

1+α||∇∇∇ξp(x)||2γα
+β||Hξ(p)(x)||2γβ

+τ||p||2γτ
(3.1)

where ∇∇∇ξ and Hξ denote the gradient and Hessian computed on the reference

domain Ωξ, while their norm is defined as

|| f ||γ = min

(

1,
|| f ||

γmax(|| f ||)

)

(3.2)
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so that some saturation is added near the norm maximum according to the value

of γ. The above definition allows the user to govern the intensity of mesh adapta-

tion through the parameter pairs (α,γα), (β,γβ), (τ,γτ).

3.2 Weak formulations

3.2.1 Laplacian model

Following [37], we formulate a Laplacian model for mesh adaptation in the refer-

ence domain Ωξ

∇∇∇ξ ·
(

ω(x)∇∇∇ξx
)

= 0 in Ωξ (3.3)

whose boundary is split as ∂Ωξ = Γ
D
ξ
∪Γ

S
ξ

so that Dirichlet conditions are imposed

on Γ
D
ξ

and slip conditions are imposed on Γ
S
ξ

x = ξ on Γ
D
ξ

n̂ · (x−ξ) = 0 on Γ
S
ξ

(3.4)

With the imposition of an additional Neumann condition , n̂ · ∇∇∇ξx = 0 on Γ
S
ξ

, a

variational formulation for the above problem can be readily obtained as
∫

Ωξ

ω(x)∇∇∇ξv ·∇∇∇ξxdΩξ = 0, ∀v ∈ H 1(Ωξ) (3.5)

For each space direction, the above equations are uncoupled and nonlinear

through the monitor function ω(x), which satisfy the double role of driving mesh

adaptation towards the flow patterns captured by the monitor function, and of

increasing element stiffness. This can be better appreciated by defining the dis-

placements

δ= x−ξ (3.6)

and inserting them in the Laplace equation 3.3, to get

∇∇∇ξ ·
(

ω∇∇∇ξδ
)

=−∇∇∇ξω in Ωξ (3.7)

Thus, mesh nodes displacements are driven by the gradients of the monitor func-

tion, which also provides a variable stiffness term.

3.2.2 Elastic model

We consider the domain as an elastic solid whose displacements δ are governed

by the equilibrium equations [135]

∇∇∇ξ ·σ(δ)+ f = 0 in Ωξ (3.8)
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where σ is the Cauchy stress tensor, and f is a volume force, whose definition is

inspired by the Laplacian model

f =∇∇∇ξω(x) (3.9)

The domain boundary is split as ∂Ωξ = Γ
D
ξ
∪Γ

S
ξ

so that Dirichlet conditions are

imposed on Γ
D
ξ

and slip conditions are imposed on Γ
S
ξ

δ= 0 on Γ
D
ξ

n̂ ·δ= 0 on Γ
S
ξ

(3.10)

A small displacement hypothesis is introduced so that the small deformation ten-

sor is defined as

ǫ(δ) = 1

2

(

∇∇∇ξδ+ (∇∇∇ξδ)T )

(3.11)

leading to a variational formulation

∫

Ωξ

ǫ(v) : σ(δ)dΩξ =
∫

Ωξ

v ·∇∇∇ω(x)dΩξ, ∀v ∈ [H 1
0 (Ωξ)]d (3.12)

A linear constitutive equation is used

σ(δ) = 2µǫ(δ)+λtr(ǫ(δ))I (3.13)

With respect to the Laplacian model, the elastic one is linear, allowing for a sin-

gle evaluation of the system matrix, and equations are coupled in different space

directions. The choice of constant Lamé coefficients µ,λ doesn’t allow to exploit

the automatic stiffening effects which is present in the Laplacian model, so care is

needed to avoid mesh tangling for high values of forcing.

3.3 P1 finite element discretization

Introducing a linear finite element basis, gradients become constant functions

that can be analytically evaluated through geometric considerations. On a generic

element k, the gradient of a nodal basis function φi at node i can be expressed as

a function of the outward unit vector n̂i orthogonal to the face opposed to node i

and its height hi as

∇∇∇ξφi =− 1

hi
n̂i (3.14)

Height hi is readily obtained from the relation between the element volume |Ωk |
and the face area |Fi |

|Ωk | =
|Fi |hi

d
(3.15)
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so that the gradient can be written as

∇∇∇ξφi =−|Fi |n̂i

d |Ωk |
(3.16)

Defining the integrated normal vector1

ni =−(d −1)!|Fi |n̂i (3.18)

the gradient is finally expressed as

∇∇∇ξφi =
ni

d !|Ωk |
(3.19)

The last expression will be used to compute gradients appearing in the variational

formulation presented in the previous sections.

3.3.1 Laplacian model

Once a P1 basis function is chosen, each space coordinate xk ,k = 1, . . . ,d is ex-

panded as xd =∑np

j=1φ j xk
j so that the Galerkin projection reads

np∑

j=1

∫

Ωξ

ω(x)∇∇∇ξφi ·∇∇∇ξφ j dΩξxk
j = 0, ∀i = 1, . . . ,np (3.20)

The monitor function on each element will be considered constant and equal

to the mean of the nodal value on the element, so that by inserting the gradient

expression 3.19 leads to the definition of the stiffness matrix entries

Ki j (x) =
∫

Ωξ

ω(x)∇∇∇ξφi ·∇∇∇ξφ j dΩξ =
∑

k∈Bi∩B j

ω̄k (x)
ni ·n j

(d !)2|Ωk |
(3.21)

3.3.2 Elastic model

Introducing a linear nodal finite element basis, we would like to write the stiffness

matrix entries for nodes h,k, coupling space directions i , l , as a generalization of

the Laplacian case (eq. 3.21)

K i l
hk =

∫

Ωξ

(

∇∇∇ξφh
)T

Ai l∇∇∇ξφk dΩξ =
∑

s∈Bh∩Bk

nT
h Ai l nk

(d !)2|Ωs |
(3.22)

1While in d = 2 dimensions the factorial term gives no real contribution to the above definition,

in d = 3 dimensions the term (d −1)! = 2 it allows to directly compute the integrated normal vector

ni as the oriented area of the parallelogram formed by two arbitrary edge vectors e01,e02 on the face

Fi (provided that its nodes 0,1,2 have counter-clockwise orientation) as

ni = e02 ×e01 (3.17)
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Denoting displacements as u = δ to avoid confusion, thanks to the symmetry

of the stress tensor, the double product in the variational formulation is compactly

re-expressed as ∫

Ωξ

ǫ(v) : σ(u)dΩξ =
∫

Ωξ

∇∇∇ξv : σ(u)dΩξ (3.23)

Using Einstein’s notation

∇∇∇ξv : σ(u) = vi , jσi j (3.24)

we aim at rewriting the double product as a function of basis function gradients

φk
,m , as in the Laplacian case, by looking for a relation of the kind

vh
i φ

h
, j Ai l

j mφk
,muk

l (3.25)

so that the stiffness matrix entry for nodes h,k, coupling space directions i , l , will

read

K i l
hk =

∫

Ωξ

φh
, j Ai l

j mφk
,m dΩξ (3.26)

The above relation can be obtained by introducing the constitutive relation

for the Cauchy stress tensor, and the definition of the small strain tensor, into the

double product

vi , jσi j = vi , j
(

µǫi j +λǫmmδi j
)

=

= vh
i φ

h
, j

(

µ

(
1

2
φk

j uk
i + 1

2
φk

i uk
j

)

+λǫmm

)

=

= vh
i φ

h
, j

(
1

2
µφk

j uk
i + 1

2
µφk

i uk
j +λφk

,muk
mδi j

)

=

= vh
i φ

h
, j

(
1

2
µδi lδ j m + 1

2
µδi mδ j l +λδi jδlm

)

φk
,muk

l

(3.27)

For each couple of indices i , l a matrice with indices j ,m can be written

Ai l
j m = 1

2
µδi lδ j m

︸ ︷︷ ︸

4D diagonal

+ 1

2
µδi mδ j l

︸ ︷︷ ︸

Entry l i

+λδi jδlm
︸ ︷︷ ︸

Entry i l

(3.28)

Since Ai l is symmetric, in three dimensions the six independent matrices read

A11 =






µ+λ 0 0

0 1
2µ 0

0 0 1
2µ




 A12 =






0 λ 0
1
2µ 0 0

0 0 0






A22 =






1
2µ 0 0

0 µ+λ 0

0 0 1
2µ




 A23 =






0 0 0

0 0 λ

0 1
2µ 0






A33 =






1
2µ 0 0

0 1
2µ 0

0 0 µ+λ




 A31 =






0 0 1
2µ

0 0 0

λ 0 0






(3.29)
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3.4 Jacobi iterative solution

The algebraic systems derived in the previous section are solved by means of a Ja-

cobi iterative method [139]. The procedure is detailed here for both the Laplacian

and the elastic model.

3.4.1 Laplacian model

Compactly denoting the array of unknown node positions x = [xk
i ] and the system

matrix K, the nonlinear algebraic system for the Laplacian model reads

K(x)x = 0 (3.30)

Introducing again the displacement δ= x−ξ, the system is rewritten as

K(x)δ=−K(x)ξ (3.31)

Jacobi iterations allow to uncouple each nodal position xi , i = 1, . . . , Np by splitting

the matrix into the diagonal and extra-diagonal parts

ki iδi =−
∑

j 6=i
j∈Bi

ki jδ j −
∑

j∈Bi

ki jξ j (3.32)

and then evaluating the left-hand-side at the current iteration k+1, and the right-

hand-side at the previous iteration k to get an iteration equation

k [k]
i i δ[k+1]

i =−
∑

j 6=i
j∈Bi

k [k]
i j δ

[k]
j −

∑

j∈Bi

k [k]
i j ξ j (3.33)

Adding the term k [k]
i i δ[k]

j to both sides allows to finally write a simpler equation

k [k]
i i δ[k+1]

i = k [k]
i i δ[k]

j −
∑

j∈Bi

k [k]
i j x[k]

j (3.34)

Thus, after the initialization δ[0]
i = 0, Jacobi iterations for k = 1, . . . ,K are per-

formed as

δ[k+1]
i =δ[k]

i − 1

k [k]
i i

∑

j∈Bi

k [k]
i j x[k]

j

x[k+1]
i = x[k]

i +θ
(

ξi +δ[k+1]
i −x[k]

i

)
(3.35)

where θ ∈ [0,1] is a relaxation parameter, allowing to reduce the imposed displace-

ment with respect to the previous iteration, in case it produces invalid elements.
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3.4.2 Elastic model

Similarly to the Laplacian case, the algebraic system for the elasticity equations

reads

Kδ= b(x) (3.36)

where b is the discretization of the forcing term, dependent on position through

the monitor function ω(x). As before, the system matrix is split into a diagonal and

extra-diagonal part

ki iδi = b−
∑

j 6=i
j∈Bi

ki jδ j (3.37)

then left and right hand sides are evaluated at different steps in order to obtain the

Jacobi iteration for each node i

δ[k+1]
i = 1

ki i







b[k] −
∑

j 6=i
j∈Bi

ki jδ
[k]
j







x[k+1]
i = x[k]

i +θ
(

ξi +δ[k+1]
i −x[k]

i

)

(3.38)

where the same elements validity check is performed for the computation of the

relaxation parameter θ.

In order to improve the convergence of the iterative method, we introduce a

parameter σ≥ 0 to modify the split equation 3.37 as follows

(ki i +σ)δi = b+σδi −
∑

j 6=i
j∈Bi

ki jδ j (3.39)

In this way, by evaluating the left-hand-side at iteration k +1 and the right-hand-

side at iteration k, we obtain the iteration equation

δ[k+1]
i = 1

ki i +σ







b[k] +σδ[k]
i −

∑

j 6=i
j∈Bi

ki jδ
[k]
j







(3.40)

which is in fact an under-relaxed version of the Jacobi method 2.

2By defining an equivalent parameter ω as

ω= ki i

ki i +σ
(3.41)

equation 3.40 can be recast in the conventional form of a Jacobi Over (Under) Relaxation (JOR)

method [139]

δ[k+1]
i = ω

ki i







b[k] −
∑

j 6=i
j∈Bi

ki jδ
[k]
j






+ (1−ω)δ[k]

i (3.42)
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3.5 Mixed model

In order to overcome some limitations of the Laplacian and the linear elastic mod-

els, namely the nonlinearity of the first (with the compulsory re-computation of

the system matrix at each Jacobi iteration) and the inability of the latter to with-

stand strong solution gradients (due to its constant stiffness coefficients), a pro-

cedure for blending the two of them have been introduced. For each iteration k

of the Laplacian model, we run m = 1, . . . , M iterations of the elastic model. Fi-

nally, the displacements δ[k+1]
i ,L given by the Laplacian model and the displace-

ments δ[k+1]
i ,E given by the elastic model are mixed and the new positions x[k+1]

i are

computed according to the relations

δ[k+1]
i =

(

1−b(p)
)

δ[k+1]
i ,L +b(p)δ[k+1,M ]

i ,E

x[k+1]
i = x[k]

i +θ
(

ξi +δ[k+1]
i −x[k]

i

) (3.43)

The scalar blending function b : R→ [0,1] is defined as

b(p) = h(p)−hmin

hmax −hmin
(3.44)

where hmin,hmax are the minimum and maximum prescribed edge sizes, and h(p)

is an Hessian-based edge size map inspired by anisotropic mesh adaptation [66]

and defined as

h(p) = 1
√

min(max
( cd
ǫ λmax

(

Hξ(p)
)

,h−2
max

)

,h−2
min)

(3.45)

where λmax represent the maximum absolute value of the eigenvalues of the solu-

tion Hessian. Equation 3.45 can be rewritten as

h(p) = max

(

min

(

ǫ1/2

c1/2
d

1

λ1/2
max(p)

,hmax

)

,hmin

)

(3.46)

and it allows to distribute the Laplacian and the elastic models so that the Lapla-

cian one is used near the strongest solution variations, while the elastic one is

employed in the smoothest flow regions 3.

3 Given the expression of the edge size map (equation 3.45), the blending function (equa-

tion 3.44) depends from the scalar flow solution p and from parameter ǫ as follows

b(p;ǫ) =







1 ǫ≥ cdλmax (p)h2
max

ǫ1/2−c1/2
d λ1/2

max(p)hmi n

c1/2
d λ1/2

max(p)(hmax−hmi n )
cdλmax (p)h2

mi n < ǫ< cdλmax (p)h2
max

0 ǫ≤ cdλmax (p)h2
mi n

(3.47)
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3.6 Dynamic mesh adaptation

Following [154, 38], dynamic mesh adaptation during the time evolution of a fluid

flow simulation is performed by repeating the steady adaptation procedure de-

scribed in the previous section at each time step, without the explicit formulation

of a differential equation in time for mesh motion, thus greatly simplifying cou-

pling with existing flow solvers.

Unsteady flows over fixed boundary domains. In this case, the reference mesh

ξ is constant in time, while the computational mesh x(t (n+1)) is the r-adaptation

of the (fixed) reference mesh. Thus, the displacement at each time step n + 1 is

initialized with the value achieved at the last Jacobi iteration K achieved in the

previous time step n

δ[0](n+1)
i =δ[K ](n)

i (3.48)

so that successive Jacobi iterations during time evolution are effectively accumu-

lated on the nodes position

x[k](n)
i =δ[k](n)

i +ξi , k = 1, . . . ,K , n = 0,1,2, . . . (3.49)

At each time step, the flow solution is predicted on the previous computational

mesh, then the computational mesh is adapted, and finally the flow solution is

recomputed on the adapted mesh.

Unsteady flow over moving boundary domains. In this case, the reference

mesh ξ(t (n+1)) evolves in time (due to the need to comply with moving bound-

aries), and the computational mesh x(t (n+1)) is the r-adaptation of the reference

mesh at the current time. Differently from the fixed boundary case, the evolu-

tion of the reference mesh prevents the direct accumulation of Jacobi iteration in

the mesh nodes position. Thus, at each time step the reference mesh is deformed

to comply with boundary motion, then the flow solution is predicted on the de-

formed reference mesh, and finally the computational mesh is adapted and the

flow solution is recomputed on the adapted mesh.

3.7 Model assessment on an analytical function in 2D

The mesh adaptation models are tested in this section on an analytical solution

function

p = eθψ
2
, ψ=

√

x2 + y2 −R (3.50)

with R = 0.5, in a square domain [−2,2]× [−2,2], on a uniform mesh with 7636 tri-

angular elements. This function is chosen in order to test capability of the models
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to adapt on a circle represented by a smooth solution field, before their applica-

tion to solutions with sharp features, like shock waves. Figure 3.1 shows the effects

of the Laplacian and the elastic models. Both models are run with the adaptation

parameter values α = 0, β = 0, τ = 100, γτ = 1 for the definition of the monitor

function ω (eq 3.1), but different values of θ (400 for the Laplacian, 40 for the elas-

ticity) are taken in order to avoid avoid mesh tangling for the elastic model. Re-

sults are presented for 20 Jacobi iterations (a typical value in unsteady flow simu-

lations), and in the limit of many Jacobi iterations (3000 for the Laplacian model,

180 for the elastic model). Some considerations can be made.

• Given the same solution feature (in this case, a circle), the elastic model

needs a much smoother monitor function with respect to the Laplacian

model to produce valid meshes. This property becomes essential for ap-

plication on shock waves, and it prevents in practice the application of a

purely linear elastic model to transonic and supersonic flow solutions.

• The Laplacian model has a strong local effect, i.e. it is extremely capable to

refine on sharp solution fronts while preserving good quality in small ele-

ments, but deformation does not propagate quickly in the domain, produc-

ing a strong element stretching immediately after and before the solution

front.

• In the limit of many Jacobi iterations, the Laplacian model is still able to

preserve good quality in the refined zones (for as mush as 3000 iterations, in

this test case), while the elastic model fails in this respect (in this case, lim-

iting the allowed iterations to 180), but it is able to produce much smoother

meshes far from the solution fronts (zoom in figure 3.2).

The main motivation for the mixed model developed in section 3.5 is to pre-

serve the good element quality in the refined zones produced by the Laplacian

model, while maintaining a smooth mesh outside solution fronts, as in the elastic

case. Figure 3.3 shows the results for the mixed model applied to the same analyt-

ical solution function, for θ = 400, with Laplacian parameter values α = 0, β = 0,

τ = 100, γτ = 1, and elasticity parameter values α = 0, β = 10, γβ = 0.1, τ = 100,

γτ = 1 varying the value of the parameter ǫ, which governs the blending of Lapla-

cian and elastic model, for 20 Jacobi iterations and in the limit of many iterations.

For each Jacobi iterations, 200 iterations of the elastic model are performed. The

smoothening effect given by elasticity is visible in the smooth regions away from

the solution front, especially inside the circle. As the value of ǫ is increased, the im-

portance of the elastic part increases and the robustness of the model is reduced,

as can be seen from the instability of the refined circular zone and the decreasing
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a Analytical function (eq. 3.50) on the ini-

tial mesh, for θ = 400.

b Analytical function (eq. 3.50) on the ini-

tial mesh, for θ = 40.

c Adaptation with Laplacian model, θ = 400,

20 Jacobi iterations.

d Adaptation with elasticity model, θ = 40, 20

Jacobi iterations.

e Adaptation with Laplacian model, θ = 400,

3000 Jacobi iterations.

f Adaptation with elasticity model, θ = 40, 180

Jacobi iterations.

Figure 3.1 – Adaptation on analytical solution functions in two dimensions, Laplacian and

elastic models.
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(a) Laplacian, θ = 400, 3000 Jacobi iterations.(b) Elasticity, θ = 40, 180 Jacobi iterations.

Figure 3.2 – Zoom on Laplacian (left) and elastic (right) model adaptation for many Jacobi

iterations.

maximum number of Jacobi iteration that is possible to perform before incurring

in mesh tangling. Figure 3.4 shows a comparison between Laplacian and mixed

model, for ǫ= 10−3 and 20 Jacobi iterations. Refinement on the circular front ap-

pears to be preserved, while the element stretching immediately outside of it is

significantly reduced.

3.8 Model assessment on an analytical function in 3D

Assessment of the capabilities of the model in three-dimensions, with curved

boundaries, is performed by using the analytical solution function

p = e−100(y−x2−z2)2
(3.51)
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a Mixed model, ǫ = 5× 10−4, 20 Jacobi itera-

tions.

b Mixed model, ǫ= 5×10−4, 651 Jacobi itera-

tions.

c Mixed model, ǫ= 10−3, 20 Jacobi iterations. d Mixed model, ǫ = 10−3, 270 Jacobi itera-

tions.

e Mixed model, ǫ = 5× 10−3, 20 Jacobi itera-

tions.

f Mixed model, ǫ = 5× 10−5, 77 Jacobi itera-

tions.

Figure 3.3 – Adaptation with the mixed model, for varying values of ǫ.
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(a) Laplacian model. (b) Mixed model, ǫ= 10−3.

Figure 3.4 – Zoom on Laplacian (left) and mixed (right) model adaptation for 20 Jacobi

iterations.

in a unit sphere on a uniform mesh with 352436 tetrahedral elements. Both the

Laplacian and the mixed model are run with α = 1000,γα = 1, β = 0, τ = 0 for

20 Jacobi iterations, while the mixed model employs 30 elastic iterations for each

Jacobi iteration, with ǫ= 10−3 and α= 0, β= 0, τ= 10, γτ = 0.1 for the elastic part.

Results are shown in figure 3.5. The mixed model is able to reduce the element

stretching caused by the Laplacian model, and the consideration presented for

the two-dimensional testes still hold, with the remark that in three dimensions

additional care is needed in the choice of adaptation parameters in order to avoid

the possible occurrence of mesh tangling.
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a Initial mesh and analytical function. b Initial mesh and analytical function, inte-

rior cut.

c Laplacian model adaptation. d Mixed model adaptation.

e Laplacian model adaptation, interior cut. f Mixed model adaptation, interior cut.

Figure 3.5 – Adaptation to an analytical function in three dimensions. Analytical function

(top), Laplacian model (bottom, left), and mixed model (bottom, right).



74 Numerical models for dynamic mesh adaptation with constant connectivity

3.9 Adaptive simulation of unsteady flows over fixed

boundaries

This section is devoted to the application of dynamic mesh adaptation with con-

stant connectivity to unsteady compressible flow simulations. The fluid flow so-

lution is obtained through the Flowmesh solver described in chapter 2.

3.9.1 Two-dimensional forward facing step

A uniform Mach 3 flow of ideal gas hits a step (0.2 length unit high, located at 0.6

length units from the inlet) enclosed into a 2D wind tunnel (1 length unit wide

and 3 length unit long), and a complex system of interacting nonlinear waves is

developed over time. This problem has been extensively used as a benchmark to

test numerical methods for compressible flows [52, 163, 176]. Slip boundary con-

ditions are imposed on the top and bottom walls, while inlet and outlet conditions

are imposed based on the characteristic directions. Although no analytical solu-

tions are available for this problem, this case has proven to be a valuable tool for

testing numerical schemes due to the difficulty in accurately reproducing several

flow features as time evolves:

1. The position of reflected shocks on walls, and particularly the Mach stem

on the top wall — Too large numerical dissipation causes a lag in the shock

position as time evolves. Particularly, the contact discontinuity originating

from the Mach stem on the top wall has to form approximately at time t =
1.5 in order for the shock pattern to be correct at later time instants.

2. The regular shock reflection on the bottom wall — The singularity at the

step corner causes a spurious entropy layer [176], which interacts with the

incoming shock, thus producing a fictious Mach reflection with a normal

shock on the bottom wall too. Woodward and Colella [176] imposed an ad-

ditional, artificial boundary condition on the cells surrounding the corner

in order to impose constant entropy and total enthalpy throughout the time

evolution, thus avoiding most of the spurious entropy production and ob-

taining a regular shock reflection with oblique shocks on the bottom walls.

Woodward and Colella [176] and other following works (ex. [41]) which

didn’t impose any special treatment at the corner showed that the spurious

Mach reflection converges to a regular shock reflection as the grid is refined.

The same test case has also been employed in [38]. Out initial mesh is a De-

launey triangulation made of 16710 elements, 8556 nodes, with an edge length on

boundary equal to 2×10−2.
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Results on constant-connectivity meshes are compared with anisotropic mesh

adaptation with topology changes. The same density contour levels (30 equis-

paced lines, from the minimum to the maximum value) as in [176] are showed

(figures 3.7,3.9,3.11,3.13,3.15,3.17,3.19) together with the corresponding meshes

(figures 3.6,3.8,3.10,3.12,3.14,3.16,3.18).

t = 0.5 The main feature to be captured is the bow shock approaching the top

wall. Both anisotropic and moving mesh adaptation have difficulties in catching

the tail of the shock, the former being worse due to the local mesh derefinement.

Anisotropic mesh adaptation manages to adapt on part of the expansion fan stem-

ming from the step corner, while gradient-based moving mesh adaptation mostly

adapts on the moving shock.

t = 1 The shock has impacted on the top wall, and the reflected shock is inter-

acting with the corner expansion fan. Although the moving mesh doesn’t adapt

on the expansion fan, the shock appears to be correctly curved by the interaction.

t = 1.5 The reflected shock now impacts the bottom wall. This reflection is a reg-

ular one, with oblique shocks, while the reflection on the top wall is a Mach reflec-

tion, with a normal shock connecting the incoming and outcoming shocks plus

a contact discontinuity originating from the intersection. The stem and contact

discontinuity begin to be visible at this time, and the anisotropic mesh adaptation

gives the best results on the resolution of the forming contact discontinuity.

t = 2 The wave pattern is moving downstream, curving under the effects of the

interaction with the corner expansion fan. Results on the three simulations are

mostly comparable.

t = {2.5,3,4} As before, but now the effects of the interaction of the regular shock

reflection with the spurious entropy layer on the top wall begin to be visible. The

anisotropic mesh adaptation gives the best results in preserving the regular shock

reflection.

The Laplacian model is run using mass density as the scalar solution to drive

the adaptation, with parameter values α = 40, γα = 0.1, β = 10, γβ = 0.5, τ = 0

with 10 Jacobi iterations. The mixed model, instead, is run using the Mach num-

ber as the scalar solution to drive the adaptation, with parameter values α = 40,

γα = 0.05, β = 10, γβ = 0.5 , τ = 0 for the Laplacian part, and parameter values

α= 10, γα = 0.5, β= 10, γβ = 0.05, τ= 0 for the elastic part, with ǫ= 5×10−4. The

difference is due to the fact that the mixed model reduces the element stretch-

ing produced by the Laplacian iterations, so it is possible to use more aggressive
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Anisotropic Laplacian model Mixed model

N ◦ elements at t = 4 10801 16710 16710

N ◦ nodes at t = 4 5511 8556 8556

Computational time 49m 18s 1h 16m 54 s 57m 31s

Table 3.1 – Mesh statistics and computational times for the forward facing step cases.

parameters for the Laplacian part, thus recovering some adaptation effect on the

expansion fan starting from the corner, and on the contact surface starting from

the triple point.

Table 3.1 compares mesh nodes and computational time for anisotropic adap-

tation with topology change, Laplacian model and mixed model. All simulations

are run on 4 CPUs, mesh adaptation is serial. Anisotropic adaptation provides the

most competitive computational times, but this can be due to the significant re-

duction in the number of nodes. It is interesting to note that the mixed model,

notwithstanding the increase in computational operations, manages to be faster

than the Laplacian model. This is due to the reduced element stretching in the

direction orthogonal to solution fronts, which ease the convergence of the flow

solver thus reducing the number of iterations in the dual time step integration.

3.9.2 Three-dimensional forward facing step

A preliminary application to a three-dimensional unsteady simulation is done

through a three-dimensional extrusion of the forward facing step geometry. The

unsteady flow retains its two-dimensional nature, but specific issues related to

three-dimensionality appears in mesh adaptation, as the mesh needs to move on

edges and corners of the domain, with corresponding algorithmic requirements.

Results for the Laplacian and mixed models are shown in figures 3.20, 3.21, 3.22.

In three dimensions, the element stretching produced by the Laplacian model

is even more pronounced.

3.10 Adaptive simulation of unsteady flows over moving

boundaries in 2D

In this section, the dynamic mesh adaptation strategy over moving boundaries

presented in section 3.6 is applied to an aeronautical flow. The analysis is re-

stricted to the Laplacian model, as with moving boundaries the effect of alge-

braic system iterations does not accumulate across time steps, so the difference
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a Density contours from [176].

b Meshes with anisotropic adaptation, Laplacian model and mixed model.

Figure 3.6 – Forward facing step meshes at t = 0.5.
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a Density contours from [176].

b Density contours with anisotropic adaptation, Laplacian model and mixed model.

Figure 3.7 – Forward facing step results at t = 0.5.
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a Density contours from [176].

b Meshes with anisotropic adaptation, Laplacian model and mixed model.

Figure 3.8 – Forward facing step meshes at t = 1.0.



80 Numerical models for dynamic mesh adaptation with constant connectivity

a Density contours from [176].

b Density contours with anisotropic adaptation, Laplacian model and mixed model.

Figure 3.9 – Forward facing step results at t = 1.0.
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a Density contours from [176].

b Meshes with anisotropic adaptation, Laplacian model and mixed model.

Figure 3.10 – Forward facing step meshes at t = 1.5.
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a Density contours from [176].

b Density contours with anisotropic adaptation, Laplacian model and mixed model.

Figure 3.11 – Forward facing step results at t = 1.5.
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a Density contours from [176].

b Meshes with anisotropic adaptation, Laplacian model and mixed model.

Figure 3.12 – Forward facing step meshes at t = 2.0.
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a Density contours from [176].

b Density contours with anisotropic adaptation, Laplacian model and mixed model.

Figure 3.13 – Forward facing step results at t = 2.0.
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a Density contours from [176].

b Meshes with anisotropic adaptation, Laplacian model and mixed model.

Figure 3.14 – Forward facing step meshes at t = 2.5.
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a Density contours from [176].

b Density contours with anisotropic adaptation, Laplacian model and mixed model.

Figure 3.15 – Forward facing step results at t = 2.5.
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a Density contours from [176].

b Meshes with anisotropic adaptation, Laplacian model and mixed model.

Figure 3.16 – Forward facing step meshes at t = 3.0.
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a Density contours from [176].

b Density contours with anisotropic adaptation, Laplacian model and mixed model.

Figure 3.17 – Forward facing step results at t = 3.0.
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a Density contours from [176].

b Meshes with anisotropic adaptation, Laplacian model and mixed model.

Figure 3.18 – Forward facing step meshes at t = 4.0.
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a Density contours from [176].

b Density contours with anisotropic adaptation, Laplacian model and mixed model.

Figure 3.19 – Forward facing step results at t = 4.0.
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a Laplacian model, boundary and volumic cut.

b Mixed model, boundary and volumic cut.

Figure 3.20 – Results at t = 0.5.
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a Laplacian model, boundary and volumic cut.

b Mixed model, boundary and volumic cut.

Figure 3.21 – Results at t = 1.0.
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a Laplacian model, boundary and volumic cut.

b Mixed model, boundary and volumic cut.

Figure 3.22 – Results at t = 1.5.
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between Laplacian and mixed model remains feeble for few iterations, like is the

case in coupling the adaptation procedure with an unsteady flow solver.

3.10.1 Pitching NACA 0012 airfoil

We consider a NACA0012 airfoil pitching about an axis located at 0.25 its chord

with a time law

α(t ) =∆αcos(κt ) (3.52)

with κ = 0.1628, ∆α = 5◦ in a M = 0.755 flow. The transonic flow exhibits a shock

wave alternatively appearing and disappearing on the upper and lower surface.

This shock wave can be considered as a "type B" shock according to the classifica-

tion given by Tijdeman [158], since it completely disappears from one surface as

it reappears on the other one.

We test the capability of the r-adaptation technique to follow the shock wave

motion. Figures 3.23, 3.24 show the application of the Laplacian model on a trian-

gular mesh with 17412 elements, with an edge length of 0.02 time the chord on the

airfoil. Laplacian parameter values are α= 1000, γα = 0.1, β= 100, γβ = 0.5, τ= 0

with 20 Jacobi iterations.

It is interesting to notice that, during the transition of the shock wave motion

between upper and lower surface, the adaptation seams to follow some less in-

tense waves appearing right aft of the disappearing shock wave. To investigate

whether this is a numerical artifact, or not, we have performed the same simula-

tion on a refined mesh with 57652 elements. As shown in figure 3.25, this flow fea-

tures are confirmed with mesh refinement, and are consistent with the wavelets

anecdotically reported by Tijdeman [158] as less intense waves appearing as a

shock wave disappears during an oscillation cycle of an airfoil or flap (an origi-

nal picture is reported in figure 3.26).

Finally, a lift coefficients plot is shown in figure 3.27. Results for the base mesh

with 17412 elements, with and without adaptation, are compared with results ob-

tained on the 57652 elements mesh, without adaptation. Adaptation in this case

does not appear to directly improve lift coefficient results. This can be due to the

ambiguous effect of the Laplacian model, which refines the mesh on the shock

wave but overly stretches elements right aft of it, motivating the development of

an alternative model like the mixed model presented in this chapter, not yet tested

on this application.
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a Mass density and mesh in the steady case. b Mass density and mesh at the first time step.

Figure 3.23 – Mass density and mesh at time steps 0 and 1.
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a α= 2.85◦, upstroke motion. b α=−4.966◦, minimum downstroke motion.

Figure 3.24 – Mass density and mesh at different pitching angles.
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a α= 2.85◦, upstroke motion. b α=−2.969◦, downstroke motion.

Figure 3.25 – Wavelets captured during the shock wave transition between upper and

lower surface, on a more refined mesh.



98 Numerical models for dynamic mesh adaptation with constant connectivity

Figure 3.26 – Shock wave patterns for type B shocks (from [158], p.61.)
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Figure 3.27 – Lift coefficient phase plot.
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4Rigid fluid–structure interaction and

morphing boundaries

This chapter describes the novel coupling of the conservative adaptive CFD

methodology described in chapter 2 with rigid body dynamics and morphing

boundaries, i. e. boundaries change shape in time (not necessarily related to a

structural displacement). The aim is to introduce the minimal additional numeri-

cal modeling which is needed to enable the aeroelastic applications which will be

shown in chapter 6, namely the three-dimensional nonclassical aileron buzz sim-

ulation and the preliminary assessment of continuous wing-aileron configuration

(without structural discontinuity between wing and aileron) in two dimensions.

While the main numerical issue in rigid fluid structure interaction concerns the

coupled time integration of the fluid flow and the bodies immersed in it, morph-

ing boundaries mostly affect the dynamic handling of geometry parameterization,

and its interaction with boundary mesh refinement. Some numerical issues re-

lated to the introduction of body elasticity, namely the transfer of displacements

and loads between non-matching discretizations of the fluid and solid domains,

will be introduced in chapter 5.

4.1 Partitioned solution of fluid–structure interaction

problems

Simulation of fluid–structure interaction problems requires the solution of a nu-

merical model for the fluid flow (like the ALE conservative formulation introduced

in chapter 2), and a corresponding model for the structural mechanics (like rigid

body dynamics or elastodynamics), provided with necessary coupling relations

(as continuity of body displacements and pressure loads on the fluid–structure

interface). This typically can be seen as a two-field problem, made of two contin-

uum mechanics problems (fluid, and solid) governed by different partial differ-

ential equation and coupled through interface conditions. In principle, the two

problems could be combined in a single formulation whose numerical solution

is sought (the so-called monolithic approach). In practice, complex aeroelastic

problems are mostly solved by means of partioned procedures [133, 56, 132] al-
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lowing for a staggered time solution of the fluid and the solid problems, eventually

resorting to predictor–corrector procedures to enforce numerical stability.

When a domain discretization is introduced, the need of enforcing compat-

ibility of the fluid domain mesh with body displacement and the usage of (ficti-

tious) continuum elasticity models for mesh deformation introduce an additional

level of coupling, as the it is generally recognized that the resulting mesh volume

change and velocities (needed in the ALE formulation of fluid flow) should satisfy

the Geometrical Conservation Law. For this reason, fluid–structure interaction

can be considered also as a three-field problem [56, 132], where a simultaneous

solution of continuum models for fluid dynamics, solid dynamics and mesh dy-

namics is sought, under the constraint of interface conditions linking interface

displacements of solid body and fluid mesh, interface pressure loads continuity on

the fluid–solid interface, and consistency of mesh velocities with volume changes

in the fluid domain and on the fluid–structure interface. In practice, this leads to

the need of modifying predictor–corrector time integration schemes in order to

enforce compatibility of boundary mesh velocity with structure velocity through

the Geometric Conservation Law, as proposed in [57].

In the current work, the conservative ALE framework described in chapter 2

includes all mesh mechanics inside the fluid problem, avoiding potential viola-

tions of the GCL near the fluid–structure interface that could arise from a direct

usage of structural velocity as mesh velocity on the interface.

4.1.1 Single-degree-of-freedom rigid body dynamics

We restrict our analysis to a single rigid body, representative of an aileron or a flap,

whose only degree of freedom is the rotation β about its hinge. The motion can be

than computed by means of rigid body dynamics

J
d2β

dt 2
+C

dβ

dt
+Kβ=M

f (u) (4.1)

where J , C , K are, respectively, the rotational inertia, damping and stiffness, and

M f is the aerodynamic moment of the flap about its hinge axis (dependent on the

fluid flow solution u). Introducing the flap moment coefficient C
f
M and the time

scaling t = T̂ τ̂, eq. 4.1 is nondimensionalized as follows

J

T̂ 2

d2β

dτ2
+ C

T̂

dβ

dτ
+Kβ= 1

2
ρ̂L̂

d
Û

2C
f
M (u) (4.2)

So
2J

ρ̂L̂ d Û 2T̂ 2
︸ ︷︷ ︸

Ĵ

d2β

dτ2
+ 2C

ρ̂L̂ d Û 2T̂
︸ ︷︷ ︸

Ĉ

dβ

dτ
+ 2K

ρ̂L̂ d Û 2
︸ ︷︷ ︸

K̂

β=C
f
M (4.3)
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where d = 2,3 is the number of spatial dimensions of the problem at hand (2D,

3D). A first-order system of equations in descriptor form [49] is obtained by defin-

ing the state vector

y,

[

β
dβ
dτ

]

(4.4)

together with the system matrices and forcing

E,

[

1 0

0 Ĵ

]

, A,

[

0 1

−K̂ −Ĉ

]

, f(u),

[

0

C
f
M (u)

]

(4.5)

so that the system reads

E
dy

dτ
= Ay+ f(u) (4.6)

While coupling a Computational Fluid Dynamics (CFD) solver with a Compu-

tational Solid Dynamics solver can be done both by the implementation of mono-

lithic solvers (solving both the fluid flow equations and the rigid/elastic solid dy-

namics equations at the same time, as for example in [119]) and partitioned ones

(solving the two fields one at a time, in a staggered pattern [56, 133, 132]), we re-

strict our attention to the second approach, since it allows the least invasive cou-

pling of the existing flow solver (chapter 2) with the rigid body motion.

4.1.2 predictor–corrector coupled time integration of fluid flow and

rigid body dynamics

At each time step, the aerodynamic forcing in system 4.6 depends on the fluid flow

around the flap at angle β. A coupled time integration procedure is thus needed

for the fluid flow and flap dynamics. A convenient staggered solution of the fluid

flow and flap motion can be achieved through the adoption of a predictor–correc-

tor scheme. We use the predictor–corrector scheme proposed by Giles [73] (and

used for aeroelastic applications in [40, 35, 33])

Predictor:

(

E− ∆τ

2
A

)

y∗ =
(

E+ ∆τ

2
A

)

y(n) +∆τf(n)

Evaluation: f(n+1) =F (y∗)

Corrector: Ey(n+1) =Ey(n) + ∆τ

2
A

(

y(n) +y∗
)

+ ∆τ

2

(

f(n) + f(n+1))

(4.7)

At each time step, the predicted state y∗ is computed by means of the trapezoidal

rule, with an explicit treatment of the forcing f. Then, the forcing f(n+1) is evaluated

based on the fluid flow solution u on the mesh compatible with the predicted state

y∗, and finally a correction step is applied to get y(n+1)
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The predicted state y∗ is used as a boundary condition for mesh deformation,

according to the procedure described in 2.5. When the mesh deformation be-

comes difficult, the time step is split according to the algorithm 2. Thus, multiple

predictor steps are performed as follows

y∗0 = y(n)

(

E− ∆τk

2
A

)

y∗k+1 =
(

E+ ∆τk

2
A

)

y∗k +∆τk f(n), k = 0, . . . ,K −1
(4.8)

Correction is performed only at the end of the time step, when it is actually possi-

ble to evaluate the current aerodynamic loads.

4.1.3 predictor–corrector assessment on a model problem

We test the performance of the predictor–corrector scheme on a model problem

with proportional forcing

E =
[

1 0

0 1

]

, A =
[

0 1

0 0

]

, f(y) =
[

0 0

−κ2 0

]

y (4.9)

with initial conditions

β(0) = 0,
dβ

dτ
(0) = κB (4.10)

This is equivalent to a staggered solution of the unforced oscillator

d2β

dτ2
+κ2β= 0, s.t.β(0) = 0,

dβ

dτ
(0) = κB (4.11)

whose analytical solution is the periodic solution with pulsation κ and amplitude

B

β(τ) = B sin(κτ) (4.12)

We do not attempt here to derive an analytical proof of the stability of the pre-

dictor–corrector time integration scheme derived in section 4.1.2 when applied to

the model problem 4.9. Instead, we verify it numerically for increasing values of

∆τ, and we perform numerical tests to assess the effects of the time discretization

on the frequency error.

Figure 4.1a shows the variations in the absolute local maxima loc max(|β|) rel-

ative to the amplitude B , with respect to simulation time τ (rescaled by period

T = 2π/κ). We can see that, for this model problem, the amplitude error remains

bounded below 1% of the amplitude even with a coarse time discretization with

25 points per period. Figure 4.1b shows the time lag ∆φ between the local maxima

in the simulated signal and in the original one. The time lag appears to be linear,

and for the coarsest time discretization the simulated signal anticipates the ana-

lytical one of 1 period every 400 periods simulated. A medium time discretization

of 50 points per periods already reduces this lag below 30% of a period every 400

periods simulated.
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Figure 4.1 – Absolute local maxima variation and their time shift for different time dis-

cretizations.
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a Wing–flap gap, β= 0◦.
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b Wing–flap gap, β= 31◦.
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Figure 4.2 – Example of discontinuous and continuous wing–flap configurations on a

HQ17 airfoil.

4.2 Morphing boundaries over adaptive meshes

Wing–flap configurations are mostly studied as two different rigid or elastic bod-

ies, separated by a thin air gap. We would like to explore the effect of the air gap

on shock wave motion and on aeroelastic stability by removing it and replacing it
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with a continuous surface connection (figure 4.2). Modeling this connection sur-

face during an unsteady simulation with relative movement between airfoil and

flap creates the necessity of parameterizing the motion of the surface so that it

always remains attached to the moving bodies, while keeping a desired level of

smoothness. We typically know an initial position of the surface x(0) ∈ R
d , and

possibly some other intermediate configurations or the final one x(T ) ∈ R
d . Since

we are only interested in creating a continuous surface, without entering into the

details of the structural modeling of the two bodies, a detailed elastic modeling of

the surface is not the only solution to this shape morphing problem, which is com-

mon to other research fields such as industrial design [39] and computer graphics

[107, 10, 177]. Three steps have to be considered:

1. Solution of a correspondence problem, with the definition of a common

parametric coordinate ξ ∈ R
d−1 used to relate the initial and final config-

urations x(0)(ξ) and x(T )(ξ) in a Lagrangian fashion.

2. A trajectory problem giving the parametrical shape variation, is solved.

3. In the present application, interaction with mesh adaptation needs to be

considered in order to decide how to include new mesh nodes into the time

evolution of the surface (without spoiling surface smoothness).

Several alternative approaches for the solution of the trajectory problem have

been considered in this work.

• Variational models rely on partial differential equations models to describe

the shape trajectory x(ξ, t ). In the present application, a first candidate for

this role is of coarse a dynamic elastic model, where the morphing process

is driven by the forcing terms. Defining the displacement u = x− x(0), the

nonlinear dynamic elastic model reads [135]

∫

Ω

δu ·
(

ρ0
∂2u

∂t 2

)

dΩ+
∫

Ω

δǫ(u) : σ(u)dΩ=
∫

Ω

ρ0δu · f(t )dΩ+
∫

∂Ω
δu ·nP (t )dΓ

(4.13)

Membrane elements seem to be the simplest choice for surface discretiza-

tion. However, from the practical point of view this choice poses two prob-

lems:

1. How to choose a time-varying forcing so that a monotonic smooth

movement is ensured?

2. The moving membrane should never intersect other boundaries.
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For this reasons, a dynamic structural model has not been implemented in

the current work. For the purpose of geometrical modeling, it could be bet-

ter to set aside a rigorous physical interpretation for the surface movement,

and to look for a simpler model which could provide smooth results. A good

solution to the second issue is the combination of a variational model with

shape interpolation. Poisson equation models [177] have been proposed in

order to minimize the H 1(Ω) norm of the actual shape x(ξ) and a target one

y(ξ)

argmin
x

||x−y||H 1(Ω) (4.14)

leading to the variational formulation

∫

Ω

∇∇∇v ·∇∇∇xdΩ=
∫

Ω

∇∇∇v ·∇∇∇ydΩ (4.15)

In this way, only gradients of the target shape need to be prescribed, and

they can be provided through an interpolation formula

∇∇∇y(ξ, t ) = F(t )∇∇∇x(0) +G(t )∇∇∇x(T ) (4.16)

where the two matrices F(t ) and G(t ) allow for a possibly nonlinear interpo-

lation [177].

This approach is particularly simple for complex geometrical models, where

much of the burden is in the solution of the correspondence problem be-

tween the initial and final surface mesh, but solution of a Poisson equation

is quite straightforward. Changing the minimization norm gives the possi-

bility to change the PDE model. For example, using the elastic energy norm

would give the possibility of driving the model through the interpolation

of stresses on the initial and final configuration, linking the dynamic elas-

tic problem with the variational shape interpolation technique proposed

in [177]. Anyway, for a successful coupling with mesh adaptation, we are

interested in preserving surface smoothness as much as possible. Looking

for a solution in H 1 could be done with linear finite elements, which are only

C 0 globally. When this is coupled with mesh adaptation, new nodes would

be added on straight lines (according to an isoparametric representation),

instead of querying a geometrical model, thus spoiling the smoothness of

the original surface. Moreover, adaptive finite element discretization of the

variational model would be needed for handling the variable surface dis-

cretization produced by mesh adaptation.

• Direct geometrical model parameterization, instead, offers the possibil-

ity of preserving the desired curve smoothness along time, by introducing a
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geometrical model of the initial and target configurations and directly inter-

polating in time the geometric model coefficients. Although this approach

could be problematic for complex geometrical models, for the present two-

dimensional application it is extremely simple to define the same paramet-

ric coordinate ξ ∈ [0,1] for the initial and final shapes, thus solving the cor-

respondence problem, and to introduce a geometrical model for the curve

in R
2. This approach will be followed in section 4.2.1, while shape interpo-

lation will be introduced in section 4.2.2, and interaction with mesh adap-

tation will be considered in section 4.2.3.

4.2.1 Geometry parameterization

A possible boundary geometry modelling of two-dimensional initial and target

configurations x(0)(ξ), x(T )(ξ), parameterized on the reference domain ξ ∈ [0,1],

is given by a composite cubic Bézier approximation

x(0)(ξ) =
N−1∑

i=1
K(0)

i bi (ξ), ξ ∈ [0,1], i = 1, . . . , N −1

x(T )(ξ) =
N−1∑

i=1
K(T )

i bi (ξ), ξ ∈ [0,1], i = 1, . . . , N −1

(4.17)

where Bézier curves bi (ξ) are locally defined on subdomains

[ξi ,ξi+1] ⊂ [0,1], i = 1, . . . , N −1 (4.18)

A shape interpolation procedure for the boundary position r(ξ, t ) can be intro-

duced as

x(ξ, t ) = F(t )x(0)(ξ)+G(t )x(T )(ξ), ξ ∈ [0,1], t ∈ [0,T ] (4.19)

subject to the interpolation conditions

F(0) = I, F(T ) = 0

G(0) = 0, G(T ) = I
(4.20)

The only dependence on time is retained by the interpolation matrices F(t ), G(t ).

Introducing the same geometric model for the curve position x(ξ, t )

x(ξ, t ) =
N−1∑

i=1
Ki (t )bi (ξ), ξ ∈ [0,1], t ∈ [0,T ] (4.21)

we get a the interpolation formula for the discretized shape

Ki (t ) = F(t )K(0)
i +G(t )K(T )

i , i = 1, . . . , N −1, t ∈ [0,T ] (4.22)

which is directly expressed in terms of the geometric model coefficients Ki (t ).
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4.2.2 Nonlinear shape interpolation

Since we are interested in a continuous surface connecting two rigid bodies sub-

ject to a relative rotation, a nonlinear shape interpolation is needed to make the

surface comply with the flap rotation at each time instant.

The flap tip position can be written as its rotation by matrix ∆R(β(t )) about the

flap hinge located at h

xtip(t ) = h+∆R(β(t ))(x(0)
tip −h) (4.23)

Compatibility of shape interpolation with flap tip relative rotation gives

xtip(t ) = F(t )x(0)
tip +G(t )x(T )

tip = h+∆R
(

β(t )
)

(x(0)
tip −h) (4.24)

By explicitating the hinge position h with respect to the initial and final flap tip

positions we get the compatibility condition

xtip(t ) =
(

∆R
(

β(t )
)

−
(

I−∆R
(

β(t )
))(

I−∆R(T ))−1
∆R(T )

)

x(0)
tip+

+
(

I−∆R
(

β(t )
))(

I−∆R(T ))−1
x(T )

tip

(4.25)

One possible way to choose an explicit expression of F(t ) and G(t ) so that they

comply with flap rotation is to define them as

G(t ),
(

I−∆R
(

β(t )
))(

I−∆R(T ))−1

F(t ),∆R
(

β(t )
)

−G(t )∆R(T )
(4.26)

It can be verified that this choice automatically fulfils the interpolation conditions

F(0) = I, F(T ) = 0

G(0) = 0, G(T ) = I
(4.27)

It should be noted that, altought the present interpolation of the geometrical

model guarantees C 2 continuity ∀ξ ∈ (0,1), the current choice of the interpolation

matrices only preserves C 0 smoothness at end points. This issue is in fact shared

by every shape morphing model considered in this section, as also Poisson and

elastic models only allow the mutually exclusive imposition of Dirichlet or Neu-

mann boundary conditions at end points. At least, the current model allows to

be flawlessly coupled to mesh adaptation, while preserving the prescribes surface

smoothness.

This choice automatically allows a free rotation of the flap under the effects of

the aerodynamic loads, as the flap angle β(t ) is used to define the interpolation

matrices at each time instant.

Figure 4.3 shows the initial and target configurations for a HQ17 airfoil, while

figure 4.5 shows the results of the nonlinear shape interpolation procedure.
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X

Y

Z

a Continuous wing–flap, β= 0◦.

X

Y

Z

b Continuous wing–flap, β= 31◦.

Figure 4.3 – Initial and target configurations for the continuous flap opening on the HQ17

airfoil.

Figure 4.4 – Continuous wing–flap, interpolated shapes for β ∈ [0◦,31◦].

Figure 4.5 – Interpolated configurations for the HQ17 airfoil.

4.2.3 Interaction with mesh adaptation

Flawless interaction of the nonlinear shape interpolation procedure with dynamic

mesh adaptation relies on the distinction of curve control points from evalua-

tion points. Curve knots/control points are considered separately from boundary

mesh points. Having defined the same composite cubic Bézier model for all the

curve shapes in the time interval t ∈ [0,T ] means that the number of spline control

points remains constant in time. Boundary mesh points are evaluation points of

the geometric model, thus each time that mesh adaptation inserts a new node on

the boundary, its parametric coordinate ξ is guessed from the average of the para-

metric coordinates of its neighbors, then the position is corrected by evaluating

the geometrical model at ξ.

4.2.4 Example: Partial and complete flap opening

A preliminary application, intended for model testing purposes and not physical

results validation, is the partial and complete flap opening on a HQ17 airfoil in a

subsonic flow at M∞ = 0.35, ρ∞ = 1.4, at an angle of attack α = 3◦. In the partial

opening case, flap angle varies from β = 3◦ to β = 31◦, starting from an already
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open flap configuration, continuously connected to the airfoil upper surface. In

the full opening case, flap angle varies from β= 0◦ to β= 28◦, starting from a clean

airfoil configuration with no flap extending outside of the upper airfoil surface.

This is quite an extreme test case, intended for an algorithmic validation of the

geometrical model before its application to a physical problem, the nonclassical

aileron buzz in chapter 6.

Figure 4.6 shows some time snapshots for the partial and full opening flap

cases. Mesh adaptation is performed and is necessary to maintain a good qual-

ity body-fitted mesh, although we do not attempt in this test case to target specific

flow features.
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a Partial opening, β= 3◦. b Full opening, β= 0◦.

c Partial opening, β= 10◦. d Full opening, β= 7◦.

e Partial opening, β= 17◦. f Full opening, β= 14◦.

g Partial opening, β= 31◦. h Full opening, β= 28◦.

Figure 4.6 – Mass density distribution for partial and full flap opening at M = 0.35, with

nonlinear shape interpolation and mesh adaptation.



5Generalized beam models for

camber-morphing aeroelastic

applications

This chapter introduces the last contributions of this work to the topics of struc-

tural dynamics and morphing. The main focus is on structural modeling, seen as a

separable (yet not independent) component of an aeroelastic simulation, with the

development of a low-dimensional model specific for wings geometries amenable

to generalized beam model analysis.

Section 5.1 introduces the topic of structural morphing and generalized beam

models. Section 5.2 shows how a cross-section discretization is used to derive

an ODE formulation of the elastic problem along the beam axis, while section 5.3

presents the projection-based approach leading to the fully discrete formulation

shown in section 5.4. Nondimensionalization and validation of the model are in-

troduced in sections 5.5 and 5.6, respectively, while application to camber-mor-

phing wing sections is shown in section 5.7

Coupling with a fluid flow solver through an interface algorithm, and the spe-

cific issues which have limited its application in this work, are finally presented in

section 5.8.

5.1 Introduction

What shape morphing is Morphing is a verb which is derived from the abbre-

viation of metamorphosis. Shape morphing refers to a continuous change in the

external shape of an object, and in the aeronautical community it denotes the pos-

sibility of changing the shape of some aircraft components during flight. This can

be done in order to implement an actuation systems, or to optimize performances

in different flight conditions, just to give some examples of possible applications.

The external shape of lifting surfaces of an aircraft is typically designed so to

fulfill some desired aerodynamic performance in a specified flight condition. Even

if the possibility of continuously changing wing shape during flight was present in

the earliest aircraft design (such as the wing twisting mechanism on the Wright

Flyer [15]), this feature has disappeared in modern aircraft as the increasingly

higher flight speed led to the discovery of aeroelastic instability phenomena [26]

demanding for stiffer aircraft structures. Classical aircraft structure design has
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been developed based on the usage of stiff materials and topologies to accom-

plish the load bearing role, with a limited shape-changing capability localized in

control surfaces such as flaps, aileron, spoilers, etc.

Morphing aircraft structures, i.e. structures capable of flexible seamless

changes of shape, have been introduced in the last years for their potential ca-

pability of adaptation with a limited weight and reliability penalty [15, 168]. Shape

changes on wings can include variations in span, twist, camber [15]. Among all

possible shape modification, in this work we focus on camber morphing, whose

application on rotorcraft blades offers a significant room for optimization of per-

formance of the vehicle, included the reduction of vibratory loads and emitted

noise [67, 122, 178].

Structural design, material design, simulation A large change of the design

paradigms is required to develop structural concepts that can fulfil effectively, at

the same time, the two roles of load bearing and shape morphing. Examples of

possible innovative configurations are given in [4, 143]. Most of the works avail-

able in the literature either focus on the design of smart materials capable of with-

standing the shape change process, or on the design of the actuation system, or

on the topological optimization of the structure. In order to be able to perform a

computer simulation of an aeronautical morphing system, the combination of a

structural elastic model, an aerodynamic model, and possibly a model of the ac-

tuation system is required. The usage of state-of-the-art computational methods

(such as finite elements) for each component of this multidisciplinary framework

would lead to a complex high-dimensional model, that would require HPC capa-

bilities in order to run the simulations.

In order to develop a computational model that could be competitive (in terms

of time and computational resources) with traditional aeronautical design meth-

ods, in this work we explore the capabilities of generalized beam models to deal

with camber morphing of straight, slender wings.

Generalized beam models Classical beam models are often analytically derived

from three-dimensional continuum mechanics by introducing some additional

hypotheses on the kinematic behaviour of the cross-section of long, prismatic

solid bodies [159, 135]. Several works have focused on generalizing beam mod-

els by means of semi-analytical methods providing a detailed characterization of

the beam cross-section (summarized in [83]), mostly based on a finite element

modelling of the cross-section [72, 83], allowing for composite and anisotropic

materials. In [72], a decomposition of the displacement field into a particular in-

tegral made of a polynomial solution (central solution field) and a general inte-

gral made of a set of self-balanced exponential solution (warping solution field)
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is introduced, without any a priori hypothesis on the cross-section kinematic be-

haviour. The first part of the solution is determined by the applied load, and ex-

tends the classical beam polynomial solution by allowing for some section defor-

mation, while the second part recovers the local deformation introduced by the

boundary conditions, which is usually neglected in engineering applications. The

exponential decay of the warping field is in accordance with de Saint Venant’s

principle [85, 84]).

In [125], it has been shown that the same solutions can be obtained without

assumptions on the section behaviour, and without any a priori displacement de-

composition, once the continuum linear elasticity problem is reformulated as an

evolutionary problem along the beam axis [125, 72, 120] and the eigenanalysis of

the resulting first order system of linear Ordinary Differential Equations (ODEs) is

studied. This reformulation takes advantage only of an in-plane discretization of

the solid cross-section (typically a finite-element one), and generates a system of

ODEs which is twelve times singular. The six rigid displacements and the six clas-

sical polynomial solutions for the beam displacement automatically appear as the

solutions generated by the generalized eigenfunctions associated to null eigenval-

ues. Additional displacement fields are generated by eigenfunctions associated to

non null eigenvalues, as in the decoupling proposed in [72].

The aim of this work is to use this formulation to identify a set of solutions

clearly related to in-plane deformation, in order to derive generalized beam mod-

els capable of representing the camber morphing behaviour of airfoil sections.

The formulation presented in [125] starts from the complete three-dimensional

elastic continuum to derive an approximate three-dimensional solution made of

a combination of a reduced number of eigenfuctions. This can be alternatively

be interpreted as a projection of the full-order finite element model on a reduced

number of basis functions, as it is done in projection-based model reduction [12].

This interpretation allows to investigate also choices of the basis functions dif-

ferent from the system eigenfunctions, while retaining the same computational

framework, and will be adopted in the following.

5.2 Semi-discrete formulation of linear elastic mechanics

We consider a prismatic three-dimensional elastic solid, with constant cross-sec-

tion and straight out-of-plane x-axis (fig. 5.1). In-plane coordinates are labeled as

ξ, (y, z).
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Figure 5.1 – Constant cross-section prismatic solid.

5.2.1 Virtual work principle

The starting point is the virtual work principle for a linear elastic continuum [135],

stating the equality of the internal and external virtual work in the three-dimen-

sional domain Ω occupied by the elastic solid

δLi = δLe (5.1)

for every suitable virtual displacement field δu.

The internal virtual work is expressed in terms of the stress tensor σ(u) and the

compatible variation of the strain tensor δε= ε(δu)

δLi =
∫

Ω

ε(δu) : σ(u)dΩ (5.2)

while the virtual external work, considering a cantilever constant cross-section

prism of length L in the interval x ∈ [0,L], can be written as

δLe =
∫

Ω

δu · fΩ dΩ+
∫

SL

δu · fL dA +
∫

∂Ω\{S0∪SL }
δu ·τdΓ (5.3)

where fΩ represent volume forces, fL represents the surface forces applied on the

end section SL (assuming Dirichlet conditions on the root section S0), and τ rep-

resents the stress applied on the lateral surface ∂Ω\{S0 ∪SL}.

The linear elastic material is characterized by the constitutive law

σ(u) = 2µε(u)+λtr(ε(u)) (5.4)

and the infinitesimal deformations hypothesis leads to the adoption of the small

strain tensor

ε(u) = 1

2

(

∇∇∇u+ (∇∇∇u)T )

(5.5)

The symmetric stress and small strain tensors can be conveniently re-arranged

as six-component arrays σ,ǫ, the latter related to the displacement field u by
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means of a linear differential operator D through the relation

ǫ=Du =














∂/∂x 0 0

0 ∂/∂y 0

0 0 ∂/∂z

∂/∂y ∂/∂x 0

∂/∂z 0 ∂/∂x

0 ∂/∂z ∂/∂y














u (5.6)

so that the linear elastic constitutive law reads

σ= Dǫ (5.7)

where

D =














2µ+λ λ λ 0 0 0

λ 2µ+λ λ 0 0 0

λ λ 2µ+λ 0 0 0

0 0 0 µ 0 0

0 0 0 0 µ 0

0 0 0 0 0 µ














(5.8)

This allows us to compactly write the virtual work principle as

∫

Ω

ǫ(δu)T Dǫ(u)dΩ= δLe , ∀δu (5.9)

5.2.2 Separation of variables and cross-section discretization

In order to obtain an evolutionary form of the semi-discrete of the elastic problem

along the space direction x, it is convenient to split the strain tensor ǫ into the

contributions brought by the derivatives in the in-plane directions ξ, (y, z) ∈ S

and the derivative in the beam axis direction x ∈ [0,L]

ǫ=














0 0 0

0 ∂/∂y 0

0 0 ∂/∂z

∂/∂y 0 0

∂/∂z 0 0

0 ∂/∂z ∂/∂y














︸ ︷︷ ︸

,Dξ

u+














1 0 0

0 0 0

0 0 0

0 1 0

0 0 1

0 0 0














︸ ︷︷ ︸

,S

∂u

∂x
=Dξu+S

∂u

∂x
(5.10)

At this point, we can introduce a discretization for the cross-section domain S

(which is constant along the x-axis)

ud (ξ, x) =
Ns∑

s=1
φs(ξ)vd

s (x), d = 1, ..,3 (5.11)
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In this work, φs is a nodal P 1 linear finite element basis function, so that vd
s (x) rep-

resents the displacement of node s in the space direction d . A convenient matrix

re-arrangement of the last expression reads

u(ξ, x) = N(ξ)v(x) (5.12)

Substitution into the expression of the strain tensor splitting (eq. 5.10) gives

ǫ=DξN(ξ)
︸ ︷︷ ︸

,Zξ(ξ)

v(x)+ SN
︸︷︷︸

,Z0

dv(x)

dx
= Zξ(ξ)v(x)+Z0

dv(x)

dx
(5.13)

Thus, the strain tensor ǫ is directly expressed in terms of the section nodal dis-

placements v(x) (since in-plane derivatives are computed analytically for the P 1

finite element basis) and their first derivative v′(x) = dv
dx along the beam axis.

Since only matrix Zξ(ξ) retains a dependence from the cross-section coordi-

nates, the last expression allows us to express the volume integral in the virtual

internal work (eq. 5.9) as a multiple integral over the surface S and the line [0,L],

getting

δLi =
∫

Ω

ǫ(δu)T Dǫ(u)dΩ=

=
∫L

0
δ

[

v

v′

]T ∫

S

[

ZT
ξ

DZξ ZT
ξ

DZ0

ZT
0 DZξ ZT

0 DZ0

]

dA

[

v

v′

]

dx
(5.14)

The virtual external work in eq. 5.3 can be discretized as

δLe =
∫L

0
δvT

∫

A

NT fΩ dA dx +δvT (L)
∫

SL

NT fL dA+

+
∫L

0
δvT

∫

∂A

NT τdΓdx

(5.15)

The following matrices can be conveniently defined

E,

∫

S

Zξ(ξ)T DZξ(ξ)dA

C,

∫

S

Zξ(ξ)T DZ0 dA

M,

∫

S

ZT
0 DZ0 dA

(5.16)
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together with the semi-discrete domain and boundary nodal forces1

FΩ ,

∫

A

NT fΩ dA

FL ,

∫

SL

NT fL dA

F∂A ,

∫

∂A

NT τdΓ

(5.17)

so that the virtual work principle (eq. 5.9) can be compactly written in its semi-

discrete form as

∫L

0
δ

[

v

v′

]T [

E C

CT M

][

v

v′

]

dx =
∫L

0
δvT (FΩ+F∂A )dx +δvT (L)FL ,

∀δv ∈ [H 1
0 ([0,L])]ns×3

(5.18)

5.3 Model reduction approaches

In this section, we introduce the idea of projecting the semi-discrete solution vec-

tor field

v(x) ∈ H 1
0 ([0,L])ns×3 (5.19)

on a lower-dimensional vector field

k(x) ∈ H 1
0 ([0,L])nr nr ≪ ns ×3 (5.20)

by means of a matrix P ∈R
(ns×3)×nr so that we can write the projection as

v∥(x) = Pk(x) (5.21)

and use it to replace the full solution v(x) in eq. 5.18, in accordance to classical

methods for over-determined systems [104]. The problem is finding a matrix P

such that the error v(x)−v∥(x) is negligible for the application purposes. This pro-

jection-based approach is common in many model reduction problems [148, 12].

In this work, we don’t look for a mathematical optimality criterion for the defini-

tion of matrix P, since this often requires some knowledge of the full-system so-

lution v(x), like in Proper Orthogonal Decomposition (POD) approaches [12]. In-

stead, we compare different a priori choices of matrix P based on an assessment of

1Alternatively to the boundary flux fL , an inhomogeneous boundary condition vL could be pro-

vided. This case is handled by means of boundary data lifting [138]

v(x) = v0(x)+G(x)vL

where v0(x) is the new unknown function with homogeneous Dirichlet conditions at x = L, and G(x)

is an arbitrary matrix function such that G(0) = 0 and G(L) = I.
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their computational cost and convergence trends, thus avoiding full-system com-

putations.

We will investigate two alternative choices for matrix P. Firstly, the eigenfunc-

tions of the strong form of eq. 5.18. Lastly, the singular vectors of the cross-section

in-plane deformation energy matrix E.

5.3.1 Eigenvectors of the Hamiltonian system

We now look for a strong form of the semi-discrete variational formulation

(eq.5.18). Since variations δv and δv′ are not independent, we can integrate by

parts eq. 5.18 and impose Dirichlet boundary conditions δv(0) = 0, to get

∫L

0
δvT (

Ev+ (C−CT )v′−Mv′′
)

dx =

=
∫L

0
δvT (FΩ+F∂A )dx +δvT (L)

(

FL −CT v(L)−Mv′(L)
)

,

∀δv ∈ [H 1
0 ([0,L])]ns×3

(5.22)

For a more compact notation, it is convenient to define a new matrix

H,C−CT (5.23)

Imposing the arbitrariness of variations in the domain δv(x) and on the Neumann

boundary δv(L) leads us to

Ev+Hv′−Mv′′ = FΩ+F∂A , x ∈ (0,L)

v(0) = 0

CT v(L)+Mv′(L) = FL

(5.24)

Introducing

w(x), v′(x) (5.25)

we can write the corresponding homogeneous system of first order differential

equations as
[

I 0

0 M

]

︸ ︷︷ ︸

B

d

dx

[

v

w

]

︸︷︷︸

q

=
[

0 I

E H

]

︸ ︷︷ ︸

A

[

v

w

]

︸︷︷︸

q

(5.26)

The above system is Hamiltonian, meaning that the spectrum of matrix pair (A,B)

is symmetric with respect to the imaginary axis. In fact, the same first order system

of differential equations can be derived from a Hamiltonian formulation of the

semi-discrete problem (eq. 5.18) [125, 18, 19].

Since we have imposed no boundary conditions, the system is twelve times

singular, with six rigid modes and six classical beam deformation modes (as



5.3 Model reduction approaches 123

shown in [121, 120, 48, 47, 125]). Only four linearly independent eigenvectors, cor-

responding to the three rigid translations and the rigid rotation around the beam

axis, can be computed for the null eigenvalues. So matrix pair (A,B) is defective

[74] and it is not diagonalizable. A Jordan form decomposition can be sought [74].

A = BXJX−1 (5.27)

where the Jordan matrix J contains one Jordan block Jg for each defective eigen-

pair

Jg =












0 1

0 1
. . .

. . .

0 1

0












∈R
g×g (5.28)

where g is the geometric multiplicity of the eigenvector. In this case, the problem

is also derogatory [74] since four Jordan blocks are present for eigenvalues with the

same value. In the present case, the Jordan blocks are associated to bending (two

4×4 blocks), axial tension (2×2), and torsion (2×2) [125]. The rest of the matrix J

is diagonal and contains the non-null eigenvalues. Thus the Jordan matrix has the

following structure [125]

J =




















J4

J4

J2

J2

λ13

λ14

. . .

λns×6




















(5.29)

Matrix X contains the Jordan principal vectors. They coincide with the eigenvec-

tors for non-defective eigenpairs, while in the defective case they are computed

sequentially from so-called Jordan chains

Aq0 = 0

Aqi = Bqi−1, ∀i ≥ 1
(5.30)

In the present problem, Jordan chains can be explicitly written [125] as

Ed0 = 0

Ed1 =−Hd0

Edi = Mdi−1 −Hdi−2, ∀i ≥ 2

(5.31)
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With

q0 =
[

d0

0

]

, qi =
[

di

di−1

]

, ∀i ≥ 1 (5.32)

As noted in [74, 125], Jordan blocks correspond to a polynomial solutions. For

example, for a generic m ×m block Jm(λk ) associated to an eigenvalue λk

eJm (λk )x = eλk x
















1 x x2

2
x3

3! . . . xm−1

(m−1)!

0 1 x x2

2 . . . xm−2

(m−2)!

0 1 x
. . .

...
. . .

. . .
. . .

...
. . .

. . .
...

0 1
















(5.33)

Thus, the two 4×4 blocks originate the de Saint Venant’s cubic solution for beam

bending, while the 2×2 blocks originate the linear axial tension and torsion solu-

tions.

Since the problem is twelve times singular, the eigenvalue computation is ill-

conditioned and it is advisable to remove the singularity before performing a nu-

merical eigenvalue computation. The computational procedure is described in

appendix A.

Physical interpretation. Eigenvectors related to non-null eigenvalues exhibit a

combination of camber-morphing and out-of-plane warping behavior, making

them interesting for as a basis functions for morphing applications. Eigenanal-

ysis means decomposing the solution v on a basis of complex exponentials eλi x ,

whose amplitudes are determined from boundary conditions. From Euler’s for-

mula, these complex exponentials can always be rewritten in trigonometric form,

so the eigenvalues real part ℜ(λi ) represent the amplification or damping of each

modal shape along the x-axis. This motivates the study of modal truncation as a

means for building the projection matrix P for morphing applications, since re-

taining in the model the eigenvectors with the slowest decay rate would allow to

analyze the propagation of an imposed shape along the x-axis.

Assessment of the method. In time evolution problems, eigenfunctions of the

first order system appear as a natural choice for basis functions. In fact, the inter-

pretation of the imaginary part of eigenvaluesℑ(λi ) as time frequencies is straigth-

forward. Even if better model reduction approaches could be employed based

on the specific analysis needs [148, 12], this physical interpretation is retained in

modal truncation of first order linear time evolution problems.
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From the computational point of view, some issues when dealing with eigen-

analysis of Hamiltonian systems have to be considered.

1. No convergence estimates are available for modal truncation of non sym-

metric systems, meaning that convergence should be verified in practice by

testing with an increasing number of basis functions retained in the reduced

model.

2. Eigenvalues of a Hamiltonian system are symmetric with respect to both the

real and the imaginary axis. To the numerical practitioner who uses an it-

erative eigenvalue solver to compute a limited number of eigenvalues, this

means that with a classical eigenvalue solver four new eigenvalues have to

be computed before an independent new one is found, making the proce-

dure costly unless specific eigenvalue solvers are employed [112, 24, 25].

3. The non symmetric Hamiltonian matrix pair of the problem at hand is ill-

conditioned, even after mesh scaling has been employed to improve the

condition number of matrices E, C, M, and after deflation procedures [27,

142] have been employed to desingularize the Hamiltonian matrix pair. Ill-

conditioning, combined with the high number of eigenvalues which need to

be computed due to symmetry, makes it difficult for the eigenvalue solver to

converge on a result for a number of eigenvalues sufficient for analysis pur-

poses.

4. Eigenvectors of the Hamiltonian system (eq. 5.26) show no clear uncou-

pling of out-of-plane warping displacement from in-plane camber-morph-

ing displacement in most of the eigenfunctions, making it even more diffi-

cult to determine the number of eigenvalues which need to be retained in

the model in order to have a significant reproduction of a camber morphing

behaviour, as well as preventing a preliminary study of a purely camber-

morphing forcing and response.

5.3.2 Eigenvectors of the in-plane deformation energy

Due to the difficulties with the computation of the eigenfunctions of the linear

system (eq. 5.26), we seek an alternative approach for the choice of the basis func-

tions.

The virtual work contribution

δLE(x), δvT (x)Ev(x) (5.34)

contains the work per unit span related to all the in-plane stress components σy y ,

σzz , τy z plus the in-plane derivatives of the out-of-plane displacement ∂u
∂y , ∂u

∂z . In
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fact, matrix E comes from the splitting of the strain tensor as

ǫ=














0 0 0

0 ∂/∂y 0

0 0 ∂/∂z

∂/∂y 0 0

∂/∂z 0 0

0 ∂/∂z ∂/∂y














︸ ︷︷ ︸

,Dξ

u+














1 0 0

0 0 0

0 0 0

0 1 0

0 0 1

0 0 0














︸ ︷︷ ︸

,S

∂u

∂x
=Dξu+S

∂u

∂x
(5.35)

and the application of the differential operator Dξ, defined by the components of

the strain related only to variations of the 3D displacement along in-plane coordi-

nates, to a discretization matrix N(ξ)

E =
∫

A

(

DξN(ξ)
)T

D
(

DξN(ξ)
)

dA (5.36)

Since the virtual work in 5.34 vanishes for the three rigid translation and for a ro-

tation about the x axis, matrix E is positive semidefinite and has four null eigen-

values [125]. Since E is symmetric by construction, it is diagonalizable, its eigen-

values are real and its eigenvectors are orhogonal.

Defining the cross-section mass matrix

WS =
∫

A

NT (ξ)N(ξ)dA (5.37)

the numerical approximation of the most deformable constant shapes is given by

the solution of the real symmetric eigenvalue problem

Evi =σi WS vi i = 1, . . . ,R (5.38)

for the first R lowest-modulus non-null eigenvalues, leading to the definition of a

matrix of basis functions

PE ≡ [v1, . . . ,vR ] ∈R
3N×R (5.39)

This matrix is bordered by the de Saint Venant’s solution Pd computed in the

previous section, to give the complete projection matrix

P = [PE ,Pd ] (5.40)

Physical interpretation. Looking for the lowest-modulus non-null eigenvalues

of matrix pair (E,WS ) means maximizing the L2 norm of the solution while con-

sidering orthogonal contributions to the internal energy of a deformed shape

which doesn’t change along the x-axis

argmin
vi

(

vT
i WS vi

)

s.t. vT
i Evi = 1, vi ∉ ker(E) (5.41)
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For solutions which are constant along the beam axis, this approach reduces to a

Proper Orthogonal Decomposition (POD) or Singular Value Decomposition (SVD)

[12].

Although an out-of-plane variation of the deformed shape will be present in

most of morphing applications, it is often desirable to keep it at a minimum. In a

design phase, having a model which uncouples out-of-plane from in-plane shape

variations allows to design the cross-section material layout in order to maximize

the desired in-plane morphing capabilities.

Assessment of the method. The present projection-based approach offers sev-

eral practical advantages over the previous one.

1. Clear convergence estimates are available for system SVD (Schmidt-Eckart-

Young-Mirsky theorem [12]).

2. Since E is symmetric, we know from spectral theory that all its eigenvalues

are real and the related eigenfunctions are orthogonal [104],

3. In practice, the previous point means that it is easier for standard eigenvalue

solvers to converge on a large number of eigenpairs (in this work, above

300).

4. Furthermore, camber-morphing and warping displacements singular vec-

tors are naturally uncoupled, as it will be shown in the next paragraph.

Uncoupling of in-plane and out-of-plane displacement. It is now convenient

to take a step back, and to analyse the energy associated to the differential opera-

tor Dξu before any discretization is introduced

δLE(x) =
∫

A

(

Dξδu
)T

D
(

Dξu
)

dA (5.42)

If we split the displacement u into out-of-plane warping u and in-plane (camber-

morphing) displacement c

u =
[

u

c

]

(5.43)
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we can move the rows of operator Dξ according to the permutation [1,4,5,2,3,6]

so to partition it analogously

Dξ =














0 0 0

∂/∂y 0 0

∂/∂z 0 0

0 ∂/∂y 0

0 0 ∂/∂z

0 ∂/∂z ∂/∂y














,






0 01×2

D
w
ξ

02×2

03×1
D

c
ξ




 (5.44)

Thus, its terms act diagonally on u or c

Dξu =






0 01×2

D
w
ξ

02×2

03×1
D

c
ξ






[

u

c

]

(5.45)

By introducing the same partitioning of the elasticity matrix D (eq. 5.8) through

the application of the same permutation [1,4,5,2,3,6] to its rows and columns

D =














2µ+λ 0 0 λ λ 0

0 µ 0 0 0 0

0 0 µ 0 0 0

λ 0 0 2µ+λ λ 0

λ 0 0 λ 2µ+λ 0

0 0 0 0 0 µ














=






D00 01×2 D0w

02×1 Dw w 02×3

DT
0w 03×2 Dcc




 (5.46)

inserting this partitioning into the expression for the in-plane elastic energy and

using the adjoint operators D
w †

ξ
and D

c†

ξ
we get

δLE(x) =

=
∫

A











0 01×2

D
w
ξ

02×2

03×1
D

c
ξ






[

δu

δc

]





T 




D00 01×2 D0w

02×1 Dw w 02×3

DT
0w 03×2 Dcc











0 01×2

D
w
ξ

02×2

03×1
D

c
ξ






[

u

c

]

dA =

=
∫

A

[

δu

δc

]T [

D
w †

ξ
Dw wD

w
ξ

01×2

02×1
D

c†

ξ
DccD

c
ξ

][

u

c

]

dA

(5.47)

Thus matrix E appears to be the discretization of a differential operator which un-

couples out-of-plane from in-plane displacements.

5.3.3 Orthogonalization

Although energy modes are already orthonormal, classical deformation modes are

not, neither with respect to the energy modes, nor among themselves. For this
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reason, a new, orthonormal basis P̃ in the L2(S ) inner product is obtained from

the old one P̄ by means of a Gram-Schmidt process

P̄ = P̃T (5.48)

where T is a non-singular upper-triangular (R +6)× (R +6) matrix. Orthonormal-

ity in the L2(S ) inner product is obtained by requiring the orthonormality with

respect to the cross-section mass matrix WS

P̃T WS P̃ = I (5.49)

5.4 Fully discrete formulation of the reduced-order model

The finite element discretization of the axis direction outlined in this section al-

lows us to derive the final algebraic system of equations to be solved for the three-

dimensional simulation. This procedure is independent from the specific choice

of the basis functions used to define the projection matrix P.

5.4.1 Model projection

The aim is to find a projection matrix P ∈ R
(ns×3)×nr such that its column vectors

{pr }r=1,...,nr are a subset of a vector basis for Rns×3, with nr ≪ ns ×3. The subspace

projection reads
v(x) = Pk(x)

δv(x) = Pδk(x)
(5.50)

both for the unknown solution v and the test functions δv.

Using the above relations in the semi-discrete form of the virtual internal work

(eq. 5.18) leads to the definition of the following projected matrices

Eπ = PT EP

Cπ = PT CP

Mπ = PT MP

(5.51)

So the virtual internal work finally reads

δL
π
i =

∫L

0

[

k

k′

]T [

Eπ Cπ

CπT
Mπ

][

k

k′

]

dx (5.52)

This expression is independent from the specific choice of the basis functions.

Analogously, the projection of the forcing terms can be defined as

Fπ
Ω

=PT FΩ

Fπ
∂A

=PT F∂A

Fπ
L =PT FL

(5.53)
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So that the projection of the virtual external work is expressed as

δL
π
e =

∫L

0
δkT (

Fπ
Ω
+Fπ

∂A

)

dx +δkT (L)Fπ
L (5.54)

5.4.2 Beam axis discretization and fully discrete formulation

We now introduce a set of nodal basis functions along the x-axis, so that the un-

known is discretized as

k ir (x) =
Nx+1∑

ix=1
θix (x)hix , ir = 1, ..., Nr (5.55)

or, in matrix form

k(x) =Θ(x)h (5.56)

It is now possible to define the linear system matrix

L =
∫L

0

(

Θ
T Eπ

Θ+Θ
T Cπ dΘ

dx
+ dΘ

dx

T

CπT
Θ+ dΘ

dx

T

Mπ dΘ

dx

)

dx (5.57)

and the forcing array

b =
∫L

0
Θ

T (

Fπ
Ω
+Fπ

∂A

)

dx +θT (L)Fπ
L (5.58)

so that the final expression of the algebraic linear system reads

Lh = b (5.59)

5.5 Nondimensionalization

Through dimensional analysis, the physical dimensions of the matrices involved

in the solution are related to the dimension of a pressure p and a length l in the

following way
E ∼ [p]

C ∼ [p][l ]

M ∼ [p][l ]2

R ∼ [p][l ]

L ∼ [p][l ]2

WS ∼ [l ]2

(5.60)

Defining a reference elastic modulus P and a reference length L , after the as-

sembly phase on the original grid all quantities are nondimensionalized in the

following way

x →L x dx →L dx
∂

∂x
→ 1

L

∂

∂x
u →L u (5.61)
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E → E

P
C → C

P L
M → M

P L 2
WS → WS

L 2
(5.62)

Nondimensionalization of the gravity forcing, considering the gravity value g and

a reference material density ρ, leads to the definition of the following nondimen-

sional parameter
ρgL

P
(5.63)

while nondimensionalization of an aerodynamic load with chord c and asymp-

totic dynamic pressure q∞ leads to the definition of the nondimensional parame-

ter
q∞c3

P L 2
(5.64)

5.6 Validation

In [125], validation of the projected model is done based on the convergence of

beam stiffness matrix terms. Here, we propose a simple validation of the three-di-

mensional integration of the projected model, based on comparison with classical

tension–bending beam theory. We consider a cantilever prismatic solid, loaded at

the free end, so that the three-dimensional propagation of extremity effects from

the clamped root provides allows to verify the convergence of the projection to-

wards the full model.

This is done for a thin-walled box beam of outer dimensions Ly = 1,Ly = 0.5

and thickness t = 0.05, made of homogeneous elastic material, whose center of

mass coincides with the origin of the reference frame. Formulas for the end-dis-

placement from classical beam theory are used to calculate the end load neces-

sary to achieve a desired displacement. Then, the end load is converted into a

distributed pressure/shear load

fL =






fx

fy

fz




 (5.65)

to be applied on the end section. Table 5.1 shows the relevant formulas for torque

end loads My , Mz and a gravity loading. Cross-section area moments are defined

as

Sy =
∫

A

z dA , Sz =
∫

A

y dA

Iy y =
∫

A

z2 dA , Izz =
∫

A

y2 dA

(5.66)

Table 5.2 shows the percent error e% in the mean end-section displacement

component u j in the generic direction j with respect to the reference value uref
j
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computed from beam theory

e% =
u j −uref

j

uref
j

×100 (5.67)

for increasing number of intervals Nx along the x-axis, and increasing number of

E eigenvectors Nr . Classical deformations Pd are always retained in the model.

Figure 5.2 shows the magnified displacement of the three-dimensional prism.

Loading Displacement Inverse load Surface load

My wL =− L2

2E Iy y
My My =−2E Iy y

L2 vL fx =
(

z − Sy

A

)
My

Iy y−
S2

y
A

Mz vL = L2

2E Izz
Mz Mz = 2E Izz

L2 wL fx =
(

−y + Sz
A

)
Mz

Izz−
S2

z
A

g wL =− L4

8E Iy y
ρg A − −

Table 5.1 – End displacement and loading from classical beam theory for selected condi-

tions.

5.7 Analysis of camber-morphing wing sections

We analyze the FishBAC (fishbone active camber) cross-section proposed by

Woods and Friswell in [173] for camber-morphing applications, and further stud-

ied in successive works ([175, 174, 172, 171, 62] among others). This is a thin-

Load, Nx Nr = 0 Nr = 10 Nr = 40 Nr = 80

My , Nx = 25 -4.8793 -4.6934 -4.3643 -4.3793

My , Nx = 50 -2.4906 -2.2489 -1.6885 -1.6901

My , Nx = 100 -1.8709 -1.6118 -0.9239 -0.9117

Mz , Nx = 25 -2.2939 -2.1989 -2.0884 -2.0830

Mz , Nx = 50 -1.3098 -1.1811 -0.9601 -0.9428

Mz , Nx = 100 -1.0504 -0.9098 -0.6070 -0.5769

g , Nx = 25 -0.2496 0.4460 1.3741 1.3881

g , Nx = 50 2.3526 3.1453 4.5128 4.5391

g , Nx = 100 3.0305 3.8562 5.4686 5.5157

Table 5.2 – Percent error in the computed mean end-displacement (eq. 5.67), with varying

number of intervals Nx along the x-axis, and varying number of E eigenvectors Nr , for

selected load conditions.
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a My , 0.2×. b Mz , 0.2×. c Gravity, 1000×.

Figure 5.2 – Box beam displacement for different loading conditions.

a FishBAC airfoil materials distribution. b FishBAC airfoil mesh.

Figure 5.3 – FishBAC airfoil materials and mesh.

walled cross-section layout built inside a NACA 0012 airfoil. A sketch of the config-

uration, with materials layout and the mesh used throughout the analysis is given

in fig. 5.3. A unit aerodynamic chord is used in the simulations.

5.7.1 Eigenanalysis

A comparison of the Hamiltonian system and the E matrix eigenvalues is shown

in figures 5.4.

Eigenfunctions related to matrix E are shown in figures 5.5, 5.6. Rigid modes

(mode 1 to 4) are omitted. Coloring represents the out-of-plane displacement;

from the colorbar, it can be seen that in-plane and out-of-plane displacements

are uncoupled in the limits of numerical approximation. Figure 5.7 shows some

purely warping eigenfunctions, now tilted in order to show the out-of-plane dis-

placement.

5.7.2 Three-dimensional simulations with gravity loading

We study a gravity load on the extrusion of length L = 5 of the FishBAC cross-

section. This is done by imposing a volume forcing

fΩ = ρg






0

0

−1




 (5.68)
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b Eigenvalues of matrix pair (E,WS ).

Figure 5.4 – Eigenvalues of the Hamiltonian system and matrix pair (E,WS ) for the Fish-

BAC airfoil.



5.7 Analysis of camber-morphing wing sections 135

a Eigenfunction 5. b Eigenfunction 6.

c Eigenfunction 7. d Eigenfunction 8.

e Eigenfunction 9. f Eigenfunction 10.

g Eigenfunction 11. h Eigenfunction 12.

i Eigenfunction 13. j Eigenfunction 14.

Figure 5.5 – Eigenfunctions from matrix pair (E,WS ) for the FishBAC airfoil (rescaled with

unit L2(S ) norm).
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a Eigenfunction 15. b Eigenfunction 16.

c Eigenfunction 17. d Eigenfunction 18.

e Eigenfunction 19. f Eigenfunction 20.

g Eigenfunction 21. h Eigenfunction 22.

i Eigenfunction 23. j Eigenfunction 24.

Figure 5.6 – Eigenfunctions from matrix pair (E,WS ) for the FishBAC airfoil (rescaled with

unit L2(S ) norm) – Continued.



5.7 Analysis of camber-morphing wing sections 137

a Eigenfunction 10. b Eigenfunction 17.

c Eigenfunction 22. d Eigenfunction 28.

e Eigenfunction 35. f Eigenfunction 38.

g Eigenfunction 39. h Eigenfunction 46.

i Eigenfunction 48. j Eigenfunction 52.

Figure 5.7 – Eigenfunctions from matrix pair (E,WS ) related to out–of–plane warping

(rescaled with unit L2(S ) norm).
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which is then nondimensionalized as outlined in section 5.5. Figure 5.8 shows

the displacement of the wing. A significant camber-morphing behaviour is not di-

rectly appreciable from fig. 5.8a, but the modal decomposition allows to filter-out

the displacement on the classical deformations Pd , so to better visualize the slight

morphing deformation which the model is able to capture (fig.5.8b). This is sup-

ported by fig. 5.9, which shows the solution components k(x) varying along the x-

axis. Classical deformation are the last components, overshadowing all other con-

tributions. Figure 5.9b shows only components related to non-classical shapes PE,

showing that some camber-morphing effect in fact develops along the wing axis.

a Wing displacement, 10×. b End-section (only morphing), 500×.

Figure 5.8 – Displacement due to gravity on the FishBAC wing.
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Figure 5.9 – Solution components k(x) for the gravity load.
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Figure 5.10 – Displacement convergence with gravity load.

5.7.3 Three-dimensional simulation on imposed modal shapes

From the definition of the eigenvectors of matrix pair (E,WS ), it is possible to

design a forcing leading to a constant morphing solution on a mode vi along the

x-axis by simply choosing the forcing terms as

FΩ = WS vi

FL = CT vi
(5.69)

and setting an inhomogeneous Dirichlet boundary condition at the root on the

desired mode v(0) = vi . The same could be done for any prescribed solution made

of a desired linear combination of eigenvectors.

In order to study the evolution of the morphing shape along the x-axis, it is

more interesting to impose the same forcing while leaving the root boundary con-

ditions unchanged, i.e. on the undeformed configuration. This is done separately

for eigenvectors 6 and 8 (previously shown in fig. 5.5). Results for displacement

and solution components for forcing on eigenvector 6 are shown in figures 5.11,

5.12, while for eigenvector 8 they are shown in figures 5.14, 5.15. A moderate re-

distribution of energy on classical deformation is present, A convergence study

for the L2(S ) norm of the displacement is shown in figures 5.13, 5.16, varing the

number of modes retained in the model. Relative variation of the L2(S ) norm with

respect with the final simulation on 100 modes is shown in figures 5.13b, 5.16b.

5.7.4 Three-dimensional simulations with analytical pressure loading

A preliminary three-dimensional simulation with surface loading is performed by

assigning an analytical pressure distribution on the lateral surface ∂Ω\{S0 ∪SL}.
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a Wing displacement, 1000×. b End-section, 1000×.

Figure 5.11 – Displacement due to forcing on eigenvector 6 for the FishBAC airfoil.
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Figure 5.12 – Solution components k(x) for imposed forcing on eigenvector 6.
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Figure 5.13 – Convergence study for imposed forcing on eigenvector 6.
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a Mode 6, 1000×. b Mode 8, 1000×.

Figure 5.14 – Displacement due to forcing on eigenvector 8 for the FishBAC airfoil.
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Figure 5.15 – Solution components k(x) for imposed forcing on eigenvector 8.

0
2

4

50

100

0

1

x NDOF

||
u
||

0 0.2 0.4 0.6 0.8 1 1.2

a Absolute L2(S ) norm, varying DOFs.

0
2

4

50

100
1

1.1

1.2

x NDOF

||
u
||

/
||

u
||

re
f

1 1.05 1.1 1.15

b Relative L2(S ) norm, varying DOFs.

Figure 5.16 – Convergence study for imposed forcing on eigenvector 8.
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Defining the coordinate

θ(ξ) = sign(z)arccos

(

2
y − y0

ymax − ymin
−1

)

(5.70)

an analytical pressure function is defined as

P (x,ξ) = 1

L

√

L2 −x2
(

C + A0 sin2θ(ξ)+ A1 sinθ(ξ)
)

(5.71)

Parameter values C = 1, A0 = 0.5, A1 = 0.5 have been used in the simulations. The

rationale is to assign a chordwise pressure distribution composed of a constant

part plus a symmetrical contribution (sin2θ) and an asymmetrical one (sin2θ).

This chordwise pressure distribution is modulated by an elliptical distribution

along the x-axis. Finally, resultants are filtered out by defining the surface load

τ as

τ(x,ξ) = P (x,ξ)n(ξ)−
∫

∂A

P (x,ξ)n(ξ)dΓ (5.72)

Two materials layouts are studied; they are summarized in table 5.3. Different

scalings for the elastic modulus of different materials (identified with reference to

their color in figure 5.3) are chosen in order to enhance the camber-morphing ca-

pabilities of the airfoil (with panels stiffness varying from 0.25 in configuration A

to 0.05 in configuration B) while keeping a good stiffness in the airfoil nose. Three-

dimensional and cross-section displacements are compared in fig. 5.17. The dis-

placement is distributed on various modes whose amplitude do vary along the x-

axis. Configuration B exhibits a remarked variation along the wing axis. Solution

components for both configurations are shown in fig. 5.18, while displacements

convergence in the L2(S ) norm is shown in fig. 5.17.

Red Blue Yellow Green

Configuration A 4 0.5 0.25 0.25

Configuration B 4 0.5 0.05 0.05

Table 5.3 – Elastic modulus scaling for each cross-section material (with reference to fig.

5.3).

5.8 Fluid–structure interface

In order to be able to perform a computational aeroelasticity simulation, a cou-

pling between a structural mechanics solver and a computational fluid dynamics

solver is needed. In general, different coupled solution strategies and different

load transfer algorithms can be conceived [79].
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a Wing displacement, configuration A, 107×. b Wing displacement, configuration B, 107×.

c Section at x = 1, configuration A, 107×. d Section at x = 1, configuration B, 107×.

e End-section, configuration A, 107×. f End-section, configuration B, 107×.

Figure 5.17 – Displacement due to analytical pressure load, for configuration A (left) and

B (right).
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Figure 5.18 – Solution components k(x) with analytical pressure load, for configuration A

(top) and B (bottom).
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A fundamental issue arises when independent meshes are employed in the

solid and fluid domains, so that non-matching discretizations are used on the

solid and fluid side of the same aerodynamic surface. Since interpolation deals

with discrete nodal values of u(x) and f(x), it is convenient to introduce the dis-

cretizations2

u(F )(x) =φ(F )(x)u(F )

u(S)(x) =φ(S)(x)u(S)
(5.73)

In this case, the displacement computed on the solid mesh needs to be interpo-

lated on the fluid mesh in order to update the CFD boundary conditions

u(F ) = J(F S)u(S) (5.74)

as well as the aerodynamic loads produced by the CFD solver on the fluid mesh

need to be interpolated on the solid mesh in order to act as a forcing term in the

structural mechanics solver

f(S) = J(SF )f(F ) (5.75)

In this work, we are concerned with the discretization of the aerodynamic

surface Γ = ∂Ω\{S0 ∪SL}. In the following, we compare the properties of two

main families of load and displacement transfer algorithms: Consistent interface

schemes (section 5.8.1) and conservative interface schemes (section 5.8.2). Next,

we introduce the preliminary investigation on the applicability of a meshless con-

servative interface scheme [136] (section 5.8.3) to the problem at hand. Load con-

sistency issues through fluid–structure interface, not previously reported in other

works, have been found during our analysis. For this reason, for the moment

we will not proceed with the complete coupled simulation of the fluid–structure

problem.

5.8.1 Consistent interface schemes

A consistent interface scheme is required to exactly reproduce a constant dis-

placement and pressure over the interface, like in patch tests for contact mechan-

ics [80, 106]. At a discrete level, it can be seen from equations 5.74,5.75 that this re-

quirement is translated in the necessity for both interpolation matrices J(F S),J(F S)

to have row-sums equal to one. A number of interpolation schemes can be chosen

to this purpose [79], with so-called area coordinates (the linear P1 finite element

basis functions evaluation on the surface mesh) being a popular one for topologi-

cally conforming surfaces, relying on the localization of surface nodes of one mesh

into elements of the other one, and evaluation of linear basis functions on the in-

terface (often easily available in the original codes). As a drawback, typically is not

2Vectors u, f here denotes the array of nodal values of the continuous fields u(x), f(x).
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possible to design simple consistent interface schemes which also conserve the

work of the forces acting on the interface [44].

5.8.2 Conservative interface schemes

Conservative interface schemes aim at producing interpolation procedures that

allow the conservation of energy between different discretizations of the same un-

derlying topological surface [58, 36, 136]. The idea is to select only an interpolation

scheme for the displacement J(F S), and to let the interpolation of the forces J(SF ) be

derived by the equality of the virtual work on the aerodynamic surface computed

on the two different fluid (F ) and solid (S) meshes

δLe,Γ =
∫

Γ(F )
δu(F )(x) · f(F )(x)dΓ=

∫

Γ(S)
δu(S)(x) · f(S)(x)dΓ (5.76)

Taking into consideration the displacement discretization in equation 5.73, and

assuming that we are employing the same discretizations for the surface forces

f(x), computation of mass matrices on the surface Γ lead to

δu(F )T
M(F )

Γ
f(F ) = δu(S)T

M(S)
Γ

f(S) (5.77)

Once a suitable consistent interpolation of displacements J(F S) from the solid

mesh to the fluid mesh is chosen3, substitution into eq. 5.76 leads to

δu(S)T
J(F S)T

M(F )
Γ

f(F ) = δu(S)T
M(S)

Γ
f(S) (5.78)

from which it is possible to identify the forces interpolation matrix as

J(SF ) ,M(S)−1

Γ
J(F S)T

M(F )
Γ

(5.79)

For convenience, the vectors of integrated nodal forces are often defined as

FS = M(S)
Γ

f(S)

FF = M(F )
Γ

f(F )
(5.80)

so that, using pedices w, f to denote specific nodes on the solid wet surface Γ
(S) or

on the fluid boundary surface Γ
(F ), respectively, the virtual external work is com-

pactly rewritten as a summation of nodal values

δLe,Γ =
N f∑

f =1
δu(F )

f F(F )
f =

Nw∑

w=1
δu(S)

w F(S)
w (5.81)

In a practical implementation, a conservative interface scheme is built in the

following steps.

3Matrix J(F S), acting on vectors containing nodal values in three space directions, actually repli-

cates three times the same interpolation matrix I(F S) acting in each space direction
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1. Interpolation of displacements and load

u(F )
f =

Nw∑

w=1
I (F S)

f w u(S)
w , f = 1, . . . , N f (5.82)

and substitution of this expression into the external virtual work (equa-

tion 5.81), so that the integrated nodal forces F(S)
w can be defined

δLe,Γ =
N f∑

f =1
δu(F )

f F(F )
f =

Nw∑

w=1
u(S)

w

N f∑

f
I f w F(F )

f

︸ ︷︷ ︸

,F(S)
w

=
Nw∑

w=1
δu(S)

w F(S)
w (5.83)

2. Assembly of the displacement and force arrays requires the correct map-

ping of boundary displacement and forces u(S)
{d ,w}, f (S)

{d ,w}, accessed by indices

d (space direction index) and w (wet surface node index), in the domain

displacement and force vectors uΩ

{i ,{d ,s}}, accessed by indices d (space direc-

tion index) and s (cross-section node index). This is possible once the set

of nodes on closed loop constituting the external boundary of each struc-

tural cross-section is identified and indexed by the pair of indices i (x-axis

index) and l (loop index), then mappings w = w(i , l ) and s = s(l ) returning

the wet-surface index w and the cross-section index s given the x-axis index

i and the loop index l are computed.

This leads to the assembly relations
{

u(S)
{d ,w(i ,l )} = uΩ

{i ,{d ,s(l )}}

f (S)
{d ,w(i ,l )} = f Ω

{i ,{d ,s(l )}}

d = 1, . . . ,3, l = 1, . . . , Nl , i = 1, . . . , Nx +1

(5.84)

3. Projection of the load onto the reduced basis is an additional step re-

quired by the reduced-order model. In this case, we aim at assembling

the projected load f Ω,π
i ,r accessed by indices i (x-axis coordinate index) and

r (mode index). Taking the reconstruction of the domain displacement

(equation 5.50)

uΩ

{i ,{d ,s}} =
Nr∑

r=1
P{d ,s}r q{i ,r } (5.85)

and inserting it in the expression of the virtual work

δL
π
e,Γ =

Nx+1,Nr∑

i=1,r=1
δq{i ,r }

3,Ns∑

d=1,s=1
f Ω

{i ,{d ,s}}P{d ,s}r

︸ ︷︷ ︸

, f Ω,π
i ,r

(5.86)

an expression for the projected load is obtained.
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The above steps require the definition of a solution interpolation algorithm, rep-

resented by matrix I(F S), but are independent from the specific choice.

Can we have conservative and consistent interfaces? In a recent work [44], it

has been shown how it is not possible, in general, to preserve consistency of pres-

sure in a conservative interface scheme, even if a consistent displacement inter-

polation is employed. In fact, no consistency requirement is explicitly enforced on

the conservative interpolation matrix J(SF ) (equation 5.79), so consistency of inter-

polated pressure should be verified for the interface scheme at hand, and it could

depend from the choice of the displacement interpolation method. For example,

for mortar methods [58] it has been shown [44] that pressure consistency holds

only for topologically conforming interfaces. Some theoretical work to overcome

the problem in contact mechanics can be found in [170], while a recent conser-

vative and consistent coupling has been proposed in [3] through the extension

to non-conforming mesh interfaces of the supermesh approach already proposed

for conservative mesh adaptation [60, 118].

In the following, we will introduce the conservative interface scheme selected

for our analysis (section 5.8.3) and the issues found with the lack of guaranteed

consistency (section 5.8.5).

5.8.3 Conservative meshless reconstruction of surfaces.

In this work, we investigate the applicability of the conservative meshless interpo-

lation method proposed in [136] for fluid–structure interaction problems. Mesh-

less methods are a class of numerical methods in computational mechanics aim-

ing at discretizing continuous problem given only its values in distinct points,

without an underlying mesh or grid structure [20]. Their most extensive appli-

cation is in smooth particle hydrodynamics (SPH), solid mechanics involving in-

terfaces (such as fracture propagation, contacts) and partitioned problems [149]

Moving least-square approximation [20] consists in finding an approximant

uh for a scalar function u(x) by locally minimizing the weighted least square error

by means of local support kernel functions. Following [103], a local approximation

near point x is defined as

uh(x,ξ) =
m∑

i=1
pi (ξ)ai (x) = pT (ξ)a(x) (5.87)

where x is an evaluation point, and ξ are surface coordinates. Vector p(ξ) collects

a polynomial basis on R
2, and vector a(x) represents the unknown in the local
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approximation. For each evaluation point, the least square error functional reads

J (x) =
∑

l
w(x−ξl )

(

uh(x,ξl )−u(ξl )
)2

=
∑

l
w(x−ξl )

(
m∑

i=1
pi (ξl )ai (x)−u(ξl )

)2

(5.88)

where ξl is a set of surface points. With the definition of the following vector and

matrices

uT , [u(ξ1) . . .u(ξS)] (5.89)

P,









p1(ξ1) p2(ξ1) . . . pm(ξ1)

p1(ξ2) p2(ξ2) . . . pm(ξ2)
...

...
. . .

...

p1(ξn) p2(ξn) . . . pm(ξn)









(5.90)

W(x),









w(x−ξ1) 0 . . . 0

0 w(x−ξ2) . . . 0
...

...
. . .

...

0 0 . . . w(x−ξn)









(5.91)

the functional is written in matrix form

J (x) = (Pa(x)−u)T W(x) (Pa(x)−u) (5.92)

and can be minimized as

∂J

∂a
= A(x)a(x)−B(x)u = 0 (5.93)

where the following matrices have been introduced for convenience

A,PT W(x)P, B(x),PT W(x) (5.94)

Finally, the approximation at point x is recovered as

uh(x) =φh(x)u (5.95)

where

φh(x), p(x)T A(x)−1B(x) (5.96)

By construction, the approximation is consistent of order k if the basis p is com-

plete in the polynomials of degree k [20].
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5.8.4 Implementation details

Localization algorithm. Due to the peculiarities of the solid geometry under

analysis, namely a constant cross-section prism, a specific localization for aerody-

namic nodes on the solid wet surface has been devised. Availability of a constant

cross-section discretization allows to separate out-of-plane localization from in-

plane localization (similarly to the separation of variables employed in the mathe-

matical model), and to skip an explicit construction of a surface mesh on the solid

boundary (not available in the data structures). The procedure consists in two

steps.

1. Localization on extrusion axis is performed by simple one-dimensional

binning.

2. Localization on section boundary is performed by

a) Identifying the cross-section boundary elements (one-dimensional

segments), by finding the mesh edges not shared by two domain el-

ements.

b) Grouping boundary elements in loops following their adjacency until

the same element is accessed twice4, and identifying the external loop

as the one maximizing the enclosed area.

c) Locating aerodynamic nodes on an external loop element, by parame-

terizing the loop nodes (and the aerodynamic query node) by the angle

between the line connecting it to the cross-section center of mass and

an in-plane coordinate axis, so that each aerodynamic node query is

performed among the loop element in the (a sort of hashing)5.

Once this two-steps localization is performed, it is possible to extend the support

stencil in both the axial and the cross-section boundary curvilinear direction by

selecting adjacent cross sections and loop elements, respectively.

5.8.5 Preliminary results of the application of a meshless conservative

interface scheme

In this section, we check the consistency of the force field f(S) interpolated through

the conservative meshless interface scheme introduced in section 5.8.3 by assign-

4The cross-section mesh is externally bounded by a closed loop of segments, and can only con-

tain closed loop of segments surrounding internal holes.
5When localization on boundary elements is performed by means of area coordinates [65], care

should be taken if the query node is in a shadow region (i.e. an angular region not intersecting the

prisms generated by two adjacent elements and their outward normal vectors), since this leads the

localization procedure to stall.
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ing a uniformly constant value on the fluid surface6

f̄(F )(x) = 13 (5.97)

and evaluating the interpolated values f(S) according the the interpolation matrix

defined in equation 5.79, leading to the expression

f̄(S) = M(S)−1

Γ
J(F S)T

M(F )
Γ

13N f (5.98)

In order for numerical consistency to be satisfied, the last expression should be

constantly equal to 1 in every vector component (thus for every space direction,

in every point on the structural interface).

What we find is that the interpolated forces f(S), given a uniform constant force

f(F ) = 13N f , are indeed equal in the three space dimensions, but the uniform value

is not respected, and thus consistency is not verified. Results for the interpolated

forces f̄(S) are shown in figure 5.20 for one space dimension. The interpolated

forces exhibit a strong spurious oscillations of the order of 100 times the origi-

nal force value, with a wavelength of the order of the grid spacing. and casting

doubts on a direct application of this conservative interface scheme to the cam-

ber morphing problem, where local load variations are important in determining

the projection of the load on eigenvector shapes. Further analysis is required to

address this problem, to verify the behaviour of other conservative schemes, or

alternatively to investigate the conservation error brought by the usage of a con-

sistent interface scheme.

6The expression 1m is used to denote a constant vector with value 1 in each space direction in

R)m .
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a Mode 6, 1000×. b Mode 8, 1000×.

Figure 5.20 – Consistency analysis for interpolated surface load f(S)(x) in the x direction

(results are the same in every space direction).
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6Nonclassical aileron buzz simulation

over topology-changing dynamic

adaptive meshes

In this chapter, the ALE methods over conservative adaptive meshes described

in the previous chapter are applied to a case of aeronautical interest, namely the

analysis of nonclassical aileron buzz. This application highlights two capabilities

of the present method:

1. Conservative solution transfer among adapted meshes, necessary to perform

an aeroelastic simulation with large relative body motions without intro-

ducing a spurious energy dissipation through solution interpolation.

2. Handling of morphing boundaries, necessary for the analysis of a two-di-

mensional continuous wing-aileron configuration.

The present investigation follows several works performed in the Department of

Aerospace Science and Technology of Politecnico di Milano [33, 179], from which

the geometrical setup and the simulation conditions are choosen.

6.1 Introduction

Unsteady transonic flow. Transonic flow is characterized by the coexistence of

subsonic and supersonic flow regions near the surface of the aircraft. Flow de-

celeration from supersonic to subsonic speed occurs through shock waves, which

are nearly normal to the body surface. When the body moves, supersonic flow

regions change in size with a consequent movement of shock waves, which can

strengthen or disappear partially or completely[158] (fig. 6.1). The unsteady loads

brought by this unsteady shock motion are related to some aeroelastic instability

phenomena like transonic flutter and buzz [23], which can’t be modeled by linear

theories due to both the importance of actual geometry and the presence of mixed

subsonic–supersonic flow regions [23].

Control-surface buzz. Control-surface buzz is a class of phenomenona charac-

terized by self-sustained oscillations of a control surface on an aircraft wing, typi-

cally an aileiron flapping behind an aircraft wing in a transonic flow regime [102].
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Figure 6.1 – Proposed categories for periodical shock wave motions (from [158]).

As explained in a 1962 report by Lambourne [102], this phenomenon was first ob-

served in high subsonic flight in 1945 on a P-80 jet aircraft [102, 22] and then inves-

tigated by wind tunnel tests [54, 53] which showed that the phenomenon can be

successfully reproduced by means of a single degree-of-freedom system (a freely-

rotating aileron about its hinge) and that it is associated with the backwards and

forwards movement of shock waves on the surface of the wing (and possibly of

the aileron) occurring with a phase lag with respect to the aileron oscillation. The

extent of the local supersonic regions varies as the Mach number is increased, and

allows to distinguish three main categories of buzz (fig. 6.2) which are experienced

with increasing flight speed [102].

• Type A — At a Mach number lightly above the critical Mach number, local

supersonic flow regions are present on the surface of the wing only, and

shock waves remain well ahead of the control-surface hinge during their

oscillating motion. The control-surface is immersed in the shock-induced

separated flow region, which appears to be the main source of the instabil-

ity.

• Type B — At higher Mach number the shock wave oscillates in proximity of

the control-surface hinge, and the aileron oscillation increase the excursion

of the shock wave movement on and off the control-surface. This shock

wave position appears to be the main driver for the instability.

• Type C (trailing-edge buzz) — The Mach number is high enough to make the

supersonic flow region extend over the entire wing surface, and shock waves

form at the trailing edge of the control-surface. In this flow regime, the in-
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Figure 6.2 – Proposed buzz categories (from [102]).

stability is determined by the negative aerodynamic damping predicted by

potential flow theories [102]. This instability disappears as the Mach num-

ber is further increased.

Nonclassical aileron buzz. Bendiksen [22] successfully reproduced the last two

families of buzz by means of inviscid flow calculations, and labeled them as non-

classical in order to stress the fact that they are not determined by shock–bound-

ary layer interaction, differently from classical (type A) buzz which instead is de-

termined by shock-induced separation. For nonclassical type B buzz, the onset of

the instability appears to be determined by the oscillation in the shock wave loca-

tion, while shock-induced flow separation influence the phenomenon by slowing

down and stopping the aft movement of the shock wave. This effect can be al-

ready appreciated by studying steady-state shock location on an airfoil at moder-

ate angles of attack for increasing Mach number (fig. 6.3)[22, 23, 158]. While in an

inviscid flow both the upper and the lower shock would continue to move aft with

increasing Mach number, in a viscous flow shock-induced separation would im-

pede the aft movement and even reverse it. Due to these effects, Bendiksen [22]
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a Sketch of shock location with increasing Mach number: a) Inviscid flow. b)

Viscous flow. (From [22])

b Shock reversal with increasing Mach number in viscous flow (from [22] and

[130])

Figure 6.3 – Shock reversal in viscous flow.

suggests to carry out comparisons between inviscid flow simulations and wind

tunnel tests at the same shock location, rather than at the same Mach number.

Regarding the difference between buzz and flutter, for a control-surface the

term buzz denotes the onset of self-sustained oscillations developing into a limit

cycle, while the term flutter is generally used for diverging oscillations eventually

leading to aileron failure [30] (for wings, often the term flutter is used to indicate

both limit cicle and explosive oscillations [23]). A clear distinction between the

phenomena of limit cycle and diverging oscillations relies on the stability of a limit

cycle solution, which can be influenced by initial conditions, test conditions or

simulation methods [23]. Flight tests and wind tunnel experiments can provide

different results in the same nominal flight conditions [30]; for safety purposes, it
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Figure 6.4 – Buzz boundary from flight tests (from [30]).

is suggested to always use the buzz boundary individuated by wind tunnel tests

(as in fig. 6.4) as an indicator of possible flutter onset at any Mach number greater

or equal to the tested one [30].

Test case and objectives. Following [33, 54], we aim at studying the nonclassical

type B aileron buzz with a model of a P-80 aircraft wing. Limit cycle oscillations

are reported for this configuration at M = 0.83. We perform:

• Three-dimensional simulations for different aileron spans, in order to pro-

vide an assessment of three-dimensional effects.

• Two-dimensional simulations with and without wing–aileron gap, in order

to provide a first assessment of the effects of geometrical modeling.

6.2 Geometrical setup

We start from the same case studied in [33], with a NACA651213(a = 0.5) airfoil

wing in a M = 0.83 flow. Due to the low tapering of the wing, we simplify the

analysis by considering a straight wing enclosed between two wind tunnel walls.

The slip boundary conditions in an inviscid compressible flow model is equivalent

to imposing a simmetry condition on side walls.
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Figure 6.5 – Three-dimensional geometrical model.

Three-dimensional model. Figure 6.5 shows the separate geometrical models

for three-dimensional wing and aileron, made with the GMSH software [70]. The

wing has a nondimensional chord length c = 1, and total span L = 1.5. The ailer-

on hinge axis is set at a horizontal distance xh = 0.75 from the wing leading edge.

The vertical position of the aileron hinge is chosen so that is at the same vertical

distance from the upper and lower surface, thus yh = 0.00854 above the line con-

necting leading and trailing edge. In this way, the aileron front surface is made

from a circular arc with center in the aileron hinge axis. Since its connection with

the upper and lower surface is sharp, a fillet operation is used to smoothen both

the connections.

The aileron cut inside the wing is created according to the same procedure,

starting with a circular cut centered in the hinge axis, with an additional gap of

width g = 0.01 between wing and aileron. The side cut allows for an aileron span

b = 1.0 and is realized with the same gap width g = 0.01.

Figure 6.6 shows the initial mesh for the compound wing–aileron configura-

tion.

Two-dimensional model. For two-dimensional analyses over a discontinuous

wing–aileron configuration, with an air gap between the two solid bodies, the

same cutting procedure used for the 3D model is employed (fig. 6.7a,6.7b). In

order to study also a continuous wing–aileron configuration, without air gap be-

tween the two solid bodies, two regions on the upper and lower airfoil surface are

identified (orange and cyan lines in fig. 6.7c,6.7d), in order to move these strips

in time according to the shape interpolation procedure described in section 4.2.1,

driven by the aileron angle β(t ).
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a Three dimensional initial mesh.

X

Y

Z

b Zoom on wing and aileron surface mesh.

Figure 6.6 – Three-dimensional initial mesh, with zoom (93729 domain nodes and 528921

elements, minimum edge size hmin = 0.0015).
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Figure 6.7 – Two-dimensional geometrical model and initial mesh, with and without gap

between wing and aileron.

Rigid body model We recall here the nondimensional equation of motion for a

rotating rigid aileron introduced in section 4.1.1

Ĵ
d2β

dt 2
+ Ĉ

dβ

dt
+ K̂β=C

f
M (6.1)

For the free body rotation problem, the equation is solved for Ĉ = K̂ = 0. Fol-

lowing reference [86] the aileron has inertia per unit span J̃ = 0.24217 kg m. The

nondimensional inertia Ĵ , in three-dimensions, is found as

Ĵ = J̃b

q∞c3T 2
(6.2)

where q∞ = 31097 Pa, and the time constant T = 0.00544 s is set from the dimen-

sional chord c = 1.472 m and the flight speed V∞ = 270.5m/s.

6.3 Validation

6.3.1 Infinite-span wing-only steady simulations

For validation purposes, we start from a three-dimensional wing-only configura-

tion of nondimensional chord c = 1 and nondimensional span L = 1.5, enclosed

between two symmetry walls. This configuration is representative of an infinite-

span wing, and pressure coefficient results are compared with available experi-

mental data from reference [30] for Mach number M = 0.22 in fig. 6.8.
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Figure 6.8 – Comparison of computed and experimental pressure coefficients (data and

image from [30]) at M = 0.22, for different locations z along the wing span.

6.3.2 Three-dimensional imposed aileron oscillation over adaptive

meshes

As a validation step, we solve the aileron nondimensional equation of motion

Ĵ
d2β

dτ2
+ K̂β= 0 (6.3)

with initial conditions β0 = 0 and dβ
dτ |0 = κB at the beginning of each solver time

step. This allows to reproduce an harmonic response with reduced frequency κ

and amplitude B

β(τ) = B sin(κτ) (6.4)

The stiffness term is treated as an external forcing, in order to verify also the be-

havior of the predictor–correction scheme as shown in section 4.1.3.

Comparison for different mesh refinement parameters are performed for lift

coefficient (fig. 6.9), moment coefficient(fig. 6.10), mesh nodes and elements

number (fig. 6.11). Convergence of the moment coefficient has shown to be trick-

ier than convergence on lift coefficients, as differences show up not only in oscil-

lation peak values, but also in the shape of plot.
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Figure 6.9 – Lift coefficient history and phase plot for 3D imposed oscillation case.
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Figure 6.10 – Moment coefficient history and phase plot for 3D imposed oscillation case.
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Figure 6.11 – Nodes and elements number history for 3D imposed oscillation case.
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6.4 Two-dimensional buzz simulations over

discontinuous and continuous wing–aileron

configurations

In this section, we compare the discontinuous and continuous wing–aileron con-

figurations (with and without air gap) shown in fig. 6.7. We consider the free os-

cillation of the aileron according to the equation

Ĵ
d2β

dτ2
=C

f
M (β) (6.5)

The equation is coupled with the flow solver through the predictor–corrector pro-

cedure described in section 4.1.2.

Moment coefficient and aileron angle time histories (fig. 6.12) show a dra-

matic difference between the two configurations, with oscillations which are com-

pletely damped when a continuous surface is present, contrary to the discontinu-

ous configuration.

Analysis of shock waves motion. The difference in the flow field for the two ge-

ometrical configurations can be appreciated by analysing the Mach number dis-

tribution (fig. 6.13). In the discontinuous configuration, the curvature of the gap

corners on the back of the wing imposes an abrupt deceleration of the flow in the

downstream direction, making the each corner an upper limit for the aft move-

ment of shock waves. If the flow accelerates again downstream beyond these

points, new shocks will form on the surface of the aileron. The flow inside the gap

appears to change in direction between upstroke and downstroke aileron motions

(fig. 6.14), in phase with the formation of new shocks on the lower or upper sur-

face of the aileron. This mechanism appears to take place in each buzz condition

with discontinuous bodies, both in 2D and in 3D.

On the other hand, in the continuous configuration the initial shock location

is already different from the one over the discontinuous configuration, suggesting

that the buzz boundary could be different [22]. In fact, starting from an initial

condition β0 = 0◦, in the current analysis buzz oscillations are found again at M =
0.85 (fig. 6.16). Buzz oscillations can be found for a lower Mach number if the

initial condition is changed, as it is the case when β0 =−6◦ at M = 0.84 (fig. 6.17).

This behaviour is consistent with the nonlinearity of the mathematical model, for

which the stability of solutions depends on the initial conditions [155, 82]. In the

present case, the system "switches" from a fixed point solution to a limit cycle

oscillation as the initial deflection angle is increased.

In this configuration, there is no flow leakage from upper to lower wing sur-

face (and vice versa) impeding shocks from travelling all over the upper or lower
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surface, but changes in surface curvature play a role in modifyng the shock pat-

tern. Since the nonlinear shape interpolation procedure presented in section 4.2.1

is sufficient to get an analytical expression for the surface movement with arbi-

trary degree of continuity, while preserving only C 0 continuity at the end points

(a problem shared by other PDE-based methods, as outlined in section 4.2.1), the

end points act as triggers for an expansion fan (during downstoke movements)

or a shock (during upstroke movements) upstream of the already present travel-

ing shock. This results, respectively, in the delta shock pattern and the expansion

fan–shock interaction showed in fig. 6.15.

6.5 Three-dimensional buzz simulations

In this section, the free oscillation of the three-dimensional aileron is considered.

Our aim is to highlight the specific effects which are present in a three-dimen-

sional model, which are lost in a typical two-dimensional simulation. As before,

we consider the free oscillation of the aileron according to the equation

Ĵ
d2β

dτ2
=C

f
M (β) (6.6)

coupled to the flow solver through the predictor–corrector procedure described

in section 4.1.2.

6.5.1 Finite and infinite aileron span

The comparison between a finite-span and an infinite-span (quasi-2D) aileron

configuration (fig. 6.18) is shown in fig. 6.20). Results for the quasi-2D config-

uration are consistent with two-dimensional results, and show a decrease in fre-

quency when a finite-span aileron is considered. This issue is further investigated

in the following section.

6.5.2 Varying finite aileron span

Since the comparison between finite-span and infinte-span aileron showed a dis-

crepancy in oscillation frequency, we investigate the frequency trend as the finite

aileron span is changed. We test four configurations, shown in fig. 6.21, for pro-

gressively shorter ailerons. The span of the wing root is kept fixed. Moment co-

efficient results (fig. 6.22a) show that the amplitude of the moment coefficient

oscillations are progressively smaller, consistently with the reduced size of the

aerodynamic surface, while aileron angle oscillations (fig. 6.22b) converge quicker

to a limit cycle. Oscillation frequencies decrease as the aileron span is reduced,

confirming the observed difference between the 3D and 2D cases. Reduced and
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Figure 6.12 – Moment coefficient and aileron angle history with and without wing–aileron

gap.
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a Discontinuous configuration, τ= 0. b Continuous configuration, τ= 0.

c Discontinuous configuration, τ= 4.51062. d Continuous configuration, τ= 4.51062.

e Discontinuous configuration, τ= 8.52006. f Continuous configuration, τ= 8.52006.

Figure 6.13 – Comparison of Mach number distributions at M = 0.83 for the continuous

and discontinuous wing–aileron configurations.
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a Aileron span b = 1.0, wing span L = 1.5. b Aileron span b = 0.75, wing span L = 1.25.

Figure 6.14 – Vertical velocity at M = 0.83 for the discontinuous wing–aileron configura-

tion, in a peak aft movement of the lower and upper shock.

a Aileron span b = 1.0, wing span L = 1.5. b Aileron span b = 0.75, wing span L = 1.25.

Figure 6.15 – Mach number at M = 0.84 for the continuous wing–aileron configuration

(starting with β0 =−6◦), in a peak aft movement of the lower and upper shock.

physical frequencies for different aileron spans are reported in table 6.1. The com-

puted values at M = 0.83 match quite well the ones found in experiments. In fact,

flight tests [30] reported a frequency of ≃ 28 Hz in the Mach range M = 0.8 – 0.86,

while wind tunnel tests on a full scale wing [54] reported the frequency range

19.4 – 21.2 Hz at M = 0.8. The two-dimensional viscous potential computations

in [86] also found a consistent frequency of 21.67 Hz at (M = 0.8243). Some com-

ments on the effects of the variation in aileron span on the fluid flow and the shock

wave pattern is given in the next paragraph.

Analysis of shock wave motion. Analysis of shock waves motion (fig. 6.23)

shows that the effect of the spanwise air gap between wing and aileron is that of

imposing an abroupt flow deceleration at the end of the wind surface through a

first shock wave, with a new acceleration of the flow on the aileron surface causing

a second shock wave to appear during sufficiently wide upstroke or downstroke

aileron motion. This re-acceleration is not possible inside the chordwise wing–ai-

leron air gap, so the aileron shock wave always starts from the aileron front corner
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Figure 6.16 – Moment coefficient and aileron angle history without wing–aileron gap,

varying Mach number, with initial condition β0 = 0◦.
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Figure 6.17 – Moment coefficient and aileron angle history without wing–aileron gap,

varying initial condition, at M = 0.84.
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a Aileron span b = 1.0, wing span L = 1.5. b Aileron span b = 1.0, wing span L = 1.0.

Figure 6.18 – Three-dimensional initial mesh with finite-span and infinite-span aileron,

top view.

Figure 6.19 – Three-dimensional initial mass density field with finite-span and infinite-

span aileron, top view.
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Figure 6.20 – Moment coefficient and aileron angle history with finite and infinite aileron

span.
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a Aileron span b = 1.0, wing span L = 1.5. b Aileron span b = 0.75, wing span L = 1.25.

c Aileron span b = 0.5, wing span L = 1. d Aileron span b = 0.25, wing span L = 0.75.

Figure 6.21 – Three-dimensional initial mesh with varying aileron span (top view).



6.5 Three-dimensional buzz simulations 179

2 4 6 8 10 12 14 16 18 20 22 24

−6

−4

−2

0

2

4

6

·10−3

τ

C
M

(τ
)

b = 1.0 b = 0.75 b = 0.5 b = 0.25

a Moment coefficient time history.

2 4 6 8 10 12 14 16 18 20 22 24

−10

−8

−6

−4

−2

0

2

τ

β
(τ

)

b = 1.0 b = 0.75 b = 0.5 b = 0.25

b Aileron angle time history.

Figure 6.22 – Moment coefficient and aileron angle history with varying aileron span.
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a Initial condition (top view). b Initial condition (bottom view).

c Downstroke (top view). d Downstroke (bottom view).

e Upstroke (top view). f Upstroke (bottom view).

Figure 6.23 – Mach number distribution on wing surface, wing span L = 1.5, aileron span

b = 1.0. Left: Top view. Right: Bottom view.
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b/c κ=ωc/V f

∞ 0.78540 22.970

1.0 0.71808 21.002

0.75 0.69813 20.418

0.5 0.66139 19.344

0.25 0.62832 18.376

Table 6.1 – Variations in oscillation frequency with aileron span.

and follows a curved pattern on the aileron surface, where the flow acceleration

is stronger. This curved shock pattern influences aileron pressure load as its span

is varied, providing an explaination for the variation in the oscillation frequency

and amplitude.
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7.1 Conclusions

This work presents a conservative solution-transfer methodology for unsteady

mesh adaptation in aeroelastic simulations. It constitutes an aeroelastic exten-

sion of the conservative methodology for dynamic mesh adaptation orginally in-

troduced in [75, 94, 140] for unsteady compressible fluid flows. The conservative

solution-transfer algorithm relies on the computation of the volumes swept by

moving cell interfaces during the adaptation phase, both with and without topol-

ogy change, in order to compute the interface velocities needed in the Arbitrary

Lagrangian–Eulerian formulation of the flow equations from a Discrete Geomet-

ric Conservation Law. Creation and deletion of interfaces in mesh adaptation with

topology change is handled through a continuous interpretation of the node in-

sertion/removal operation, allowing to track in time the volumes swept by cell in-

terfaces as inserted (or removed) cell expands (collapses) from (to) a null volume.

An optimization of the Flowmesh software implementation has been performed

in order to speed up the conservative adaptation procedure, which is performed

through the link with the MMG remeshing library [42, 45]. Although a strong cou-

pling through callback function is needed to track each local mesh modification

in time and to compute swept volumes, the conservative solution transfer proce-

dure is independent from the specific mesh adaptation strategies and thus from

the specific software implementation.

A first three-dimensional aeroelastic application is shown with the simulation

of the nonclassical aileron buzz [23, 30] on an untapered NACA651213(a = 0.5)

wing. The three-dimensional simulation on body-fitted meshes is made possi-

ble by mesh adaptation, which allows to follow large relative body motions while

maintaining a valid mesh. The analysis of different aileron spans highlights that

three-dimensional effects related to the air gaps between wing and aileron have

indeed an influence on the buzz phenomenon, most importantly on the frequency

of the oscillations. The handling of dynamic boundaries through geometry pa-

rameterization allows to compare two-dimensional configurations with and with-

out structural continuity between wing and aileron, showing that the presence of
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an air gap (and its geometrical modeling) has indeed an influence on the dynam-

ics of the system.

Several building blocks of an unsteady aeroelastic simulation have been con-

sidered in this work, leading to complementary results about mesh mechanics,

morphing boundaries, structural mechanics and fluid–structure interaction.

• Comparisons of mesh adaptation with and without topology change (r-

adaptation) have been performed. In this context, a new model for mesh

motion has been implemented in the FMG library developed at the INRIA

institute in Bordeaux, based on the blending of the well-developed Lapla-

cian model with a linear elastic model. While the Laplacian model is non-

linear and has already been successfully applied to compressible flows [38],

the linear elastic model allows a faster iterative solution but has limited ap-

plicability for adaptation purposes. A mixed model has been tested on the

forward facing step case [176], showing its capability of relieving excessive

element stretching (and potentially mesh tangling) brought by the Lapla-

cian model in the normal direction to moving fronts. Preliminary applica-

tion to an extruded forward facing step shows that these conclusions still

hold in three dimensions, where the Laplacian model alone is even more

prone to produce excessive element stretching.

• A simple coupling of the conservative mesh adaptation framework with

morphing boundaries is proposed by extending the geometric parameter-

ization of the moving boundary to the time domain. A time parameteri-

zation of the fixed-topology geometry control points allows to formulate a

continuous model for the moving boundary, and to treat variable-topology

boundary mesh points as evaluation points for the geometric model. The

approach has been successfully tested for a partial and full flap opening on

a two-dimensional airfoil, and later applied for the non-classical buzz anal-

ysis on a two-dimensional continuous wing-aileron configuration.

• A structural mechanics model has also been developed for the morphing

behavior of untapered, untwisted helicopter blades. The generalized beam

model proposed by [125] has been extended by the identification of a suit-

able function basis for a projection-based reduced order model.

• Preliminary analysis of fluid–structure interface schemes has shown that

conservative meshless interface schemes do not automatically guarantee

consistency of the interpolated pressure, which in the present case is im-

portant to preserve local smoothness in the aerodynamic load so to have a

reliable evaluation of modal projections.
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7.2 Outlook

The above discussion shows the capability of the conservative mesh adaptation

framework to be coupled with different remeshing procedures, geometrical pa-

rameterizations, structural models. Current limitations in the software imple-

mentation have restricted the focus of this work to inviscid flows using a mod-

erate number of degrees of freedom for the flow variables (less than one mil-

lion mesh nodes). Optimization for high performance computing environments

would require the implementation of multigrid techniques, fully parallel unstruc-

tured mesh redistribution algorithms, and a viscous flow model for further aero-

nautical applications. These issues do not directly concern mesh adaptation, and

have not prevented the successful application of the conservative mesh adapta-

tion methodology to non-trivial three dimensional aeroelastic problems. In order

to extend the range of application of the numerical technique, future develop-

ments can include the following topics:

• Geometry time-parameterization could be extended and tested in three di-

mensions by means of Bézier surfaces.

• Extension of the reduced order model for camber-morphing constant-sec-

tion wings to the dynamic case could be investigated through a convergence

analysis of the projected model in the time domain.

• A fully conservative and consistent fluid–structure interaction with an elas-

tic structural model could be studied by investigating the analogies between

the conservative solution transfer methodology for adaptive meshes em-

ployed in this work and the supermesh approach for conservative interpo-

lation between non-matching interface discretizations introduced in [60, 3].





AAppendix: Deflation procedure for

singular matrix pairs

In section 5.3.1 it is shown that the definition of the state space vector

q =
[

u

up

]

(A.1)

leads to a compact description of the generalized unsymmetrical eigenvalue prob-

lem

(A−λi B) q̂i = 0 (A.2)

This system is twelve times singular, since neither the six rigid modes nor their

spatial derivatives have been constrained through boundary conditions. The geo-

metric multiplicity of the null eigenvalues is only four, meaning that only the three

rigid translation and the rigid rotation around the beam axis are eigenfunctions of

the matrix pair. Since the system is not diagonalizable, each null eigenvalue is

associated to a Jordan canonical form.

A.0.1 Deflation procedure

Since the problem is not diagonalizable, it is not possible to desingularize the

problem by imposing the orthogonality of the solution with respect to the eigen-

functions. The knowledge of the Jordan canonical form associated with the null

eigenvalues, however, allows to devise a deflation procedure to move the singular-

ity away from the origin, without affecting the rest of the spectrum and the shape

of the eigenfunctions.

To this aim, we introduce the complete right and left Jordan canonical forms

of matrix pair (A,B)

AX = BXJ YH A = JYH B (A.3)

with the normalization condition

YH BX = I (A.4)

The introduction of the left Jordan vectors allows to decompose matrix A into

the Jordan canonical form

A = BXJYH B (A.5)
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without the need for an explicit inverse of the right vectors matrix X. This de-

composition shows that it is possible to modify the spectrum of matrix A, without

affecting its Jordan vectors1, simply by modifying its Jordan matrix J. So, a block

Hotelling’s deflation procedure [142, 27] for matrix A can be devised, through the

addition of a simple diagonal shift Σ on the singular Jordan blocks

Ã = BX (J+Σ)YH B = A+BXΣYH B (A.6)

Since we want to modify only the null eigenvalues, the shift Σ assumes the expres-

sion

Σ=
[

Σ0 0

0 0

]

, Σ0 = diag(σ1, . . . ,σ12) (A.7)

with equal shifts on eigenvalues related to the same Jordan block. Thus, the de-

flated matrix reads

Ã = A+BX0Σ0YH
0 B (A.8)

with

X0 =
[

x1, . . . ,x12

]

, Y0 =
[

y1, . . . ,y12

]

(A.9)

In this way, just the knowledge of the right and left Jordan vectors associated to

the zero eigenvalues is required.

The new matrix pair (Ã,B) possesses the same spectrum of the original matrix

pair (A,B), except from the zero eigenvalues which are shifted according to the

non-null diagonal values of Σ0. The right and left eigenvectors of matrix Ã are the

same of matrix A, as can be shown thanks to the normalization condition A.4.

In fact, by right-multiplying the deflated matrix by a right principal vector xi

of the matrix pair (A,B), such that Axi =λi Bxi +kBxi−1 (with k = 0 if xi is an eigen-

vector, k = 1 if xi is a Jordan vector) and exploiting the normalization condition,

we get
Ãxi = Axi +BX0Σ0YH

0 Bxi =
=λi Bxi +kBxi−1 +BX0Σ0YH

0 Bxi =

=
{

(λi +σi )Bxi +kBxi−1, i = 1, . . . ,12

λi Bxi +kBxi−1, i > 12

(A.10)

Similarly, by left-multiplying the deflated matrix by a right eigenvector yi of the

matrix pair (A,B), such that yH
i A = yH

i λi B+kyH
i+1B (with k = 0 if yi is an eigenvec-

tor, k = 1 if yi is a Jordan vector), we get

yH
i Ã = yH

i A+yH
i BX0Σ0YH

0 B =
=λi yH

i B+kyH
i+1B+yH

i BX0Σ0YH
0 B =

=
{

(λi +σi )yH
i B+kyH

i+1B, i = 1, . . . ,12

λi yH
i B+kyH

i+1B, i > 12

(A.11)

1In case of non defective eigenvalues, Jordan vectors simply coincide with eigenvectors.
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In the next section, a procedure for the computation of the right and left Jordan

vectors is shown.

A.0.2 Computation of the right and left Jordan vectors associated to

null eigenvalues

In order to compute the right and left Jordan vectors of system 5.24, the same pro-

cedure introduced in [125] is here extended to the computation of left Jordan vec-

tors. Exploiting the block structure of matrices A,B, the direct and adjoint systems

read2
[

I 0

0 M

]

d

dx

[

u

up

]

=
[

0 I

E H

][

u

up

]

(A.12)

[

I 0

0 M

]

d

dx

[

v

vp

]

=
[

0 E

I −H

][

v

vp

]

(A.13)

Explicit expressions for the blocks of the state vectors can be obtained as functions

of the state derivatives {

Eu =−Hu′+Mu′′

up = u′ (A.14)

{
Evp = Hv′p +Mv′′p

v = Hvp +Mv′p
(A.15)

Starting from the eigenvectors as generators of the Jordan chains, right and left

Jordan vectors are obtained from the previous relations by substituting first and

second derivatives with the vectors obtained at the first and second previous de-

grees of the chains computation, when these degrees are available

{

Eu(i ) =−Hu(i−1) +Mu(i−2)

u(i )
p = u(i−1)

(A.16)

{
Ev(i )

p = Hv(i+1)
p +Mv(i+2)

p

v(i ) = Hv(i )
p +Mv(i+1)

p

(A.17)

Left chains are computed backwards, since they are associated with the transpose

of the Jordan form.

Both the computations require the numerical inversion of the symmetric ma-

trix E, which is four times singular. Its nullspace is formed by the three rigid trans-

lation and the rigid rotation around the beam axis, so it can be determined analyt-

ically. Unique solutions to the linear systems can be computed by imposing the

2For the problem at hand, continuos adjoint and discrete adjoint of system 5.24 coincide, and

the derivation of the adjoint system (see [104]) is performed by simple transposition of the system

matrices, exploiting the symmetry of matrices E and M, and the skew-symmetry of matrix H =−HT .
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orthogonality of the solution to the rigid eigenfunctions U0(x) =
[

u(1)(x) . . .u(4)(x)
]

.

Since the same procedure is applicable to both u and v, we will refer here to a

generic state w and a generic forcing term f. The orthogonality condition for the

continuous field w(x) reads

〈U0,w〉L2(A ) = 0 (A.18)

After the discretization of the beam section (denoting fields and shape function

coefficients by the same symbols), the orthogonality condition becomes

Φw = 0, Φ= UT
0

∫

A

NT (x2, x3)N(x2, x3)dA (A.19)

Using a vector of Lagrange multipliers λ ∈ R
4, the orthogonality is imposed by

solving the extended linear systems

[

E Φ
T

Φ 0

][

w

λ

]

=
[

f

0

]

(A.20)

Notice that a non null value of the Lagrange multipliers λ is produced when the

compatibility condition requiring the orthogonality between the forcing f and the

kernel of the adjoint system is violated, suggesting a method to detect when the

maximum degree of a Jordan block is reached during the numerical computation

of Jordan vectors. Thanks to the symmetry of E, the same procedure is used to

orthogonalize the adjoint variable vp with respect to the rigid modes.

Using this orthogonalization procedure, right and left Jordan vectors are com-

puted until the maximum degree of each Jordan block is reached. Since the prob-

lem is derogatory3, an arbitrary linear combination of principal vectors from dif-

ferent Jordan blocks also satisfies the Jordan chains [74]. Thus, at each degree it is

necessary to compute the Jordan vectors in all the blocks and epurate them from

the contribution given by Jordan vectors of already completed blocks, which can

be recognized by a non-null value of the Lagrange multipliers λ̃. Thus, at each

degree i , vectors in block k are updated eliminating contributions from the com-

pleted block j through a Gram-Schmidt orthogonalization procedure. As before,

the same procedure applies to the computation of left Jordan chains.

3An eigenvalue problem is called derogatory when it is defective and multiple Jordan blocks are

associated to the same eigenvalue [74].
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