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Abstract

Objective of this work is the development of a Comprehensive CFD Model to pre-

dict Spark-Ignition (SI) engine combustion. To this end, a run-time coupled Eulerian-

Lagrangian strategy was chosen to describe ignition and flame propagation, accounting

for complex electrical circuit features, stretch effects and thermo-diffusive flame in-

stabilities (Lewis number influence). In particular, the effects of energy transfer from

electrical circuit and turbulent flame propagation were fully decoupled. The first ones

are taken into account by Lagrangian particles whose main purpose is to generate an

initial burned field in the computational domain. Turbulent flame development is in-

stead considered only in the Eulerian gas phase for a better description of the local flow

effects. Concerning the turbulent combustion modelling, two different approaches were

investigated. The Flame Surface Density model was used to validate the Comprehen-

sive Model in a RANS context. The Artificially Thickened Flame (ATF) model was

analyzed for future LES investigations and improved in terms of flame front detection

and treatment of the mixture fraction gradient thickening. For what concerns the Com-

prehensive Model validation, several steps were followed. A preliminary assessment

of proposed flame stretch and electrical circuit models was performed over simplified

configurations, in order to understand separately their predicting capabilities. Then,

experiments carried out at Michigan Tech University in a pressurized, constant-volume

vessel were used to validate the general approach. On the other hand, the Darmstadt
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Turbulent Stratified Flame (TSF) burner was selected to provide a preliminary assess-

ment of the ATF model implementation, because characterized by a three-pipes ejector

where a stationary flame is generated over a lean-lean charge stratification. The final

part of the work is dedicated to some first steps towards additional validations of the

proposed modelling strategies. First, an heat losses analysis was carried out on the TSF

burner, in preparation to future non-adiabatic investigations. Then, combustion tests

were performed on the Orleans spherical constant-volume vessel, in which a nearly

isotropic turbulence intensity can be controlled nearby the central ignition zone.
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sipation; Fan Speed
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FSD Flame Surface Density
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mesh Mesh
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P Primary Circuit

p Constant Pressure

particles Lagrangian Particles
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plasma Plasma Channel

R Component along R of a Cylindrical/Spherical Reference System

ratio Ratio
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S Secondary Circuit
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schl Schlieren
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wall Pipe Wall
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Yc Non-Normalized Progress Variable

Z Component along Z of a Cylindrical Reference System

Symbols
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ψ̄ Time Average; Spacial Filtering; Sample Mean

· Scalar Product

: Scalar Product between Matrices

ψ̇ Rate of change; Flux
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Introduction

Scenario and future trends of powertrain technologies

Mobility of people and transportation of goods are fundamental needs of modern so-

ciety. Any approach to fulfill them must meet sustainability criteria and achieve cus-

tomer’s acceptance. Accordingly, solutions and services have to comply with safety, en-

ergy efficiency, security, environmental compatibility and affordability criteria. There-

fore, the evolution of transportation system will advance by combining new improve-

ments and changes in:

1. the powertrain and vehicle technologies,

2. fuels and the energy scenario.

The already ongoing electrification of the powertrain will continue progressing ac-

cording to the different vehicle mission profiles, while the need to increase the energy

security and to reduce the use of fossil and oil based fuels will push for a wider use of

renewable energy sources. Based on a global need this process will be deployed at local

level according to the availability of raw materials and local policies. Long term trends,

which are related to the evolution of both personal mobility needs and goods trans-

portation, will participate in shaping the market portfolio. More people are expected

to live in large agglomerations, asking for increasingly “clean” and efficient solutions.

This “clean” factor will be provided not only by vehicle technological improvements

13
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but also by the optimization of their use, thanks to the increasing role of connectivity.

Likewise, the long haul transportation system will benefit from connectivity that will

enhance automated driving conditions especially on intercity and highway routes.

The research agenda of ERTRAC, which is the European Road Transport Research

Advisory Council, expects that 60% or more of new passenger vehicles in Europe still

will be powered with an Internal Combustion Engine (ICE) even in the long term hori-

zon until 2050. In fact, powertrain applications will include Hybrids, Range Extender

architectures (e.g. Plug-in Hybrid Electric Vehicles) as well as dedicated alternative

fuels (e.g. Natural Gas) engines. Similarly, the Heavy Duty market is expected to be

dominated by ICE for some time to come, given the need for an high energy density in

propulsion of larger vehicles.

Both the mid-term (till 2030) and the long-term (up to 2050) trends will depend on

several technical and political events that will drive:

1. the progress of current technologies,

2. the take-off of new solutions.

Concerning the first aspect:

• New combustion processes and architectures to make ICE even cleaner, efficient

and cost competitive are expected to be developed, supporting the integration in

new hybrid architectures. They shall as well take the maximum benefit from the

use of clean and alternative fuels. In parallel, political measures taken to com-

ply with air quality legislation for large cities could lead to acceleration towards

“clean” powertrains based on electric propulsion and/or alternative fuels with a

consequent limitation in the use of conventional ICEs.

• Nevertheless, considering and targeting a larger use of electric driven powertrains

in the future (e.g. by car sharing services), this transition process still requires:

1. improvements in battery energy density,

2. the development of appropriate grid and charging infrastructure.

These are crucial elements for an effective market penetration of electric vehicles,

including improvements in cost effectiveness as well as technology.

14
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• In a longer term view, the development stage of a European hydrogen infrastruc-

ture and the costs of technologies will prevent Fuel Cell electric vehicles from

moving out of few niche applications for a relatively long period. With a few

exceptions, they still result in a very early stage of development with limited op-

portunities. New vehicle concepts, better suited for future integrated mobility

systems and urban-mobility, need to be established.

• Drastic cost reductions, together with the production of renewable hydrogen and

the build-up of an European wide hydrogen infrastructure, are needed to support

fuel cells to market success.

In general, it is clear that new alternative powertrain solutions will find the right

environment to penetrate the market only if an integrated approach is ensured at the

political level by:

• continuing support for further strategic R&D,

• providing conditions to generate fuel/energy distribution infrastructures,

• leveraging progressive fleet renewal conditions,

• supporting customer acceptance through educational actions.

At the same time, automotive industries should continue to respect their societal respon-

sibilities for sustainable solutions, emphasizing the need for pragmatic, cost-effective

and user-friendly approaches. This will ensure true sustainability for environment,

economy and society, maintaining EU industry competitiveness.

The European Union (EU) strategy for low-emission mobility

Transport represents almost a quarter of Europe’s greenhouse gas (GHG) emissions

and is the main cause of air pollution in cities. The transport sector did not experience

the same gradual emissions reduction as other sectors. In fact, as shown by Figure

1, emissions only started to decrease in 2007 and today they remain still higher than

in 1990. Within this sector, road transport is by far the biggest emitter, accounting

for more than 70% of all GHG emissions from transport in 2014 (see Figure 2), and

contributing for approximately one-fifth to the EU’s total emissions of carbon dioxide

15
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Figure 1: Total GHG emissions since 1990, divided by sectors. Notes: [*] transport includes aviation
but excludes maritime sector; [**] other include fugitive emissions from fuels, waste management
and indirect CO2 emissions. Source: European Environment Agency (EEA).

(CO2), the main greenhouse gas. Although these emissions fell by 3.3% in 2012, they

are still 20.5% higher than in 1990.

In the context of an already underway global shift towards a low-carbon and circular

economy, the EU’s low-emission mobility strategy, adopted in July 2016, aims to ensure

Europe competitiveness and its capability to answer to increasing mobility needs of

people and goods. In this policy, by mid-century, the GHG emissions from transport

will need to be at least 60% lower than in 1990 and firmly on the pathway towards

zero. The clear target is to drastically reduce with no further delay the transport sector

emissions of air pollutants, which harm people’s health.

The EU strategy, by integrating a broader set of measures to support the transition to

a low-carbon economy, will provide benefits to European citizens and consumers by:

• supporting jobs, growth, investments and innovation;

• improving air quality, infrastructures for alternative fuels, links between different

modes of transport and safety;

• reducing noise, congestion levels and cars energy consumption.

16
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Figure 2: For Transport sector in 2014: greenhouse gas emissions by mode (left) and share of energy
demand by mode (right). Source: European Environment Agency (EEA).

Three priority areas are identified for actions:

1. Increasing the efficiency of the transport system. Digital technologies and smart

pricing will be exploited as much as possible, while the shift to lower emission

transport modes will be further encouraged.

2. Speeding up the deployment of low-emission alternative energy for transport, such

as advanced biofuels, electricity, hydrogen, less carbon intense (often gaseous)

fossil fuels and renewable fuels of non-biological origin (e.g. e-fuels), removing

obstacles to the electrification of transport.

3. Moving towards zero-emission vehicles. Further improvements to the IC engine

will be needed, to take the maximum benefit from the use of clean and alternative

fuels, supporting the integration in new hybrid architectures.

Cities and local authorities are considered fundamental in delivering this strategy, thanks

to their capability to:

• implement incentives for low-emission alternative energies and vehicles;

• encourage active travel (cycling and walking), public transport, bike and car-

sharing/pooling schemes.

17
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Figure 3: Trend of CO2 and emissions caused by ICEs for on road vehicles along with accompanying
measures of low-carbon fuels and electrification of powertrains. Source: European Road Transport
Research Advisory Council (ERTRAC).

The future of IC engines

As a consequence of what discussed so far, it seems clear that high efficient and ultra

clean IC engines using renewable low carbon fuel are a key element of an electrified/hy-

bridised powertrain and represent the future of this technology.

Looking back into the history of IC engines, the development was primarily de-

termined by continuous improvements instead of revolutionary technologies. The in-

troduction of direct fuel injection in combination with turbo-charging (also known as

downsizing) was one of the rare and visible exceptions to this trend, leading to a sig-

nificant efficiency increase (in the order of 15%). Figure 3 shows ERTRAC’s proposal

for ICEs roadmap that supports the idea of an high efficient and ultra clean IC engine,

using sustainable fuel as an integral element of an electrified powertrain.

Therefore, ICE technologies will continue to play a major role for the next decades

mainly due to the energy and power density capability provided by liquid and gaseous

fuels, together with the widespread existing infrastructure. The energy density of

hydro-carbon based fuels will always be greater than electro-chemical storage, such as

batteries (current difference: 2 orders of magnitude). Also from the recharging/refilling

18
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time standpoint, liquid and gaseous fuels offer the best performance and flexibility in

use. In this context, synthetic fuels produced in chemical plants based on renewable

energy sources (the e-fuels) can lead to a net carbon free energy-cycle with high power

density.

From a study of the German Energy Agency (DENA) completed in 2017, e-fuels are

necessary to meet the EU climate targets within the transport sector. Even in a battery

electric drive dominated scenario, DENA estimated that the final energy demand of all

transport modes in the EU will be met with more than 70% of e-fuels in 2050. Here are

reported some advantages and disadvantages of this solution:

• E-fuels have an high energy density. Therefore they can be transported conve-

niently over long distances and kept in large scale stationary storage over extended

periods, allowing them to compensate even seasonal energy supply fluctuations.

• The entire petrol/diesel/kerosene/gas infrastructure (pipelines and gas stations)

can continue to be used.

• E-fuels can be used by the existing stock of passenger, utility vehicles and by

transport modes that are hard to electrify (aviation and shipping).

• The overall energy efficiency of electricity use in battery electric vehicles is 4-6

times, and via hydrogen in fuel cell vehicles about 2 times higher than e-fuels in

combustion engines including grid integration.

The technological potential in Europe for renewable electricity generation is enough to

cover the future demand of transport energy and e-fuels generation. However, a sig-

nificant increase in electricity production from renewable energies will be necessary,

because aforementioned demand in 2050 is estimated to be ten times bigger than the

current annual renewable electricity generation in the EU. In particular, over 80% of

this future demand is caused by the production of e-fuels. Some automotive manufac-

turers started to pursue e-fuels strategy, investigating their applicability; as an example,

in March 2018 AUDI produced a sufficient quantity of this synthetic fuels for initial

engine tests 1 (Figure 4). At the moment, e-fuels costs are high (up to 4.50 C per liter

1https://www.volkswagenag.com/en/news/2018/03/Audi_e-fuels.html, accessed: 2018-06-11
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Figure 4: Partial view of the AUDI e-fuel plant.

diesel equivalent). Target costs, including CO2 extraction from ambient air, of approx-

imately 1 C per liter diesel equivalent appear possible with imports from regions with

very good solar and wind power conditions. Nevertheless, future fuel cost are expected

to also increase for all other clean transport variants based on the high share of renew-

able energy required, leading to a reduction of the clean fuels cost difference when

comparing combustion engines and electric powertrains.

As previously mentioned, the progress to further improve the IC engine system and,

thus, the powertrain can be divided in three steps (compare with Figure 3):

1. improvement of the engine efficiency itself, particularly regarding the properties

of low-carbon fuels;

2. the use of low carbon/near net zero carbon fuels;

3. electrification including hybridization.

Concerning the first one, Figure 5, taken from ERTRAC’s report, shows how the

overall efficiency improvements in the order of 15 % points are possible for spark igni-

tion engines, particularly in the case of highly knock resistant gas combustion systems,

and ≈ 10-12 % points for compression ignition engines. This improvement potential is

nearly equally distributed in the areas of volumetric, thermal as well as mechanical ef-
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Figure 5: Efficiency improvement potentials for spark and compression ignited engines. Source: Euro-
pean Road Transport Research Advisory Council (ERTRAC).

ficiency. Massive downsizing should be mentioned since it increases efficiency first of

all by reducing relative impact of heat and friction losses (just by increasing the specific

power of smaller engine). Looking at remaining opportunities, a large number of tech-

nologies need to be developed and implemented. On a high level these technologies

can be grouped in the following categories addressing the root cause of inefficiency:

• Gas exchange of the engine on the intake and exhaust side, together with the

influence of (turbo)charging system efficiency.

• Dedicated thermodynamic engine process, including fuel preparation, in particu-

lar for low-carbon fuels.

• Engine mechanics, including friction and auxiliary power

• Exhaust gas aftertreatment.

• Thermal management and waste heat recovery, including on-board fuel reforming.

• Engine operation conditions via system control and transmissions.

To solve in future these competing challenges, the further research needs can be sum-

marized as follows with an emphasis on affordability of all new developments:

• Further development on components and systems, based on existing engine tech-

nologies and application of advanced materials

21
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• New combustion processes and new engine concepts, new combustion sensing

methodology & control; with special focus on gas and other low-carbon fuels

• Radical approach to highly efficient, dedicated and robust combustion engines for

the usage of alternative/ low carbon and high knock resistant fuels

• Development of dedicated ICEs for electrified powertrains including dedicated

transmissions

• Solutions for recovery of engine heat losses including on-board chemical reform-

ing of fuels.

Spark-Ignition (SI) engines

In the context depicted by previous Sections, the Spark-Ignition (SI) engine plays a key

role in future powertrain technologies. In fact, as the name implies, in SI engines a

mixture of fuel and air is ignited with a spark; therefore alternative fuels, such as hy-

drogen, natural gas, biofuels and renewable fuels of non-biological origin, can be easily

used with limited modifications. This implies that SI engines represent the fastest and

easiest solution for ultra clean ICEs embedded into an electrified/hybridised powertrain

scenario.

Four-stroke spark-ignition engines cover a wide range of applications. They are

installed in motorcycles, cars, small boats and electric generators.

Spark-ignition engines can be subdivided into premixed and non-premixed engines.

In premixed engines the fuel is injected into the intake ports as a fine spray of droplets

whose typical diameter ranges between 20-100 µm [55]. Fuel evaporation starts in the

manifolds and continues after the mixtures is drawn into the cylinder. This afford to

achieve a better control of the engine operation and to reduce the fuel consumption and

pollutant emissions. In non-premixed engines the fuel is injected within the combustion

chamber. This solution presents several advantages with respect to the conventional

premixed solution:

• An increase of the volumetric efficiency can be achieved thanks to the absence of

wall-wetting at intake ducts.
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• Two different kinds of combustions can be performed by a suitable choice of the

injection strategy:

1. an homogeneous combustion with rich or stoichiometric mixtures, when the

engine is running at full load,

2. a stratified combustion at part load.

In this last case, the mixture is rich close to the spark, so it can be easily ignited,

while it becomes leaner with the increasing distance from the ignition zone. This

strategy allows to work with an engine at overall lean equivalence ratios, increas-

ing the thermal efficiency and reducing the catalyst heating.

This thesis work deals with the modelling of combustion in premixed SI engines,

because the physical processes involved are simpler and better understood than in

non-premixed ones; hence, more details about this topic are provided in next para-

graphs. However, a working mathematical framework suitable for simulating premixed

engines can be extended without prohibitive efforts to stratified combustion investiga-

tions. Therefore, this work can be considered a first step towards a comprehensive tool

for predicting combustion in any SI engine type.

Premixed SI engine combustion Although more than a century ago it was recognized that

the turbulence affects burning velocities [74], scientific studies of turbulent combustion

did not begin until the works of Damköhler [35] and Schelkin [103] in early 1940’s. At

the same time, the theoretical foundations of turbulence were laid by Kolmogorov [63,

64]. These studies pointed out that:

1. the propagation velocity of the turbulent flame is (nearly) proportional to turbu-

lence intensity;

2. the turbulent length scales affect the flame in different ways, according to their

relative dimension with respect to the flame thickness.

A further step in the understanding of premixed combustion was accomplished in 1953

by Karlovitz [59], who introduced the concept of flame stretch and its effects.

In laminar premixed flames, combustion propagation requires thermal conduction

and diffusion of species from the hot burned region to the unburned one.

23



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 24 — #36 i
i

i
i

i
i

Contents

In turbulent premixed flames, previous molecular processes are enhanced by:

• turbulent mixing, if the laminar flame thickness δl is greater than the Kolmogorov

length scale lk;

• distortion of the flame surface, leading to an increase of the interface area between

burned and unburned gases [114].

As a consequence, the mass consumption rate is greatly enhanced by turbulence and in

some circumstances the mean heat release rate is generally more influenced by turbu-

lence than by chemical kinetics [114]. Therefore, premixed turbulent combustion can

be regarded as primarily a fluid-dynamics problem, except for:

• mixtures near flammability limits,

• ignition,

• flame quenching,

in which both chemical kinetics and fluid mechanics are important [68].

Although many authors have proposed the existence of various regimes of premixed

turbulent flames [14, 86, 97, 114], it is generally agreed that in most practical combus-

tion systems, as SI engines, chemical reactions occur inside a thin reaction zone, often

referred to as "(laminar) flamelet" [11, 56, 86]. In this context, thin means that the re-

action zone is thinner than the smallest scale of turbulence (namely δl < lk). However,

this condition is probably not satisfied in very lean mixtures, where arguably the com-

bustion is of "distributed reaction" type. In fact, this regime is characterized by a fast

turbulent mixing compared to chemistry time-scales, causing the combustion to occur

in a thickened reaction zone with heat release occurring more or less homogeneously

throughout the turbulent flame brush [114].

Traditionally, the flamelet regime is associated with the fast chemistry condition,

usually characterized by a Damköhler number Da� 1 and a Karlovitz number Ka <

1. These two dimensionless numbers can be defined as follows:

Da = Da (lt) =
τt
τc

=
lt/u

′ (lt)

δl/su0

(1)
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Ka =
1

Da (lk)
=
τc
τk

=
δl/su0

lk/u′ (lk)
(2)

where lt is the integral length scale, su0 the unstretched laminar flame speed (namely,

the local normal propagation velocity into the unburnt gas), u′ (lt) and u′ (lk) the tur-

bulence intensities associated to integral and Kolmogorov length scales, respectively.

In particular, the Damköhler number Da of (1) is the ratio between the large-scale tur-

bulence time scale (or "eddy turnover" time) τt and the chemical time scale τc. On the

other hand, the Karlovitz number Ka of (2) is the reciprocal of Damköhler number,

defined with respect to Kolmogorov length scale.

The first condition above, Da � 1, implies that the reactions are much faster than

the fluid motion processes, hence it is often assumed that a flamelet behaves locally like

a laminar flame (i.e. it propagates normal to itself with the laminar burning velocity).

However, because of the turbulent fluid motion, the flamelets are convoluted and their

surface is wrinkled. The result of these distortions is that the reaction zone is strained

in the tangential plane.

The second condition (Ka < 1), known as the Klimov-Williams criterion [86],

suggests that the boundary between the flamelet and distributed reaction regimes is

defined by Ka = 1. This implies that laminar flamelets cannot exist if the Kolmogorov

scale of turbulence is smaller than the laminar flame thickness. Another interpretation

of this criterion is that flamelets cannot exist at Ka > 1 because under this condition

their internal structure is altered by stretching and quenching [93]. However, by means

of DNS, Poinsot [92, 93] showed that laminar flamelets are more resilient to flame

stretch than the Klimov-Williams criterion suggests. It was found that a local flame

quenching can be observed in presence of rather large eddies, in particular orders of

magnitudes larger than lk.

Therefore, Poinsot [92,93] proposed a new diagram of burning regimes for premixed

combustion, which is illustrated in Figure 6. According to this diagram, for example,

a turbulent field of type B is able to corrugate the flame but not to quench it, hence it

belongs to the flamelet regime. On the other hand, case A conditions characterize a

pseudo-laminar flame type, because even the integral length scale eddies do not con-

vey enough energy to interact with the flame. Type C turbulence, instead, may locally
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Figure 6: Turbulent combustion diagram proposed by Poinsot: regimes of premixed combustion identi-
fied in terms of length (lt/δl) and velocity (u′ (lt) /su0) ratios using a log-log scale, [93].

quench the flame, therefore this case corresponds to the distributed reaction regime,

while turbulent field D indicates the minimum turbulence intensity for quenching. De-

spite some criticism, particularly regarding the (in)ability of the Kolmogorov scales to

quench the flame [15], Figure 6 diagram has been qualitatively confirmed by experi-

ments of Roberts, Bédat and Cheng [23, 96]. However, quantitative differences were

noted and can be attributed to certain simplifications in the DNS simulations, such as

reduced one-step chemical kinetics, two-dimensional geometry and assumed high heat

losses, among others.

State of the art of premixed SI engine combustion modelling The numerical modelling of SI

premixed combustion is a primary issue in developing more efficient and less pollutant

automotive and heavy-duty engines. In fact, a detailed numerical description of the

combustion process that takes into account all the involved effects (the properties of the

ignition system, the local flow conditions and the combustible mixture features) allows

to improve engines design and development with greater effectiveness.

Over the years, increasingly detailed numerical approaches were proposed, accord-
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ing to enhanced computational and experimental tools but also to more and more strin-

gent engine design requirements. In the early nineties of the last century, Herweg and

Maly [54] proposed the first idea of comprehensive model for SI engine combustion. In

their work the development of a one-dimensional time-dependent single flame kernel

is described considering, through different sub-models, the supplied electrical energy

form the spark, the heat lost at the electrodes, the mean flow/turbulence effects (includ-

ing the stretch phenomenon) and the contribution of chemical reactions (Figure 7a).

Later, in the first decade of the twenty-first century, improved comprehensive mod-

els where proposed by Reitz [107], Colin [37] and Bianchi [39]. The first one exploits a

Lagrangian approach to track the early flame kernel, where particle markers are placed

on the initial flame surface (assumed spherical) and moved in the radial direction with

velocities that depend on heat transfer from the electrical circuit, laminar flame speed

and local turbulence (Figure 7b). The second one introduces a detailed model for the

electrical circuit, where also the restrike phenomenon is considered, and takes advan-

tage of a cloud of Lagrangian particles, each one representing a possible ignited flame

kernel, for the plasma channel description (Figure 7c). The third one uses improve-

ments for the electrical circuit modelling similar to Colin’s ones adopting, instead, a

1D single-particle approach for the early flame kernel evolution (Figure 7d). A limita-

tion for this expansion is introduced when the kernel radius reaches the value of 2 mm in

order simulate the fully turbulent flame only with the main Eulerian combustion model.

In fact Bianchi’s model, as Reitz and Colin’s ones, exploits the coupling Lagrangian

particles – Eulerian flame model only to improve the ignition stage description, leaving

the prediction of the further flame propagation to the main Eulerian model (for example

the Extended Coherent Flame Model – ECFM [30], used with success by all described

models).

At the beginning of the 2010s, Dahms [32–34] and Lucchini [72, 118] used similar

techniques to manage the ignition stage in their comprehensive models for SI com-

bustion, confirming the strength of the coupled Lagrangian-Eulerian approach. Both

models exploit a linear path of particles, positioned along the spark-gap centerline, to

simulate in more detail the shape of the plasma channel (Figure 7e). In this way, the

modeling of spark channel motion and elongation considers properly the local effects of
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(a) (b) (c)

(d) (e)

Figure 7: Available comprehensive models for Spark-Ignition engine combustion: Herweg and Maly
(a), Reitz (b), Colin (c), Bianchi (d), Dahms and Lucchini (e).

flow and turbulence, improving the prediction of restrikes and local ignition events due

to possible stratifications of mixture properties. The flame stretch effect, namely the

strain rate introduced by turbulence and curvature effects on the flame, is considered in

the early Lagrangian flame kernel development by both models. In this context, Dahms

includes also non-unity Lewis number effects through the computation of an effective

Lewis number for the mixture. Differently from the former proposed comprehensive SI

models, Dahms and Lucchini implemented for the Eulerian turbulent flame description

the G-equation model [88] and the Coherent Flame Model (CFM) [28], respectively.

Finally, Fansler [40] recently analyzed how advanced and detailed comprehensive

models for SI combustion can be used not only to describe the ignition and the fur-

ther flame development in the context of a Port Fuel Injection (PFI) strategy, but also

with more recent configurations like Spary-Guided Stratified-Charge (SGSC) engines

operated at part load with highly stratified fuel-air-residual mixtures.
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Objective, approach and structure of the thesis

Despite different modeling strategies, all previously presented comprehensive models

show good results when compared to experimental findings. However, under highly

inhomogeneous flow condition at the spark-plug, the strain effects that turbulent eddies

and curvature radius generate on the flame, namely the flame stretch effects, cannot

be properly considered if included in a Lagrangian kernel growth approach coupled

with a relatively coarse mesh. As well known, flow and turbulence stratifications at the

ignition zone can be fully detected only if the local mesh is sufficiently refined. This

condition leads to problems when chemical contribution, with flame stretch effects, are

included in the Lagrangian particles evolution. In fact, when a particle becomes larger

than a few cells the strain effects due to turbulence and curvature over a relatively large

portion of the flame front are computed with respect to not only the same cell (where

the particle center is positioned) but also considering values far from the actual flame

front position. Moreover, recent DNS studies [50] about premixed flames propagation

underline that the flame speed in presence of multidimensional and unsteady flows is

a local property, and consequently the related stretch effects, which take a role in its

computation, should be evaluated at the flame front position.

The main target of this thesis work is the development of a Comprehensive CFD

Model for premixed combustion of SI engines. An improved version of the Artificially

Thickened Flame Model (ATFM) is also developed, in order to get additional insight in

available turbulent combustion models and to provide an alternative to the one used in

this thesis work (i.e. the Coherent Flamelet Model - CFM).

The thesis is divided into three parts. The first part includes all proposed numerical

approaches to model premixed SI combustion, in particular:

• Chapter 1 describes in detail the developed Comprehensive CFD Model. The

proposed approach accounts properly for the influence of:

1. the electrical circuit features,

2. possible laminar flame instabilities,

3. flame-turbulence interaction

on the ignition and the further combustion process. The Lagrangian and Eulerian
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frameworks, characterizing the model structure, are schematically investigated.

The role and features of each used sub-model is clarified, emphasizing main nov-

elties as:

– the effective Lewis number prediction of a premixed mixture;

– the implementation of different strategies to model the arc and glow phases

of the spark-discharge;

– the modified strategy to consider flame stretch effects into ignition and pre-

mixed combustion prediction.

• Chapter 2 proposes an improved version of the Artificially Thickened Flame

Model (ATFM). The Artificially Thickened Flame concept is firstly described,

together with the basic concepts of thickening factor F and efficiency function E.

Then, the tabulation strategy to reproduce chemical kinetics is briefly reported,

together with a flame sensor proposal, used to modify the diffusion terms of con-

servation equations only at the reacting region. Finally, the model fundamental

transport equations, in which the main improvement of the ~∇Z̃ directional thick-

ening is embedded, are analyzed in detail. As a supplement for the ATFM appli-

cation, information on numerical strategies to filter LES fields and evaluate the

sub-grid scale turbulence intensity are also reported.

The second part of this thesis deals with the validation of proposed numerical strate-

gies, carried out on the open-source platform OpenFOAM®, which involves a 3-D finite

volume discretization, and the additional use of suitable libraries (Lib-ICE) developed

for combustion modeling. In particular:

• Chapter 3 deals with a preliminary assessment of the proposed flame stretch and

electrical circuit models (included into the Comprehensive model of Chapter 1)

over simplified configurations. This analysis is carried out to understand sepa-

rately their predicting capabilities, allowing to focus the investigation on single

and specific phenomena.

• Chapter 4 addresses the validation of the Comprehensive CFD Model described

in Chapter 1. The experimental rig of Michigan Tech University (USA), char-

acterized by a pressurized constant-volume combustion vessel, is chosen for this
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purpose. First, an experimental campaign on the combustion process of lean and

diluted Propane-Air mixtures is described. Then, after a numerical non-reacting

flow analysis, combustion simulations are carried out to assess Chapter 1 model

behaviour under variations of turbulence, air/fuel ratio and pressure conditions.

• Chapter 5 includes the first assessment of the improved ATFM version, proposed

in Chapter 2. For this purpose, the Turbulent Stratified Flame (TSF) burner of

Darmstadt Technical University (Germany) is used. Consisting in a three con-

centric pipes ejector where different conditions of mixture stratification and flow

shear can be investigated over a nearly steady-state flame, the ATFM first assess-

ment is carried out only in presence an air/fuel ratio variation (no shear) and under

adiabatic assumptions.

The third part of this thesis describes in detail some first steps towards additional

validations of all proposed numerical approaches.

• Chapter 6 analyzes the heat-losses experienced at TSF burner Pilot tube exit,

where fully burnt products are in contact with the pipe. For this purpose, Con-

jugated Heat Transfer (CHT) simulations are carried out in the aforementioned

heat-losses region. This analysis can be considered as preliminary to future non-

adiabatic investigations with the ATFM of Chapter 2.

• Chapter 7 reports the experimental investigation campaign carried out in Orleans

University (France) over a spherical closed-volume vessel, in which high-pressure

and high-temperature mixtures can be employed for both laminar and turbulent

premixed flame investigations. In particular, suitable reacting conditions are in-

vestigated to understand the influence of an:

1. equivalence ratio,

2. turbulence intensity,

3. pressure,

4. Lewis number

variation. This work represents not only the starting point of an additional vali-

dation of Chapter 1 comprehensive model, but it also provides the possibility to
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further improve the actual modeling status of SI engine combustion.
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CHAPTER1

The Comprehensive CFD Model

The SI premixed combustion is a process affected by several phenomena, like the elec-

trical circuit type and features, the local flow conditions, and the mixture properties.

In particular, the ignition event and the overall initial stage of combustion need strong

modeling efforts because all the aforementioned contributions compete together for the

possible generation of a self-sustained fully turbulent flame or produce a misfire event.

Therefore, the comprehensive model proposed in [72,118] was chosen as basic strat-

egy to model combustion. This decision was taken because its Eulerian-Lagrangian

approach, joint with several sub-models, allows to consider correctly all the involved

effects and to model the plasma arc as close as possible to its original geometry. In

fact, especially under highly inhomogeneous flow conditions at the spark-gap, a correct

representation of the electric arc is fundamental to properly simulate both its elongation

and corrugation.

In this context, a novel approach to consider the flame stretch effects was intro-
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Chapter 1. The Comprehensive CFD Model

Figure 1.1: Scheme of the modified Eulerian-Lagrangian model.

duced. The Lagrangian particles, whose role is to simulate the spark evolution, were no

more considered as possible ignited flame kernels but only as portions of the electric

arc where the introduced thermal energy should be deposited. On the other hand, the

laminar/turbulent flame evolution, including flame-turbulence interactions, curvature

effects and chemical contributions, was modeled only by the main Eulerian CFD code.

At this level, a suitable model considers the flame stretch effects as function of the local

flame front conditions of curvature, flow velocity, turbulence and Lewis number. The

Lagrangian and Eulerian approaches are still coupled at each time-step, because:

1. The particles must be affected by the local distribution of flow velocity, turbulence

and pressure.

2. The Eulerian combustion code needs to be initialized by a burnt field, created by

the transferred thermal energy and function of the electrical circuit properties.

Finally, modifications with respect to the original implementation concerned also:

1. The effective Lewis number prediction, in order to take into account possible non-

unity Lewis number effects as thermal-diffusive instabilities of the laminar flame.
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1.1. Lagrangian Model

2. The electrical circuit modeling, to improve the prediction of possible restrike

events and the achievement of proper current and voltage trends.

The result is the comprehensive model described schematically by Figure 1.1.

In next sub-sections all the sub-models used by both Lagrangian and Eulerian ap-

proaches (Figure 1.1) will be described in detail, focusing in particular on performed

modifications.

1.1 Lagrangian Model

In the original and basic version [72], the Lagrangian model evolves particles consid-

ering not only the thermal effects of the electrical circuit but also the contribution of

chemical reactions. In the following modified version, this last aspect was fully trans-

ferred to the Eulerian model removing from the Lagrangian particles evolution any

influence of the laminar/turbulent flame speed parameter. The use of sub-models for:

1. Particles injection

2. Particles evolution

3. Plasma channel evolution

4. Electrical circuit

5. Restrike

6. Flame surface density tracking

was maintained (Figure 1.1) and improvements were carried out for the electrical circuit

model. The Lagrangian model was coupled at each time-step with the Eulerian model

to allow mutual influence.

1.1.1 Particles Injection Model

As in previous implementations [72, 118], among the three characteristic stages of ig-

nition in SI engines, namely breakdown, arc and glow discharge, only the last two were

modeled because of the negligible duration of the first one. At spark time, and after

any possible restrike event, a set of 10 Lagrangian particles were introduced along the
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Chapter 1. The Comprehensive CFD Model

spark-gap centerline, with the purpose to model properly the spark-channel geometry

and its interaction with the local flow conditions. The particles were initialized in terms

of temperature Ti and diameter di using the following relations [95, 105]

Ti =

[
1

k

(
Tbd
Tu
− 1

)
+ 1

]
Tu (1.1)

di = 2

k − 1

k

Ebd

p dgap

(
1− Tu

Ti

)
π

 1
2

(1.2)

which exploit the breakdown stage features to provide an initialization of the arc stage.

In particular, Tbd is the breakdown temperature (chosen equal to 60000 K, as suggested

by Refael [95]), k = 1.66 is the plasma channel specific heat ratio, Tu the unburned gas

temperature, dgap the inter-electrode distance, p the gas pressure andEbd the breakdown

energy. This last value is computed by the electrical circuit model and assumes different

values depending on the ignition event type (if first ignition or restrike), as it will be

explained further in detail.

1.1.2 Lagrangian Particles Evolution Model

The particles introduced in the computational domain at spark time, or after any restrike

event, were evolved considering the following three phenomena:

1. The convection imposed by the flow field distribution at the spark-gap.

2. The heat transferred by the hot plasma channel, generated during the breakdown

stage, to the fresh surrounding mixture.

3. The heat released by the ignition system.

To take the convection from the gas flow into account, the equation [72]:

d~xi
dt

= ~Ug (1.3)

was solved for each particle, where ~xi is the particle position vector and ~Ug is the

local gas velocity. This last parameter was interpolated at the particle position adopting

the cell-point-face technique [82], with the purpose to reduce the dependency of the
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1.1. Lagrangian Model

computed channel motion from the adopted mesh size. On the other hand, additional

random contribution of local turbulence intensity were neglected from (1.3) to ensure a

reasonable spark channel behaviour.

The initial hot plasma channel evolution and the further effect of the heat transfer

from the electrical circuit were modelled by solving the mass conservation

dmi

dt
= 4πr2

i ρi splasma (1.4)

and the radius variation
dri
dt

= splasma + stherm (1.5)

equations, where mi, ri and ρi are the particle mass, radius and density, respectively.

The equations (1.4) and (1.5) include no more the effects of the chemical reactions,

as in the original model version [72, 118], but only the following contributions are

considered:

1. Generation of an initial burnt field by the plasma channel fast expansion towards

the surrounding fresh mixture (splasma).

2. Thermal support of the created spark-channel (stherm).

The treatment of these different phenomena, and the consequently computation of

splasma and stherm, was carried out considering that:

1. The plasma channel expansion is experienced only at very high temperature con-

ditions and under non-uniform temperature distribution inside the channel.

2. The thermal support available from the electrical circuit becomes important only

when the spark channel temperature decreases and the plasma expansion tends

to disappear. With such conditions inside the channel, the temperature can be

assumed uniform and the composition at chemical equilibrium.

Therefore, these two mechanisms were modelled according to different approaches

and a temperature threshold value of 3Tad [39, 72, 113, 118], where Tad is the adiabatic

flame temperature, was used to switch from the first to the second one. Hence when the

particle temperature Ti is:
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Chapter 1. The Comprehensive CFD Model

1. Ti > 3Tad, the plasma channel fast expansion governs the particle evolution and a

suitable model (the plasma channel evolution model) computes the heat conduc-

tion inside the channel and the growth velocity splasma.

2. Ti < 3Tad, the thermal support of the spark channel from the electrical circuit be-

comes relevant and the plasma expansion contribution (splasma) can be neglected.

Consequently, the stherm value for each particle is achieved by the resolution of

an energy conservation equation under the hypothesis of uniform temperature and

chemical equilibrium composition inside the channel.

For what concerns the stherm computation, the following equation was used [72]

stherm =
Vi
Ai

(
1

Ti

dTi
dt
− 1

p

dp

dt

)
(1.6)

in which Vi and Ai are the particle volume and surface, while p is the pressure. The

particle temperature variation dTi
dt

was obtained solving the energy conservation equa-

tion
dTi
dt

= −ṁi

mi

(Ti − Tad) +
Q̇spki

micp
+

1

ρicp

dp

dt
(1.7)

with cp being the specific heat and Q̇spki the energy deposition rate from the electrical

circuit to the particle, reduced of the heat losses. This last term was computed as follows

Q̇spki =
Qspk ηeff
nparticles

(1.8)

where Qspk and ηeff are the total heat transfer rate from the electrical circuit to the

gas phase and the efficiency of this energy deposition, respectively, while nparticles is

the number the Lagrangian particles introduced along the spark gap and on which the

thermal energy is distributed.

Finally, the Lagrangian particles evolution was interrupted upon the occurrence of

one of the following possibilities:

1. Restrike event, because a new conductive path is generated between the electrodes,

with the consequent introduction and evolution of a new set of particles.

2. Electrical circuit energy complete consumption, because no more energy is avail-

able for creation and/or support of any spark channel.
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1.1. Lagrangian Model

This modelling strategy, strictly coupled with the Eulerian flame evolution, allows also

to take account of possible misfire events in case the electrical circuit is not able to

generate a self-sustained flame kernel: this possibility could be verified in case of too

low available energy at the secondary circuit or unfavourable flow conditions at the

spark-gap.

1.1.3 Plasma Channel Evolution Model

Until the evolved Lagrangian particles satisfy the condition Ti > 3Tad, the heat con-

duction from the hot plasma channel to the surrounding fresh mixture, which allows the

creation of an initial fully burnt field, cannot be neglected. Therefore, the non-uniform

temperature distribution inside the channel and its consequent growth rate (splasma)

need to be modelled in detail, taking into account for actual plasma properties.

As performed in [72], all the tracked particles satisfying the condition Ti > 3Tad

were assumed to have the same temperature distribution, computed by solving with

a sub-cycle procedure the heat conduction equation for the space-dependent plasma

temperature Tplasma

dTplasma
dt

= αplasma ∇2Tplasma +
Q̇spk ηeff

ρplasma cp,plasma Vplasma
(1.9)

over a 1D axisymmetric mesh, representing a wedge of the gas region around the spark-

gap centerline. In (1.9), αplasma, ρplasma, cp,plasma and Vplasma are the thermal diffusiv-

ity, density, heat capacity and volume of the plasma channel, respectively. These prop-

erties were estimated employing the functions provided in [36] and assuming chemical

equilibrium conditions [72], in order to take into account dissociation of molecules and

atom ionization effects. Then, as suggested by Herweg and Maly [54], at each time

step the plasma channel radius rplasma, namely the end of the burnt field imposed over

the 3D computational domain by the channel, is identified by the location on the 1D

wedge mesh where the adiabatic flame temperature Tad is detected. Hence, the splasma

was computed as [72]

splasma =
rplasma (t+ ∆t)− rplasma (t)

∆t
(1.10)
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Chapter 1. The Comprehensive CFD Model

Figure 1.2: Simplified scheme of a classical inductive ignition system characterized by a primary (sub-
script P) and a secondary (subscript S) circuit. The parameters R and L represent the equivalent
resistance and inductance of both circuits, respectively [72].

with ∆t being the CFD simulation time-step.

1.1.4 Electrical Circuit Model

The capability to estimate the evolution of the main parameters of the adopted electrical

circuit, since the spark time until the complete consumption of the stored energy, allows

a detailed description of the energy transfer process to the fresh mixture through the

generated spark channel. This is fundamental for a correct initialization of the burnt

field in the Eulerian computational domain, especially under highly inhomogeneous

flow conditions, lean mixtures and high turbulence/laminar flame speed ratios, in order

to predict the propagation of fully turbulent flame or a misfire event.

The usual behavior of a generic inductive ignition system for SI engines, character-

ized by a primary and a secondary circuit as shown by Figure 1.2, can be summarized

schematically as follows:

1. When the primary circuit is closed, a battery generates a primary current iP allow-

ing the storage of energy inside the primary inductance LP .

2. At spark time, the primary circuit is opened and the energy stored in LP is trans-

ferred to the secondary circuit.
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1.1. Lagrangian Model

3. The secondary circuit dissipates by Joule effect through both the spark-gap (VIE (t) iS (t),

where VIE is the inter-electrode voltage fall and iS the secondary current) and its

other dissipative devices (RS i
2
S (t), with RS being the secondary resistance) the

whole received energy.

Therefore, taking example from already used approaches [37, 72], a suitable model

was implemented. The presence of a primary and a secondary circuit was considered

(Figure 1.2), although only the last one was modeled in detail. In fact, once known the

amount of energy stored in the primary circuit at spark time EP (which depends on the

charging time), the energy transferred to the secondary circuit E ′S and available for the

breakdown stage was simply computed as

E ′S = ceffEP (1.11)

Here, ceff = 0.6 is the transmission coefficient, which models the secondary induc-

tance LS dissipations during the energy transfer from primary to secondary circuit and

whose value is estimated by [37]. According to the performed Lagrangian particles

injection and evolution, only arc and glow stages were modelled. Therefore, the break-

down stage effects were considered only as initial condition for the available energy at

the beginning of arc stage by the computation of the breakdown energy Ebd as carried

out in [37, 39]

Ebd =
V 2
bd

C2
bd dgap

(1.12)

Here, Cbd is the breakdown constant, a parameter expressed in kV/(mJ1/2mm1/2) and

that needs to be calibrated, dgap the inter-electrode distance in mm and Vbd the break-

down voltage in kV . This last parameter was computed as follows

Vbd = a+ b
p

Tu
+ c

p

Tu
dgap (1.13)

according to [39, 85]. The parameters a, b and c of (1.13) can assume different values

depending if the modelled spark channel belongs to the first discharge (performed at

the spark-time) or to any possible restrike phenomenon. The necessity of a variation

for (1.13) parameters value can be deduced by:
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Chapter 1. The Comprehensive CFD Model

• comparing typical experimental values of Vbd for the first discharge (Vbd ≈ 5 ÷

20 kV , [61]) and for possible restrike events (Vbd ≈ 1.5÷ 4 kV , [54, 61]), and

• considering that during the ignition process Tu and dgap are constant, while p could

also increase.

For the first discharge, as reported in [39,85], the parameters of (1.13) are the following:

a = 4.3 kV , b = 136 (kV K) / bar and c = 324 (kV K) / (bar mm).

Consequently, the available secondary circuit energy at the beginning of the arc stage

was obtained from (1.11) and (1.12) as
ES (t = tspark−time) = E ′S − Ebd

ES (t = trestrike) = ES (t = trestrike)− Ebd
(1.14)

where (1.14)a is valid for the first discharge and (1.14)b for any restrike, while the

secondary circuit energy time variation was estimated as in [37]

dES (t)

dt
= −RS i

2
S (t)− VIE (t) iS (t) (1.15)

Here, RS assumes a constant value depending on the adopted electrical circuit type,

while iS and VIE are time-dependent parameters computed at each time-step as

iS (t) =

√
2ES (t)

LS
(1.16)

and

VIE (t) = Vcf + Vaf + Vgc (t) (1.17)

The parameter LS of (1.16) is a constant feature of the circuit, similarly to RS , while

Vcf , Vaf and Vgc of (1.17) are the cathode, anode and gas-column voltage falls, respec-

tively, whose modelling strategy is described in detail in Appendix A.

Concerning the possibility to experience heat losses at the electrodes during the

spark-discharge, the approach used in [54,72] was followed. Hence, the computation of

the parameter ηeff , already considered in (1.8) and (1.9) and representing the efficiency

of the energy transfer process from the electrical circuit to the gaseous mixture, was
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1.1. Lagrangian Model

carried out according to

ηeff = η0 +
(η∞ − η0)U3

A+ U3
(1.18)

The parameters η0 and η∞ represent the energy transfer efficiency under conditions of

quiescent mixture and high velocity flow at the spark-gap (> 15 m/s), respectively;

together with the constant A, they assume different values depending on the discharge

stage (see Table 1.1). On the other hand, U is simply the average velocity of the intro-

duced Lagrangian particles, computed as in [72].

Table 1.1: Parameters for ηeff computation. The parameters η0 and η∞ are in %, while A is in
m3/s3, [72].

Parameter Arc stage Glow stage
η0 36 8
η∞ 50 30
A 500 700

The proposed electrical circuit model was tested on the experimental data provided

by Herweg and Maly [54] regarding two different electrical circuit systems:

1. the Transistor Coil Ignition System (TCI)

2. the Capacitor Discharge Ignition System (CDI)

The results were almost satisfactory, as it will be shown in Section 3.2.

1.1.5 Restrike Model

The restrike is a phenomenon that takes place when the inter-electrode voltage VIE

(1.17) becomes higher than a threshold value, which can be called restrike breakdown

voltage Vbd ((1.13) with suitable parameters a, b and c), and a new spark channel is

created along the spark-gap centerline. This can usually be experienced when, after

the first discharge, a local high value of flow velocity elongates the spark channel,

increasing the gas-column voltage fall Vgc ((1.17) and (A.2)) until the condition VIE >

Vbd is reached (Figure 1.3). This phenomenon was observed by experimental tests [61]

and its correct prediction is fundamental, because the sequential creation of several

spark channel under local high flow conditions significantly influences the flame kernel

development of engines with organized charge motion (e.g.: tumble or swirl) into the

cylinder.
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Chapter 1. The Comprehensive CFD Model

Figure 1.3: The restrike phenomenon, [72].

The implemented model allowed the restrike prediction thanks to the combined use

of (1.13) and (1.17): when the condition VIE > Vbd was satisfied, a new set of La-

grangian particles was introduced between the electrodes. The particles representing

the former spark channel were completely removed, in order to simulate the transition

of the total heat transfer rate Q̇spk to a new channel.

1.1.6 Flame Surface Density Tracking Algorithm

Following the approach proposed in [72] with the addition of some modifications, all

the effects of the electrical circuit were introduced into the Eulerian domain through:

1. The computation of the flame surface density Σ.

2. The imposition of a fully burnt mixture inside the spark channel.

In fact, being Σ computed at each time-step, the flame kernel initialization performed

on the Eulerian mesh by the ignition system was ensured. In particular, the Σ compu-

tation was carried out doing the following steps:

1. Placement of a spherical triangulated sphere at each particle position.

2. Variation of each triangulated sphere radius in order to match the related particle

dimension.

3. Definition of flame surface as the total area of the non-intersecting triangular faces

of the placed spheres (Figure 1.4).
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1.2. Eulerian Model

4. Definition of the number of non-intersecting triangular faces nf,cell inside each

cell of the computational mesh.

5. Computation of Σ for each cell as Σcell =

(
nf,cell∑
if=1

Aif

)
/ Vcell, where Aif is the

area of the i-th triangular face.

At the same time, a completely burnt mixture was imposed into the mesh cells located

inside the evolved Lagrangian particles, in order to simulate the initial burned field

generated by the spark channel. In case of particles smaller than the cell size only a

fraction of burnt mixture was imposed to each involved cell, namely only the actual

volume inside the particles was considered fully burnt.

Figure 1.4: The flame surface tracking technique, [72].

When a restrike event happened, or at the end of the electrical circuit energy, the

particles evolved since that time were removed and their contribution in terms of both

Σ and burnt field were no more updated on the computational mesh with Lagrangian

model information. This allows to leave the prediction of possible misfire events to the

Eulerian model, in particular because of stretch, in case the electrical circuit will not be

able to sufficiently sustain the early flame kernel growth.

1.2 Eulerian Model

The Eulerian Model definition was used to group together all that modelling strate-

gies implemented to work into an Eulerian framework, as the 3D computational mesh.

Consequently, it was possible to define five “environments” interacting together and in

which different operations were carried out (Figure 1.1):
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Chapter 1. The Comprehensive CFD Model

1. The main CFD code

2. The flame surface density model

3. The flame stretch model

4. The Lewis number model

5. The activation temperature model

This Eulerian framework was coupled at each time-step to the Lagrangian model:

• to provide the flow field (~U , k, ε and p, with k, ε being the turbulence kinetic

energy and its dissipation rate) and mixture (Tu, Tad and ρu) quantities necessary

for the evolution of the spark channel particles,

• to receive information regarding the initial burnt field created by the spark dis-

charge (Σ and the burnt mixture inside the channel).

A detailed description of the listed parts of the Eulerian model is provided in the fol-

lowing sub-sections.

1.2.1 Main CFD Code

The main CFD code is the environment that connects together all the implemented

Eulerian sub-models. Its task is to manage the resolution of the flow field governing

equations, namely the:

1. continuity,

2. momentum,

3. energy,

4. chemical species

ones, and the equations necessary for the laminar/turbulent flame modelling.

For this last topic, the Coherent Flamelet Model (CFM) proposed by Choi and

Huh [28] was adopted, according to [72]. The model application was carried out by

solving two transport equations:
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1. the combustion normalized progress variable c,

2. the flame surface density Σ.

The source terms for the aforementioned equations were computed, respectively, as

function of:

1. The unstretched laminar flame speed su0, the flame surface density Σ, and the

stretch factor I0, all suitable calculated for each cell of the computational domain.

2. The flame surface density Σcell, computed by the Lagrangian model during the

spark discharge, and the flame surface density production PFSD and destruction

DFSD terms, provided by the related model.

1.2.2 Flame Surface Density Model

The implemented flame surface density model provides the values of the production

PFSD and destruction DFSD terms for the Σ equation resolution. Because the CFM

model was used, these terms were computed as follows [28, 72]:

PFSD = αFSD
u′

ltc
(1.19)

and

DFSD = βFSD su0
Σ2

c (1− c)
(1.20)

where αFSD and βFSD are model constants that need a suitable calibration, u′ is the

turbulence intensity and ltc is a length scale introduced for dimensional reasons and set

according to [28].

1.2.3 Flame Stretch Model

The unstretched laminar flame velocity su0 can be computed by several correlations [78,

79], like the Gülder one [52] which was used in this work, as function of the fuel type,

the local equivalence ratio, the temperature and the pressure. However, the calculated

value does not take into account of:

• Curvature effects due to the flame front geometry (e.g.: a curved expanding flame).

49



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 50 — #62 i
i

i
i

i
i

Chapter 1. The Comprehensive CFD Model

• Strain effects due to the flame front/flow field interaction.

These effects are grouped in a single physical process, called flame stretch, which has

to be modelled for a correct laminar flame speed estimation.

Hereafter, two different approaches for the flame stretch phenomenon modelling are

proposed, both function of the same parameters:

• flame curvature,

• turbulence intensity,

• Lewis number,

• activation energy of the overall combustion reaction and

• flame thickness.

The first flame stretch model was obtained starting from the equations and assumptions

of Bradley, Lau and Lawes [13, 102], while the second one was proposed by Herweg

and Maly [54, 102].

The behaviour of aforementioned models was investigated over a simplified com-

bustion chamber at different equivalence ratios and turbulence intensities, as it will be

described in Section 3.1.2. Although no comparisons with experimental findings were

performed, the achieved results show a good response of both stretch models with re-

spect to theoretical considerations.

Bradley, Lau and Lawes stretch model Following the approach proposed in [118], the ac-

tual laminar flame speed su was computed according to Bradley, Lau and Lawes [102]:

su ≈ su0
1−K Ma

1 + c
R
δl Ma

(1.21)

with δl being the laminar flame thickness and c = 1 the parameter to fit (1.21) for

cylindrical flame shapes. This choice was justified by the well-known knowledge that

the flame stretch effects are predominant during the initial kernel growth stage, where

the local curvature effects are high. Hence, during this initial expansion, the flame has

a similar shape to the modelled spark channel geometry, which is cylindrical. For more

details about the validity of (1.21), please refer to Section 3.1.1.
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The dimensionless Karlovitz stretch factor K was computed as in [13]

K = 0.157

(
u′

su0

)2

Re−0.5
t (1.22)

where Ret = (u′lt) / ν is the turbulent Reynolds number, with lt being the integral

length scale of turbulence and ν the kinematic viscosity. The parameter 1/R, known

as the local flame curvature, was obtained on the Eulerian domain using the following

relation
1

R
=

∣∣∣∣∇ · ( ∇c‖∇c‖
)∣∣∣∣ (1.23)

where∇c/‖∇c‖ is the flame front perpendicular direction.

Recent DNS studies [50] figured out that the flame speed is a local property when

flows are multi-dimensional and unsteady, because the mass flow rate through the com-

bustion region is not constant and varies through the flame. Consequently, its prediction

under such conditions has to be completely carried out into an Eulerian framework, in

order to avoid possible errors derived by a non-local approach. Moreover, in [50], the

flame stretch formulation described by (1.21)-(1.23) and obtained through an asymp-

totic analysis was tested against DNS results. The conclusions showed how the Bradley,

Lau and Lawes approach must be applied using fields values evaluated over an isotherm

sufficiently close to the flame burnt side. Therefore, considering that this work adopted

a RANS turbulence modelling and the inner flame front is not resolved, fields value of

fully burnt products in the flame brush region were used.

Hence, the Markstein number Ma of (1.21) was evaluated into fully burnt products

according to [50]:

Ma =

[
1

γ
ln

(
1

1− γ

)
+

1

2
Ze (Le− 1)

1− γ
γ

∫ 1
1−γ

0

ln (1 + x)

x
dx

]
− ln

(
1

1− γ

)
(1.24)

where γ = (ρu − ρb) / ρu is the expansion ratio, being ρb and ρu the burned and

unburned density, respectively, x is a dummy variable of integration, and Ze is the

Zel’dovich number, computed as [10]

Ze =
Tact (Tad − Tu)

T 2
ad

(1.25)
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Chapter 1. The Comprehensive CFD Model

Both the Lewis number Le in (1.24) and the activation temperature Tact in (1.25) were

evaluated by suitable models.

Herweg and Maly stretch model Herweg and Maly, for their spherical flame kernel model,

computed the actual laminar flame speed su through the following expression [54,102]:

su = su0

{
1−

[(
δl

15 lt

) 1
2
(
u′

su0

) 3
2

+ c
δl
su0

1

R

dR

dt

][
1

Le
+

(
Le− 1

Le

)
Tact
2 Tad

]}
(1.26)

in which c = 1 allows to fit cylindrical flame shapes, as previously discussed for (1.21).

Similarly to conclusions drawn in Section 3.1.1 for Bradley, Lau and Lawes’ laminar

flame speed correction (3.15), the c parameter assumes the value of

• c = 1 if the initial flame shape is cylindrical,

• c = 2 if the initial flame shape is spherical.

1.2.4 Lewis Number Model

In the context of premixed combustion, various instability modes can affect the flame

front. One of these is the thermo-diffusive instability, which is controlled by the relative

importance of the heat diffusion with respect to the deficient reactant one [91], namely

by the Lewis number, defined as the ratio of these magnitudes. However, this definition

of the Lewis number shows problems in presence of a stoichiometric mixture, where the

deficient reactant cannot be clearly defined. Moreover, the Lewis number of a common

hydrocarbon (like propane) can experience a steep variation of its value when computed

following this approach for a mixture with equivalence ratio 0.9 or 1.1.

Joulin and Mitani [58] noticed from experiments that the flame behaviour gradu-

ally changes as the equivalence ratio varies across the stoichiometric condition. This

means that the combustion process is controlled not only by the deficient component

of the mixture, but also by the abundant one; consequently, also the effect on the flame

stability of this last component should be considered.

Accordingly, the implemented strategy for the prediction of the Lewis number of a
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1.2. Eulerian Model

premixed mixture was that proposed in [58]:

Le = Ledef +H (Leabu − Ledef ) (1.27)

where Ledef and Leabu are the Lewis number defined with respect to the deficient and

abundant reactant diffusivity, respectively. The parameter H is evaluated as

H = n
G (m,n− 1, A)

G (m,n,A)
(1.28)

with

G (m,n,A) =

∫ ∞
0

xm (x+ A)n e−xdx (1.29)

Equations (1.28) and (1.29) are both function of m and n, which are the order of reac-

tion of the deficient and abundant reactant. The value of A can be computed with the

following expression

A = Ze
y

Leabu
(1.30)

in which y = (φ− 1) if φ > 1, otherwise y =
(

1
φ
− 1
)

, being φ the equivalence ratio.

The Zel’dovich number Ze is that of (1.25).

As can be noticed from (1.27), the Lewis number of a premixed mixture defined

according to Joulin and Mitani [58] can be considered a weighted average of the Lewis

number values computed only with respect to the deficient and abundant reactant.

1.2.5 Activation Temperature Model

The activation temperature of a premixed mixture was estimated by using the slope

coefficient of the modified Arrhenius-type equation proposed in [19]

ln su0 = c− Tact
2

1

T̄f
(1.31)

where Tf is the average flame temperature defined as

T̄f = Tu + 0.74 (Tad − Tu) (1.32)
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Chapter 1. The Comprehensive CFD Model

In other words, (1.31) is equivalent to a line equation y = c+axwhich is comparable to

the least-square regression line of several values of ln su0 obtained at different unburned

mixture temperatures Tu. In fact, T̄f is only function of Tu, because at fixed mixture

composition Tad = f (Tu).

Values of Tact were computed before running any numerical simulation and written

into a look-up table as function of pressure (p), equivalence ratio (φ) and exhaust gas

recirculation (EGR).

1.3 Summary

The proposed CFD model, developed for premixed SI engines combustion, is charac-

terized by a comprehensive structure with an Eulerian-Lagrangian run-time coupling.

The Lagrangian framework allows to account for the electrical circuit effects with the

minimum computational effort. The final objective was to simulate in detail the spark-

discharge evolution and the further turbulent flame propagation.

Specific sub-models are included to properly consider each phenomenon affecting

the combustion process. This methodology has a twofold advantage: it allows to handle

the interplay between different and complex phenomena with a clear and schematic

work-flow, providing at the same time unlimited and smooth extendibility of current

modelling capabilities.

The developed approach accounts properly for the influence of:

1. the electrical circuit features,

2. possible laminar flame instabilities,

3. flame-turbulence interaction

on the ignition and the further combustion process. In particular:

• Specific improvements concerned the first two aforementioned phenomena, such

as the effective Lewis number prediction of a premixed mixture and different

strategies to model the arc and glow phases of the spark-discharge.

• On the other hand, the third phenomenon was improved thanks to a modified strat-

egy to consider flame stretch effects into ignition and premixed combustion pre-

diction. In particular, the thermal effects of the electrical circuit (modelled by a set
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1.3. Summary

of Lagrangian particles, introduced to mimic the plasma channel shape) were fully

decoupled from the chemical contribution of the laminar/turbulent flame speed.

This last aspect was completely carried out by the Eulerian CFD solver, where a

flame stretch model, recently verified by DNS studies, was adopted.

The validation of the proposed methodology will be carried out in Chapters 3 and 4.
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CHAPTER2

The Artificially Thickened Flame Model

Large Eddy Simulations (LES) are widely considered an helpful methodology to ad-

dress the analysis of unsteady reacting flows. In fact, turbulent combustion phenom-

ena like blow-off, flashback and general instabilities [75, 89] cannot be detected by a

RANS turbulence modelling, because only time-averaged quantities are solved. Hence,

for such problems, LES technique appears more suitable because it computes explicitly

the flow field largest structures, which dominate and control reacting flows affected by

instabilities [24, 90]. A practical example is the Cyclic Combustion Variability (CCV)

analysis of an IC engine, where the explicit computation of largest eddies - flame inter-

action is fundamental for a correct estimation of this phenomenon.

In this context of LES turbulence modelling, numerical simulations of turbulent

premixed reacting flows are not able to resolve the inner structure of the flame front

on common computational grids, because the reaction zone is typically thin (premixed

flame thickness: δ0
l ≈ 0.1 ÷ 1 mm) and generally smaller than the LES mesh size
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Chapter 2. The Artificially Thickened Flame Model

∆mesh.

To overcome this difficulty the Artificially Thickened Flame Model (ATFM) seems

a promising solution: it increases artificially the flame thickness to allow the reaction

layer resolution on usual computational grids, solving the aforementioned difficulty.

However, the artificial thickening procedure affects the LES-resolved flame/turbulence

interaction, hence additional modelling efforts are required.

In this chapter, the Artificially Thickened Flame (ATF) concept is firstly analyzed to

deeply understand the ATFM theoretical basis. Then a detailed description of the main

sub-models involved in the ATFM application is performed, as:

• the Thickening Factor F and Efficiency Function E computational strategies,

• the Flamelet Progress Variable (FPV) approach to tabulate the chemical kinetics

and the flame sensor.

Therefore, as a result of the ATFM coupling with a chemical kinetics tabulation strat-

egy, the transport equations of the Progress Variable Yc and Mixture Fraction Z are

introduced. Finally, additional numerical strategies used by the ATFM to evaluate the

Sub-Grid Scale (SGS) turbulence intensity and to filter the LES fields are presented.

2.1 The Artificially Thickened Flame concept

The basic idea of the ATFM is to consider a flame thicker than the actual one, in order

to allow its resolution on commonly used mesh grids, but keeping constant its laminar

flame speed s0
l [22, 84]. In fact, from simple theories of laminar premixed flames [68,

114] it is possible to consider: 
s0
l ∝
√
D ω̄

δ0
l ∝ D

s0l
∝
√

D
ω̄

(2.1)

where s0
l and δ0

l are the laminar flame speed and thickness, respectively, while D is the

molecular diffusivity and ω̄ is the mean reaction rate. Hence, an increase of δ0
l by a

factor F , called thickening factor, keeping constant s0
l can be achieved by replacing at

the same time:
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2.1. The Artificially Thickened Flame concept

(a) (b)

Figure 2.1: Normalized progress variable c distribution of a premixed 1D flame: original unthickened
flame (a) and artificially thickened flame (b). Grey vertical dashed lines represent the mesh spacing
while yellow regions highlight flames mesh resolution.

• the diffusivity D with F D

• the mean reaction rate ω̄ with ω̄/F

in (2.1). As a consequence, the following modified relations are obtained:
s0
l ∝

√
F D ω̄
F
∝
√
D ω̄

δ0
l ∝

√
F 2 D
ω̄
∝ F

√
D
ω̄

(2.2)

where the thickening factor F allows to adapt the flame thickness to a generic compu-

tational mesh without modifications of the s0
l .

From a practical point of view, the artificial thickening of a flame can be achieved

by performing a coordinates transformation (in terms of both time and space) along the

flame front normal direction. This operation will affect all simulated fields, because

the change of coordinates involves the computational domain. Taking as example a 1D

flame (Figure 2.1a), if its progress variable balance equation

∂ρYc
∂t

+
∂ρUYc
∂x

=
∂

∂x

[
ρD

∂Yc
∂x

]
+ ω̇c (2.3)

is modified by replacing x with x′ = F x and t with t′ = F t, the following expression

is achieved
∂ρYc
∂t′

+
∂ρUYc
∂x′

=
∂

∂x′

[
ρ (F D)

∂Yc
∂x′

]
+
ω̇c
F

(2.4)

where U is the fresh gases velocity. Then, considering a steady-state propagating lam-
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Chapter 2. The Artificially Thickened Flame Model

inar flame (in which ∂/∂t = ∂/∂t′ = 0 and ρU = ρ0s
0
l , being ρ0 the fresh gases

density), (2.4) has the same solution of (2.3) but thickened by a factor F , as shown in

Figure 2.1, [22, 31].

In the light of what observed so far, the artificially thickened flame approach seems

very attractive, because:

1. No restricting assumptions regarding the flame topology are contained in its the-

oretical derivation, therefore it can be applied to premixed flames [100], lifted

flames [70] or ignition sequences [8].

2. The chemical reactions happening inside the flame front can be described, from a

numerical point of view, as in a Direct Numerical Simulation (DNS) on a compu-

tational grid generated for LES. In fact, by choosing an appropriate F value, the

inner flame structure can be modelled also on rather coarse meshes.

3. The reaction rate term of (2.4) can be expressed by using the Arrhenius law, hence

different phenomena could be taken into account without requiring specific sub-

models (e.g.: flame-wall interaction, ignition, flame stabilization, etc.).

However, the flame thickening procedure generates also some drawbacks that must

be faced carefully:

1. When the flame is thickened from δ0
l to δ1

l = Fδ0
l , the chemical time estimated

as τc = δ0
l /s

0
l becomes Fτc. Accordingly, the flame-turbulence interaction is

modified because the Damköhler number

Da =
τt
τc

=
lt
u′
s0
l

δ0
l

(2.5)

which compares the turbulent time τt to chemical one, is decreased by a factor F ,

becomingDa/F . This has a twofold effect on the flame-turbulence interaction [4,

5, 26, 27, 31]:

• Eddies smaller than the thickened flame thickness δ1
l = Fδ0

l have no more

interactions with the flame; consequently, their effects have to be included in

a sub-grid scale model.
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• Eddies larger than the thickened flame thickness δ1
l = Fδ0

l still interact with

the flame front, but their efficiency may be affected.

2. Theoretically, the thickening approach can be used to face complex chemistry

problems, because (2.3) and (2.4) are valid for any species as long as molecu-

lar fluxes can be described by Fick’s law. However, all chemical species have

to be resolved on the computational grid, inducing a prohibitive thickening com-

pared to flow motion or system size if radicals or intermediate species have to be

solved [31].

3. In case of generic stratified mixtures, if concentration gradients occur without

combustion (e.g. a mixing zone not overlapped to flame front) a modification of

the diffusion term would dissipate gradients un-physically, altering a correct pure

mixing simulation. This could negatively impact on the flame propagation predic-

tion because the reaction layer may not experience the real mixture stratification.

The aforementioned drawbacks are faced and solved in the following Subsections

as here briefly described, respectively:

1. An efficiency function E, derived from a DNS analysis of the flame-vortex inter-

play, is introduced as a sub-grid scale model to compensate the modified flame-

turbulence interaction (Section 2.3).

2. The ATF concept is coupled with a tabulation strategy to include detailed chem-

istry effects into an LES framework without a prohibitive thickening of the flame.

This approach allows a rather accurate description of the flame structure and prop-

agation. In fact, if a reasonable number of grid cells is allocated inside the flame

thickness, a correct reaction rate prediction is achieved (Section 2.4).

3. A flame sensor is used to detect the flame front position and modify the diffusion

term accordingly, without affecting the pure mixing regions (Section 2.4.1).

2.2 The Thickening Factor F

Following the flame thickening concept [26,27,31,66,67], to achieve a proper represen-

tation of the flame structure on LES typical meshes, a thickening factor F is introduced

into the transport equation of:
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Chapter 2. The Artificially Thickened Flame Model

• species mass fractions, if the resolution of each chemical species is carried out on

the computational mesh;

• progress variable, in case a chemical kinetics tabulation strategy is adopted;

• mixture fraction and enthalpy, for consistency with the change of coordinate sys-

tem performed on the flame by the ATF strategy.

In the following subsections two different modelling strategies for the thickening

factor are described: the adoption of a constant F value on the whole mesh domain, or

the use of an adaptive F value changing in accordance with the local mesh cell size.

2.2.1 Constant thickening

The most conservative and simple approach for the thickening factor computation is to

define a global F value which is valid for the whole CFD mesh domain.

Remembering the role of the thickening factor and considering that a generic LES

mesh could be characterized by a large range of different grid sizes, a single global F

value can be defined with respect to the coarsest mesh cell as

F = ngp
3
√
Vcell,max

δ0
l

(2.6)

where ngp is the user-defined number of grid points (or cells) for the flame structure

resolution, Vcell,max the volume of the coarsest mesh cell and δ0
l the original (laminar)

flame thickness. Here the side of the coarsest mesh cell is computed from its equivalent

cubic volume. Concerning the ngp value, its computation is usually carried out by

running simple simulations of a steady-state 1D laminar flame. With such technique,

different flame resolution are quickly tested and the minimum ngp ensuring the correct

laminar flame speed reconstruction is selected.

The choice of (2.6) definition is the result of a conservative approach which allows

to guarantee the minimum number of desired cells (ngp) for the flame front resolution,

whatever cell dimension is encountered by the propagation of the reaction zone. In fact,

in case the flame reaches a mesh region characterized by finer cells, the reaction zone

will be thickened over more cells than the user-defined ngp ones, with a consequent

higher flame thickness resolution.
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2.2. The Thickening Factor F

The error introduced by an F definition based on an average cell volume will be

shown in next Section 2.2.2.

2.2.2 Grid adaptive thickening

As previously mentioned, generic LES meshes are usually featured by a large range

of different grid sizes. As example, if the combustion chamber of a SI engine has

to be investigated, a local high level of mesh refinement is required to reproduce its

geometrical details (e.g. spark-plug electrodes, piston side crevices). On the other

hand, a coarser mesh could be adopted at the combustion chamber center, in order to

reduce the global computational effort.

In this context, the definition of a unique and global thickening factor as defined by

(2.6) could be rather limiting because it introduces an high level of flame thickening

where cells are refined. Indeed, if for example 5 grid points are enough to reproduce

the laminar flame speed (ngp = 5):

• in the coarsest mesh region the reaction layer will be solved with the minimum

required resolution,

• in a local mesh region where the cell size is halved with respect to the coarsest

one, the flame thickness resolution will be of 10 grid points.

According to the ATF concept, no error will be introduced. However, in the fine mesh

region the flame-turbulence interaction will be stronger influenced by the thickening

procedure because the thickened flame thickness-local mesh size ratio δ1
l /∆cell,local =

(Fδ0
l ) /∆cell,local will be doubled than in the coarse region. Hence, considering that

∆cell,local is usually the LES fields filter and it is related to the smallest solved turbulence

scale, the adoption of a constant thickening approach will introduce a not necessary

modelling effort of the flame-turbulence interaction where the mesh refinement is high.

Therefore, a thickening factor definition based on the local mesh resolution is de-

sirable in order to minimize the modelling effort, namely the turbulent flame speed

uncertainty.

As first step, it is comfortable to define the maximum grid size ∆cell,lim that allows
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a correct resolution of the flame front

∆cell,lim =
δ0
l

ngp
(2.7)

where ngp is the minimum number of grid points inside the laminar flame front δ0
l which

ensures a correct laminar flame speed reconstruction. As for the constant thickening

approach (see Section 2.2.1) the ngp value is user-defined and it is generally determined

by running simple simulations of a steady-state 1D laminar flame.

Then, the local grid-adaptive thickening factor F can be evaluated as follows [67]

F = max

(
1,

3
√
Vcell

∆cell,lim

)
(2.8)

being 3
√
Vcell the cell side computed from its equivalent cubic volume. Here, if the cell

size is comparable to the coarsest mesh spacing allowing a correct flame reconstruction

then F ≈ 1 (very high level of refinement), otherwise the thickening factor increases

with the grid coarsening.

Finally, the thickening factor value computed on each cell from (2.8) can be lo-

cally volume-averaged on the cell itself and its neighbors. This technique allows an

additional spatial smoothing of the F value, avoiding strong discontinuities within the

flame [67].

A simple test of the grid adaptive technique was performed by Kuenne [67] and

shown in Figure 2.2. Kuenne analyzed a 1D flame propagating over a mesh character-

ized by a cell size variation (Figure 2.2, bottom). In particular, the flame was initialized

at the mesh right end to propagate against the fresh mixture towards the left through

the central coarse grid region. Three different techniques for the F computation were

investigated, in particular the grid adaptive strategy was compared to:

• a constant thickening based on the coarsest cell size,

• a constant thickening based on an average cell size.

The achieved results in terms of CO2 mass fraction distribution are shown in Figure

2.2 with a red, blue and black line, respectively.

As it is possible to notice (Figure 2.2), taken as a reference the constant thickening
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2.3. The Efficiency Function E

Figure 2.2: 1D simulation of a flame propagating from right to left using different thickening strategies:
spatial CO2 mass fraction distribution at three different time steps (top) showing the flame position
at the marked regions on the computational domain (bottom). The F values of displayed YCO2

trends
are computed with: a grid adaptive thickening (red), a constant thickening based on the coarsest cell
(blue), a constant thickening based on an average cell size (black), [67].

approach (Section 2.2.1), the grid adaptive technique is able to adapt the flame thick-

ening with respect to the local grid size ensuring, at the same time, a correct laminar

flame speed reconstruction.

On the other hand, it is clarified how the strategy to define a constant thickening

factor over an average cell size introduces considerable errors in the laminar flame

speed simulation. In fact, as shown in Figure 2.2, when the flame approaches the central

coarse grid region this strategy (black line) is not able to thicken the flame over an

adequate number of grid points and the correct flame resolution is lost.

2.3 The Efficiency Function E

One of the ATF concept drawbacks is the modified interaction between the flame front

and the turbulence field generated by the flame thickening procedure (Section 2.1).

Therefore, in order to compensate the lost flame-turbulence interaction in terms of

total flame surface reduction (namely, the lost wrinkling effect), an efficiency func-

tion E was proposed to increase the flame speed with no additional modification to its

thickness. Starting form (2.2), which represents the basic idea of the ATF concept, if

the diffusivity D as well as the mean reaction rate ω̄ are multiplied by E the following
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Chapter 2. The Artificially Thickened Flame Model

Figure 2.3: DNS configuration for the flame-vortex interaction analysis: a pair of counter-rotating
eddies (size r) interacts with an initially planar laminar premixed flame, whose flame thickness is
δ1l = Fδ0l , [31].

relationships are achieved 
s0
l ∝
√
E2 D ω̄ ∝ E

√
D ω̄

δ0
l ∝ F

√
E D
E ω̄
∝ F

√
D
ω̄

(2.9)

where a thickened flame of thickness δ1
l = Fδ0

l is propagated with a corrected local

flame speed of s1
l = Es0

l . This last s1
l value includes the contribution of:

1. the occurring chemical reactions (s0
l ) and of

2. the lost wrinkling effect (E > 1) in terms of flame surface, due to the artificially

flame thickening procedure,

hence s1
l ≥ s0

l . In other words, s1
l is the laminar flame speed increased of the fraction

of turbulent combustion velocity which needs to be modeled.

As a consequence, the efficiency function E modelling became an important topic

for dealing with a correct application of the ATFM. This problem was firstly addressed

by Colin and Angelberger [5,31] (Section 2.3.1), then also by Charlette (Section 2.3.2),

but all of them based their modelling effort on DNS results of elementary flame-vortex

interactions. In fact, the first common target was to get more insight on how the flame-

turbulence interaction is affected by the flame front thickening procedure in order to
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Table 2.1: Analyzed conditions with DNS of flame-vortex interactions, [5, 31]. The vortex size r is
estimated from the distance between the two vortex cores (see Figure 2.3); v′ is the vortex velocity,
the computational domain is lx × ly and the grid mesh contains nx × ny points.

Test type Test [n.] r/δ0l v′/s0l F r/δ1l lx/l ly/l nx ny

A

A1 30 8 1.0 30 3 3 1025 1025
A2 30 8 2.5 12 6 3 801 401
A3 30 8 5.0 6 3 3 201 201
A4 30 8 10.0 3 3 3 129 129
A5 30 8 25.0 1.2 10 3 257 129

B

B1 30 4 1.0 30 3 3 1025 1025
B2 30 4 2.5 12 6 3 801 401
B3 30 4 5.0 6 3 3 201 201
B4 30 4 10.0 3 3 3 129 129
B5 30 4 25.0 1.2 10 3 257 129

C

C1 30 0.8 1.0 30 3 3 1025 1025
C2 30 0.8 2.5 12 6 3 801 401
C3 30 0.8 5.0 6 3 3 201 201
C4 30 0.8 10.0 3 3 3 129 129
C5 30 0.8 25.0 1.2 10 3 257 129

D D1 60 8 10.0 6 6 6 257 257
D2 60 1.6 10.0 6 6 6 257 257

propose a suitable SGS model to take into account these lost effects.

In particular, DNS results concerning the effect of a pair of counter-rotating vortexes

interacting with an initially planar laminar flame were used, as shown in Figure 2.3, [5,

31, 93]. By keeping constant the vortex size-initial laminar flame thickness ratio r/δ0
l :

• three different values of vortex to laminar flame speed ratios v′/s0
l (Tests A, B and

C),

• five values of thickening factor F (F = 1.0, 2.5, 5.0, 10.0 and 25.0),

• one additional value of r/δ0
l (Tests D1 and D2)

were investigated. The parameters of performed DNS tests are summarized in Table

2.1, while the main results are shown by Figures 2.4 and 2.5.

First of all, in Figure 2.4a, it is clarified how in presence of a vortex to laminar flame

speed ratio of v′/s0
l = 0.8 (see Tests C of Table 2.1) an increase of the thickening factor

F produces a contemporary reduction of the total reaction rate ω̇T and of related total

flame surface Sf,T . This result demonstrates how the artificial thickening of a flame

does not affect the local reaction rate but influences the global flame behaviour in terms

of a reduced wrinkling effect.
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(a)

(b)

Figure 2.4: Time evolution of the total reaction rate ω̇T during the DNS flame-vortex interaction for
Tests C (a) and Tests A (b) of Table 2.1 at the following thickening factors: F = 1 ( , C1 and
A1), F = 2.5 ( , C2), F = 5 ( , C3 and A3), F = 10 (· · ·, C4 and A4) F = 25 ( · , C5
and A5). In Figure (a) also the related total flame surfaces Sf,T are plotted (•). Total reaction rate
and total flame surface values are made non-dimensional by the corresponding planar laminar flame
quantities (ω̇L and Sf,L, respectively). Times are reduced using the characteristic laminar flame time
δ0l /s

0
l .

Then, Figure 2.4b shows how the same thickening factor variation performed on ten

times stronger eddies (v′/s0
l = 8, see Tests A of Table 2.1) does not affect too much

the global flame behaviour; the wrinkling is influenced only if prohibitive F values are

applied (Test A5).

Finally, an analysis of the mean flame stretch (Figure 2.5) demonstrates how at each

investigated vortex intensity v′/s0
l (Tests A, B or C, Table 2.1) the vortex to flame rel-

ative dimension r/δ0
l influences the eddies capability in making strain on the flame.

This numerical results confirms how eddies larger than the thickened flame thickness

δ1
l = Fδ0

l still interact with the flame front, but their efficiency is affected (Section 2.1).

With the purpose to numerically reproduce the mean flame stretch trends observed in
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Figure 2.5: Flame stretch 〈κ〉, induced by a pair of vortexes during the DNS flame-vortex interaction,
as function of the length scale ratio r/δ1l (see Figure 2.3). The following results of Table 2.1 are
reported: Tests A (•), Tests B (�), Tests C (N), Tests D (©). The bold solid line ( ) represents the
efficiency function Cn of (2.10) proposed by Angelberger and Colin [5, 31], while the solid line ( )
depicts the behaviour of Meneveau and Poinsot’s efficiency function CMP [77].

Figure 2.5, Meneveau and Poinsot introduced the efficiency function CMP to fit these

DNS results [77]. Later, Colin and Angelberger proposed a new efficiency function Cn,

characterized by the following expression

Cn

(
r

δ1
l

,
v′

s0
l

)
=

1

2

{
1 + erf

[
0.6 ln

(
r

δ1
l

)
− 0.6√

v′/s0
l

]}
(2.10)

which improves Meneveau’s one. A comparison between CMP and Cn efficiency func-

tions is shown in Figure 2.5.

As final result of the described DNS analysis, Colin [31] modeled the effective strain

rate Ṡ induced by a pair of vortexes (size r and velocity v′) with the following relation:

Ṡ = Cn

(
r

δ1
l

,
v′

s0
l

)(
v′

r

)
(2.11)

In next sub-sections, Colin and Charlette strategies for the efficiency function E

modelling are described.

2.3.1 Colin formulation

As described in detail in [31], Colin based the creation of an efficiency function E

model on the comparison between real and thickened flame wrinkling. Starting from
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the instantaneous flame surface density balance equation [25, 108, 111]

∂Σ

∂t
+∇ ·

[(
~U + w ~n

)
Σ
]

=
(
∇ · ~U − ~n ~n : ∇~U

)
Σ + w ∇ · ~n Σ = κ Σ (2.12)

where Σ is the flame surface density (namely, the flame surface per unit volume), ~U the

flow velocity, w the flame front displacement and ~n the unit vector normal to the flame

front and pointing towards fresh gases, it is possible to point out that:

• the first RHS term of (2.12), which can also be called aT =
(
∇ · ~U − ~n ~n : ∇~U

)
,

corresponds to the strain rate induced by the flow field on the flame;

• the second RHS term of (2.12), namely w ∇ · ~n, represents the curvature contri-

bution to the flame strain rate, because∇ · ~n denotes the flame surface curvature;

• the sum of the two previous contribution, κ, is the total flame stretch.

Therefore, by filtering (2.12) in an LES context, the following equation is obtained

∂Σ̄

∂t
+∇ ·

[
〈~U〉sΣ̄

]
+∇ ·

[
〈w ~n〉sΣ̄

]
= 〈aT 〉sΣ̄ + 〈w ∇ · ~n〉sΣ̄ = 〈κ〉sΣ̄ (2.13)

where Σ̄ corresponds to the flame area per unit volume at the sub-grid scale level, while

〈·〉s denotes an averaging along the sub-grid scale flame surface.

If a simplified approach is followed [31], the hypothesis here summarized
w = s0

l = const

〈κ〉s ≈ 0

〈∇ · ~n〉s ≈ 1
Ls
≈ 1

α
Ξ∆−1

∆

(2.14)

can be adopted, where Ls is the sub-grid scale wrinkling length, ∆ the filter size, α a

model constant and Ξ∆ = Af,sgs/∆
2 the sub-grid scale wrinkling factor (i.e. the ratio

between the sub-grid scale flame surface Af,sgs and its projection in the propagating

direction).

As a consequence, the integration of the effective strain rate induced by a pair of

vortexes (see (2.11)) over all turbulence length scales that are:

• smaller than the filter size ∆ (also called outer cut-off length scale)
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• greater than an inner cut-off length scale, which can be assumed equal to the

laminar flame thickness δ0
l because smaller eddies generate no wrinkling on the

flame,

allows to formulate the following model for the sub-grid scale wrinkling factor Ξ∆ (δ0
l ):

Ξ∆ (δ0
l ) = 1 + α Γco

u′∆
s0l

α = β 2 ln 2

3cms(Re0.5t −1)

Γco = Γco

(
∆
δ0
l
,
u′∆
s0l

)
= 0.75 exp

[
− 1.2

(u′∆/s0l )
0.3

](
∆
δ0
l

) 2
3

(2.15)

Here, u′∆ is the sub-grid scale turbulence velocity whose computation will be described

in Section 2.6.2, β is a model constant of the order of unity which has to be calibrated,

cms = 0.28 is a model constant determined by using Yeung’s DNS results [115], Γco

is the numerical fitting proposed by Colin for the "total" efficiency function of the

considered eddies length scale spectrum, while Ret is the turbulent Reynolds number.

This last parameter can be computed as

Ret =
u′lt
ν

= 4
lt
δ0
l

u′

s0
l

(2.16)

because for a laminar flame δ0
l s

0
l /ν = 4 (see [31, 60]).

Finally, after the evaluation of the sub-grid scale wrinkling factor for both the un-

thickened (inner cut-off length scale equal to δ0
l ) and thickened flame (whose inner

cut-off length scale is the thickened flame thickness δ1
l ), for a general filter size value

∆ 
Ξ∆ (δ0

l ) = 1 + α Γco

(
∆
δ0
l
,
u′∆
s0l

)
u′∆
s0l

Ξ∆ (δ1
l ) = 1 + α Γco

(
∆
δ1
l
,
u′∆
s0l

)
u′∆
s0l

(2.17)

the efficiency function E can be modelled as follows

E =
Ξ∆ (δ0

l )

Ξ∆ (δ1
l )

(2.18)

where the underestimation of the flame front wrinkling by the ATF strategy can be

corrected by increasing the flame speed by the E factor. For further details, please refer
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to [31].

2.3.2 Charlette formulation

Charlette approach for the formulation of an efficiency function E model was very

similar to Colin’s one (Section 2.3.1): in fact, expression (2.12) as well as (2.13) were

used as a starting point and similar observations were performed.

However, the simplified approach used in [31] was followed by Charlette with little

modifications, as it can be evinced by the hypothesis here summarized
w = s0

l = const

〈κ〉s ≈ 0

〈aT 〉s ≈
u′∆
∆

Γch

(
∆
δ0
l
,
u′∆
s0l
, Re∆

) (2.19)

and adopted for the model generation. Here 〈aT 〉s is the strain rate induced by the

flow field on the flame and averaged along the sub-grid scale flame surface, while Γch

is the numerical fitting proposed by Charlette for the "total" efficiency function of the

considered eddies energy spectrum.

Concerning Γch parameter, its role is the same of Γco one in (2.15), but its formula-

tion comes from the integration of the effective strain rate induced by a pair of vortexes

(see (2.11)) over the energy spectrum of all turbulence length scales:

• smaller than the filter size ∆ (the outer cut-off length scale) and

• greater than the laminar flame thickness δ0
l (the inner cut-off length scale).

This approach, together with assumptions summarized in (2.19), allows to formulate

the following model for the sub-grid scale wrinkling factor Ξ∆ (δ0
l )

Ξ∆ (δ0
l ) =

(
1 +min

[
∆
δ0
l
,Γch

u′∆
s0l

])β
Γch = Γch

(
∆
δ0
l
,
u′∆
s0l

)
=

{[(
f−au + f−a∆

)− 1
a

]−b
+ f−bRe

}− 1
b

(2.20)
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where 
a = 0.6 + 0.2 exp

[
−0.1

(
u′∆
s0l

)]
− 0.2 exp

[
−0.01

(
∆
δ0
l

)]
b = 1.4

(2.21)

In (2.20) the model exponent β can be determined alternatively by either a non-dynamic

or a dynamic formulation (as described in the following Paragraphs of the present Sec-

tion), while the complete Γch expression can be written as

fu = fu

(
u′∆
s0l

)
= 4

(
27Ck
110

) 1
2
(

18Ck
55

) (u′∆
s0l

)2

f∆ = f∆

(
∆
δ0
l

)
=

{
27Ckπ

4
3

110

[(
∆
δ0
l

) 4
3 − 1

]} 1
2

fRe = fRe

(
∆
δ0
l
,
u′∆
s0l

)
=

 9
55

exp

−3
2

Ckπ
4
3

Re∆

(
∆

δ0
l

,
u′

∆
s0
l

)
 1

2 [
Re∆

(
∆
δ0
l
,
u′∆
s0l

)] 1
2

(2.22)

being Ck = 1.5 the universal Kolmogorov constant [26] and Re∆ the sub-grid scale

Reynolds number defined as [26, 31, 60]

Re∆ =
u′∆∆

ν
= 4

∆

δ0
l

u′∆
s0
l

(2.23)

Finally, similarly to Section 2.3.1, after the evaluation for a general filter size value

∆ of the sub-grid scale wrinkling factor for both the unthickened (inner cut-off length

scale equal to δ0
l ) and thickened flame (inner cut-off length scale equal to δ1

l )
Ξ∆ (δ0

l ) =
(

1 +min
[

∆
δ0
l
,Γch

(
∆
δ0
l
,
u′∆
s0l

)
u′∆
s0l

])β
Ξ∆ (δ1

l ) =
(

1 +min
[

∆
δ1
l
,Γch

(
∆
δ1
l
,
u′∆
s0l

)
u′∆
s0l

])β (2.24)

the efficiency function E can be modelled as follows

E =
Ξ∆ (δ0

l )

Ξ∆ (δ1
l )

=
Ξ∆ (δ0

l )

Ξ∆ (Fδ0
l )

=
Ξ∆ (δ0

l )

Ξ∆ (∆)
= Ξ∆

(
δ0
l

)
(2.25)

where the underestimation of the flame front wrinkling by the ATF strategy can be

corrected by increasing the flame speed by the E factor. As suggested in [26, 31],

because in practical applications the filter size is assumed equal to the thickened flame
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thickness ∆ = Fδ0
l = δ1

l , this implies f∆ = 0 and Γch = 0, therefore Ξ∆ (δ1
l ) becomes

equal to 1, as shown in (2.25). For further details, please refer to [26, 27].

Non-dynamic formulation As described by Charlette in [26], the first step for estimating

the β value of (2.20) power-law is to carry out an empirical choice where, assuming

a β = const, a rather satisfactory estimation of the E value is obtained. In [26] is

proposed the value

β = 0.5 (2.26)

considered as the best compromise between excessively high or low turbulent flame

speeds.

Dynamic formulation An improvement of the (2.20) power-law formulation can be achieved

through a dynamic computation of the β exponent. In practice, if some resolved flame

wrinkling is analyzed the β value can be consequently deduced with the purpose to

match the modelled sub-grid scale wrinkling trend with the computed one. As pro-

posed by Charlette in [27] and assessed by Hosseinzadeh [57], the β exponent of (2.20)

is computed "on the fly" thanks to a Germano-like procedure, based on filtered resolved

flow fields.

To apply the dynamic formulation, a test-filtering operation has to be carried out at

a larger scale ∆test with respect to the basic filter size ∆. Assuming that, for a generic

quantity q, the regular filter operation is denoted:

• by a bar q̄ at the ∆ scale and

• by an over-brace
︷︸︸︷
q at the ∆test scale (regular test-filtering),

while the Favre filter operation is indicated:

• by a tilde q̃ at the ∆ scale and

• by a hat q̂ at the ∆test scale (Favre test-filtering),

the Germano identity for the reaction rate can be expressed as follows

︷︸︸︷
¯̇ωc =

︷︸︸︷
ω̇c (2.27)
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Here,
︷︸︸︷
¯̇ωc represents the test-filtered resolved reaction rate and

︷︸︸︷
ω̇c denotes the reac-

tion rate of test-filtered magnitudes.

As first step, by considering ∆ = Fδ0
l and remembering (2.25), the resolved reaction

rate (or, in other words, the LES filtered reaction rate) can be cast in the form:

¯̇ωc =
E

F
ω̇c,l

(
Ỹc, Z̃

)
=

Ξ∆ (δ0
l )

∆
δ0
l ω̇c,l

(
Ỹc, Z̃

)
=

Ξ∆ (δ0
l )

∆
W∆,c

(
Ỹc, Z̃

)
(2.28)

where Ỹc and Z̃ are the progress variable and mixture fraction, respectively.

Then, after the definition of a suitable test-filter scale ∆test as
∆test = γ∆ = γFδ0

l

γ > 1

(2.29)

the test-filtered resolved reaction rate can be obtained as

︷︸︸︷
¯̇ωc =

︷ ︸︸ ︷
Ξ∆ (δ0

l )

∆
W∆,c

(
Ỹc, Z̃

)
(2.30)

On the other hand, for computing
︷︸︸︷
ω̇c , the test-filtered magnitudes have to be de-

termined as follows 

︷︸︸︷
ρ̄

Ŷc =
︷︸︸︷
ρ̄Ỹc /

︷︸︸︷
ρ̄

Ẑ =
︷︸︸︷
ρ̄Z̃ /

︷︸︸︷
ρ̄

(2.31)

Hence, after the evaluation of the laminar reaction rate ω̇c,l

(
Ŷc, Ẑ

)
from the test-

filtered progress variable and mixture fraction (e.g. by using a tabulated chemistry

approach), the RHS term of (2.27) can be computed as

︷︸︸︷
ω̇c = E

F
ω̇c,l

(
Ŷc, Ẑ

)
=

Ξ∆test(δ0
l )

∆test
γ δ0

l ω̇c,l

(
Ŷc, Ẑ

)
=

=
Ξ∆test(δ0

l )
∆test

W∆test,c

(
Ŷc, Ẑ

)
=

Ξγ∆(δ0
l )

γ∆
Wγ∆,c

(
Ŷc, Ẑ

) (2.32)
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Replacing (2.30) and (2.32) into the initial Germano identity (2.27), it is found:

︷ ︸︸ ︷
Ξ∆ (δ0

l )

∆
W∆,c

(
Ỹc, Z̃

)
=

Ξγ∆ (δ0
l )

γ∆
Wγ∆,c

(
Ŷc, Ẑ

)
(2.33)

Now, the identity is written as if it holds locally, at every cell grid and time. However, it

has often been found useful to apply the dynamic model in an averaged sense rather than

a point-wise one, in order to avoid strong discontinuities and local inaccuracies [27]. In

this context, because the global reaction rate is the most important effect to capture, an

average of (2.33) terms over a sufficiently large volume allows to remove unphysical

fluctuations. In addition, if (2.24) is used, the following expression can be written

〈︷ ︸︸ ︷(
1 +min

[
∆

δ0
l

,Γch

(
∆

δ0
l

,
u′∆
s0
l

)
u′∆
s0
l

])β W∆,c

(
Ỹc, Z̃

)
∆

〉
=

=

〈(
1 +min

[
γ∆
δ0
l
,Γch

(
γ∆
δ0
l
,
u′γ∆

s0l

)
u′γ∆

s0l

])β Wγ∆,c(Ŷc,Ẑ)
γ∆

〉 (2.34)

where 〈·〉 indicates a volume averaging operation.

Next, to provide a practically convenient framework, the sub-grid scale turbulent

velocity u′∆ is assumed uncorrelated from the local values of W∆,c

(
Ỹc, Z̃

)
within the

averaging control volume. Therefore, (2.34) can be recast as

(
1 +min

[
∆
δ0
l
,Γch

(
∆
δ0
l
,
〈u′∆〉
s0l

)
〈u′∆〉
s0l

])β 〈︷ ︸︸ ︷
W∆,c

(
Ỹc, Z̃

)〉
=

= 1
γ

(
1 +min

[
γ∆
δ0
l
,Γch

(
γ∆
δ0
l
,
〈u′γ∆〉
s0l

)
〈u′γ∆〉
s0l

])β 〈
Wγ∆,c

(
Ŷc, Ẑ

)〉 (2.35)

Finally, by solving (2.35) for the unknown exponent β the dynamic formulation of

Charlette model is achieved:

β =

log

γ
〈︷ ︸︸ ︷
W∆,c

(
Ỹc, Z̃

)〉
/〈Wγ∆,c(Ŷc,Ẑ)〉



log


1+min

 γ∆

δ0
l

,Γch

 γ∆

δ0
l

,
〈u′
γ∆
〉

s0
l

 〈u′γ∆
〉

s0
l


(

1+min

[
∆
δ0
l

,Γch

(
∆
δ0
l

,
〈u′

∆
〉

s0
l

)
〈u′

∆
〉

s0
l

])


W∆,c

(
Ỹc, Z̃

)
= δ0

l ω̇c,l

(
Ỹc, Z̃

)
Wγ∆,c

(
Ŷc, Ẑ

)
= γ δ0

l ω̇c,l

(
Ŷc, Ẑ

)
(2.36)
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2.4 The Flamelet Progress Variable approach

In the proposed ATF model, the thickening concept is coupled with a tabulation strategy

to include detailed chemistry effects into an LES framework avoiding prohibitive flame

thickening.

Concerning the premixed flames context, the Flamelet Progress Variable (FPV) ap-

proach was adopted. This tabulation methodology is very similar to FPI (Flame Prop-

agation of Intrinsic low-dimensional manifolds) [41, 51, 73] and FGM (Flamelet Gen-

erated Manifolds) [109, 110] strategies, which proved to be well suited for an accurate

description of the flame propagation.

The FPV approach was applied as described below:

1. For the table generation, a first 1D freely propagating laminar premixed flame at

constant equivalence ratio (i.e. constant mixture fraction Z = const) was simu-

lated. For this purpose, Cantera tool for simulating detailed chemistry 1D flames

was used.

2. The previous computation was repeated at different equivalence ratios to span a

2D space parameterized by:

• the mixture fraction Z to consider each possible air-fuel mixing and

• the reaction progress variable Yc for the flame evolution detection, which can

be either a single specie mass fraction (e.g. Yc = CO2) or a combination of

them (e.g. Yc = CO + CO2 +H2 +H2O).

3. The two table parameters (Z and Yc) were evolved by suitable equations on the 3D

computational domain (see Section 2.5) and used, at each time-step and on each

grid cell, to reconstruct the distribution of all tabulated magnitudes (e.g. chemical

specie, laminar flame speed and thickness, flame sensor, etc.).

As previously tested by Kuenne [66], the main advantage of the tabulation strategy

is the capability to reproduce important flame characteristics over the whole range of

equivalence ratios without a run-time 3D simulation of the chemical kinetics. There-

fore, a prohibitive flame thickening can be avoided if the tabulation methodology is

coupled with the ATFM (as it will be shown in Chapter 5). As a consequence, the need
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Chapter 2. The Artificially Thickened Flame Model

of a sub-grid scale wrinkling modelling is minimized with a reduction of the flame

reconstruction inaccuracy.

On the other hand, the use of a tabulation strategy for chemical kinetics requires

more a-priori knowledge of the reaction. For example, if heat losses are not negligible

they can be considered by including an additional table dimension (e.g. the enthalpy),

while with Arrhenius law this problem is naturally solved.

2.4.1 The Flame Sensor based on Progress Variable Gradient and Source Term

Since a correct pure mixing simulation is important in case of a generic stratified mix-

ture, when the ATFM is used the diffusion terms of conservation equations (see Sec-

tion 2.5) have to be modified only at the reacting region. Hence, a flame sensor Ω,

which is zero everywhere except within the flame where it approaches the unitary value

(0 ≤ Ω ≤ 1), has to be applied: to detect the flame front position and to modify the

diffusion terms accordingly, without affecting the pure mixing zones.

Assuming c as the normalized reaction progress variable (namely, the burnt gases-

actual mixture ratio, which is equal to c = 0 in cells with fresh reactants only and c = 1

in burnt mixture only ones), several formulations for the flame sensor can be used as

listed here below:

1. The Box sensor, where Ω is equal to
Ω = 1, if cmin < c < cmax

Ω = 0, otherwise
(2.37)

represents the first idea to limit the ATF concept at the reaction zone, starting

from the initial methodology in which the thickening was applied over the whole

computational domain (no sensor application).

2. The Gaussian sensor, whose expression proposed by Durand [38] and used by

Kuenne [67] is

Ω = 16 [c (1− c)]2 (2.38)

computes the Ω value with a Gaussian shape determined as function of the nor-

malized progress variable c distribution.
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3. The Progress Variable Gradient Based sensor, which is computed according to

Proch formulation [94]

Ω =
∇Yc

(∇Yc)max
(2.39)

exploits the progress variable gradient for the flame detection, hence Ω value is

computed accordingly.

4. The Flame sensor based on Progress Variable Gradient and Source Term, here

proposed with the following formulation

Ω =
∇Yc

(∇Yc)max
+

ω̇c
(ω̇c)max

[
1− ∇Yc

(∇Yc)max

]
(2.40)

links the flame sensor value not only to the progress variable gradient ∇Yc (as

performed by Proch’s sensor) but also to the progress variable source term ω̇c.

As it will be demonstrated in Section 5.2.2, the application of last described sensor

(2.40) for the flame detection represents the best solution between the aforementioned

possibilities because:

• Although Ω value changes rather slowly from 0 to 1 within the flame, producing a

slight flame front deformation, it allows to avoid the "cascade" thickening effect,

namely an uncontrolled thickening of the flame. As shown in Section 5.2.2, this

phenomenon is caused by sensors which are almost constant and nearby the uni-

tary value along the whole flame front (as the Box one), because they are not able

to smooth the thickening factor value F and limit the increase of flame thickness.

• The slight flame deformation performed by (2.40) does not affect the capability

to correctly predict the laminar flame velocity, as also figured out by Kuenne [67]

for the Gaussian sensor (2.38).

• Expression (2.40) is easy to tabulate and considers all relevant characteristics of a

premixed flame, independently from the composition and progress variable defini-

tion. This is not true for Gaussian and Progress Variable Gradient Based sensors,

because their accuracy is strongly dependent on the progress variable choice (see

Section 5.2.2).
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2.5 The ATFM fundamental transport equations

The application of the ATF model, as proposed in previous Sections, is made possible

by the use of two fundamental transport equations:

1. one for the progress variable Yc,

2. one for the mixture fraction Z.

The combined use of these equations, in which the ATF concept is modelled through

• the thickening factor F (Section 2.2),

• the efficiency function E (Section 2.3),

allows to simulate on LES typical meshes the structure and evolution of a generic pre-

mixed flame, exploiting:

• the FPV tabulation strategy (Section 2.4) for the chemical kinetics modelling,

• the Flame sensor based on Progress Variable Gradient and Source Term of (2.40)

for the flame front detection.

From a theoretical point of view, the Yc and Z transport equations are not enough for

the ATFM application on a general problem. In fact, if important heat losses needed to

be considered, an additional transport equation (the enthalpy one) has to be solved and

its result used as a third entry dimension of the FPV tabulation strategy. However, in

this thesis work, as a first step the assumption of adiabatic conditions is always adopted

for the ATFM application; future investigations will address this topic.

In the following sub-sections, under the assumption of negligible heat losses, the

detailed formulations of two aforementioned transport equations is presented.

2.5.1 Progress Variable Yc transport equation

The description of a progress variable Yc evolution is fundamental in the framework of

a premixed combustion modelling, where a reacting region has to be handled. There-
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2.5. The ATFM fundamental transport equations

fore, as proposed in literature [67], the following transport equation is considered

∂ρ̄Ỹc
∂t

+∇ ·
(
ρ̄ ~̃UỸc

)
=

= ∇ ·
{[
F (Ω)E (Ω) µ̄

Sc
+ (1− Ω) µt,sgs

Sct,sgs

]
∇Ỹc

}
+ E(Ω)

F (Ω)
ω̇c,l

(
Ỹc, Z̃

) (2.41)

being ~U the flow velocity, µ the dynamic viscosity in kg/ (m s), Sc = µ/ (ρD) the di-

mensionless Schmidt number in which D is the molecular diffusivity, while µt,sgs and

Sct,sgs the sub-grid scale turbulence dynamic viscosity and Schmidt number, respec-

tively.

As it can be noticed, in (2.41) the F and E values, as well as the whole diffusivity

term (first RHS one), are function of the flame sensor Ω. This dependency is justified

by the advantage in modifying the diffusion term only at the flame front region in order

to not affect pure mixing zones. In particular, the actual F and E values, which depend

on the flame sensor (0 ≤ Ω ≤ 1) and are equal to 1 outside the flame, can be computed

as follows: 
F (Ω) = 1 + (Fmax − 1) Ω

E (Ω) = 1 + (Emax − 1) Ω

(2.42)

Here, Fmax andEmax correspond to the thickening factor and efficiency function values

calculated from the models described in Sections 2.2 and 2.3, respectively. It can be

also noticed that

E
µ̄

Sc
= E D = D + (E − 1)D (2.43)

where the term (E − 1)D is the turbulent sub-grid scale diffusivity [31]; therefore,

when the efficiency function sub-grid scale model is active no additional model is

needed for the unresolved scalar transport. As a consequence, when far from the flame

F = E = 1, a classical LES model for the sub-gird scale diffusivity has to be re-

activated: this explains the Ω dependency of (2.41) first RHS term.

Concerning the laminar reaction rate ω̇c,l
(
Ỹc, Z̃

)
of (2.41), it is extracted from the

FPV chemical kinetics tabulation (Section 2.4) by entering with the Yc and Z distribu-

tions of previous time-step.
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Chapter 2. The Artificially Thickened Flame Model

(a) (b)

(c)

Figure 2.6: Overlap between a mixture stratification (equivalence ratio φ and mixture fraction Z varia-
tion) and the flame front (progress variable Yc and normalized progress variable c variation) with a
generic alignment angle α, [67], (a); decomposition of ∇Z̃ into a parallel ∇Z̃// and perpendicular
∇Z̃⊥ component to flame normal direction ~n (b); detail of ∇Z̃ decomposition (c).

2.5.2 Mixture Fraction Z transport equation

A non-uniform mixture distribution, in other words a stratification, can often be ob-

served in many industrial applications due to an incomplete mixing or an intentional

efficiency improvement, as in direct-injection IC engines [106].

In general, a stratification can be characterized by two physical quantities [67]:

1. the lenght scale on which the equivalence ratio (or the mixture fraction) variations

take place and

2. the alignment between mixing and reaction layers (the α angle of Figure 2.6a).

The first quantity allows to distinguish between small and large scale stratifications.

When a small scale stratification is present, the local flame structure is significantly
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2.5. The ATFM fundamental transport equations

affected compared to an homogeneous mixture flame, hence in the context of the ATFM

application this topic has to be addressed. On the other hand, if large scale stratification

are identified, the propagation of a quasi-homogeneous mixture flame can be observed

and no significant modification to the reacting layer can be detected. Concerning the

alignment between mixing and reaction layers, in case of a generic spherical flame

shape propagating into a fresh mixture of a direct-injection IC engine, α (Figure 2.6a)

can assume any value depending on space and time.

Therefore, if a small scale stratification is present and the reaction layer is over-

lapped to a not negligible mixing layer (with a generic α orientation), the flame inner

structure detects a variation of the mixture composition. Consequently, if the ATF con-

cept is followed, the thickening procedure should be applied not only on the progress

variable gradient ∇Ỹc (namely on the flame front, see (2.41)) but also on the mixture

fraction gradient component parallel to the flame normal direction ∇Z̃// (see Figures

2.6b and 2.6c). In fact, as previously discussed in Section 2.1, the artificial thickening

of a flame is carried out by a coordinates transformation (in terms of both time and

space) along the flame front normal direction ~n. Hence, if ∇Z̃ is either not thickened

or thickened in every other direction with except to ~n, the consistency between the

reacting-mixing layer overlapping cannot be guaranteed.

With the purpose to adapt for ATFM applications the original mixture fraction Z

transport equation

∂ρ̄Z̃

∂t
+∇ ·

(
ρ̄ ~̃UZ̃

)
= ∇ ·

{[
µ̄

Sc
+

µt,sgs
Sct,sgs

]
∇Z̃
}

(2.44)

used in LES contexts with no flame thickening, the diffusion term (RHS) has to be

modified as follows

∇ ·
{[

µ̄

Sc
+

µt,sgs
Sct,sgs

]
∇Z̃
}

+∇ ·
{[ µ
Sc

]
ATFM

∇Z̃//
}

(2.45)

where the term highlighted in red represents the directional thickening imposed by the

ATF concept on mixture stratification. In (2.45), ∇Z̃// is the projection of ∇Z̃ along
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the flame normal direction ~n, which can be computed as

~n =
∇Ỹc∣∣∣∇Ỹc∣∣∣ (2.46)

However, a Z transport equation with the diffusion term characterized by (2.45) form

cannot be easily resolved with implicit numerical techniques, as (2.44) equation. There-

fore, if ∇Z̃// is re-casted as follows

∇Z̃// =
(
~n · ∇Z̃

)
~n =

(
nx

∂Z̃
∂x

+ ny
∂Z̃
∂y

+ nz
∂Z̃
∂z

)
nx

ny

nz

 =

=


n2
x
∂Z̃
∂x

+ nxny
∂Z̃
∂y

+ nxnz
∂Z̃
∂z

nynx
∂Z̃
∂x

+ n2
y
∂Z̃
∂y

+ nynz
∂Z̃
∂z

nznx
∂Z̃
∂x

+ nzny
∂Z̃
∂y

+ n2
z
∂Z̃
∂z

 =


n2
x nxny nxnz

nynx n2
y nynz

nznx nzny n2
z




∂Z̃
∂x

∂Z̃
∂y

∂Z̃
∂z

 = ¯̄T ∇Z̃

(2.47)

where ¯̄T is the rotational tensor including all components of normal flame front direc-

tion, the diffusion term reported in (2.45) can be re-written as:
∇ ·
{[

µ̄
Sc

+ µt,sgs
Sct,sgs

]
∇Z̃
}

+∇ ·
{[

µ
Sc

]
ATFM

¯̄T ∇Z̃
}

[
µ
Sc

]
ATFM

=
[
F (Ω)E (Ω) µ̄

Sc
+ (1− Ω) µt,sgs

Sct,sgs

]
−
[
µ̄
Sc

+ µt,sgs
Sct,sgs

] (2.48)

being
[
µ
Sc

]
ATFM

the resolved and sub-grid scale molecular diffusivity modified by the

ATFM, similarly to (2.41). Finally, the modified version of mixture fraction Z transport

equation for ATFM applications can be achieved by substituting the diffusion term of

(2.48) in (2.44) one. The following expression is obtained

∂ρ̄Z̃
∂t

+∇ ·
(
ρ̄ ~̃UZ̃

)
= ∇ ·

{[
µ̄
Sc

+ µt,sgs
Sct,sgs

]
∇Z̃
}

+∇ ·
{[

µ
Sc

]
ATFM

¯̄T ∇Z̃
}

=

= ∇ ·
{[

µ̄
Sc

+ µt,sgs
Sct,sgs

]
∇Z̃
}

+

+∇ ·
{[(

F (Ω)E (Ω) µ̄
Sc

+ (1− Ω) µt,sgs
Sct,sgs

)
−
(
µ̄
Sc

+ µt,sgs
Sct,sgs

)]
¯̄T ∇Z̃

}
(2.49)

where the pure mixing layers far from the flame front are preserved, thanks to flame
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sensor Ω application.

2.6 Additional Numerical Strategies of the Model

To complete the proposed ATF model description and to allow the practical application

of all equations presented so far, two techniques have to be introduced:

1. The methodology to carry out the filtering of LES fields, in order to dynami-

cally compute the exponent of Charlette’s efficiency function power-law (Section

2.3.2).

2. The evaluation of the sub-grid scale turbulence intensity u′∆, which is fundamental

for the efficiency function computation (Section 2.3).

In the following sub-sections these techniques are described with the relative formula-

tions.

2.6.1 Filtering of LES fields

The filtering procedure of an LES field, which by definition is already filtered, is usually

carried out through a test-filter scale ∆test greater than the basic LES filter size (e.g. the

mesh grid ∆mesh). This strategy is generally applied by dynamic procedures of sub-grid

scale models, in order to adapt the unresolved field trends on resolved ones.

The only difference between a test and a basic filtering approach is the filter scale

dimension, hence the theoretical basis and equations are the same. In general, a filtering

procedure on a filter-size ∆ is defined as the convolution between the filter kernel G

and the function to be filtered φ on the computational domain D

φ̄ (~x) =

∫
D

G (~y − ~x)φ (~y) d~y (2.50)

However, if with structured grids the implementation of (2.50) filtering process is triv-

ial, in case of unstructured grids it becomes far more complex [81].

Therefore, as demonstrated in [31,81], a different approach based on the truncation

of filter moments is more convenient to use. It basically consists in expanding any vari-

able to be filtered into Taylor series before performing the convolution. Analyzing for
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simplicity the 1D filtering and providing the definition of convolution between the filter

kernel G and the function to be filtered φ (namely, the filtering procedure definition)

φ̄ (x) =

∫ ∞
−∞

G (y − x)φ (y) dy = G ∗ φ (2.51)

the Taylor expansion series for the function φ (y), after a more comfortable change of

variable 
j = y − x

φ̄ (x) =
∫∞
−∞G (j)φ (j + x) dj

(2.52)

can be written as

φ (j + x) = φ (x) + [(j + x)− x]
(
∂φ
∂j

)
x

+ [(j+x)−x]2

2

(
∂2φ
∂j2

)
x

+ ... =

= φ (x) + j
(
∂φ
∂j

)
x

+ j2

2

(
∂2φ
∂j2

)
x

+ ... =
∞∑
k=0

1
k!
jk
(
∂kφ
∂jk

)
x

(2.53)

If (2.53) is substituted in the convolution expression of (2.52), it can be obtained this

alternative filtering formulation

φ̄ (x) =
∞∑
k=0

1

k!

(
∂kφ

∂jk

)
x

∫ ∞
−∞

G (j) jkdj =
∞∑
k=0

1

k!
Mk

(
∂kφ

∂jk

)
x

(2.54)

where the term highlighted in red represents the filter moments Mk. An example of

Mk values computation (until the 4th order) is here presented for the Box and Gaussian

filters

Momentum n. Value for Box Filter Value for Gaussian Filter

M0

∫ +∆/2

−∆/2
1
∆
dj = 1 1

M1

∫ +∆/2

−∆/2
1
∆
jdj = 0 0

M2

∫ +∆/2

−∆/2
1
∆
j2dj = ∆2

12
∆2

12

M3

∫ +∆/2

−∆/2
1
∆
j3dj = 0 0

M4

∫ +∆/2

−∆/2
1
∆
j4dj = ∆4

80
∆4

48

being 1/∆ at −∆/2 ≤ j ≤ ∆/2 the Box filter kernel.

Afterwards, if the filter moments are truncated at the 2nd order, (2.54) becomes

φ̄ (x) = φ (x) +
∆2

24

(
∂2φ

∂x2

)
x

(2.55)
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for both aforementioned filters with the 2nd derivative(
∂2φ

∂x2

)
x

=
φi+2 − 2φi + φi−2

4∆2
(2.56)

discretized by using the central differencing technique (4∆ stencil).

As a consequence of the similarity between test and a basic filtering approaches,

in case of a 3D test-filtering procedure carried out over the filter dimension defined in

(2.29), expression (2.55) is simply rewritten as

︷︸︸︷
φ̄ (~x) = φ̄ (~x) +

∆2
test

24
∇2
[
φ̄ (~x)

]
(2.57)

where φ̄ (~x) is the basic-filtered 3D LES variable.

2.6.2 Evaluation of the Sub-Grid Scale Turbulence Intensity u′
∆

As proposed by Colin [31], the basis for the sub-grid scale turbulence intensity u′∆

computation comes form the similarity assumption here expressed
~u′ = c

(
~̄U − ~̃̄

U

)
= OP

(
~̄U
)

u′∆ =
∣∣∣~u′∣∣∣ (2.58)

where ~̄U is the LES resolved velocity (i.e. the ~U filtered by the basic-filter size ∆mesh),

while
~̃̄
U is a local average of ~̄U (namely, ~̄U filtered over a generic filter size ∆ >

∆mesh). Therefore, if ∆ is assumed to be equal to the thickened flame thickness ∆ =

Fδ0
l = δ1

l the u′∆ of (2.58) becomes the thickened flame sub-grid scale turbulence

intensity, which is useful for the efficiency function E computation (see Section 2.3).

The flame characteristics impose two significant constraints on (2.58) discrete oper-

ator OP
(
~̄U
)

, giving a ~u′ approximation, [31]:

1. Because the proposed approach is based on the similarity properties of turbulent

scales, the use of a local operator like the Box filter is mandatory.

2. Only the rotational part of the resolved velocity field has to be interpreted as a

velocity fluctuation. This because its dilatational part, which is responsible for the

velocity variation through a laminar flame, would create artificial velocity fluctu-
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ations in presence of a planar laminar flame propagating with no turbulence.

Hence, by first applying on the LES resolved velocity ~̄U the filtering technique pro-

posed in Section 2.6.1 it is possible to express the discrete operator OP
(
~̄U
)

of (2.58)

as

u′∆ =
∣∣∣~u′∣∣∣ =

∣∣∣∣c( ~̄U − ~̃̄
U

)∣∣∣∣ = c1∆2 ‖∇2 ~̄U‖ = OP1

(
~̄U
)

(2.59)

beingOP1

(
~̄U
)

its first expression which includes both rotational and dilatational parts

of the resolved velocity field. Then, a second and final expression of the operator

OP
(
~̄U
)

is derived by extracting only the rotational part of the first operatorOP1

(
~̄U
)

.

The following relationship is achieved

u′∆ =
∣∣∣~u′∣∣∣ =

∣∣∣OP2

(
~̄U
)∣∣∣ = c2∆3 |∇ ×∇2 ~̄U | (2.60)

where c2 = 2 for all turbulent Reynolds number values.

Finally, an important consideration can be performed: if the sub-grid scale turbu-

lence intensity u′∆ is computed by assuming the test-filter size equal to the thickened

flame thickness ∆ = Fδ0
l = δ1

l , the equation (2.60) becomes useful for the efficiency

function E evaluation. In particular, the thickened flame sub-grid scale turbulence in-

tensity is simply computed by a similarity assumption on the LES resolved velocity
~̄U .

2.7 Summary

In the context of an LES turbulence description, numerical simulations of turbulent

premixed reacting flows are not able to resolve the inner structure of the flame front on

common computational grids. To overcome this difficulty the Artificially Thickened

Flame Model (ATFM) can be adopted: it increases artificially the flame thickness to

allow the reaction layer resolution on usual computational grids, solving the aforemen-

tioned difficulty.

The proposed ATFM version is characterized by the following features:

• The thickening factor F definition is based on the local mesh resolution (grid

adaptive), in order to minimize the modelling effort (thicker flame fronts result in

more modified flame-turbulence interactions).
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2.7. Summary

• Several formulation of the efficiency functionE are available to increase the flame

speed with no additional modification to its thickness. This is necessary in order

to compensate the lost flame-turbulence interaction in terms of total flame surface

reduction (namely, the lost wrinkling effect), when the reaction layer is artifi-

cially thickened. In particular, also a dynamic formulation for E computation is

available, where some resolved flame wrinkling is analyzed in order to match the

modelled sub-grid scale wrinkling trend with the computed one.

• The thickening concept is coupled with a tabulation strategy to include detailed

chemistry effects without prohibitive flame thickening.

• A flame sensor Ω is used to modify the diffusion terms of conservation equations

only at the reacting region, to ensure a correct pure mixing simulation in case of a

generic stratified mixture. In particular, the Flame sensor based on Progress Vari-

able Gradient and Source Term is here proposed because it represents the best

solution between the flame sensors available in literature (as it will be demon-

strated in Section 5.2.2).

• In case a small scale stratification is present and the reaction layer is overlapped to

a not negligible mixing layer (with a generic orientation), to correctly follow the

ATF concept the thickening procedure should be applied not only on the progress

variable gradient (flame thickening) but also on the mixture fraction gradient com-

ponent parallel to the flame normal direction. This approach can be called direc-

tional thickening of the ~∇Z̃ and a strategy to apply this concept with a fully-

implicit numerical formulation is here proposed.

As a supplement for the ATFM application, information on numerical strategies for:

• the filtering procedure of LES fields,

• the evaluation of the sub-grid scale turbulence intensity u′∆,

are also reported.

The assessment of the proposed ATFM behaviour will be carried out in Chapter 5

under a lean-lean charge stratification.
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Model validation

91



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 92 — #104 i
i

i
i

i
i



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 93 — #105 i
i

i
i

i
i

CHAPTER3
Flame stretch and electrical circuit models

assessment

A preliminary assessment of the proposed flame stretch (Section 1.2.3) and electrical

circuit (Section 1.1.4) models was carried out over simplified configurations, in order

to understand separately their predicting capabilities. This strategy allowed to focus

the investigation on single and specific phenomena, providing support to the further

validation of the Comprehensive CFD Model reported in Chapter 4.

3.1 Flame stretch models assessment

The behaviour of stretch models proposed in Section 1.2.3, namely:

• Bradley, Lau and Lawes’ one

• Herweg and Maly’s one

is here investigated.
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Chapter 3. Flame stretch and electrical circuit models assessment

After a detailed mathematical explanation of Bradley, Lau and Lawes stretch model,

numerical reacting simulations on a Propane-Air premixed mixture inside a simplified

combustion chamber were performed at different

• equivalence ratios

• turbulence intensities

to carry out the assessment of both aforementioned models.

3.1.1 Mathematical explanation of Bradley, Lau and Lawes stretch model

As a consequence of flame stretch phenomenon, the unstretched laminar flame speed

su0 changes to a value of su through the following expression [13]:

su0 − su
su0

=
1

Af

dAf
dt

δl
su0

Ma (3.1)

where Af is the flame surface area, t the time, δl the laminar flame thickness and Ma

the Markstein number.

By analysing (3.1) the term 1/Af dAf/dt, which represents the strain rate of a lam-

inar flame, can be written as [13]

1

Af

dAf
dt

=
1

R
V1 +∇t · ~V (3.2)

where R is the flame curvature total radius and ~V = (V1;V2;V3) is the flame surface

velocity vector. In particular, V1 is the normal velocity component with respect to the

flame surface, namely the flame speed, and ∇t · ~V is the velocity gradient along the

surface (for convenience, the flame surface lies on the ~x2 − ~x3 plane with ~x1 being its

normal direction). The generality of this expression, which is suitable for any set of

curvilinear coordinates, is fundamental for the strain rate estimation of a generic flame

shape.

Then, Bradley, Lau and Lawes suggested to consider [13]:

1. The flame speed as the sum of the actual laminar burning velocity su and the fluid

velocity along the flame surface normal direction.
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3.1. Flame stretch models assessment

2. The flow field contribution to strain rate as the flow field stretch ahead of the flame,

which, for isotropic turbulence, is of about the same magnitude of the Eulerian

mean strain rate [7].

The first suggestion allows to write:
V1 = su + U1

V2 = U2

V3 = U3

(3.3)

where ~U = (U1;U2;U3) is the fluid velocity vector in the previously defined general

coordinate system ~x1− ~x2− ~x3, reminding that ~x1 is the flame normal direction. Com-

ponents V2 and V3 of the flame velocity ~V are equal to the corresponding components

of fluid speed ~U because tangential velocities along the flame surface (identified by

the ~x2 − ~x3 plane) are only those of the fluid. Hence, by substituting 3.3 in 3.2, the

following expression was achieved

1

Af

dAf
dt

=
su
R

+

(
U1

R
+∇t · ~U

)
(3.4)

where su/R represents the contributions to strain rate due to both flame propagation and

curvature, while the bracketed term
(
U1/R +∇t · ~U

)
is the flow field contribution.

The second Bradley, Lau and Lawes’ suggestion, which allows to consider
(
U1/R +∇t · ~U

)
as the flow field stretch ahead of the flame, afford to write the following approximation(

U1

R
+∇t · ~U

)
≈ u′

λ
(3.5)

where u′/λ is the Eulerian mean strain rate, computed as the ratio between the turbu-

lence intensity u′ and the Taylor microscale of turbulence λ. The validity of (3.5) in

presence of isotropic turbulence is confirmed by Batchelor [7].

Let’s consider, now, the possible shapes that a premixed SI engine flame can assume

during the early propagation stage in a general CFD modelling strategy:

1. cylindrical, if the inter-electrodes plasma channel is modelled,
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Chapter 3. Flame stretch and electrical circuit models assessment

2. spherical, if a single-kernel model is adopted.

As suggested in [13], the general expression (3.2) can be rewritten as follows:

1. for a cylindrical flame

1

Af

dAf
dt

=
1

R
VR +

(
∂Vθ
R ∂θ

+
∂VZ
∂Z

)
(3.6)

where θ and Z are the polar and the axial coordinates of the system, respectively,

in which: 
x1 = R cos θ

x2 = R sin θ

x3 = Z

(3.7)

2. for a spherical flame

1

Af

dAf
dt

=
2

R
VR +

(
∂Vθ
R ∂θ

+
cot θ

R
Vθ +

∂Vϕ
R sin θ ∂ϕ

)
(3.8)

where θ and ϕ are the polar coordinates of the system in which:
x1 = R sin θ cosϕ

x2 = R sin θ sinϕ

x3 = R cos θ

(3.9)

Following the same considerations shown in (3.3) to rewrite (3.2) as (3.4), expres-

sions (3.6) and (3.8) were rearranged to split the flame speed (VR) in its two contribu-

tions (su and UR). Thus, for a cylindrical flame shape was achieved

1

Af

dAf
dt

=
su
R

+

(
UR
R

+
∂Uθ
R ∂θ

+
∂UZ
∂Z

)
(3.10)

while for a spherical flame could be written

1

Af

dAf
dt

=
2 su
R

+

(
2 UR
R

+
∂Uθ
R ∂θ

+
cot θ

R
Uθ +

∂Uϕ
R sin θ ∂ϕ

)
(3.11)

It is worth to notice that the RHS bracketed term in (3.10) and (3.11) is the flow field

96



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 97 — #109 i
i

i
i

i
i

3.1. Flame stretch models assessment

contribution to strain rate
(
U1/R +∇t · ~U

)
expressed for a cylindrical and spherical

flame shape, respectively. Therefore, thanks to (3.5) and to dimensionless Karlovitz

stretch factor definition provided by Abdel-Gayed [2]

K =
u′

λ

δl
su0

(3.12)

it is possible to obtain:

1. for a cylindrical flame

1

Af

dAf
dt
≈ su
R

+
u′

λ
=
su
R

+K
su0

δl
(3.13)

2. for a spherical flame

1

Af

dAf
dt
≈ 2 su

R
+
u′

λ
=

2 su
R

+K
su0

δl
(3.14)

Finally, by substituting (3.13) and (3.14) in (3.1), after some mathematical manipu-

lations the actual laminar flame speed su correction is achieved (as reported in Section

1.2.3):

su ≈ su0
1−K Ma

1 + c
R
δl Ma

(3.15)

where c is the parameter that fits this formulation to the desired initial flame shape; in

particular:

• c = 1 if cylindrical

• c = 2 if spherical

3.1.2 CFD investigation to assess models behaviour

In the context of CFD simulations, the two flame stretch models proposed in Section

1.2.3 were investigated. In particular, their behaviour was assessed under variations

of the equivalence ratio and turbulence intensity, which are fundamental variables in a

premixed charge SI engine.

With this purpose, numerical simulations of premixed combustion were carried out

following the experimental investigation performed by Herweg and Maly [54]. There-
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Chapter 3. Flame stretch and electrical circuit models assessment

fore, the test conditions specified in Table 3.1 were analyzed. In particular, turbulence

was described through the RANS approach and the k−εmodel was adopted. Moreover,

all simulations were carried out:

1. Under the hypothesis of not decaying turbulence, because of the very small time-

scales that characterize the early laminar flame kernel development.

2. Assuming a unitary Lewis number, to focus only on equivalence ratio and turbu-

lence variations.

3. Neglecting the wrinkling effect (namely the surface increase) that turbulence gen-

erates on the flame, to understand if both flame stretch models consider correctly

the strain produced by turbulence.

4. Inside a simplified combustion chamber.

Table 3.1: Herweg and Maly experimental test conditions [54] used for stretch models assessment.

Characteristic
Test conditions

1 2 3 4 5 6
Fuel Propane Propane Propane Propane Propane Propane

Mixture inlet temperature [K] 298 298 298 298 298 298
Pressure at ignition timing [bar] 5 5 5 5 5 5

Relative air-fuel ratio λ 1 1.5 1 1 1 1
Engine speed [rpm] 300 300 500 750 1000 1250

(a) (b)

Figure 3.1: Simplified Herweg and Maly combustion side chamber around the centred spark-gap (a)
and sectional view of the original one [54] (b).

The investigated geometry (Figure 3.1a) is a cylindrical portion around the centred

spark-gap of Herweg and Maly’s side chamber [54] (Figure 3.1b). This choice was per-
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3.1. Flame stretch models assessment

formed to investigate the initial laminar flame kernel development with low computa-

tional costs and assuming a zero mean flow field velocity (because close to the ignition

zone). On this combustion chamber volume, a structured hexahedral mesh was created

with a 62.5 µm cell size in the cylindrical spark-gap (Figure 3.2a). Then, the resolution

was progressively reduced as the distance from the spark-plug increased (Figure 3.2b).

Details on the combustion chamber geometry and the computational mesh are provided

in Table 3.2.

Table 3.2: Key features of the simplified geometry used for simulations and of the mesh realized on it.

Characteristic Value/Type
Spark-gap [mm] 1.0

Wire electrodes diameter [mm] 1.0
Chamber diameter [mm] 11.25
Chamber clearance [mm] 4.75

Spark location central
Hexahedral cells [n] ≈ 13′000

(a) (b)

Figure 3.2: Simplified side chamber mesh details: cubic cells in the cylindrical spark-gap (a) and
hexahedra of size increasing with chamber radius (b).

The plasma channel was modelled through a set of Lagrangian particles placed along

the spark-gap distance, as proposed in Section 1.1.1. However, the present investiga-

tion was carried out by following the simplified approach described in [72], where

Lagrangian particles modelled not only the thermal effects from the electrical circuit,

but also the chemical influence on kernel growth. This choice was performed in order

to simplify drastically this preliminary analysis, avoiding the simulation of chemical

reactions on the Eulerian framework.
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Chapter 3. Flame stretch and electrical circuit models assessment

Therefore, particles could be convected by the mean flow field velocity (here equal

to zero in all test conditions, as previously mentioned) and grow in size because of:

• the flame speed,

• the thermal expansion generated by the heat transferred from the electrical circuit

to the gaseous mixture.

The flame stretch phenomenon, quantified by the factor I0 = su/su0, was considered

by using (1.21) for the Bradley-Lau-Lawes model and (1.26) for the Herweg-Maly one.

Both expressions were used with c = 1, because a cylindrical shape for the laminar

flame kernel was assumed. From now on, the two models will be called with the names

of the authors that proposed or suggested them.

Equivalence ratio variations The influence of flame stretch phenomenon on flame front

development is strongly dependent on the air/fuel ratio of the investigated mixture.

For this reason, the equivalence ratio φwas the first analyzed parameter. It is defined

as the ratio between the stoichiometric αst and the actual α air/fuel ratio (φ = αst/α =

1/λ), where λ represents the inverse of φ; hence in presence of lean mixtures (φ < 1)

the value of λ is greater than one (λ > 1) and vice versa. Consequently, Tests 1 and 2

were compared (see Table 3.1). Numerical simulations were performed using a 0.5 µs

time-step.

As Figures 3.3a and 3.3b show, at fixed turbulence (300 rpm engine speed) with

both models the laminar flame kernel development is slower if the value of λ increases,

namely the laminar flame speed is reduced as the mixture becomes leaner. Conse-

quently, both models display the same trend to λ-variations, although that proposed by

Bradley-Lau-Lawes is more sensitive. In fact, as Figure 3.3c shows, the laminar flame

development predicted by this model is similar at stoichiometric mixtures (λ = 1) but

slower at lean mixtures than Herweg-Maly’s one.

Turbulence intensity variations Normal operating conditions of an actual IC engine are

included in a certain crankshaft speed range: this generates variations on piston speed

with consequences on mean (i.e. swirl or tumble) and turbulent flow field motion inside
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3.1. Flame stretch models assessment

(a) (b)

(c)

Figure 3.3: Development of mean flame kernel radius in time at different λ values, using Herweg-Maly
(HM) (a) and Bradley-Lau-Lawes (BL) (b) stretch model at constant turbulence (Tests 1 and 2 of
Table 3.1). Image (c) compares the results estimated by the two models.

(a) (b)

(c)

Figure 3.4: Development of mean flame kernel radius in time at different engine speed values (rpm),
using Herweg-Maly (HM) (a) and Bradley-Lau-Lawes (BL) (b) stretch model at constant equivalence
ratio (Tests 1, 3, 4, 5 and 6 of Table 3.1). Image (c) compares the results estimated by the two models.
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Chapter 3. Flame stretch and electrical circuit models assessment

the combustion chamber. Because flame stretch phenomenon is sensitive to turbulence

intensity variations [13], this aspect was also investigated.

With this purpose, the mixture was ignited at the central point of the side chamber

where the mean component of the flow field velocity can be neglected [54]; hence flow

velocity was set to zero. Then the initial turbulence intensity u′ was changed according

to Herweg and Maly’s test conditions at different engine speeds (300 rpm, 500 rpm,

750 rpm, 1000 rpm and 1250 rpm) [54]. Results from Tests 1, 3, 4, 5 and 6 (see

Table 3.1) were compared. All numerical simulations were performed using a 0.5 µs

time-step.

As Figures 3.4a and 3.4b show, at fixed equivalence ratio (φ = 1) and with both

models, a turbulence intensity increase causes a reduction of the laminar flame kernel

development. This result is due to the increased flame stretch that a higher turbulence

generates on the flame and that, in the context of this numerical investigation, is not

counterbalanced by the wrinkling effect. In practice, turbulence affects a flame by two

principal and opposing phenomena [13]:

1. The wrinkling effect, which increases the flame surface and consequently the

flame speed.

2. The stretch effect, which strain the flame surface and causes a flame speed reduc-

tion.

However, in this work, first effect was removed and only the second one was consid-

ered. Another important aspect is that, as previously mentioned, for each test condition

the hypothesis of not decaying turbulence was assumed because attention was focused

on the very initial stage of combustion, whose characteristic time-scales are very small.

Therefore, for these investigations, the turbulent flow field was not affected by the flame

front propagation.

Finally, from Figure 3.4c, it is possible to notice how both stretch models exhibit an

almost similar behaviour at both low and high turbulence intensities.
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3.2. Electrical circuit model validation

(a) (b)

Figure 3.5: TCI ignition system numerical results with a variation of mean velocity at the spark-gap.
Here are shown trends for the secondary circuit current iS (a) and the inter-electrode voltage VIE
(b).

3.2 Electrical circuit model validation

The validation of the proposed electrical circuit model was carried out over two differ-

ent systems:

1. The Transistor Coil Ignition System (TCI), characterized by long discharge times

(of the order of ms).

2. The Capacitor Discharge Ignition System (CDI), characterized by a short dis-

charge duration (µs) because equipped with a lower inductance value with respect

to TCI systems.

This allowed to assess the capability of the model to predict completely different spark

events. In fact, the TCI ignition system provides the majority of the energy transfer

during the glow discharge (long discharge duration), while the CDI system operates

mainly during the arc stage, thanks to its short discharge time. Herweg and Maly [54]

provided useful experimental data about the aforementioned ignition systems.

3.2.1 TCI system

The behaviour of the proposed electrical circuit model was tested with a variation of the

spark-gap mean flow velocity (Figure 3.5) after being calibrated to fit the TCI system

adopted by Herweg and Maly [54] (Figure 3.6).

The calibration of the model was carried out trying to obtain the best fit of the

available trends for:
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Chapter 3. Flame stretch and electrical circuit models assessment

(a) (b)

(c)

Figure 3.6: Results of the calibration procedure carried out for the TCI ignition system. Comparison be-
tween experimental data from [54] and numerical results after model calibration for: the secondary
circuit current iS (a), the inter-electrode voltage VIE (b) and the energy released to the mixture
Espark (c).

• Secondary circuit current iS

• Inter-electrode voltage VIE

• Electrical energy supplied to the mixture Espark

Figure 3.6 shows almost satisfactory results for all the investigated parameters; in par-

ticular, a mean flow velocity of U = 5 m/s was imposed at the spark-gap, in order to

allow a correct fit.

Afterwards, the sensitivity of the model was tested under different flow velocities at

the spark-gap. The results of Figure 3.5 allows to assert that, with an increase of the

mean flow velocity:

1. The discharge duration is reduced

2. The number of restrike events is increased

This is in accordance to the experimental trend reported in Table 3.3, but also with other

experimental findings [61].
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3.2. Electrical circuit model validation

Table 3.3: Experimental and numerical discharge duration for a TCI system with different mean flow
velocities at the spark-gap. The experimental data come form Herweg and Maly [54].

Mean flow velocity at the
spark-gap [m/s]

Discharge duration [ms]

Experimental Numerical
7.5 1.2 1.5
18.7 0.9 1.3
31.1 0.7 1.2

(a) (b)

Figure 3.7: CDI ignition system numerical results with a variation of mean velocity at the spark-gap.
Here are shown trends for the secondary circuit current iS (a) and the inter-electrode voltage VIE
(b).

3.2.2 CDI System

As performed for the TCI system, the implemented electrical circuit model was tested

with different gas flow velocities at the spark-gap (Figure 3.7) after a calibration proce-

dure (Figure 3.8), carried out to fit the Herweg and Maly [54] CDI system behavior.

As Figure 3.8 shows, after a suitable calibration which included the assumption of

U = 5 m/s at the spark-gap, the experimental trends for secondary circuit current iS ,

inter-electrode voltage VIE and electrical energy supplied to the mixture Espark were

well captured by the proposed model.

Concerning the investigation on the model sensitivity to a flow velocity variation at

the spark-gap, Figure 3.7 togheter with Table 3.4 allows to conclude that, in presence

of an increase of the flow velocity, the:

• Reduction of discharge duration

• Increase of the restrike events number

are well captured. In particular, the first mentioned phenomenon was predicted with

very good agreement also form a quantitative point of view (Table 3.4).
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Chapter 3. Flame stretch and electrical circuit models assessment

(a) (b)

(c)

Figure 3.8: Results of the calibration procedure carried out for the CDI ignition system. Comparison be-
tween experimental data from [54] and numerical results after model calibration for: the secondary
circuit current iS (a), the inter-electrode voltage VIE (b) and the energy released to the mixture
Espark (c).

Table 3.4: Experimental and numerical discharge duration for a CDI system with different mean flow
velocities at the spark-gap. The experimental data come form Herweg and Maly [54].

Mean flow velocity at the
spark-gap [m/s]

Discharge duration [ms]

Experimental Numerical
7.5 0.24 0.24

18.7 0.22 0.22
31.1 0.20 0.20

3.3 Summary

The proposed flame stretch (Section 1.2.3) and electrical circuit (Section 1.1.4) mod-

els were preliminary assessed over simplified configurations, in order to understand

separately their predicting capabilities.

In particular, the first target was to investigate how different flame stretch models af-

fects the initial flame kernel development process in SI engines. To this end, numerical

simulations were carried out using the proposed two different approaches:

• the Herweg and Maly

• the Bradley, Lau and Lawes
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3.3. Summary

stretch models. From achieved results, both of them can fairly predict the flame stretch

phenomenon. In fact, under the hypothesis of not decaying turbulence and unitary

Lewis number, they are able to estimate a laminar flame speed reduction in case both

of a leaner mixture and an increased turbulence intensity. This last result is true only

if we neglect the wrinkling effect that turbulence generates on the flame in order to

understand if the investigated stretch model considers correctly the strain produced by

turbulence. Moreover, by comparison, both of them exhibit quite similar behaviours at

λ and rpm variations; therefore, they can be considered almost interchangeable.

The second topic of the Chapter concerned the validation of the proposed electrical

circuit model. It was carried out over two different systems:

• the TCI, characterized by long discharge times (of the order of ms),

• the CDI, characterized by short discharge durations (µs),

and testing a variation of the spark-gap mean flow velocity. The model was calibrated

to fit Herweg and Maly experimental data at fixed conditions. The achieved results

allow to assert that, with an increase of the mean flow velocity:

• The discharge duration is reduced.

• The number of restrike events is increased.

This is in accordance to available experimental findings on both ignition system types,

demonstrating the capability of the model to predict completely different spark events.
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CHAPTER4
The Michigan Tech vessel

Different turbulence, air/fuel ratio and pressure conditions have a significant impact

on a SI combustion process, as an highly inhomogeneous flow distribution nearby the

ignition zone. Therefore, simplified experimental configurations are fundamental to

clearly identify their influence on the reacting process, supporting the development of

numerical models able to predict aforementioned phenomena.

With this purpose, at Michigan Tech University, experiments of SI combustion were

performed in a pressurized, cubic, constant-volume vessel, featured by suitable optical

accesses. In this configuration, a shrouded rotating fan coupled with a guide tube gen-

erates directly to the ignition zone a jet of fresh mixture with highly inhomogeneous

flow and turbulence conditions. Combustion tests of premixed Propane-Air mixtures

with 20 % mass-based EGR were performed under different levels of:

• air/fuel ratio,

• pressure,
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Chapter 4. The Michigan Tech vessel

• flow velocities at the spark-gap, with a consequent turbulence variation.

In this Chapter, a detailed description of the vessel set-up and the related experimen-

tal investigation is firstly reported. Then, the achieved findings were used to assess the

numerical Comprehensive CFD Model proposed in Chapter 1.

4.1 Vessel set-up and experimental investigation

The Michigan Tech combustion vessel is characterized by a 1 l constant cubic volume.

It is equipped with six windows, which can be either used as optical accesses (with a

chamber coverage of over 95%) or for mounting experimental instruments (e.g. spark

plugs, injectors and fans). The pressure transducer and the intake/exhaust valves are

installed at the chamber corners, while a temperature control system allows to maintain

the cubic body at a stable temperature up to 453 K. The vessel can withstand a maxi-

mum temperature of about 2100 K and pressures up to 345 bar, allowing combustion

events inside its volume [116].

4.1.1 PIV tests

The Particle Image Velocimetry (PIV) is a non-intrusive technique used to characterize

the flow field and measure the instantaneous velocity [3, 76]. To carry out PIV mea-

surements the flow, illuminated by a laser, has to be filled with proper seeding particles,

which need to be small enough to follow the fluid velocity [16].

The Diethylhexyl-Sebacate liquid, used as the particle seeding by [69], shows sev-

eral advantages as:

• insolubility,

• lack of color,

• small and uniform size (below 1 µm),

• long life time,

• complete evaporation after the use.

Therefore, this seeding liquid together with a seeder tank, equipped with a Laskin noz-

zle inside, were used to create seeding particles, as shown in Figure 4.1. In partic-
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4.1. Vessel set-up and experimental investigation

Figure 4.1: Schematic diagram of the PIV seeding particle generator.

ular, pressurized Nitrogen was pumped into the seeder tank, creating small droplets

of Diethylhexyl-Sebacate of around 1 µm diameter; then, they were infused into the

combustion vessel through the intake valve. Figure 4.2 shows the detailed schematic

diagram of the adopted PIV system. Two Nd-Yag lasers of 532 nm were used to illumi-

nate the seeding particles by generating continuously two laser sheets into the chamber;

they were synchronized with a camera, which captured two consecutive images. The

time interval between the two continuous laser pulses varied from 10 ms to 50 ms,

according to different fan speeds. By comparing the two consecutive images, an in-

stantaneous velocity profile was generated. Then, the Insight 3G software was used

for:

1. synchronizing the laser and the camera,

2. processing the two consecutive images,

3. measuring the flow field velocity.

For each test condition, a series of 100 consecutive image pairs were collected and the

average velocity profile over these 100 images was achieved.
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Chapter 4. The Michigan Tech vessel

Figure 4.2: The detailed schematic diagram of the PIV system and a sample image of laser sheet.

A shrouded fan was designed to generate a turbulence flow field nearby the spark-

plug, as shown in Figure 4.3. The fan is characterized by a 25.4mm outer diameter and

eight straight vanes with a 30◦ attack angle. It is connected to a 12 V brushed DC motor

and it is driven by a closed-loop feedback system, which contains a control board, an

optical encoder and a dedicated software. As a consequence, the fan speed can remain

constant also in presence of pressure variations inside the combustion vessel.

As reported in Figure 4.3, the spark-plug centerline is positioned at 7.5 mm from

the exit of the guide tube, whose centerline is located 4.25 mm above the y-axis origin.

However, during PIV investigations a flat spark-plug adapter replaced the spark-plug at

the same location to simplify the flow velocity measurements at the ignition zone.

From the performed PIV tests, the flow velocity corresponding to the fan speeds of

3000, 6000 and 9000 rpm were characterized. Pressure and temperature were modified

to achieve similar values of fluid density with respect to the further ignition tests.

PIV experimental results Figure 4.4 shows the averaged velocity profile along the spark

plug centerline for each tested condition, using 100 instantaneous images. During PIV

tests, the chamber temperature was set at 423 K to avoid a too fast evaporation of the

seeding particles, experienced at 453 K. The chamber pressures of Figures 4.4a, 4.4b,

and 4.4c are 4, 8 and 16 bar, respectively.

By comparing the achieved results of Figure 4.4 and the PIV coordinate scheme of

Figure 4.3, it can be observed that (going from bottom to top of the y-axis in Figure
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4.1. Vessel set-up and experimental investigation

Figure 4.3: Interested region of the PIV tests (left) and 3-D drawing of the shrouded fan (right). The
spark-gap centre will be located at point (x = 7.5 mm; y = 5 mm).

(a) (b)

(c)

Figure 4.4: Flow velocity profiles along the spark-gap centerline at chamber temperature of 432 K.
Results at: 3000 rpm and 4 bar (a); 6000 rpm and 8 bar (b); 9000 rpm and 16 bar (c). For the
adopted coordinate system please refer to Figure 4.3.
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Chapter 4. The Michigan Tech vessel

Figure 4.5: Schematic of Z-shape high-speed Schlieren technique experimental setup.

4.3) the flow velocity shows a first peak before the spark-gap centre (located around

y = 5 mm) and starts to increase again approaching the flat wall of the spark-plug

adapter. This behaviour can be explained by an increased air flow coming out from

the top part of the guide tube. Moreover, the velocity profile is similar for all analyzed

conditions and the velocity value around the spark-gap centre is about:

• 1 m/s for 3000 rpm,

• 2 m/s for 6000 rpm,

• 3 m/s for 9000 rpm.

From the investigated conditions it can be concluded that:

1. The chamber temperature and pressure do not have strong effects on the flow

velocity in terms of magnitude and shape (not present here).

2. The relationship between fan speed and flow velocity is fairly linear.

4.1.2 Ignition tests

A Propane-Air premixed mixture with a 20% of EGR was introduced inside the com-

bustion chamber and ignited by a spark-plug, positioned after the guide tube exit, to
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4.1. Vessel set-up and experimental investigation

Table 4.1: Test matrix for ignition tests.

Propane with 20 % EGR
Test [n.] Φ Pressure [bar] Temperature [K] Flow velocity [m/s] Dwell time [ms]

1 0.7 8 453 0 6
2 0.7 8 453 1 6
3 0.7 8 453 2 6
4 0.7 8 453 3 6
5 0.7 16 453 0 6
6 0.7 16 453 1 6
7 0.7 16 453 2 6
8 0.7 16 453 3 2, 4, 6
9 0.9 8 453 2 4

carry out the ignition tests. Flame measurements were preformed according to the Z-

shape high-speed Schlieren technique [101], whose schematic is shown in Figure 4.5.

The pressure data is recorded at 100 kHz by a dynamic sensor located inside the com-

bustion vessel and connected to a suitable acquisition system.

Because exact engine-like conditions cannot be replicated in the combustion vessel,

as much as similar ones were used. In particular, the equivalence ratio (φ) values of 0.7

and 0.9 were tested, while the temperature was kept constant at 453 K. Four different

levels of fan speeds were investigated: 0, 3000, 6000, and 9000 rpm. At quiescent

conditions, no turbulence was detected inside the chamber. Three different levels of

dwell time were also tested, while two different vessel pressures were used to explore

the pressure effect on flame kernel development. The detailed test matrix, containing

the investigated conditions, is shown in Table 4.1.

The schematic of the electrical circuit used during the ignition tests is shown in Fig-

ure 4.6. Probes for voltage and current measurements were added in the secondary

circuit, because secondary current and voltage, together with the electrical circuit ca-

pacitance, were measured to calculate the discharge energy.

Flame kernel analysis After the discharge, a flame kernel is formed within the spark-

plug electrodes, expanding and propagating towards the unburned mixture. At quies-

cent conditions, the flame front remains almost laminar and propagates similarly to a

smoothed expanding sphere; hence, the flame front measurement is fairly straightfor-

ward. However, most of the tests were carried out under turbulent conditions, which are

characterized by heavily wrinkled flame fronts, as it can be appreciated in Figure 4.7a.
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Chapter 4. The Michigan Tech vessel

Figure 4.6: Ignition coil circuit.

Under these conditions, measuring the flame front propagation rate becomes more dif-

ficult, therefore the following method was developed to quantify the flame propagation

trends.

Looking at Figure 4.7, the black-colored shadow contour represents the spark-plug

in Schlieren images. Point O is located at the spark-gap centre and was taken as refer-

ence point. A sensitivity analysis was performed to choose the best span for the ĈOD

angular sector. By varying this angle between 5 and 25◦ it was found that the 20◦ value

provides the best results in terms of stability; therefore, this span was chosen as angle

of interest. In fact, it was observed that the 5-15◦ interval included too small angles

to extract enough flame front information, while for values larger than 25◦ portions of

flame area affected by heat losses at the electrodes were considered.

In Figure 4.7a, the blue line represents the actual flame boundary, for which the

propagation rate had to be quantified. Hence, the flame area within the Area A sector

was measured and then used to extract the radius of its equivalent circular sector, called

Area B (Figure 4.7b). The length of this sector, namely OC or OD, was considered as

the flame front location, thus the following equation was applied to compute the mean
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4.1. Vessel set-up and experimental investigation

(a) (b)

Figure 4.7: Methodology and interested region of flame kernel analysis: example of a real image (a)
and of the corresponding sector shape (b).

flame propagation rate s̄f

s̄f =
dOC

dt
=
dOD

dt
(4.1)

considering that Schlieren images were sampled at 20’000 fps (two consecutive images

have an interval of 0.05 ms). On the other hand, the flame front length ratio lf, ratio was

computed as

lf, ratio =
lf, REAL
lf, SECTOR

=
CDblue

CDwhite

(4.2)

where lf, REAL and lf, SECTOR correspond to the Schlieren measured flame front (CDblue

of Figure 4.7a) and the corresponding circular sector shape (CDwhite of Figure 4.7b),

respectively.

Fan speed effect The fan speed effect was investigated by assuming the no fan condition

(namely mixture at rest) as the baseline and then considering three different fan speeds:

3000, 6000 and 9000 rpm, with a fresh gases velocity nearby the spark-gap centre of

approximately 1, 2 and 3 m/s, respectively.

Figure 4.8 shows the flame propagation rate computed from measured Schlieren

images. As it can be noticed, a fan speed increase produces higher propagation rates

of the flame front. In particular, values around 1, 4, 6 and 8 m/s were reached at fan

speeds of 0, 3000, 6000 and 9000 rpm (no fan, 1, 2 and 3 m/s), respectively.

This result impacts also on the flame front position trend. In fact, the positive cor-
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Chapter 4. The Michigan Tech vessel

Figure 4.8: Experimental flame propagation rates compared at different pressures (8 and 16 bar) and
fan speeds (no fan, 1, 2 and 3 m/s, which correspond to 0, 3000, 6000 and 9000 rpm, respectively).

relation observed in Figure 4.8 between the propagation rate and the fan speed can be

appreciated also in Figure 4.9 where, at fixed time, the flame front position increases

with the fan speed. However, an exception is represented by the solid purple line (3

m/s at 16 bar), which shows a lower propagation rate with respect to the solid green

line (2 m/s at 16 bar) before 0.7 ms.

Pressure effect The pressure effect on the flame kernel propagation process was studied

by comparing tests performed at 8 and 16 bar inside the combustion chamber, keeping

constant the fan speed.

An analysis of Figure 4.8 allows to assert that pressure affects the flame kernel

propagation rate only during a short period of time immediately after the discharge

event (less than 2 ms), while, as time increases, the pressure influence tends to vanish.

In particular, at quiescent conditions (no fan) and close to spark-timing, a pressure

increase has a suppression effect on the flame kernel growth process. Similar results

were observed also by Zhang during its experiment of combustion on a Methane-Air

mixture with EGR, [117]. On the other hand, from both Figures 4.8 and 4.9, the results

achieved at 1 and 2 m/s of flow velocity at the spark-gap (3000 and 6000 rpm fan
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4.1. Vessel set-up and experimental investigation

Figure 4.9: Experimental flame front locations compared at different pressures (8 and 16 bar) and fan
speeds (no fan, 1, 2 and 3 m/s, which correspond to 0, 3000, 6000 and 9000 rpm, respectively).

Figure 4.10: Experimental flame front length ratios compared at different pressures (8 and 16 bar) and
fan speeds (no fan, 1, 2 and 3 m/s, which correspond to 0, 3000, 6000 and 9000 rpm, respectively).
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Chapter 4. The Michigan Tech vessel

speed, respectively) show that:

• higher the pressure, higher the propagation rate,

• a pressure increase has stronger effects at high flow velocities (e.g. 2 m/s condi-

tion).

In fact, moving from 8 to 16 bar, the flame propagation rate increase at 0.5 ms (see

Figure 4.8) can be quantified as: ≈ 1 m/s for the 1 m/s case, while of ≈ 4 m/s for

the 2 m/s condition. However, when the flow velocity at the ignition zone becomes

3 m/s, the suppression effect produced by pressure on the flame kernel propagation

occurs again, similarly to what observed at no fan condition (Figures 4.8 and 4.9).

In order to get more insight in achieved results about pressure effect, the flame front

length ratio (see (4.2)) was investigated. A comparison between Figures 4.8 and 4.10

points out that higher flame front length ratios correspond to higher flame propagation

rates, at fixed time. In fact, an high value of length ratio means a longer flame front and

a larger flame area, with a consequent increased amount of unburned mixture consumed

by the reaction layer. In particular, from Figure 4.10 it can be observed that the pressure

variation has different impacts on the analyzed flow velocity conditions. In fact, at

quiescent mixture an almost constant length ratio of ≈ 1 can be observed. For the 1

m/s case small differences can be appreciated, while larger variations were detected at

higher fan speeds: for example, at 2 m/s condition a larger length ratio was measured

at 16 bar with respect to 8 bar pressure. However, at 3 m/s flow velocity the trend is

opposite and a pressure increase generates a reduction of the flame front length ratio,

according to the suppression effect observed in Figures 4.8 and 4.9.

To explain the opposing effects that pressure has on the flame kernel growth under

variations of flow velocity and turbulence nearby the ignition position, the flame struc-

ture was analyzed. Figure 4.11 reports Schlieren images of the flame, measured at the

investigated fan speeds and pressures. As it can be observed, under high pressure con-

ditions the flame kernel shows smaller surface structures than the related low pressure

cases. Moreover, at constant pressure, also an increase of the turbulence level results in

the smaller flame structures.

This means that an increase of both pressure and turbulence intensity levels enhances
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4.1. Vessel set-up and experimental investigation

(a)

(b)

(c)

Figure 4.11: Schlieren images of the flame front at 2.5ms from spark onset for 8 and 16 bar: turbulence
velocity of 1 m/s (a), turbulence velocity of 2 m/s (b), turbulence velocity of 3 m/s (c) at the spark-
gap centre.
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Chapter 4. The Michigan Tech vessel

the flame wrinkling by activating also the smaller eddies/flame surface interaction. An

explanation of this phenomenon could be related to the higher energy amount intro-

duced into the eddies spectrum, with a consequent extension of the Kolmogorov cas-

cade. Therefore, in the light of previous observation, it can be concluded that at fixed

turbulence intensity conditions:

• when the initial dimension of the flame surface structures are larger than a thresh-

old value, a pressure increase (namely, more wrinkling caused by additional small

eddies/flame surface interaction) enhances the propagation rate;

• when the initial dimension of the flame surface structures are lower than a thresh-

old value (namely, already high wrinkling caused by small-scale eddies), a pres-

sure increase suppresses the propagation rate.

The aforementioned threshold value is positioned in between turbulence initial condi-

tions achieved at 2 m/s (Figure 4.11b) and 3 m/s (Figure 4.11c) of flow velocity at the

spark-gap.

4.2 The Comprehensive CFD Model: numerical validation

The numerical investigation carried out on Michigan Tech vessel had the purpose to val-

idate the Comprehensive CFD Model proposed in Chapter 1. In particular, the analysis

was focused on the flame kernel formation processes of the experimentally investigated

Propane-Air premixed mixture, whose features are described in Section 4.1.2. The

governing equations were solved with the RANS approach and the k − ω SST model

was used for turbulence.

In the following sub-sections, a description of the numerical approaches used for

the analysis, as meshes and fan rotation simulation, will be first provided. Then, non-

reacting flow conditions will be investigated in order to initialize the reacting test cho-

sen for the validation and to understand the behaviour of the selected turbulence model.

Finally, the computed results of the combustion process will be compared consistently

with the available experimental findings about flame radius under different turbulence

intensities, air/fuel ratios and pressures.
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4.2. The Comprehensive CFD Model: numerical validation

4.2.1 Numerical set-up: adopted meshes and fan rotation simulation

As previously described in 4.1, a close cubic volume of 1 l, in which a Propane-Air

mixture is homogeneously pressurized with a suitable percentage of recycled exhaust

gases (EGR), characterizes the experimental rig used by Michigan Tech University for

premixed combustion tests.

Therefore, the adopted mesh considered the presence, inside the investigated vessel,

of all the details that characterize the flow velocity and turbulence fields, namely (Figure

4.3):

1. the spark-plug, for the flame ignition;

2. the cylindrical fan shell, which provides a flow directed towards the ignition zone

through a cylindrical guide tube;

3. the fan-shaft coupling.

On the resulting constant volume combustion chamber a structured mesh with cubic

hexahedra of 10mm side was first created. Then, starting from this basic mesh, 4 levels

of mesh refinement were adopted to better describe the geometry of the three listed

details inside the cubic volume. Moreover, additional refinements were performed over

the edges of:

• fan-shaft coupling geometry, because of the high flow field velocity gradients ex-

pected on the rotating parts (especially blades);

• spark-plug geometry, because of the small curvature radius of electrodes details.

Finally a spark-gap centred refinement sphere, with a 8 mm radius and a refinement

level similar to that adopted for spark-plug, fan shell and fan-shaft coupling descrip-

tion, was generated to describe more in detail the early stage of combustion where the

Lagrangian/Eulerian models are coupled. The resulting constant volume combustion

chamber mesh, characterized by about 200’000 cells, is shown in Figure 4.12, where

the drawn triangles are not part of the real mesh but simply generated by the graphics

display system.

123



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 124 — #136 i
i

i
i

i
i

Chapter 4. The Michigan Tech vessel

(a)

(b)

Figure 4.12: Combustion chamber mesh: complete vessel transparency (a); sectional detailed view of
the mesh nearby the internal geometrical details (b). The 4 refinement levels, the fan-shaft and spark-
plug edge additional refinements, and the spark-gap centred refinement sphere can be noticed. The
drawn triangles are not part of the real mesh but are simply generated by the graphics display system.
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4.2. The Comprehensive CFD Model: numerical validation

However, with the purpose to understand the flow field distribution at the ignition

zone, PIV measurements were performed nearby the spark-gap centerline with the pres-

ence of a flat cylindrical geometry (called spark-plug adapter) instead of the spark-plug

(Figure 4.3); consequently a different chamber mesh was adopted to consider this con-

figuration difference (Figure 4.13).

The followed steps for mesh realization were almost the same with respect to the

ones performed for combustion chamber mesh with spark-plug inside, even if some

differences where present, in particular:

• the basic grid was built with structured cubic hexahedra of 2.5 mm side, resulting

in a globally more refined mesh;

• the edge additional refinement over the spark-plug was not performed because of

the simpler spark-plug adapter geometry;

• the spark-gap centered refinement sphere was replaced by a refinement cylinder,

with a diameter equal to the guide tube external diameter and a 14 mm height.

This last refinement was performed in order to have a higher grid resolution in the PIV

measurements zone. Approximately 400’000 cells feature the resulting mesh, allowing

a detailed description of the flow evolution since the entering section of the guide tube;

a sectional detailed view of this mesh is shown in Figure 4.13b.

For what concerns the fan rotation simulation, it was carried out by means of the

Moving Reference Frame (MRF) approach, a CFD modeling technique to simulate ro-

tating machinery. In MRF model an unsteady problem (with respect to the absolute

reference frame) becomes steady with respect to a moving reference frame. In other

words the complete rotor domain is assumed to be rotating at the same angular velocity

of the rotor (relative motion between cell regions). Inside this domain the momentum

equation is modified to incorporate the additional Coriolis acceleration term (which oc-

curs due to the transformation from the stationary to the moving reference frame). By

solving this equation with a steady-state approach, the flow around the moving parts

can be modeled. Consequently, thanks to MRF technique, the fan rotation simulation

was obtained without a mesh motion. An example of the resulting flow field is shown

in Figure 4.14.

125



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 126 — #138 i
i

i
i

i
i

Chapter 4. The Michigan Tech vessel

(a)

(b)

Figure 4.13: PIV measurements analysis: the spark-plug adapter (top left) replaces the spark-plug
geometry (a); sectional detailed view of the adopted mesh nearby the internal geometrical details
(b).
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4.2. The Comprehensive CFD Model: numerical validation

Figure 4.14: Some flow field streamlines generated by a 3000 rpm rotation of fan-shaft coupling using
the MRF approach.

Table 4.2: PIV test conditions investigated by numerical simulations.

Propane with 20 % EGR
Test [n.] Φ Pressure [bar] Temperature [K] Density [kg/m3] Fan speed [rpm]

1 0.9 4 453 3.16 3000
2 0.9 8 453 6.33 6000

4.2.2 Non-Reacting Flow Analysis

The correct initialization of reacting simulations is very important to obtain reasonable

results in terms of flame propagation, because the flame interacts with the flow field

and the turbulence in which it propagates. Therefore, a non-reacting flow analysis

was carried out not only on the reacting test conditions chosen for the validation, but

also on some flow field configurations used for PIV tests, in order to better understand

the behaviour of the adopted numerical set-up (e.g. the turbulence model). Among

the available PIV measurements (see Section 4.1.1), the conditions reported in Table

4.2 were investigated. Hence, a comparison of the numerical flow velocity magnitude

and the PIV measured velocity was performed to understand the effect produced by

a fan speed variation on the velocity distribution at the ignition zone. Trends were

computed and measured along the linear path positioned at the spark-gap centreline

and represented by the white line of Figure 4.15.

In Figure 4.16 the flow velocity distributions obtained experimentally, with the rel-

ative error bars, and numerically, by a time-averaged procedure, for the two cases of

Table 4.2 were compared. Both trends were evaluated along the spark-gap centreline,

starting from the bottom point until the flat surface of the spark-plug adapter. Despite
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Chapter 4. The Michigan Tech vessel

Figure 4.15: Instantaneous flow velocity field inside the vessel, with Test 2 PIV condition (Table 4.2).
The experimental and numerical investigated path is represented by the white line, which is positioned
at the spark-gap centreline.

(a) (b)

Figure 4.16: Experimental and numerical flow velocity magnitude along the spark-gap centreline shown
in Figure 4.15: Test 1 (a) and Test 2 (b) of Table 4.2. The green vertical dashed line represents the
spark-gap centre point (S.G.c.). The experimental data are represented with the relative error bars,
while the numerical results are time-averaged values.

Table 4.3: Investigated reacting test conditions, chosen from Table 4.1.

Propane with 20 % EGR
Test [n.] Φ Pressure [bar] Temperature [K] Density [kg/m3] Fan speed [rpm]

2 0.7 8 453 6.21 3000
3 0.7 8 453 6.21 6000
6 0.7 16 453 12.42 3000
9 0.9 8 453 6.33 6000
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4.2. The Comprehensive CFD Model: numerical validation

(a)

(b)

(c)

(d)

Figure 4.17: Instantaneous flow velocity field inside the vessel before ignition (non-reacting conditions
of Table 4.3): Test 2 (a); Test 3 (b); Test 6 (c); Test 9 (d).
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Chapter 4. The Michigan Tech vessel

(a)

(b)

(c)

(d)

Figure 4.18: Instantaneous turbulence intensity field inside the vessel before ignition (non-reacting
conditions of Table 4.3): Test 2 (a); Test 3 (b); Test 6 (c); Test 9 (d).
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4.2. The Comprehensive CFD Model: numerical validation

a not perfect agreement of the numerical velocity distribution with the experimental

average trend in case of a high fan speed velocity (Figure 4.16b), the results can be

considered rather satisfactory at all tested conditions. In fact:

1. for all the investigated tests, the average trend is quite well estimated on the region

below the ignition zone;

2. for Test 2 (high fan speed) the value of the estimated flux from the spark-gap until

the flat adapter falls within the confidence interval of the experimental findings

(Figure 4.16b);

3. for Test 1 (low fan speed) the agreement between numerical and experimental

values seems rather good also in terms of average trend (Figure 4.16a).

Concerning the initialization of combustion tests, in Table 4.3 the reacting condi-

tions selected from available experimental data (see Table 4.1) are listed and chosen for

the model validation. Non-reacting simulations were carried out for each test case, in

order to obtain a nearly steady-state distribution for all the involved fields and fulfill a

correct initialization of the further combustion event.

Figures 4.17 and 4.18 show, for each tested condition, the distribution of the veloc-

ity and turbulence intensity fields nearby the geometrical details inside the cubic vessel,

respectively. As it is possible to notice in Figure 4.17, the use of the k − ω SST turbu-

lence model, combined with a rather refined mesh, allowed to predict two “fluid jets”

directed towards the ignition zone: the first one hits the upper electrode and is con-

vected at the spark-gap; the second one, of lower intensity, is directed under the bottom

electrode. On the other hand, the turbulence intensity level at the ignition zone seems to

be rather related to the flow velocity, and consequently to the fan speed (Figures 4.18a

and 4.18b): the higher the fan rotation velocity, the higher the turbulence intensity at

the spark-gap. However, if the fan speed is kept constant in presence of a pressure in-

crease, both velocity and turbulence fields seem to be a little more intensive, as it can

be noticed by comparing Figures 4.17a – 4.17c and Figures 4.18a – 4.18c, respectively.
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Chapter 4. The Michigan Tech vessel

Table 4.4: Measured values of breakdown energy Ebd and total released energy Etot by the electrical
circuit for the ignition of Table 4.3 test conditions.

Test [n.] Ebd [mJ ] Etot [mJ ]
2 5.19 31.20
3 5.70 37.48
6 19.00 46.00
9 7.31 35.18

4.2.3 Combustion results

The model validation was carried out by testing its behaviour under the reacting condi-

tions of Table 4.3. This choice was justified by three main reasons:

1. The Michigan Tech pressurized vessel configuration allows to study the early

flame propagation under conditions of highly inhomogeneous flow field distri-

bution nearby the ignition zone, as shown by Figures 4.16 and 4.17.

2. The four test conditions of Table 4.3 enable to assess the model behaviour under

variations of turbulence intensity (Test 2 vs. Test 3), air/fuel ratio (Test 3 vs. Test

9) and pressure (Test 2 vs. Test 6).

3. A preliminary analysis of the combustion regimes (Figure 4.19) confirmed that all

Table 4.3 conditions provide wrinkled flamelets; hence, the correct application of

the selected turbulent combustion model is guaranteed.

Therefore, once provided the near steady-state non-reacting initialization of all mix-

ture fields (like pressure, turbulence intensity and flow velocity) for Tests 2, 3, 6 and

9, the simple ignition of each analysed condition allowed to study the combustion phe-

nomenon.

The electrical circuit set-up was performed according to ignition system features

evaluated by experiments and specified in Table 4.4, where the total released energy

Etot represents the global amount of energy transferred from the electrical circuit to the

gas phase.

The parameters αFSD = 30 and βFSD = 0.1 were adopted in (1.19) and (1.20) for

the Σ equation resolution, after a suitable calibration was carried out.

Simulations were performed in parallel over 3 processors with a suitable splitting

of the mesh regions. In particular, the cell-set used for the MRF treatment and the
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4.2. The Comprehensive CFD Model: numerical validation

Figure 4.19: The test conditions of Table 4.3 in the modified turbulent combustion diagram proposed by
Peters, [91]. The combustion regimes are identified in terms of length (lt/δl) and velocity (u′(lt)/su0)
ratios on a log-log scale.

small region around the spark-gap (where the Lagrangian-Eulerian coupling was active)

were assigned each one to single cores, in order to avoid problems derived by processor

boundaries. The time spent for each computation was approximately 2 days. In order to

compare consistently the obtained numerical results with the experimental evolution of

the flame front position, the on-grid approach described by Figure 4.20 was employed.

This allowed to compute the distance between the flame front and the spark-gap centre

point similarly to the post-processing procedure adopted on Schlieren images (Figure

4.7).

Figure 4.21 shows comparisons between experimental and numerical flame front

positions of Table 4.3 setup from the spark-time until the development of a fully tur-

bulent flame front. Hence, for each shown comparison, the discharge event was com-

pleted before the final reported time. Rather satisfactory results were achieved at all

tested conditions, especially for Tests 2, 6 and 9 (Figures 4.21a, 4.21c and 4.21d, re-

spectively). Concerning Test 3, also if its global propagation trend was captured, a not

perfect alignment with numerical findings was observed. However, as found with the
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Chapter 4. The Michigan Tech vessel

Figure 4.20: Simplified description of the on-grid tracking algorithm adopted for the numerical compu-
tation of the flame front position.

PIV analysis of Figure 4.16b, in presence of a 6000 rpm fan speed the predicted mean

velocity profile was not perfectly achieved. Therefore, this could have a major impact

on a flame propagating under lean conditions, with the consequent not perfect predic-

tion of its evolution under such inhomogeneous flow velocity distribution. For the sake

of clarity, because of:

1. numerical issues of the on-grid tracking algorithm,

2. the coarse mesh gathered by the flame outside the ignition zone,

the numerical trends of Figure 4.21 can sometimes show sudden but limited change of

flame propagation speed.

The end time of the first discharge event (not of the total electrical discharge process)

was reported in Figure 4.21 in order to show how much the first spark channel sustained

the flame. This allowed the generation of a fully propagating turbulent flame also un-

der such flow velocity conditions. As example, the complete ignition process and the

further development of a self-sustained flame is shown in Figure 4.22, where Test 9 of

Table 4.3 was chosen. As soon as the first spark channel ended (before t = 0.35 ms),

a self-sustained flame was generated also under such inhomogeneous flow conditions.

Before the end of discharge process, few restrike events happened with a relatively

short duration. However, they did not have any effect on the generated flame.

134



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 135 — #147 i
i

i
i

i
i

4.2. The Comprehensive CFD Model: numerical validation

(a)

(b)

(c)

(d)

Figure 4.21: Comparison between experimental and numerical flame front position for reacting con-
ditions of Table 4.3: Test 2 (a); Test 3 (b); Test 6 (c); Test 9 (d). The black vertical dashed line
represents the end of the 1st discharge.
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Chapter 4. The Michigan Tech vessel
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Chapter 4. The Michigan Tech vessel

In Figure 4.22, the spatial evolution of the first spark channel cannot be well identi-

fied. This is due to the relatively high energy deposited during the breakdown stage of

Test 9 first discharge (Table 4.4), which generated a mean Lagrangian particles radius

of about 1 mm at the beginning of the arc stage, according to (1.2). Being this value

comparable to the spark-gap distance (1.4 mm), it is very difficult to understand the

effects of the local flow field on the channel geometry if the actual particles radius is

represented into the computational domain. Hence, as shown in Figure 4.23, a factor

of 10 was used to artificially decrease the Lagrangian particles dimension in order to

better analyze all spark-channels behavior. As can be noticed from Figure 4.23, all

spark-channel paths were strongly influenced by the local flow field distribution, also if

during the first discharge the actual particles dimensions (Figure 4.22) seem to create a

near-spherical flame shape.

Concerning the flame stretch, Figure 4.24 shows its distribution (where it is defined

as I0 = su/su0) over the computational domain for Test 9 at three different times of the

combustion process: 0.05, 0.50 and 0.95ms. It is possible to notice that its contribution

is important during the initial stage of the kernel growth. Here, with maximum values

of about 0.6, affects significantly the flame front development, reducing its propaga-

tion rate. Instead, when a self-sustained flame is developed, the flame stretch tends to

asymptotically vanish, assuming values close to 1. This is mainly due to the reduction

of the local flame curvature when it departs from the ignition zone.

An important parameter that affects the flame stretch prediction is the Lewis number,

whose distribution at three different times of the combustion process regarding Test 9 is

shown by Figure 4.25. As it can be observed, the Lewis number of a mixture of φ = 0.9

assumes intermediate values between the typical Lewis numbers of propane (≈ 1.8) and

air (≈ 1). Moreover, its value slightly changes according to local temperature (Figure

4.25, nearby the spark-gap) and pressure conditions (Figure 4.25a, with pressure waves

generated by the spark-event), because the diffusivities of heat, deficient reactant and

abundant reactant are function of these two parameters.
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4.2. The Comprehensive CFD Model: numerical validation

(a)

(b)

(c)

Figure 4.24: The flame stretch distribution of Test 9 (Table 4.3). Fields values evaluated at different
times from spark-onset (t = 0.05 ms (a), t = 0.50 ms (b), t = 0.95 ms (c)) in order to show how
the flame stretch evolves during the combustion process. In legend, I0 = su/su0.
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Chapter 4. The Michigan Tech vessel

(a)

(b)

(c)

Figure 4.25: The Lewis number distribution of Test 9 (Table 4.3). Fields values evaluated at different
times from spark-onset (t = 0.05 ms (a), t = 0.50 ms (b), t = 0.95 ms (c)) in order to show the
Lewis number evolution during the combustion process.
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4.2. The Comprehensive CFD Model: numerical validation

(a)

(b)

(c)

Figure 4.26: Comparison between numerical burnt mass for reacting conditions of Table 4.3: turbulence
intensity variation (Test 2 vs. Test 3) (a); equivalence ratio variation (Test 3 vs. Test 9) (b); pressure
variation (Test 2 vs. Test 6) (c).
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Chapter 4. The Michigan Tech vessel

(a) (b)

Figure 4.27: Comparison between numerical (left) and experimental (right) trends of flame front position
under a turbulence variation. For each chart, Test 2 vs. Test 3 of Table 4.3 were used.

(a) (b)

Figure 4.28: Comparison between numerical (left) and experimental (right) trends of flame front position
under an equivalence ratio variation. For each chart, Test 3 vs. Test 9 of Table 4.3 were used.

(a) (b)

Figure 4.29: Comparison between numerical (left) and experimental (right) trends of flame front position
under a pressure variation. For each chart, Test 2 vs. Test 6 of Table 4.3 were used.

Finally, to support the consistency of computed results, a comparison between the

mixture burnt masses was carried out. As Figure 4.26 shows, when a self-sustained

flame is developed, an increase of turbulence intensity corresponds to a faster flame
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4.3. Summary

front propagation (Figure 4.26a). On the other hand, as expected, a reduction of the

mixture air/fuel ratio, namely of the equivalence ratio φ, generates a slower flame speed

(Figure 4.26b). In presence of a pressure increase, Figure 4.26c shows that, as soon as a

fully turbulent flame is formed, under conditions of φ = 0.7 and fan speed 3000 rpm an

higher pressure experiences a faster flame front propagation. The much higher kernel

dimension formed in Test 6 during the first breakdown event (see (1.2) considering that

Ebd,Test 6 = 19mJ > 5.19mJ = Ebd,Test 2, see Table 4.4) could explain this effect. In

fact, when the dimension of the kernel structure is larger than a threshold value a higher

pressure will enhance the propagation rate, as highlighted in Section 4.1.2.

Another comparison between the numerical and the experimental trends of the flame

front position was performed under variations of:

1. Turbulence intensity (Figure 4.27).

2. Air/fuel ratio, or equivalence ratio (Figure 4.28).

3. Pressure (Figure 4.29).

As it is possible to notice, the results are quite satisfactory at all investigated variations,

supporting again the validity of the implemented combustion model.

4.3 Summary

The Michigan Tech experimental rig, characterized by a pressurized, constant-volume

combustion vessel, was chosen to validate the Comprehensive CFD model proposed in

Chapter 1 under different conditions of turbulence, air/fuel ratio and pressure. In this

configuration, a shrouded rotating fan coupled with a guide tube generates directly to

the ignition zone a jet of fresh mixture with highly inhomogeneous flow and turbulence

conditions.

First, an experimental campaign on the combustion process of lean and diluted

Propane-Air mixtures was carried out under high temperature and pressure conditions

at different turbulence levels. The flame kernel propagation rate was analyzed in terms

of turbulence effect, pressure influence and flame structure. From achieved experimen-

tal findings, it can be concluded what follows:

• Turbulence increases the flame kernel propagation rate.
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Chapter 4. The Michigan Tech vessel

• The early flame kernel tends to have small complex structures under high pres-

sures and turbulence velocities. An explanation of this phenomenon could be

related to the higher energy amount introduced into the eddies spectrum, with a

consequent extension of the Kolmogorov cascade towards small-scale eddies.

• When the initial dimension of the flame surface structures are larger than a thresh-

old value, a pressure increase enhances the propagation rate. On the other hand,

when the initial dimension of the flame surface structures are lower than a thresh-

old value, a pressure increase suppresses the propagation rate.

Then, a non-reacting flow analysis was performed:

1. to initialize the flow field for combustion calculations,

2. to verify the proposed CFD setup in terms of turbulence model.

Regarding this last aspect, despite a not perfect agreement between PIV numerical and

experimental trends under high fan speed velocities, the results could be considered

rather satisfactory at all tested conditions.

Afterwards, combustion simulations were carried out. Computed results were com-

pared consistently with the experimental data and rather satisfactory results were achieved

for all tested conditions. In agreement with previous works on such topic, it was found

that flame stretch mainly influences combustion development during its early propaga-

tion stage, while its effects vanish afterwards.

Finally, a comparison between numerical-only mixture burnt masses was carried

out. As expected, when a self-sustained flame was developed, an increase of turbu-

lence intensity corresponded to a faster flame front propagation, while a reduction of

equivalence ratio produced a slower flame speed. This demonstrated the model capa-

bility to predict consistently the effects of fundamental parameters on the combustion

development.
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CHAPTER5

The Darmstadt Turbulent Stratified Flame burner

The strategy to create a spatially non-uniform mixture distribution, also known as

charge stratification, is practically used in IC engines to reduce fuel consumption, [106].

As a consequence, the regime of turbulent stratified combustion is usually exploited in

practical applications, although some fundamental issues are still not fully understood.

For example, when a stratified flame burns from locally stoichiometric to lean condi-

tions, the resulting propagation speed is faster compared to the equivalent homogeneous

setup. This can be justified by higher gas temperatures behind the flame front, which

affect chemical kinetics together with heat and mass transport. However, the implica-

tion of this "history effect" on the turbulent stratified flame modelling is still an opened

question, [99].

Therefore, to provide an experimental support to numerical models improvement

and validation, a Turbulent Stratified Flame (TSF) series was investigated with the fol-

lowing design criteria:
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

• unlimited optical access by an opened flame;

• high Reynolds numbers;

• central pilot for flame stabilization;

• simple inflow conditions by fully developed pipe turbulence;

• independent control of shear and stratification in the turbulent mixing layer by two

concentric feed lines.

Stationary conditions of lean-lean charge stratification were analyzed and measure-

ments were carried out by using:

• Laser Doppler Velocimetry (LDV) for flow velocity components,

• 1D Raman/Rayleigh scattering for species mass fractions and temperature.

In this Chapter, a description of the TSF burner configuration and of the relative

experimental investigation campaign performed by TU Darmstadt is reported. Then, a

first numerical assessment of the ATF model proposed in Chapter 2 is carried out on

the stationary TSF burner flame under a lean-lean charge stratification and assuming

adiabatic conditions.

5.1 Burner set-up and experimental investigation

The experimental rig of the TSF burner is characterized by three concentric pipes, as

shown by Figure 5.1.

The central one is the Pilot, whose aim is to release a flow of burnt products. This

high temperature flow provides the heat necessary to ignite the surrounding fresh mix-

ture, hence the combustion process can start just after its exit section.

The other two concentric tubes are called Slot 1 and Slot 2 (see also Figure 5.2).

These annular slots are characterized by similar hydraulic diameters and can be oper-

ated, in terms of flow rates and equivalence ratios, independently from the Pilot and

from each other. This allows a very flexible generation of shear and global stratifica-

tion along the radial direction, enabling to investigate several configurations.

Pilot tube walls are made of ceramic, in order to limit as much as possible the ther-

mal heat transfer from the hot burnt gases towards the radial direction (for more details,
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5.1. Burner set-up and experimental investigation

Figure 5.1: The TSF burner: 3D rendering of the experimental rig, characterized by a central ceramic
tube (Pilot) and two co-axial steel pipes with increasing radius (Slot 1 and 2, respectively), [99]. The
flame holder and the turbulence enhancing perforated plate are highlighted inside the Pilot. Technical
drawings of: the flame holder (left) and the turbulence enhancing perforated plate (right).

see Chapter 6). On the other hand, Slot 1 and 2 pipes are made of stainless steel because

they only handle fresh gases at ambient temperature (T = 298 K).

The generation of hot burnt products inside the Pilot is carried out by igniting the

mixture nearby the flame holder, which is a cylindrical ring located at 40 mm upstream

the Pilot exit section and fixed at a central insert (see Figure 5.1). Its position was

chosen as a trade-off between:

1. ensuring a fully burned flow at the Pilot exit,

2. minimizing the radial heat losses to the ceramic wall, namely the preheating of

fresh gases ejected by Slot 1 (Chapter 6).
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

Figure 5.2: The TSF burner geometry and flame stabilization: time-averaged temperature field taken
from Kuenne’s simulation (left); geometrical section of the burner exit region (right), [67].

The wake region created by the flame holder presence allows to stabilize the flame,

as shown by Kuenne’s simulation results of Figure 5.2, and to achieve steady-state

conditions.

The flame holder is not in contact with the Pilot wall, therefore its centering is

guaranteed by a perforated plate, whose additional purpose is also to enhance the tur-

bulence intensity upstream the flame holder position (Figure 5.1). Concerning the flow

turbulence conditions of the two outer slots, their minimum length of about 500 mm

(approximately 25 hydraulic diameters) together with 16 and 24 radial drill holes of 5

mm diameter positioned at Slot 1 and 2 inlets, respectively, ensure a fully developed

turbulent flow at both pipe exits.

Finally, the burner is placed inside a 600 mm-wide air co-flow, characterized by a

Uy = 0.1 m/s axial bulk velocity. Its function is to shield the flame front from the

external environment and prevent the penetration of dust particles. This latter feature

is crucial in the context of 1D Raman/Rayleigh scattering measurements, because it

prevents dust-induced optical breakdown and reduces background illumination from

Mie scattering.

For additional geometrical details about the TSF burner pipes, see Figure 5.3; for

any further information, please refer to Seffrin [99].
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5.1. Burner set-up and experimental investigation

Figure 5.3: Geometrical details of the TSF burner pipes: diameters, axial extensions of their final part,
wall thicknesses and exit rims.

Considering the burner flexibility to separately control each pipe feeding, a common

feature adopted for all investigated set-up was to control along the radial direction shear

(Uy) and global stratification (φ) in order:

• to minimize them between Pilot and Slot 1,

• to carry out their parametric variation between Slot 1 and 2.

Table 5.1 provides an overview of all investigated experimental conditions. Reported

Uy values represent the actual unburned flow velocity for Slot 1 and 2 (since ignition

takes place further downstream their exit sections) and the bulk velocity of the un-

burned flow upstream to the flame holder for Pilot. In fact, for reacting cases (the

ones indicated with the r suffix), the inlet velocity of Pilot fresh mixture is calibrated

in order to achieve a burnt gases velocity which approximately matches the Uy value
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

Table 5.1: Investigated conditions on the TSF burner performed by TU Darmstadt, [99]. The extension
A ... K indicates different flow conditions, r identifies the fully reacting cases, i1 denotes tests where
only the mixture inside the Pilot is burning, while i2 refers to fully isothermal configurations. In
the table: φ indicates the global equivalence ratio, Re the exit Reynolds number and Uy the axial
unburned bulk velocity (according to the coordinate system of Figure 5.3). The fuel adopted for all
tests and pipes is Methane (CH4), except φ values indicated with [*], which are referred to Ethylene
(C2H4).

Test
Pilot Slot 1 Slot 2

φPilot Uy,P ilot φSlot1 Uy,Slot1 ReSlot1 φSlot2 Uy,Slot2 ReSlot2

[−] [m/s] [−] [m/s] [−] [−] [m/s] [−]

A-r 0.9 1 0.9 10
13’800

0.6 10
13’300A-i1 0.9 1 0 10 0 10

A-i2 0 10 0 10 0 10
B-r 0.9 1.5 0.9 15

20’700
0.6 15

20’000B-i1 0.9 1.5 0 15 0 15
B-i2 0 15 0 15 0 15
C-r 0.9 1 0.9 10 13’800 0.6 5 6’700C-i1 0.9 1 0 10 0 5
D-r 0.9 1 0.9 10 13’800 0.6 20 26’600D-i1 0.9 1 0 10 0 20
E-r 0.9 1 0.9 10 13’800 0.9 5 6’700
F-r 0.9 1 0.9 10 13’800 0.75 10 13’300
G-r 0.9 1 0.9 10 13’800 0.9 10 13’300
H-r 0.9 0.6 0.6* 10 14’000 0.9* 5 6’800
I-r 0.9 0.6 0.6* 10 14’000 0.6* 10 13’500
J-r 0.9 0.6 0.6 10

13’700
0.9 5

6’600J-i1 0.9 0.6 0 10 0 5
J-i2 0 6 0 10 0 5
K-r 0.9 0.6 0.6 10 13’700 0.6 10 13’300

of surrounding fresh mixture. This is performed with the final purpose to minimize

the shear between Pilot and Slot 1. However, this approach was not adopted for cases

H, I, J and K because the first two tests were operated with Ethylene (C2H4), instead

with Methane (CH4) as all other cases, and for stability reasons the Pilot axial velocity

needed to be reduced from 1 m/s to 0.6 m/s. Last two tests adopted the same excep-

tion because thought as corresponding Methane configurations with respect to H and I

cases.

By analyzing more in detail Table 5.1, some additional considerations can be per-

formed. In particular, if between Slot 1 and 2 is present an equivalence ratio variation,

the flame can be defined as with stratification, while in presence of a bulk exit velocity

Uy change, the flame is considered as with shear. Therefore, the investigated tests can

be classified as follows:

150



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 151 — #163 i
i

i
i

i
i

5.1. Burner set-up and experimental investigation

Test With stratification With shear Methane Ethylene

A • •

B • •

F • •

E • •

C • • •

D • • •

H • • •

J • • •

G •

I •

K •

As already mentioned, it can be noticed that all configurations are operated with Methane

(CH4), except H and I which are operated with Ethylene (C2H4). This choice was per-

formed because Ethylene laminar burning velocity at φ = 1 is approximately twice the

Methane one, while the enthalpy of combustion is increased of about 1.6 times [99].

The Pilot is always operated at φ = 0.9, except for i2 fully isothermal configurations,

(Table 5.1).

Figure 5.4 shows the flame classification into the regime diagram for turbulent pre-

mixed combustion [9, 67, 86, 87]. Although this is only a qualitative estimation based

on order of magnitudes, it provides a general idea of the present flame-turbulence in-

teraction. The classification is based on the turbulent kinetic energy and the integral

length scale resulting from PIV measurements performed by Seffrin [98]. These mag-

nitudes were evaluated along the mean flame position (see left image of Figure 5.4),

leading to the regime of a thickened-wrinkled flame with relatively low Karlovitz num-

bers (1 ≤ Ka ≤ 2.1). Since the velocity fluctuation and the length scale increase with

the distance from burner exit, further downstream an upper right shift in the regime

diagram is expected, as indicated by the ellipse [67].

The flame photographs of all tested conditions reported in Table 5.1 are presented in

Figure 5.5. Because their appearance significantly differs from typical round jet flames

and the region of interest is close to the burner exit (y < 300 mm, if the coordinates
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

Figure 5.4: Regime diagram classification of the A-r case: flame photograph with the mean flame posi-
tion, which is highlighted in red (left); regime diagram with the classification based on measurements
(circles) and estimated scales further downstream (ellipse), [67].

system of Figure 5.3 is used), where the flow is not fully developed, the comparison

between experimental findings and numerical results will be presented in physical, non

normalized, space.

Finally, Figure 5.6 shows the adopted planes position for all performed measure-

ments. In particular, the white dots indicate the positions where measurements of the

flow field, in terms of bulk velocity and turbulence intensity, were carried out. On the

other hand, black dots identify planes at which species mass fractions and temperature

(mean and variance) were detected.

As previously mentioned, two different techniques were used for experimental mea-

surements:

• the Laser Doppler Velocimetry (LDV) was adopted for turbulence and flow veloc-

ity components detection;

• 1D Raman/Rayleigh scattering was used for species mass fractions and tempera-

ture.

LDV is a technique which exploits the Doppler shift inside a laser beam to mea-

sure the velocity of transparent or semi-transparent fluid flows. In order to apply this

concept, the investigated flow has to be filled with particles seeds; hence the Pilot, the

152



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 153 — #165 i
i

i
i

i
i

5.1. Burner set-up and experimental investigation

Figure 5.5: Photographs of each reacting condition tested on the TSF burner and described in Table
5.1, [99]. Last row shows a comparison between F case for the original burner (F1) and a duplicate
(F2), demonstrating the good reproducibility of the technical construction.
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

Figure 5.6: Measurement planes position for the reacting case A-r and the corresponding isothermal
case A-i2. The measurement planes for A-i1 case (in which only Pilot is burning) are highlighted in
red.
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5.1. Burner set-up and experimental investigation

two annular slots and the air co-flow were equipped with individual seeding generators

designed for the corresponding mass flow rates. As seeding material, dried and sieved

magnesium oxide (MgO) was used. For a detailed description of the LDV experimental

equipment and measurements, please refer to Seffrin [99].

On the other hand, 1D Raman/Rayleigh scattering technique exploits the interaction

between photons of a laser beam and atoms or molecules of the investigated fluid itself.

In fact, when photons collide with a molecule they can be scattered in two different

ways:

1. elastically, if the scattered photons maintain the same energy of the incident ones

(Rayleigh scattering), or

2. inelastically, if the scattered photons have a different energy with respect to the

incident ones (Raman scattering), due to photon-molecule energy transfer.

Therefore, because the Raman/Rayleigh scattering ratio depends on the type and state

of molecules making the fluid, the presence of different specie mass fractions and their

temperature can be detected.

For TSF burner measurements, a system consisting of four frequency-doubled Nd:YAG

lasers was used. The acquired data were evaluated by using the hybrid method [43–45]

based on theoretically simulated Raman spectra and for Methane an empirical poly-

nomial response was used [67]. At each location 500 single-shot measurements were

recorded and then averaged with a post-processing procedure. The background chan-

nel was individually matched and subtracted for each axial position to account for the

varying flame luminosity (see left image of Figure 5.4). For more details about the 1D

Raman/Rayleigh measurements of species mass fractions and temperature, please refer

to Kuenne [67].

Some experimental findings achieved on the TSF burner will be reported in next

Section 5.2, in the context of the ATFM first numerical assessment. For all other mea-

sured data, please refer to [67, 99].
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

5.2 The Artificially Thickened Flame Model: first numerical assessment

The validation procedure of the Artificially Thickened Flame Model (ATFM), proposed

in Chapter 2, was characterized by the following first step: an initial numerical assess-

ment on the Test A-r condition of Darmstadt TSF burner (Table 5.1), with the assump-

tion of adiabatic conditions (no heat transfer through pipe walls).

The governing equations were solved with the LES approach and the sub-grid fluxes

of momentum were accounted for by the eddy viscosity approach proposed by Smagorin-

sky [104], where the model coefficient was obtained by the dynamic procedure of Ger-

mano [49] with Lilly’s modification [71]. An exception concerned the 3D simulations

with no flame thickening carried out to initialize the flame position: they adopted a

RANS approach with a turbulence described by the k − ω SST model.

Three different computational domains, concerning the TSF burner exit and shown

in Figure 5.7, were used for the described numerical assessment:

1. M0,

2. M1,

3. M2,

all characterized by structured meshes but each one thought for a specific target.

The M0 mesh (Figure 5.7a), characterized by nearly 1.8 mil cells, is the smallest

domain and it was used to carry out an initial qualitative analysis of the ATFM cor-

rect behaviour with low computational efforts. In this context, the flame response to

the thickening procedure was investigated in the region nearby the Pilot exit section;

therefore:

• Nearly cubic refined cells, with an average side dimension of 0.3 mm, were cre-

ated just above the Pilot tube wall, as shown by Figure 5.8a. This solution allowed

to ensure an high quality mesh in the region where the steady-state cylindrical

flame is closer to the pipe walls (Figure 5.4), hence where it is first encountered

by the Slot 1 fresh mixture.

• An high level of refinement was performed on the radial direction at both sides of

the Pilot wall, to avoid possible difficulties due to the application of high thick-
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5.2. The Artificially Thickened Flame Model: first numerical assessment

(a)

(b)

(c)

Figure 5.7: Geometrical extension of adopted computational meshes concerning the TSF burner exit
region: M0 mesh (a), M1 mesh (b) and M2 mesh (c).
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

(a) (b) (c)

Figure 5.8: Axial sections of Figure 5.7 meshes at the region close to the TSF burner exit: M0 mesh
(a), M1 mesh (b) and M2 mesh (c). The drawn triangles are not part of the real mesh but are simply
generated by the graphics display system.

ening factors F . In fact, nearby the Pilot exit section the flame experiences its

minimum inner diameter (Figure 5.4), hence an F value increase could create a

too wide cylindrical reaction layer with possible contacts at its axis of symmetry.

In particular, as shown by Figures 5.8a, 5.9a and 5.10a, two different refinement

strategies were used:

1. at the pipe inner side (Pilot), the o-grid technique together with a nearly con-

stant mesh dimension were adopted;

2. at pipe outer side (Slot 1) the cell grading approach was applied in order to

avoid an unnecessary radial refinement far from the cylindrical flame axis of

symmetry.

• A constant radial refinement of Slot 2 internal region, with a mesh spacing equal

to Slot 1 wall inner part, was assumed (Figures 5.8a, 5.9a and 5.10a). This choice

was performed in order to guarantee a nearly constant and rather refined cell size

in the region of flame-mixture stratification overlapping, which is of major inter-

est and positioned above Slot 1 wall, without an unnecessary high level of refine-

ment. In fact, because at this region the cylindrical steady-state flame experiences

a greater radius than immediately after the Pilot exit section (compare Figures 5.3

and 5.4), a lower radial refinement can be adopted with respect to Pilot wall sides.

• A radial cell coarsening was carried out over the co-flow region to minimize the

total number of mesh cells in regions not crossed by the flame front (Figure 5.10a).
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5.2. The Artificially Thickened Flame Model: first numerical assessment

• An axial mesh refinement was imposed after Pilot exit section (Y > 0 mm, see

Figures 5.8a and 5.3) with the purpose to achieve a higher mesh refinement where

the flame is positioned.

The second mesh, M1 (Figure 5.7b), with about 3.1 mil cells, is the intermediate

numerical grid and it was thought to optimize the RANS unthickened simulations car-

ried out for the flame position initialization. In fact M1, thanks to its higher extension

along the axial direction but a constant radial dimension if compared with M0, allows to

achieve unthickened flame results for each investigated position (see Figure 5.6, where

Ymax = 200 mm) without a useless increase of the computational time. As it can be

evinced from Figures 5.8, 5.9 and 5.10, with respect to M0 mesh:

• The radial mesh refinement inside Pilot and Slot 1 regions is considerably lower.

• A constant mesh spacing instead of the cell-grading technique is adopted inside

Slot 1 pipe and at the co-flow region.

• The axial grid refinement after the Pilot exit section is lower, in particular it cor-

responds to the inner pipes one.

On the other hand, the M2 mesh (Figure 5.7c), consisting of approximately 5.7 mil

cells, is the largest adopted domain and it was specifically selected to perform the final

comparison between numerical results and experimental measurements. Compared to

M1 mesh, M2 is characterized by the same axial extension but its radial dimension is

increased of the 50%. This choice was justified by the need of minimizing the influence

on numerical results of the external boundary of the cylindrical mesh (especially at axial

positions far from the Pilot exit section) with the smallest increase of computational

efforts. As Figures 5.8, 5.9 and 5.10 show, its refinement features are equal to those

adopted for M0 mesh.

In next sub-sections, the initialization of ATFM LES analysis through RANS simu-

lations is first described. Then the flame sensor choice, followed by initial qualitative

tests of the implemented ATF model are reported. Finally, the first ATFM numerical

assessment is carried out on Test A-r condition of Darmstadt TSF burner (Table 5.1)

under the assumption of adiabatic conditions.
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

(a)

(b)

(c)

Figure 5.9: Angular views of Figure 5.8 meshes in order to appreciate the mesh spacing inside the three
annular concentric pipes: M0 mesh (a), M1 mesh (b) and M2 mesh (c). The drawn triangles are not
part of the real mesh but are simply generated by the graphics display system.
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5.2. The Artificially Thickened Flame Model: first numerical assessment

(a)

(b)

(c)

Figure 5.10: Radial views of Figure 5.7 meshes at Y = −30 mm nearby the three annular concentric
pipes: M0 mesh (a), M1 mesh (b) and M2 mesh (c).
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

5.2.1 Initialization of LES analysis: 3D simulations with RANS approach and no

thickening of the flame

The Artificially Thickened Flame Model was developed and implemented to work into

a framework where the turbulence is described through a LES strategy. However suit-

able initial conditions for LES simulations, in particular for the flame front position,

should be provided if the ATFM has to be tested on an steady-state case (if averaged in

time) as the TSF burner one. A possible approach to fulfill this requirement is providing

initial conditions as close as possible to the final time-averaged numerical solution not

only for the flame position but also for other fields. This would help LES simulations

to minimize the initial transition from provided conditions to final transient results, be-

cause the time-averaged initial distributions are close to final ones. As a consequence,

computational time can be saved. Therefore, the use of 3D RANS simulations with

no thickening of the flame, namely with the ATFM disabled (F = E = 1), allows to

reach the previous target: time-averaged fields distribution (relatively close to the final

time-averaged solution) to be used as initial conditions for the further LES analysis.

The procedure to achieve 3D RANS reacting results, as previously described, is the

following:

1. First of all, a cold flow simulation should be initialized and then carried out.

2. Afterwards, cold flow results can be used to initialize the following reacting sim-

ulation.

3. Finally, at the end of this last simulation, the achieved results are available for the

LES analysis initialization.

The major efforts related to above first step concerned the initialization of:

• the flow velocity and turbulence fields of the three annular pipes and of the co-

flow;

• the mixture fraction Z distribution.

About velocity and turbulence initialization, cyclic-flow simulations were performed on

three annular meshes representing the internal domain of Slot 1 and 2 pipes and of the
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5.2. The Artificially Thickened Flame Model: first numerical assessment

(a) (b)

(c)

Figure 5.11: Axial velocity distributions of cyclic-flow simulations performed on three concentric an-
nular meshes. The inner two ones represent Slot 1 and Slot 2 internal volumes (top view (a) and
angular view (b)), while the outer third one characterizes the Co-flow around Slot 2 wall (c).
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

air co-flow region under Slot 2 wall outer rim. Figure 5.11 shows the achieved axial

velocity distributions, starting from Test A-r available data (Table 5.1). The annular

domains represented in Figure 5.11 are closely related to the complete geometry used

for next RANS analysis, namely M1 (Figure 5.7b), except for the cell refinements.

In fact, along the axial direction only one cell is used for all three annulus, because

cyclic-flow simulations basically provide 2D results on a pipe section. On the other

hand, the radial cell refinement was independently chosen to guarantee a y+ ≈ 30

along each tube, allowing the application of wall functions for turbulence fields and

a consequent reduction of computational costs. This strategy allowed to achieve flow

velocity distributions and turbulence features typical of fully developed turbulent fields

for Slots 1 and 2 (as specified in Table 5.1 ofr Test A-r), while for the air co-flow it

helped to provide a better flow velocity initial condition.

To assess the quality of previous cyclic-flow simulations, Figure 5.12 shows a com-

parison between numerical axial flow velocity detected 15 mm upstream the Pilot exit

section with available experimental findings at: Y = −4 mm (Figure 5.12a) and

Y = −9 mm (Figure 5.12b). Although these comparisons are not fully consistent

because not performed at the same axial position, they provide an idea about the accu-

racy of numerical velocity profiles achieved for Slot 1 and 2 with cyclic-flow simula-

tions. The numerical-experimental match is not perfectly achieved, but the results can

be considered globally satisfactory.

Once completed the cyclic-flow simulations, the computed distributions of flow ve-

locity and turbulence fields were mapped on M1 mesh, as shown in Figures 5.13a and

5.13b. To complete the RANS cold-flow initialization:

• Inside Pilot pipe, the flow velocity was imposed as specified in Table 5.1 (Test A-

r, see also Figures 5.13a and 5.13b), namely with an axial bulk velocity of Uy =

1 m/s characterized by a uniform distribution; the turbulence field was imposed

uniform too, with a reasonable low value. This strategy was adopted according to

the laminar features of the Pilot fresh mixture for Test A-r and considering that

during next combustion simulations a fully burnt mixture will be initialized inside

Pilot M0 mesh.

• The mixture fraction field was roughly initialized as shown by Figure 5.13c, im-
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5.2. The Artificially Thickened Flame Model: first numerical assessment

(a)

(b)

(c)

Figure 5.12: Numerical axial flow velocity detected 15mm upstream the Pilot exit section and compared
with available experimental findings at: Y = −4 mm (a) and Y = −9 mm (b) (see Figure 5.6).
Although these comparisons are not fully consistent, they provide an idea about the accuracy of
numerical velocity profiles achieved for Slot 1 and 2 with cyclic-flow simulations. Locations of
investigated paths are shown in (c).
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

(a)

(b) (c)

Figure 5.13: Fields initialization of cold-flow 3D RANS simulations: axial velocity inlet patch (a) and
sectional views of axial flow (b) and mixture fraction (c) fields distribution. The velocity field is
initialized by mapping the cyclic-flow simulation results of Figure 5.11 on the adopted 3D mesh,
namely M1 (Figure 5.7b).
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5.2. The Artificially Thickened Flame Model: first numerical assessment

Table 5.2: Boundary conditions for RANS simulations. ~U and k values at Slot 1, 2 and Co-flow inlet
patches are mapped from cyclic-flow simulation results of Figure 5.11. On the other hand, at Pilot
inlet patch ~U and k values are initialized to achieve a Uy = 10 m/s, uniform and laminar flow of
100 % of burnt products. All other magnitudes (included Temperature) are achieved from the adopted
tabulation strategy (Section 2.4), hence are imposed zeroGradient everywhere.

Boundary ~U k Yc (or PV ) P Z
Inlet Pilot fixedValue zeroGradient fixedValue zeroGradient fixedValue

Inlet Slot 1 fixedValue
(mapped)

fixedValue
(mapped) fixedValue zeroGradient fixedValue

Inlet Slot 2 fixedValue
(mapped)

fixedValue
(mapped) fixedValue zeroGradient fixedValue

Inlet Co-flow fixedValue
(mapped)

fixedValue
(mapped) fixedValue zeroGradient fixedValue

Outlet inletOutlet zeroGradient zeroGradient fixedValue zeroGradient
Walls fixedValue wallFunction zeroGradient zeroGradient zeroGradient

Co-flow slip zeroGradient zeroGradient zeroGradient zeroGradient

posing a Z value at Pilot, Slots 1 and 2 inlet patches, according to Table 5.1 (Test

A-r).

Finally, the RANS cold-flow simulation was carried out by adopting the boundary con-

ditions specified in Table 5.2. Results are shown in Figure 5.14, where few modifi-

cations were introduced for the next RANS reacting simulation with no thickening of

the flame. In particular, a rough flame front was initialized inside the Pilot pipe by

imposing a linear axial variation of the non normalized progress variable PV (Figure

5.14b). Accordingly, a fully burnt mixture at laminar conditions and with an axial bulk

flow velocity similar to the one inside Slot 1 (Uy ≈ 10 m/s) was imposed behind the

reaction layer, as described by Seffrin [99] (see Figures 5.14a, 5.14b and 5.14c).

Some final results of a 3D RANS reacting simulation, with no thickening of the

flame, are reported in Figure 5.15. As it can be noticed, the temperature profile dis-

tribution (Figure 5.15a) representing its time-averaged result has a similar shape with

respect to Kuenne’s one of Figure 5.2. Moreover, also the non-normalized progress

variable shape of Figure 5.15c shows a tendency of the simulated flame front to as-

sume the experimental shape reported in Figure 5.5. Therefore, the achieved results

are in agreement to the initial target of this RANS analysis and can be used as initial

conditions for next LES analysis.

167



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 168 — #180 i
i

i
i

i
i

Chapter 5. The Darmstadt Turbulent Stratified Flame burner

(a)

(b)

(c) (d)

Figure 5.14: Fields initialization of reacting 3D RANS simulations with no flame thickening, shown on
sectional views of the 3D mesh domain. Axial velocity field (a), detail of the non normalized progress
variable distribution inside the Pilot tube (b), turbulent kinetic energy (c) and mixture fraction (d)
fields values.
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5.2. The Artificially Thickened Flame Model: first numerical assessment

(a) (b)

(c) (d)

Figure 5.15: Resulting field of reacting 3D RANS simulations with no flame thickening, shown on sec-
tional views of the 3D mesh domain. Temperature distribution from angular (a) and side (b) views,
non normalized progress variable (c) and mixture fraction (d) fields values.
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

Table 5.3: Boundary conditions for LES simulations. Differences from RANS boundary conditions (Table
5.2) are highlighted with bold text. At Slot 1 and 2 inlet patches, the ~U values are run-time mapped
from a LES cyclic-flow simulation; this ensures to include LES computed velocity fluctuations of the
turbulent flow inside the two pipes, with low computational and time efforts. All other magnitudes
(included Temperature) are achieved from the adopted tabulation strategy (Section 2.4), hence are
imposed zeroGradient everywhere.

Boundary ~U k Yc (or PV ) P Z
Inlet Pilot fixedValue zeroGradient fixedValue zeroGradient fixedValue

Inlet Slot 1
mapped

(run-time) zeroGradient fixedValue zeroGradient fixedValue

Inlet Slot 2
mapped

(run-time) zeroGradient fixedValue zeroGradient fixedValue

Inlet Co-flow fixedValue zeroGradient fixedValue zeroGradient fixedValue

Outlet
pressureInlet-
OutletVelocity zeroGradient zeroGradient totalPressure zeroGradient

Walls fixedValue zeroGradient zeroGradient zeroGradient zeroGradient
Co-flow slip zeroGradient zeroGradient zeroGradient zeroGradient

5.2.2 Flame Sensor choice

The last investigation, necessary for a full application of the ATFM, concerned the

flame sensor choice. As described in Section 2.4.1, different flame sensor types are

available:

• the Box sensor (2.37),

• the Gaussian sensor (2.38),

• the Progress Variable Gradient Based sensor (2.39),

• the Flame sensor based on Progress Variable Gradient and Source Term (2.40).

However, as it will be demonstrated hereafter, the application of last described sensor

(2.40) for the flame detection represents the best solution between the aforementioned

possibilities.

3D reacting simulation with LES approach and no thickening of the flame The realization of

a 3D reacting simulation with no flame thickening but with a LES approach for tur-

bulence description is a sort of bridge between the RANS investigation performed in

Section 5.2.1 and the achievement of useful initial conditions for both the flame sensor

choice and next ATFM assessment.
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5.2. The Artificially Thickened Flame Model: first numerical assessment

(a) (b)

Figure 5.16: Instantaneous resulting field of reacting 3D LES simulations with no flame thickening,
shown on sectional views of the M0 mesh (Figure 5.7a). Non normalized progress variable (a) and
velocity magnitude (b) fields distributions.

Therefore, RANS reacting results shown in Figure 5.15 were mapped on meshes M0

and M2 (Figure 5.7) and used as initial conditions for volume fields distributions. In-

deed, LES simulations with no thickening of the flame were performed on both meshes

that will be used during the flame sensor investigation and the ATFM assessment.

For what concerns boundaries, Table 5.3 specifies the adopted conditions, where

differences from RANS ones are highlighted with bold text (compare with Table 5.2).

It is worth to notice that at Slot 1 and 2 inlet patches, the ~U values are run-time mapped

from a LES cyclic-flow simulation; this ensures to include LES computed velocity

fluctuations of the turbulent flow inside the two pipes, with low computational and time

efforts. All other magnitudes (included Temperature T ) that are not specified in Table

5.3 were computed from the adopted tabulation strategy (Section 2.4), hence imposed

zeroGradient at each boundary.

Figure 5.16 shows non normalized progress variable and velocity magnitude fields

distributions on M0 mesh, at a time instant, computed from a 3D reacting LES simu-

lation with no thickening of the flame. As it can be observed, the interaction between

largest turbulent structures and the flame front is computed and seems fully developed.

This will be helpful to start next thickened flame simulations with a reduced transient

time elapsing between initial time-averaged fields (as RANS ones) and typical unsteady

LES ones, in which part of the flame-turbulence interactions are explicitly computed.
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3D comparison between Box and Gaussian sensors: the "cascade" thickening effect The first

step of the flame sensor choice investigation was focused to understand the differences

between two sensor formulations, characterized by different concepts:

1. The Box sensor, which limits the ATF concept at the reaction zone without any

flame structure deformation. In fact, the flame sensor value Ω is equal to 1 inside

the flame and 0 outside (see (2.37)).

2. The Gaussian sensor, instead, computes the Ω value with a Gaussian shape deter-

mined as function of the normalized progress variable c distribution (see (2.38)).

For this reason, the flame structure will be slightly deformed.

Therefore, 3D LES numerical simulations where performed on the M0 mesh by

applying the ATFM with two aforementioned flame sensors. As initial conditions, the

results of 3D reacting LES simulation with no thickening of the flame (Figure 5.16)

were imposed, and the boundary conditions specified in Table 5.3 were used.

A comparison between Box and Gaussian sensors applied with a flame thickened

over only 1 cell (1CT) is shown in Figure 5.17. The most impressive result concerns

the flame front over-thickening experienced when the Box sensor is used (Figures 5.17a

and 5.17c), while if Gaussian sensor is applied the flame seems thickened as expected.

The phenomenon observed in Figures 5.17a and 5.17c can be defined as "cascade"

thickening effect and it can be explained as follows. When the LES simulation including

the flame thickening starts, an initial transition from un-thickened to thickened flame

conditions is encountered. At the beginning, F value is applied with no modifications

only on cells where the un-thickened flame is present. However, as the flame starts to

increase its layer, new cells are covered by the Box sensor; hence, new cells start to be

affected by the imposed original F value, with a cascade-effect in the flame thickening

procedure. The major consequence is an uncontrolled flame thickness increase.

On the other hand, by using a Gaussian sensor (Figures 5.17b and 5.17d) it seems

that the uncontrolled flame thickening is numerically avoided thanks to Ω Gaussian

shape of (2.38). Indeed, by comparing Figures 5.18a and 5.18b, where a flame is thick-

ened over 1 and 3 cells, respectively:

• the central region of the flame is extended over the desired cell number with an Ω
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(a) (b)

(c) (d)

Figure 5.17: Flame sensor value distributions of reacting 3D LES simulations with 1 cell (1CT) flame
thickening, achieved by using: the Box sensor (a) and the Gaussian sensor (b) (zoomed images of
these two sensors are shown, nearby the Pilot tube exit wall, in (c) and (d), respectively).
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(a) (b)

(c)

Figure 5.18: Flame sensor value distributions, nearby the Pilot tube exit wall, of reacting 3D LES
simulations achieved by using the Gaussian sensor with: 1 cell (1CT) (a) and 3 cells (3CT) (b) flame
thickening. Image (c) shows the thickening factor F value smoothing in presence of a Gaussian
sensor combined to a 3CT flame thickening. The white line of image (a) represents the normalized
progress variable value of c = 0.5, namely the nearly central position of the flame front.
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5.2. The Artificially Thickened Flame Model: first numerical assessment

Figure 5.19: Flame sensor (a) and progress variable reaction rate (b) fields distributions, nearby the
Pilot tube exit wall, of reacting 3D LES simulations achieved by using the Gaussian sensor with 3
cells (3CT) flame thickening. Yellow arrows qualitatively highlight that, with the adopted setup, the
peak of progress variable reaction rate corresponds to a non-unitary flame sensor value.

value close to 1;

• the external boundaries of the reaction layer are deformed to numerically con-

trol the thickening procedure. In fact, F value is smoothed by the flame sensor

according to (2.42), as shown by Figure 5.18c.

Consequently, it can be concluded that a flame sensor type which numerically avoids

the cascade-thickening phenomenon (as the Gaussian one) allows to obtain the desired

flame thickness increase, independently by the imposed F value.

However, some problems could be generated by using the Gaussian sensor type of

(2.38), in particular for what concerns the correct prediction of the flame reaction rate.

As shown in Figure 5.19 and highlighted by yellow arrows, in case of a flame thickened

over 3 cells the peak of un-thickened progress variable reaction rate (extracted from the

tabulation strategy) corresponds to a non-unitary flame sensor value. This means that

the flame front deformation caused by the Gaussian sensor type could significantly

affect an important flame thickness region, with a consequent error in the correct flame

front speed prediction.

Therefore, an additional 1D analysis was carried out over the available flame sensor

definitions to understand which is the best choice.
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1D analysis for the Flame Sensor choice With the purpose to investigate the behavior of

available flame sensors, a 1D analysis of a freely propagating flame with the ATF

model was carried out by using Cantera, an open-source library of object-oriented soft-

ware tools for problems involving chemical kinetics, thermodynamics, and transport

processes.

The adopted setup can be summarized as follows:

• Methane(CH4)/Air fresh mixture, characterized by an equivalence ratio of φ =

0.9 and a unitary Lewis number.

• Two different definitions for the non normalized progress variable Yc (or PV ):

1. Yc = CO2, which is the one commonly used for TSF burner analysis,

2. Yc = CO + CO2 +H2 +H2O

• 1D domain length of L = 100 mm

• A flame anchoring position of x = 25 mm

• Uniform mesh grid with 501 cells.

• A reference solution for the unstretched laminar flame speed of su0 = 0.2729m/s.

All 1D simulations with ATFM active were run over the 5 < F < 50 range of values,

starting from the su0 reference solution. If for an F value results are missing, it means

that solution did not converge.

Here are schematically reported the achieved results, with the actual thickening fac-

tor value computed according to (2.42) and investigating only flame sensor types which

numerically avoid the cascade-thickening phenomenon:

1. The Gaussian sensor of (2.38). The resulting laminar burning velocity values,

together with the relative deviations from the reference solution are, for the two

Yc definitions:
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5.2. The Artificially Thickened Flame Model: first numerical assessment

F
Yc = CO2 Yc = CO + CO2 +H2 +H2O

su0 [m/s] error [%] su0 [m/s] error [%]

5 0.2736 0.25 0.2921 7.03

10 0.2728 0.04 0.2905 6.46

15 0.2731 0.06 - -

20 0.2730 0.02 - -

30 0.2727 0.09 - -

50 - - - -

As it can be evinced, the laminar burning velocity is preserved when Yc = CO2,

also if a non-constant thickening is used through the flame front. However, if the

alternative Yc definition is applied, the agreement between su0 reference solution

and predicted one cannot be considered satisfactory.

Additional results are shown by Figures 5.20 and 5.21, where Yc, F and Ω trends

are reported for Yc = CO2 and Yc = CO + CO2 + H2 + H2O, respectively. It

is worth to notice that the peak value of ωYc (the progress variable source term)

is always located into a deformed flame portion, as the flame sensor evolution

demonstrates, supporting what highlighted by Figure 5.19. However, the flame

front deformation caused by the Gaussian sensor provides twofold result types:

a preservation of the laminar burning velocity when the non normalized progress

variable is defined as Yc = CO2 and significant errors in su0 prediction when

Yc = CO + CO2 + H2 + H2O is used. Therefore, it can be concluded that

the laminar flame speed prediction provided by the Gaussian sensor is strongly

dependent on Yc definition.

2. Then the Progress Variable Gradient Based sensor of (2.39) was analyzed. The

computed laminar burning velocity values, together with the relative deviations

from the reference solution are, for the two Yc definitions:
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Figure 5.20: Non normalized progress variable Yc, thickening factor F , flame sensor Ω and source term
of the progress variable ωYc

using the Gaussian sensor of (2.38) and Yc = CO2

Figure 5.21: Non normalized progress variable Yc, thickening factor F , flame sensor Ω and source term
of the progress variable ωYc

using the Gaussian sensor of (2.38) and Yc = CO+CO2 +H2 +H2O

F
Yc = CO2 Yc = CO + CO2 +H2 +H2O

su0 [m/s] error [%] su0 [m/s] error [%]

5 0.2871 5.21 0.2916 6.84

10 0.2805 2.78 0.2853 4.54

15 0.2779 1.83 0.2819 3.29

20 0.2764 1.30 0.2798 2.52

30 0.2749 0.73 - -

50 0.2735 0.23 - -

It can be observed that achieved results are less satisfactory than ones obtained

with the Gaussian sensor with both progress variable definitions. On the other

hand, the computed laminar flame speed values seem less dependent on Yc choice.

Further results concerning the Yc, F and Ω trends and confirming previous obser-
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vations are reported for Yc = CO2 and Yc = CO + CO2 +H2 +H2O in Figures

5.22 and 5.23, respectively.

Figure 5.22: Non normalized progress variable Yc, thickening factor F , flame sensor Ω and source
term of the progress variable ωYc

using the Progress Variable Gradient Based sensor of (2.39) and
Yc = CO2

Figure 5.23: Non normalized progress variable Yc, thickening factor F , flame sensor Ω and source
term of the progress variable ωYc

using the Progress Variable Gradient Based sensor of (2.39) and
Yc = CO + CO2 +H2 +H2O

3. Last investigation concerned the Flame sensor based on Progress Variable Gra-

dient and Source Term of (2.40), proposed in this thesis work. For the two Yc

definitions, computed laminar burning velocity values, together with the relative

deviations from the reference solution, are:
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F
Yc = CO2 Yc = CO + CO2 +H2 +H2O

su0 [m/s] error [%] su0 [m/s] error [%]

5 0.2791 2.29 0.2760 1.13

10 0.2751 0.81 0.2737 0.29

15 0.2739 0.36 0.2728 0.03

20 0.2733 0.13 0.2724 0.19

30 0.2726 0.10 - -

50 0.2721 0.29 - -

Results are rather satisfactory, with an unstretched laminar flame speed almost

preserved for all tested thickening factor values and independently on the chosen

progress variable definition. Figures 5.24 and 5.25 show additional results con-

cerning the Yc, F and Ω trends for Yc = CO2 and Yc = CO + CO2 +H2 +H2O

definitions, respectively. Looking at the flame sensor evolution, it is character-

ized by two peaks based on the maximum values of the the source term ωYc and

the gradient of the progress variable ∇Yc. This allows a satisfactory resolution

of the most important parts of the flame front (e.g.: the reaction rate peak posi-

tion) by ensuring a nearly unitary flame sensor value in these regions. Instead,

the flame front deformation seems to be limited on nearly negligible flame parts,

in order to avoid the cascade-thickening effect. Between the two sensor peaks a

local minimum is detected: however, its presence has minor impacts on the flame

deformation phenomenon.

As previously mentioned in Section 2.4.1 and according to available results, the

Flame sensor based on Progress Variable Gradient and Source Term of (2.40) was

chosen as tabulated flame sensor type for the ATF model presented in this thesis work.

In fact, it represents the best solution for the flame detection between the investigated

possibilities because:

• Although Ω value changes rather slowly from 0 to 1 within the flame producing a

slight flame front deformation, it allows to avoid the cascade-thickening effect.

• The slight flame deformation performed by (2.40) does not affect the capability to

correctly predict the laminar flame velocity, also with different progress variable
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definitions.

• Expression (2.40) is easy to tabulate and considers all relevant characteristics of a

premixed flame, independently from the composition and progress variable defi-

nition.

Figure 5.24: Non normalized progress variable Yc, thickening factor F , flame sensor Ω and source term
of the progress variable ωYc using the Flame sensor based on Progress Variable Gradient and Source
Term of (2.40) and Yc = CO2

Figure 5.25: Non normalized progress variable Yc, thickening factor F , flame sensor Ω and source term
of the progress variable ωYc

using the Flame sensor based on Progress Variable Gradient and Source
Term of (2.40) and Yc = CO + CO2 +H2 +H2O

5.2.3 ATFM initial assessment

Once initialized the LES 3D reacting fields with no thickening of the flame and selected

the flame sensor formulation, the ATFM was ready to be fully tested on the Darmstadt

TSF burner.
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Before going directly to a quantitative experimental-numerical results comparison,

the first chosen step was to assess the qualitative model behaviour in terms of:

• characteristic ATFM fields distributions (F , E and Ω) and

• evaluation of the ~∇Z̃ directional thickening.

With this purpose, a LES 3D reacting simulation, with the ATFM active, was carried

out:

• on the M0 mesh domain (Figure 5.7a);

• with a flame thickened over 10 cells (10CT);

• by defining the (tabulated) laminar flame thickness on the temperature gradient as

δl =
Tmax − Tmin

(∆T )max
(5.1)

• starting from LES 3D reacting fields with no thickening of the flame as initial

conditions (see Sections 5.2.1 and 5.2.2);

• by adopting the boundary conditions of Table 5.3.

As it can be observed by comparing Figures 5.26 and 5.5, all characteristic ATFM

fields distributions follow with a reasonable accuracy the experimental flame shape

detected by photographs of A-r condition (Table 5.1).

In particular, the grid adaptive thickening technique (Section 2.2.2) can be appreci-

ated in Figure 5.26b, where the F value increases according to the mesh grid coarsening

(compare with Figure 5.8a).

Also the efficiency function E presents a reasonable values distribution. In fact,

because E changes in relation to the sub-grid scale turbulence intensity u′∆, hence to

thickened flame thickness ∆ = δ1
l value (see (2.60)), the efficiency function increases

according to F distribution (remembering that ∆ = Fδ0
l = δ1

l ).

For what concerns the ~∇Z̃ directional thickening, namely the approach proposed in

Section 2.5.2 where the mixture fraction gradient is thickened only along the flame nor-

mal direction, a comparison was carried out with Kuenne’s strategy to simply thicken

the ~∇Z̃ without considering the flame orientation [67]. Figure 5.27 shows a comparison
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(a) (b)

(c)

Figure 5.26: Characteristic ATFM fields resulting from a 3D reacting LES simulation with a flame thick-
ened over 10 cells (10CT), shown on sectional views of M0 mesh (Figure 5.7a). Flame sensor based
on Progress Variable Gradient and Source Term (a), thickening factor (b) and efficiency function (c)
fields distributions.

(a) (b)

Figure 5.27: Mixture fraction Z fields resulting from ATFM 3D reacting LES simulations with a flame
thickened over 10 cells (10CT), shown on sectional views of M0 mesh (Figure 5.7a). Mixture frac-
tion gradient ~∇Z̃: thickened according to Kuenne [67] (a) and thickened only along flame normal
direction, as proposed in Section 2.5.2 (b). The white lines represent the sensor threshold value of
Ω = 0.3, identifying the flame position.
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(a) (b)

(c) (d)

Figure 5.28: Mixture fraction Z fields resulting from ATFM 3D reacting LES simulations with a flame
thickened over 10 cells (10CT), shown on sectional views of M0 mesh (Figure 5.7a) and reported
with a different values scale. Mixture fraction gradient ~∇Z̃: thickened according to Kuenne [67]
(a) and thickened only along flame normal direction, as proposed in Section 2.5.2 (b). The white
lines represent the sensor threshold value of Ω = 0.3, identifying the flame position. Bottom images
show in detail the mixture fraction gradient thickening performed where ~∇Z̃ overlaps the flame front:
Kuenne’s procedure (c) and new directional thickening along flame normal direction (b).

between mixture fraction Z fields computed with these two ~∇Z̃ thickening strategies,

while Figure 5.28 adopts a different values scale to observe in detail the mixture frac-

tion gradient behaviour when it overlaps the flame front (here identified by white lines

representing the sensor threshold value of Ω = 0.3). As it can be evinced, in case of

overlapping between ~∇Z̃ and ~∇Ỹc the directional thickening approach allows to con-

sistently extend the ATF concept also to Z field, because along the flame tangential

direction the mixture fraction field variation is not affected by the thickening proce-

dure (Figures 5.28b and 5.28d). Conversely, if Kuenne’s strategy is applied the ~∇Z̃ is

thickened according to its own direction without considering the flame front orientation

(Figures 5.28a and 5.28c).

5.2.4 ATFM assessment on TSF burner

The ATFM assessment was finally completed by a quantitative comparison between

experimental findings collected on TSF burner and the computed numerical results.
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In this context, LES 3D reacting simulations of Test A-r condition (Table 5.1), with

the ATFM active, were carried out:

• on the M2 mesh domain (Figure 5.7c);

• with two different thickening values, in particular:

1. a flame thickened over 5 cells (5CT),

2. a flame thickened over 10 cells (10CT);

• by defining the (tabulated) laminar flame thickness on the temperature gradient as

(5.1);

• starting from LES 3D reacting fields with no thickening of the flame as initial

conditions (see Sections 5.2.1 and 5.2.2);

• by adopting the boundary conditions of Table 5.3;

• with three different thickening solutions of the mixture fraction gradient ~∇Z̃:

1. thickened according to its own direction, namely Kuenne’s strategy [67] (Zold-

Corr),

2. thickened only along the flame normal direction (Zcorr, as proposed in Sec-

tion 2.5.2),

3. not thickened (ZnoCorr).

In next paragraph, first, the quantitative investigation concerned the radial distribu-

tion of the axial reacting velocity. Then, reacting scalars as temperature and mixture

fraction were analyzed. Finally, some 3D results of the flame thickened over 10 cells

are reported.

Reacting velocities In Figure 5.29 the experimental and numerical radial profiles of the

mean axial velocity Uy are represented.

By comparing the numerical results obtained with the different thickening solutions

of the mixture fraction gradient (ZoldCorr, Zcorr and ZnoCorr), no significant differ-

ences can be observed at all investigated conditions.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.29: Radial profiles of the mean axial velocity Uy . Comparison between experimental findings
and numerical results at three different axial positions (see Figure 5.6): Y = 50 mm (a) and (b),
Y = 75 mm (c) and (d), Y = 100 mm (e) and (f). Numerical results come from ATFM 3D reacting
LES simulations with a flame thickened over 5 cells (5CT, left side images) and over 10 cells (10CT,
right side images). In ATFM application, the mixture fraction gradient ~∇Z̃ is: thickened according
to Kuenne [67] (ZoldCorr), thickened only along the flame normal direction (Zcorr, as proposed in
Section 2.5.2) and not thickened (ZnoCorr).
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The lack of difference between ZoldCorr and Zcorr could be explained by a parallel

alignment of scalar gradients defined by the intersection angle α of the mixing layer

(~∇Z̃) and the reaction layer (~∇Ỹc) (see Figure 2.6a). As observed by Kuenne [67], an

increasingly parallel alignment is experienced with an axial position increase. A possi-

ble physical reason of this behaviour is related to the leaner flame observed at higher ax-

ial positions (Figure 5.5), which is characterized by a lower propagation speed; hence,

the flame tends to a more parallel alignment to the convection direction, which in turn

dominates the mixture fraction distribution.

On the other hand, the similarity between thickening (ZoldCorr, Zcorr) and not

(ZnoCorr) the mixture fraction gradient, especially at high axial positions, could be

explained by the Z diffusion effect. In fact, if close to the outer section of Slot 1 wall

the ~∇Z̃ is significant (bottom part of Figure 5.27), at higher axial positions the Z dif-

fusion increasingly smooth the field gradients, generating a smoother mixture fraction

variation (top part of Figure 5.27). This effect will be observed also in next paragraph,

where an experimental-numerical quantitative comparison will be performed on Z dis-

tribution. As a consequence, a lack of the mixing layer thickening could have a reduced

and sometimes negligible impact on achieved results, because the overlapping between

the mixing layer (~∇Z̃) and the reaction layer (~∇Ỹc) can be observed only from axial

positions of about Y > 65 mm (compare Figures 5.27 and 5.7a).

A comparison between experimental findings and numerical results of Figure 5.29

allows to state what follows:

• At all investigated numerical conditions, the mean axial velocity values above the

Pilot region are significantly overestimated. The reason behind this result could

be ascribed to computed Pilot mixture density, which is lower than experimental

one due to the neglect of heat losses at Pilot walls. However, also a possible

recalibration of the imposed Uy value for the Pilot burnt gases can be considered.

• An increase of the flame thickening (from left to right images of Figure 5.29)

generates a flow field modification. In particular Uy values increase nearby the

region where the flame is positioned.

• Close to burner exit section (Figures 5.29a and 5.29b) the experimental velocity
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trend of both Slot 1 and 2 seems rather well captured. On the other hand, at higher

axial positions (Figures 5.29c and 5.29d, 5.29e and 5.29f) Slot 2 velocity distri-

bution is not perfectly matched, also if the transition from the bump structure of

Figures 5.29a and 5.29b, due to the tripartite flow, to smoother conditions detected

at Y = 100 mm seems predicted.

Reacting scalars Figures 5.30 and 5.31 compare the experimental and numerical radial

profiles of the mean temperature and its standard deviation, respectively.

As reported by Kuenne [67], some discontinuities in the experimental measurements

were unavoidable, mostly due to the fact that experimental data were stringed together

from the different radial positions acquired. These lines were often not perfectly sym-

metric, especially in presence of high fluctuations. The discontinuities can be observed

in all next Figures reported for the reacting scalar investigation. On the other hand,

numerical results were, similarly, averaged not only in time but also along the circum-

ferential direction, exploiting TSF burner symmetry.

By comparing numerical results on mean temperature (Figure 5.30) obtained with

the different thickening solutions of the mixture fraction gradient (ZoldCorr, Zcorr

and ZnoCorr), no significant differences can be observed at almost all investigated

conditions. The physical explanation of this phenomenon is similar to what concluded

in previous paragraph.

For what concerns the experimental-numerical comparison, Figure 5.30 allows to

assert that:

• The experimental burnt mixture temperature close to the centerline is always lower

than the computed one at the investigated axial positions. This numerical overes-

timation can be explained by the neglect of heat losses at Pilot walls, because

adiabatic conditions were assumed during this first ATFM assessment.

• The agreement between numerical and experimental mean temperature profiles is

rather satisfactory, especially with the 10 cells thickening (right images of Figure

5.30).

• At r ≈ 50 mm of Figures 5.30k and 5.30l (Y = 75 mm axial plane) the experi-

mental mean temperature profile shows a second peak that numerical simulations
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are not able to detect (in this region the temperature is under predicted). This

phenomenon is coupled with an increased standard deviation (see r ≈ 50 mm

in Figure 5.31f) and the same inability to numerically predict the experimental

measurement. Kuenne [67] applied a single shot analysis of the probe volume

covering this position, by using the measured data, to gain further insight into

this phenomenon. The investigation revealed a non-negligible amount of events

with a significant temperature increase towards higher radii and a contemporary

detection of unburnt conditions closer to the centerline. Therefore, it was con-

cluded that a large scale phenomenon is taking place, but the physical mechanism

requires further experimental investigations. From the numerical point of view,

the lean flammability limit choice concerning the tabulated chemistry can be a

possible cause of this prediction inability, because the analyzed position is char-

acterized by rather lean conditions (see r ≈ 50mm in Figure 5.32l). Nevertheless,

further investigations are required.

The experimental temperature fluctuations, shown in Figure 5.31, are larger at higher

axial positions according to the increase of the turbulent flame brush thickness (Figure

5.30), because the distribution of taken samples becomes increasingly bimodal [67].

Since the resolved fluctuations decrease with the following decreasing ratio:

Thickness of the turbulent flame brush

Thickness of the flame
(5.2)

the ATF concept generates a numerical underestimation of temperature fluctuating part.

This explains the main difference between experimental findings and computed results

reported in Figure 5.31. However, the experimental tendency of larger fluctuations at

higher axial positions is numerically predicted.

Then, a quantity of major interest is investigated: the mean mixture fraction, which

according to Barlow and Frank [6], is defined by the elemental mass fractions of car-

bon and hydrogen in relation to their values in pure fuel. Therefore, its maximum for

this experimental configuration is Z = 0.05, which corresponds to φ = 0.9 (the equiv-

alence ration of Slot 1 fresh mixture for Test A-r, see Table 5.1). In Figure 5.32 the

experimental and numerical mean Z trends are plotted.
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(a) (b)

(c) (d)

(e) (f)
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(g) (h)

(i) (j)

(k) (l)

Figure 5.30: Radial profiles of the mean temperature Tmean. Comparison between experimental findings
and numerical results at six different axial positions (see Figure 5.6): Y = 5 mm (a) and (b),
Y = 15 mm (c) and (d), Y = 25 mm (e) and (f), Y = 35 mm (g) and (h), Y = 45 mm (i) and
(j), Y = 75 mm (k) and (l). Numerical results come from ATFM 3D reacting LES simulations with:
a flame thickened over 5 cells (5CT, left side images) and over 10 cells (10CT, right side images).
In ATFM application, the mixture fraction gradient ~∇Z̃ is: thickened according to Kuenne [67]
(ZoldCorr), thickened only along the flame normal direction (Zcorr, as proposed in Section 2.5.2)
and not thickened (ZnoCorr).
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(a) (b)

(c) (d)

(e) (f)

Figure 5.31: Radial profiles of the temperature standard deviation Tstd. Comparison between experi-
mental findings and numerical results at six different axial positions (see Figure 5.6): Y = 5mm (a),
Y = 15 mm (b), Y = 25 mm (c), Y = 35 mm (d), Y = 45 mm (e), Y = 75 mm (f). Numerical
results come from ATFM 3D reacting LES simulations with: a flame thickened over 5 cells (5CT)
and over 10 cells (10CT); a mixture fraction gradient ~∇Z̃ thickened only along the flame normal
direction (Zcorr), as proposed in Section 2.5.2.
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(a) (b)

(c) (d)

(e) (f)
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

(g) (h)

(i) (j)

(k) (l)

Figure 5.32: Radial profiles of the mean mixture fraction Zmean. Comparison between experimental
findings and numerical results at six different axial positions (see Figure 5.6): Y = 5 mm (a) and
(b), Y = 15 mm (c) and (d), Y = 25 mm (e) and (f), Y = 35 mm (g) and (h), Y = 45 mm (i) and
(j), Y = 75 mm (k) and (l). Numerical results come from ATFM 3D reacting LES simulations with:
a flame thickened over 5 cells (5CT, left side images) and over 10 cells (10CT, right side images).
In ATFM application, the mixture fraction gradient ~∇Z̃ is: thickened according to Kuenne [67]
(ZoldCorr), thickened only along the flame normal direction (Zcorr, as proposed in Section 2.5.2)
and not thickened (ZnoCorr).
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5.2. The Artificially Thickened Flame Model: first numerical assessment

The comparison between numerical results obtained with the different thickening

solutions of the mixture fraction gradient (ZoldCorr, Zcorr and ZnoCorr) does not

highlight significant differences at low axial positions, because the mixing layer (~∇Z̃)

and the reaction layer (~∇Ỹc) are not yet overlapped. Instead, when axial positions

increases at Y > 65 mm values and the flame starts to experience the mixture strat-

ification between Slot 1 and 2 (compare Figures 5.27 and 5.7a), a difference between

thickening (ZoldCorr, Zcorr) and not (ZnoCorr) the mixture fraction gradient is ap-

preciated. In particular, Figures 5.32k and 5.32l show how at r ≈ 25 mm, which

corresponds approximately to the average flame centre position (see Figure 5.4), the Z

gradient is smoothed only in the overlapping region. This demonstrates how the flame

sensor application allow to limit the ATF concept only in the flame thickness region,

without affecting pure mixing zones.

The lack of difference between ZoldCorr and Zcorr could be explained similarly to

what concluded for mean axial velocity trends, namely by a parallel alignment of scalar

gradients defined by the intersection angle α of the mixing layer (~∇Z̃) and the reaction

layer (~∇Ỹc) (see Figure 2.6a).

On the other hand, the general agreement between numerical computations and ex-

perimental measurements can be considered satisfactory. In fact, at low axial positions

the sharp mixture stratifications between the two slots and from Slot 2 to the air co-flow

are well detected, while the gradual smoothing of Z gradient in presence of increasing

Y values is satisfactory captured.

To further support the ATFM assessment, in Appendix B also the experimental and

numerical radial profiles of the mean CO2 and CH4 mass fractions are reported and

commented.

Final results of a flame thickened over 10 cells To complete previous quantitative and de-

tailed analysis, numerical results achieved with a 10 cells thickened flame and concern-

ing the fields of major interest are shown on a sectional view of the adopted 3D mesh

domain, namely M2.

In particular, the following instantaneous and time-averaged fields are reported:

• flow velocity ~U (Figure 5.33),
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

(a) (b)

(c) (d)

Figure 5.33: Flow velocity field resulting from a reacting 3D LES simulation with a flame thickened over
10 cells, shown on a sectional view of the adopted 3D mesh domain, namely M2 (Figure 5.7c). On
first row the velocity magnitude is reported at each cell position, while on the second row velocity
directions are also represented. Left images (a) and (c) depict instantaneous conditions, while right
ones (b) and (d) show averaged values in time.

(a) (b)

Figure 5.34: Temperature T field resulting from a reacting 3D LES simulation with a flame thickened
over 10 cells, shown on a sectional view of the adopted 3D mesh domain, namely M2 (Figure 5.7c):
instantaneous conditions (a) and averaged values in time (b).
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5.2. The Artificially Thickened Flame Model: first numerical assessment

(a) (b)

Figure 5.35: Mixture fraction Z field resulting from a reacting 3D LES simulation with a flame thickened
over 10 cells, shown on a sectional view of the adopted 3D mesh domain, namely M2 (Figure 5.7c):
instantaneous conditions (a) and averaged values in time (b).

(a) (b)

Figure 5.36: Non normalized progress variable Yc (also called PV ) field resulting from a reacting 3D
LES simulation with a flame thickened over 10 cells, shown on a sectional view of the adopted 3D
mesh domain, namely M2 (Figure 5.7c): instantaneous conditions (a) and averaged values in time
(b).
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

(a) (b)

(c) (d)

(e)

Figure 5.37: Characteristic ATFM fields resulting from a reacting 3D LES simulation with a flame
thickened over 10 cells, shown on sectional views of the adopted 3D mesh domain, namely M2
(Figure 5.7c): the thickening factor F (a) and (b), the efficiency function E (c) and (d), the Flame
sensor based on Progress Variable Gradient and Source Term of (2.40) (e). Images (a), (c) and (e)
depict instantaneous conditions, while (b) and (d) ones show averaged values in time.
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5.3. Summary

• temperature T (Figure 5.34),

• mixture fraction Z (Figure 5.35),

• non normalized progress variable Yc (also called PV , Figure 5.36),

• thickening factor F (Figures 5.37a and 5.37b),

• efficiency function E (Figures 5.37c and 5.37d), and

• flame sensor Ω (instantaneous field only, Figure 5.37e).

It is worth to notice how the qualitative flame shape provided by the time-averaged

progress variable distribution (Figure 5.36) is almost similar to photographs of the

experimental Test A-r flame (Figure 5.5), although numerical simulation would have

needed more time to fully achieve the averaged distribution at high axial values.

As already observed in Section 5.2.3, the grid adaptive thickening technique can be

appreciated in Figures 5.37a and 5.37b, where the F value increases according to the

mesh grid coarsening (compare with Figure 5.8c). As expected, the efficiency function

E changes its value according to F distribution.

Finally, it can be noticed how in Figure 5.37e the Flame sensor based on Progress

Variable Gradient and Source Term assumes values nearly unitary over a large portion

of the flame thickness, especially in the region where reaction rate is high (flame burnt

side). Then, it quickly goes to zero, minimizing the flame structure deformation.

5.3 Summary

The experimental configuration of the Darmstadt Turbulent Stratified Flame (TSF)

burner was selected to assess the ATFM behaviour. The experimental rig is character-

ized by three concentric pipes: a central Pilot, whose aim is to release a flow of burnt

products, and two outer concentric tubes ejecting fresh mixture, called Slot 1 and Slot

2. These last two annular slots can be operated, in terms of flow rates and equivalence

ratios, independently from the Pilot and from each other. Therefore, a very flexible gen-

eration of shear and global stratification is allowed along the radial direction, enabling

to investigate several configurations. During this first investigation, a lean-lean charge

stratification was analyzed and adiabatic conditions were assumed.
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

First, the Flame sensor based on Progress Variable Gradient and Source Term, pro-

posed in Section 2.4.1, was successfully tested on a 1D flame configuration. Here are

reported its observed features:

1. It allows to avoid the "cascade" thickening effect, namely an uncontrolled thick-

ening of the flame.

2. Although it slightly deforms the flame front, the capability to predict correctly the

laminar flame velocity is not affected.

3. It is easy to tabulate and considers all relevant characteristics of a premixed flame,

independently from the composition and progress variable definition.

Then, a qualitative model behaviour was analyzed in terms of:

• characteristic ATFM fields distributions (F , E and Ω),

• evaluation of the ~∇Z̃ directional thickening.

As observed, all ATFM fields distributions follow with a reasonable accuracy the ex-

perimental flame shape detected by photographs of the investigated working condition.

For what concerns the ~∇Z̃ directional thickening, a comparison was carried out with

Kuenne’s strategy to simply thicken the ~∇Z̃ without considering the flame orientation.

As shown by numerical results, the directional thickening approach allows to consis-

tently extend the ATF concept also to Z field, because along the flame tangential di-

rection the ~∇Z̃ is not affected by the thickening procedure. Conversely, with Kuenne’s

strategy the mixing layer is thickened according to its own direction, as expected.

Afterwards, the ATFM assessment was finally completed by a quantitative compar-

ison between experimental findings collected on TSF burner and the computed numer-

ical results. Here below are listed the drawn conclusions for each investigated magni-

tude:

1. Reacting axial velocity

• No significant differences were observed by comparing numerical results ob-

tained with the different thickening solutions of the mixture fraction gradient,

200



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 201 — #213 i
i

i
i

i
i

5.3. Summary

in particular: ~∇Z̃ thickened according to its own direction (Kuenne’s strat-

egy, called ZoldCorr), thickened along the flame normal direction (Zcorr,

also called directional thickening) and not thickened (ZnoCorr).

The lack of difference between ZoldCorr and Zcorr could be explained by a

parallel alignment of scalar gradients defined by the intersection angle α of

the mixing layer (~∇Z̃) and the reaction layer (~∇Ỹc), as observed by Kuenne.

On the other hand, the similarity between thickening (ZoldCorr, Zcorr) and

not (ZnoCorr) the mixture fraction gradient, especially at high axial positions,

could be explained by the Z diffusion effect.

• At all investigated numerical conditions, the mean axial velocity values above

the Pilot region were significantly overestimated with respect to experimental

findings. This could be a consequence of the adiabatic conditions adopted

during this first ATFM assessment. However, also a possible recalibration of

the imposed axial velocity value for the Pilot burnt gases can be considered.

• An increase of the flame thickening generates a flow field modification. In

particular, the axial velocity values increase nearby the region where the flame

is positioned.

• Close to burner exit section the experimental velocity trend seemed rather

well captured. On the other hand, at higher axial positions the velocity distri-

bution was not perfectly matched, also if the transition from the initial bump

structure (due to the tripartite flow) to smoother conditions detected down-

stream seemed predicted.

2. Reacting temperature

• No significant differences were observed by comparing numerical results ob-

tained with the different thickening solutions of the mixture fraction gradi-

ent (ZoldCorr, Zcorr and ZnoCorr). The physical explanation of this phe-

nomenon is similar to what concluded for the reacting axial velocity.

• The experimental burnt mixture temperature close to the centerline is always

lower than computed one at the investigated axial positions. This numerical
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Chapter 5. The Darmstadt Turbulent Stratified Flame burner

overestimation can be explained by the neglect of heat losses at Pilot walls,

because adiabatic conditions were assumed.

• The agreement between numerical and experimental mean temperature pro-

files was rather satisfactory, especially with the 10 cells thickening.

• At high radial and axial positions, the experimental mean temperature profile

shows a second peak that numerical simulations were not able to detect (in

this region the temperature is under predicted). This phenomenon is coupled

with an increased standard deviation and the same inability to numerically

predict the experimental measurement. Form a previous work (Kuenne), it

was concluded that a large scale phenomenon is taking place, but the physical

mechanism requires further experimental investigations. From the numerical

point of view, the lean flammability limit choice concerning the tabulated

chemistry could be a possible cause of this prediction inability, because the

analyzed position is characterized by rather lean conditions.

• Since the resolved fluctuations decrease with the decreasing ratio turbulent

flame brush thickness/flame thickness, the ATF concept generates a numerical

underestimation of temperature fluctuating part. This explains the main dif-

ference observed between experimental findings and computed results. How-

ever, the experimental tendency of larger fluctuations at higher axial positions

was numerically predicted.

3. Reacting mixture fraction

• The comparison between numerical results obtained with the different thick-

ening solutions of the mixture fraction gradient (ZoldCorr, Zcorr and Zno-

Corr) did not highlighted significant differences at low axial positions, be-

cause in this region the mixing layer (~∇Z̃) and the reaction layer (~∇Ỹc) are

not yet overlapped.

• Instead, when at higher axial positions the flame starts to experience the mix-

ture stratification, a difference between thickening (ZoldCorr, Zcorr) and not

(ZnoCorr) the mixture fraction gradient is appreciated. In particular, the Z

gradient is smoothed only in the overlapping region. This demonstrates how
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5.3. Summary

the flame sensor application allow to limit the ATF concept only in the flame

thickness region, without affecting pure mixing zones.

• The lack of difference between ZoldCorr and Zcorr could be explained simi-

larly to what concluded for mean reacting axial velocity trends.

• Finally, the general agreement between numerical computations and experi-

mental measurements could be considered satisfactory.

203



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 204 — #216 i
i

i
i

i
i



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 205 — #217 i
i

i
i

i
i

Part

First steps towards additional

validations

205



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 206 — #218 i
i

i
i

i
i



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 207 — #219 i
i

i
i

i
i

CHAPTER6
The Darmstadt Turbulent Stratified Flame burner:

heat losses analysis

The importance of considering heat-losses at Pilot tube exit, where fully burnt products

are in contact with the pipe, was assessed in [42] by comparing simulations with adi-

abatic and isothermal boundary conditions at the Pilot walls. In fact, under adiabatic

assumptions a flame anchored to burner lip was predicted, while non-adiabatic simula-

tions evidenced a flame lift-off of one-half Pilot diameter and a better agreement with

experimental findings of temperature and species concentrations. This was confirmed

also by Kuenne in [65].

Therefore, as a first step towards non-adiabatic investigations of the TSF burner with

the ATFM of Chapter 2, Conjugated Heat Transfer (CHT) simulations were carried out

in the aforementioned heat-losses region. Purpose of this analysis is to get more in-

sight on the heat transfer phenomenon happening at Pilot walls and to estimate suitable

boundary conditions for future non-adiabatic simulations.
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Chapter 6. The Darmstadt Turbulent Stratified Flame burner: heat losses analysis

6.1 Experimental measurements and numerical setup

The considered configuration for the heat transfer analysis is the TSF-A-r flame [99],

for which detailed temperature measurements of the Pilot wall inner and outer surfaces

are available, [65].

In particular, as described by Kuenne in [65], the phosphor thermometry technique

was used to measure the surface temperature of both Pilot wall sides, according to the

experimental setup shown in Figure 6.1a. Phosphor thermometry is an optical semi-

invasive temperature measurement technique, which is robust against chemilumines-

cence and can be used for spatially resolved measurements, [21].

In this experimental campaign, a dispersion of Mg4GeO6F : Mn and binder SP-

115 was applied with an airbrush to the Pilot tube surface, which is made of ceramic.

This coating was exited by a 10Hz pulsed Nd:YAG laser and the temperature dependent

luminescence was recorder by an high speed CMOS camera, whose image size was

64× 64 pixels. A number of 200 loops, with 200 images each one, was recorded with

a repetition rate of 360 kHz. The evaluation of luminescence lifetime was carried out

by using:

• an iterative fitting algorithm [20],

• a linear regression of the sum method [46]

after the non-linearity correction [112]. Finally, a calibration measurement allowed to

convert the luminescence lifetime to a temperature, as described by Kissel [62].

The obtained temperature map shows a shot-to-shot standard deviation below 2 K

in most of the investigated area. A slight radial asymmetric distribution is also present

because, during the measurements, a not perfect flame holder centering with respect to

the ceramic Pilot tube was experienced. Hence, the mean temperature profiles along

burner axial direction were computed taking into account the aforementioned asymme-

try; the results for both inner (Pilot side) and outer (Slot 1 side) surfaces of Pilot wall

are reported in Figure 6.1b. For further details, please refer to [65].

To get more insight on the heat transfer phenomenon identified at the Pilot tube exit,

where fully burnt products completely fill the central pipe and are in contact with the

surrounding ceramic wall, CHT numerical simulations were performed.
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6.1. Experimental measurements and numerical setup

(a) (b)

Figure 6.1: Exit of the Darmstadt TSF burner with the lines of sight of the temperature detection system
(a). Axial temperature profiles of both inner and outer ceramic surface of the Pilot tube (b), where
Y = 0 mm corresponds to the Pilot exit section, [65].

The CHT approach was selected in order to simulate the fluid-solid-fluid heat ex-

change happening between burnt products-ceramic wall-fresh mixture in the final part

of the burner geometry. This technique allows the prediction of heat transfer between

solid and fluid domains by exchanging thermal energy at the interfaces between them.

As a consequence, it requires a multi-region mesh to have a clear definition of the in-

terfaces in the computational domain.

For the investigation of this axis-symmetrical heat transfer problem, a 2D RANS ap-

proach was used in order to achieve numerical results comparable to mean experimental

findings reported in Figure 6.1b. Three separated meshes, each one characterized by

homogeneous properties, were used for:

• Pilot burnt products,

• ceramic pipe wall,

• Slot 1 fresh mixture,

respectively. The interested region by CHT simulations is highlighted in Figure 6.2

and the consequent global computational domain (achieved by the summation of afore-

mentioned separated meshes) is shown in Figure 6.3. In fact, after the mixture ignition

nearby the flame holder, the flame front stabilizes its shape according to Figure 6.2.

Hence, the region which is significantly affected by heat-losses starts from the flame

attachment point to Pilot wall, where a suitable flame brush is generated 1, and finishes

at the central pipe exit section.
1Because the wall adiabatic conditions are removed, when the Pilot pipe is approached by the flame front this starts to be

affected by heat losses. As a direct consequence, a flame brush is generated at the flame attachment point because the adiabatic
flame temperature value cannot be reached at the ceramic wall position.
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Chapter 6. The Darmstadt Turbulent Stratified Flame burner: heat losses analysis

Figure 6.2: Schematic of the investigated problem: the flame-wall interaction nearby the Pilot exit
section generates some heat transfer from the hot burnt gases to Slot 1 fresh mixture. The adopted
domain for CHT simulations involves Pilot and Slot 1 gases, as well as Pilot ceramic wall, starting
from the flame attachment to the wall (flame brush) until the Pilot exit section. Here only a 2D wedge
of the domain is depicted because the problem is axis-symmetric and qualitative numerical results of
temperature, achieved by Kuenne in [65], are reported.
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6.1. Experimental measurements and numerical setup

Figure 6.3: Computational domain adopted for CHT simulations. According to Figure 6.2, a 2D wedge
mesh of the Pilot-Slot 1 region in between the flame attachment position and the Pilot exit section
(positioned at Y = 0 mm as in Figure 6.1) was used. The X axis corresponds to radial direction,
starting from the burner axis of symmetry. In addition, the Pilot wall upstream to flame attachment
was included to consider possible heat transfer along the wall itself.

(a) (b) (c)

Figure 6.4: Fields initial conditions before CHT simulations for: temperature T (a), axial velocity Uy

(b) and turbulent kinetic energy k (c). Pilot fields are laminar, while Slot 1 fields are turbulent.
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Chapter 6. The Darmstadt Turbulent Stratified Flame burner: heat losses analysis

However, as shown in Figure 6.3, the heat provided by burnt products to the Pilot

wall does not flow totally to Slot 1 fresh mixture but can also be transferred along the

wall itself. Therefore, the ceramic wall mesh was extended upstream to flame attach-

ment position (assumed to be at Y = −27.5 mm according to Kuenne estimation [65])

in order to simulate a possible heat conduction towards colder regions. It is worth to no-

tice that before the mixture ignition, the central pipe wall is surrounded by fresh gases

on both sides. This condition, which could enhance the aforementioned heat transfer

along the wall, was modelled along the extended solid region boundaries by simply

considering that Pilot and Slot 1 fresh mixtures behave as heat-sinks unaffected by a

transfer of heat (in this region the CHT can be reasonably neglected).

Regarding the computational domain details, each single region-mesh is a 2D wedge

characterized by cubic cells of 0.23 mm axial and 0.05 mm radial sides. This choice

was performed to use a globally uniform grid dimension and, at the same time, avoiding

the use of wall functions on Slot 1 side. In fact, as shown in Table 5.1, A-r configuration

is characterized by turbulent Slot 1 fresh reactants (Reslot1 ≈ 13′800) at ambient tem-

perature (Tslot1 = 298 K), therefore the use of wall functions has to be evaluated in the

light of adopted boundary layer (namely, radial) resolution. Considering that this work

was carried out by using the k− ω RANS turbulence model, along wall boundaries the

y+ value was maintained y+ < 1 in the 1st nearest cell and y+ < 5 in the 2nd one,

thanks to the adopted radial mesh resolution. This allowed the use of fixed boundary

conditions for turbulence magnitudes (k = 10−5 and ω = 105) because the resolution

of boundary layers was ensured.

On the other hand, Pilot burnt products properties were computed by using the equi-

libriumFlameT OpenFOAM® utility, in which the equilibrium flame temperature Tad is

calculated from the provided fuel type, pressure, unburned gas temperature and equiv-

alence ratio. Therefore, the Tad,pilot = 2151.73 K value was predicted and the resulting

Reynolds number Repilot ≈ 320 was estimated, demonstrating how the hot burnt prod-

ucts flowing along central pipe can be considered in laminar conditions.

As shown in Figure 6.4, the temperature T , the axial velocity Uy and the turbulence

kinetic energy k fields were initialized before CHT simulations according to previous

considerations. In particular:
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6.1. Experimental measurements and numerical setup

• Burnt products and fresh reactants temperatures were initialized as homogeneous

(Figure 6.4a).

• Pilot wall temperature was initialized with an intermediate value to ease conver-

gence (Figure 6.4a).

• Slot 1 Uy and k were initialized thanks to a cyclic-flow simulation, in order to

provide a fully developed turbulent boundary layer (Figures 6.4b and 6.4c).

• The Uy field is also initialized in order to match A-i1 configuration axial velocity,

measured at Y = 1 mm (Figure 6.4b). Although a comparison between:

1. numerical Uy distribution of A-r conditions at Pilot exit section Y = 0 mm,

2. experimental findings of Uy at A-i1 conditions and Y = 1 mm

is not fully consistent, this is the best solution to reasonably calibrate Pilot and

Slot 1 velocities in order to minimize the CHT results dependency on initial flow

velocity conditions (see, as example, the calibration procedure shown in Figure

6.7).

For what concerns the temperature boundary conditions the following constraints

were adopted:

• as previously mentioned, a heat flux condition was imposed at the extended solid

region boundaries (bottom part of Figure 6.3) with a fixed convective heat transfer

coefficient h [W/(m2 K)] and temperature T , in order to consider the Pilot and

Slot 1 fresh mixtures as heat-sinks unaffected by a transfer of heat.

• a zero-gradient condition was assumed at the exit section (Y = 0 mm, Figures

6.1a and 6.3).

• constant and fixed values were imposed at the inlet sections (Y = −27.5 mm,

Figures 6.1a and 6.3), in particular T = Tad,pilot = 2151.73 K and T = Tslot1 =

298 K for the Pilot and Slot 1, respectively. An exception was represented by

the flame brush (see Figure 6.2), along which the assumption of zero-gradient was

used. This allowed to consider the heat-losses effects at flame attachment position.
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• at Slot 1 outer wall (the one which separates Slot 1 and 2) a constant value of

T = 298 K was imposed, because at that radial position the heat transfer process

can be neglected.

However, because:

1. the flame brush extension cannot be predicted without the flame holder simulation,

2. the correct ceramic thermal conductivity value kceramic depends on the used ce-

ramic materials,

these two parameters needed to be calibrated in order to match experimental findings

presented in Figure 6.1b. With this approach a complete understanding of the heat trans-

fer phenomenon at Pilot exit can be achieved and suitable wall boundary conditions for

future TSF burner non-adiabatic simulations can be provided.

6.2 Flame brush and ceramic properties calibration: first CHT results

The calibration procedure of:

1. the flame brush extension,

2. the ceramic thermal conductivity kceramic

was carried out by making an initial reasonable hypothesis on the kceramic value and op-

timizing the radial length on which the burnt products temperature drops from Tad,pilot =

2151.73 K to a Twall < Tad,pilot. This last value is a priori not known because depen-

dent on the next CHT simulation.

Therefore, assuming kceramic = 2.2 W/(m K), three different flame brush values

(see Figure 6.2) were tested:

Test kceramic [W/(mK)] Flame brush [mm]

1 2.2 0.35

2 2.2 0.30

3 2.2 0.25

Figure 6.5a shows a comparison between the temperature distribution along Pilot wall

inner surface measured with phosphor thermometry technique (red dashed line of Fig-

ure 6.1b) and computed by CHT simulations of this initial calibration. From a first
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(a)

(b)

Figure 6.5: Calibration of: the flame brush dimension at flame attachment position to Pilot wall (see
Figure 6.2) by analyzing the temperature distribution along Pilot wall inner surface (a); the thermal
conductivity coefficient k = kceramic [W/(m K)] characterizing the Pilot ceramic wall by inves-
tigating the temperature variation across the inner tube wall at Y = −0.56 mm (b). Taking as a
reference Figure 6.3, the Y value becomes negative by traveling form Pilot exit section to the inner
part of the pipe, while the burner radius corresponds to X axis.
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Chapter 6. The Darmstadt Turbulent Stratified Flame burner: heat losses analysis

sight, it seems that both Tests 1 and 2 could be equivalent satisfactory solutions. How-

ever, by comparing Test 2 temperature variation across the inner tube wall at Y =

−0.56 mm with the related experimental measurement (Figure 6.5b) it can be noticed

that the temperature drop is overestimated of ≈ 78% because ∆TTest1 = 12.87 K >

∆TExp = 7.22 K. Therefore, because the kceramic should be increased to limit this

overestimation and the inner surface temperature tendency is to decrease if a constant

flame brush is adopted (see Figure 6.5b), the flame brush value of 0.3 mm has to be

selected.

The second part of the calibration process consisted in comparing three different

kceramic values, assuming a constant and equal to 0.3 mm flame brush:

Test kceramic [W/(mK)] Flame brush [mm]

2 2.2 0.3

4 3.1 0.3

5 3.5 0.3

where Test 2 simulation was already carried out. Figure 6.5b shows a comparison be-

tween experimental and numerical temperature variation across the inner tube wall at

Y = −0.56 mm for rising kceramic values. What can be concluded is that kceramic =

3.1 [W/(mK)] combined to a flame brush value of 0.3 mm is the optimal setup be-

cause:

• it allows a very satisfactory prediction of the inner surface temperature of Pilot

wall (numerical and experimental values are practically overlapped);

• it provides a significant reduction of the temperature drop overestimation, which

now is ≈ 26%, being ∆TTest4 = 9.09 K > ∆TExp = 7.22 K.

In the light of these encouraging results, the final comparison between experimental

and numerical temperature distributions along the inner and outer surfaces of Pilot wall

was performed. Results are shown in Figure 6.6a. Despite a discrepancy in the temper-

ature gradient at Pilot exit (Y = 0 mm), which is due to the zero-gradient assumption

used at the wall exit section 2, a satisfactory agreement on the whole outer wall surface
2This is the major limitation of the simplified investigation here presented. In fact, from experimental findings, it seems that the

flame positioned over the wall exit section plays a role in increasing the Pilot pipe temperature nearby the Y = 0 mm position.
However, this effect cannot be considered except by increasing the complexity of the CHT investigation and simulating also the
flame front evolution.

216



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 217 — #229 i
i

i
i

i
i

6.2. Flame brush and ceramic properties calibration: first CHT results

(a)

(b)

Figure 6.6: Comparison between experimental findings of [65] and first CHT results after the flame
brush and ceramic properties calibrations. Temperature distribution along Pilot wall inner (Pilot
side) and outer (Slot 1 side) surfaces (a); temperature variation across the ceramic wall at Y =
−0.56 mm (b). Taking as a reference Figure 6.3, the Y value becomes negative by traveling form
Pilot exit section to the inner part of the pipe, while the burner radius corresponds to X axis.

(Slot 1 side) is achieved. However, the numerical inner wall temperature (Pilot side)

seems to be slightly overestimated with respect to the experimental one.

As a consequence, in next sub-section an improvement on burnt products proper-

ties computation will be performed in order to improve the Tad,pilot estimation and,

consequently, the agreement between numerical and experimental inner wall surface

temperature.

Figure 6.6b, already discussed, simply completes the experimental-numerical com-

parison.
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Chapter 6. The Darmstadt Turbulent Stratified Flame burner: heat losses analysis

6.3 Improved computation of burnt product properties: final CHT re-

sults

As a consequence of the numerical overestimation of Pilot inner wall temperature,

shown in Figure 6.6a, an improvement in burnt product properties computation was

performed. In particular, instead of using the equilibriumFlameT OpenFOAM® util-

ity as in Section 6.1, a detailed chemistry 1D flame simulation was carried out with

Cantera code by assuming:

• an equivalence ratio φ = 0.9 for the fresh mixture to be ignited inside the Pilot

pipe (according to A-r configuration, see Table 5.1),

• the achievement of almost equilibrium conditions.

Following this approach, the new estimation of burnt products temperature becomes

lower than previous one, being Tad,pilot,cantera = 2124.42 K < Tad,pilot = 2151.73 K.

Hence, as first step, a re-calibration of the initial axial velocity Uy field in order to

minimize the discrepancy between:

1. numerical Uy distribution of A-r conditions at Pilot exit section Y = 0 mm,

2. experimental findings of Uy at A-i1 conditions and Y = 1 mm

was carried out similarly to what described in Section 6.1. The experimental-numerical

agreement achieved after this re-calibration process is shown in Figure 6.7.

Then, by keeping constant both kceramic = 3.1 [W/(mK)] and the flame brush

value of 0.3 mm (see Section 6.2), CHT simulations results were compared with ex-

perimental phosphor thermometry measurements. The following trends were analyzed:

• The temperature distribution along inner (Pilot side) and outer (Slot 1 side) Pilot

wall surfaces (Figure 6.8a).

• The temperature variation across the ceramic wall at Y = −0.56 mm (Figure

6.8b).

As it can be observed in Figure 6.8a, the inner wall temperature (Pilot side) now

seems rather well predicted thanks to the improvement in estimating the adiabatic flame
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6.3. Improved computation of burnt product properties: final CHT results

Figure 6.7: Example of the calibration procedure performed on Pilot and Slot 1 inlet velocities: their
value was chosen in order to achieve a satisfactory agreement between experimental A-i1 axial ve-
locity Uy measured at Y = 1 mm, [99], and CHT numerical results computed with A-r mixture
properties at Pilot exit section (Y = 0 mm).

temperature of Pilot burnt products. On Slot 1 side (the outer wall surface) the com-

puted temperature trend is slightly underestimated with respect to Figure 6.6a; however,

the maximum numerical-experimental error is very low (≈ 1%), hence the results can

be considered satisfactory.

Concerning the temperature variation across the Pilot wall, Figure 6.8b shows how

the numerical overestimation of experimental ∆T is still rather low (the kceramic was

kept constant). Now there is a general underestimation of the experimental temper-

ature values on both wall sides with respect to Figure 6.6b results but, as previously

mentioned, it is lower than 1%.

Finally, to complete the understanding of the heat transfer phenomenon, the CHT

simulation results in terms of:

• numerical temperature trend from Pilot exit section (Y = 0mm) to 50mm inside

the pipe on both inner and outer surfaces,

• numerical temperature T and axial velocity Uy fields

are shown in Figure 6.8c and 6.9, respectively. In the light of these results, the following

conclusions can be drawn:
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Chapter 6. The Darmstadt Turbulent Stratified Flame burner: heat losses analysis

(a)

(b)

(c)

Figure 6.8: Comparison between experimental findings of [65] and final CHT results after the im-
proved computation of burnt products properties: temperature distribution along Pilot wall inner
(Pilot side) and outer (Slot 1 side) surfaces (a); temperature variation across the ceramic wall at
Y = −0.56 mm (b). The only numerical temperature trend from Pilot exit section (Y = 0 mm) to
50mm inside the pipe on both inner and outer surfaces (flame attachment at Y = −27.5mm, [65])
is shown in (c). Taking as a reference Figure 6.3, the Y value becomes negative by traveling form
Pilot exit section to the inner part of the pipe, while the burner radius corresponds to X axis.
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6.3. Improved computation of burnt product properties: final CHT results

(a) (b)

Figure 6.9: Numerical CHT results achieved after the improved computation of burnt products proper-
ties: temperature T (a) and axial velocity Uy (b) fields.

1. The radial heat-losses experienced by the burnt products nearby the Pilot exit sec-

tion are not negligible and should be considered in a future detailed TSF burner

investigation.

2. The heat conduction phenomenon along ceramic wall towards colder mixture re-

gions (located upstream the flame attachment position) is not negligible and re-

duces the "nearly constant" temperature region.

3. In case simplified boundary conditions would be used for Pilot wall surfaces, con-

stant values of temperature can be imposed, in particular Tpilot side ≈ 837 K and

Tslot1 side ≈ 827 K. This can be performed according to the "nearly constant"

value assumed by the temperature along both wall sides from the burner exit sec-

tion until ≈ 15 mm inside the pipe.

4. If detailed temperature boundary conditions would be used for Pilot wall surfaces,

the temperature distributions reported in Figure 6.8c have to be imposed.
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Chapter 6. The Darmstadt Turbulent Stratified Flame burner: heat losses analysis

6.4 Summary

The importance of considering heat-losses at TSF burner Pilot tube exit, where fully

burnt products are in contact with the pipe, was already assessed by previous works

(Fiorina and Kuenne). In fact, under adiabatic assumptions a flame anchored to the

burner lip was predicted, while non-adiabatic simulations evidenced a flame lift-off

and a better agreement with experimental findings of temperature and species concen-

trations.

Therefore, as a first step towards non-adiabatic investigations of the TSF burner with

the ATFM of Chapter 2, Conjugated Heat Transfer (CHT) simulations were carried out

in the aforementioned heat-losses region.

First, a calibration procedure of:

1. the flame brush extension, positioned where the flame front approaches the inner

Pilot wall,

2. the ceramic thermal conductivity kceramic of Pilot pipe wall

was carried out. From a comparison between available experimental findings and nu-

merical results, it was concluded that kceramic = 3.1 [W/(mK)] combined to a flame

brush value of 0.3 mm represent the optimal setup.

Then, CHT simulations were carried out with different strategies to compute the

properties of Pilot burnt products. In the light of achieved results, the following con-

clusions can be drawn:

1. The radial heat-losses experienced by the burnt products nearby the Pilot exit sec-

tion are not negligible and should be considered in a future detailed TSF burner

investigation.

2. The heat conduction phenomenon along ceramic wall towards colder mixture re-

gions (located upstream the flame attachment position) is not negligible and re-

duces the "nearly constant" temperature region.

3. In case simplified boundary conditions would be used for Pilot wall surfaces, con-

stant values of temperature can be imposed, in particular Tpilot side ≈ 837 K and
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6.4. Summary

Tslot1 side ≈ 827 K. This can be performed according to the "nearly constant"

value assumed by the temperature along both wall sides from the burner exit sec-

tion until ≈ 15 mm inside the pipe.

4. If detailed temperature boundary conditions would be used for Pilot wall surfaces,

the temperature distributions computed by CHT simulations have to be imposed.
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CHAPTER7
The Orleans vessel

The premixed flames in SI engines are characterized by complex phenomena, as:

• the flame-turbulence interaction,

• curvature effects,

• thermo-diffusive instabilities.

The understanding of their influence on the initial kernel growth stage is a crucial issue.

First, to figure out the behaviour of a given fuel under particular conditions of air/fuel

ratio and turbulence intensity. Then, to assess the capability of available numerical

models to predict the experimental observations, with the final purpose of improving

the combustion process.

In this context, the Orleans vessel was chosen to carry out this investigation because

of its very simple configuration. It is characterized not only by comfortable optical

accesses but also by a simple layout: a spherical constant volume with a central igni-
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Chapter 7. The Orleans vessel

tion and the capability to generate and control a nearly isotropic turbulence intensity

at the ignition zone (thanks to rotating fans). Hence, this simplified rig allows to iso-

late and study the aforementioned phenomena by minimizing the uncertainties and the

complexities introduced by classical configurations, as optical engines.

In this chapter, the complete experimental characterization of the Orleans vessel is

carried out. First of all, its geometrical features are presented in detail. Then, its cold-

flow characterization is performed thanks to a brief description of the experimental re-

sults obtained by Galmiche [48]. Finally, the premixed combustion study is addressed.

Different air/fuel ratio, turbulence, pressure and fuel type conditions were tested to

analyse all the phenomena involved in the early flame kernel development. It is worth

to mention that the activities described in this chapter concern only the first part of

the planned working schedule, which consists also in a second step: a complete ves-

sel numerical investigation. This will allow a further validation of the Comprehensive

CFD model for premixed SI combustion proposed in Chapter 1 and the evaluation of

its possible improvements.

7.1 Vessel set-up

7.1.1 Chamber geometry and features

The Orleans vessel geometry, shown in Figure 7.1a, is a spherical closed volume in

which high-pressure and high-temperature mixtures can be employed for both laminar

and turbulent premixed flame investigations.

The spherical chamber has stainless steel walls with an inner diameter of 200 mm,

while on the outer surface a heater wire resistance performs the initial gaseous mixture

heating. At this stage, the maximum achievable temperature is 473 K, with an esti-

mated fluctuation of less than 2 K around the target desired temperature value. The

initial pressure inside the vessel can be controlled by using different flow-meters (as it

will be explained in Section 7.1.2), and its maximum value is limited to 10 bar. The

highest deviation between the effective and the set-point (namely the desired) mixture

initial pressure is estimated in about 3 %.

For turbulence initialization, the vessel is equipped with six identical four-blades
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7.1. Vessel set-up

(a) (b)

Figure 7.1: The Orleans spherical vessel (a) and the detail of fans configuration and rotation (b), [48].

fans of 40 mm diameter, located close to the chamber walls and positioned in a regular

octahedral configuration (see Figure 7.1b). In this study, the fan rotation is chosen in

order to direct the flow towards the centre of the vessel. Each fan is directly coupled

to an electric motor, in order to control its speed between 1000 and 17000 rpm with

an accuracy of about 0.1 %, and runs continuously also during the flame propagation

process.

Four optical quartz windows, located perpendicularly toX and Z axis (Figure 7.1a),

provide optical access to the vessel. Finally, the mixture is ignited at the centre of the

spherical volume by a spark produced between two tungsten wire electrodes of 0.5mm

diameter, fixed at the top vessel flange (Figure 7.1a).

Any further detail can be found in [17, 18, 47, 48].

7.1.2 Mixture preparation

The scheme of the mixture admission system to the vessel is represented in Figure 7.2.

Here below, its particular features are briefly summarized.

First of all, a seeding line (highlighted in red in Figure 7.2) is connected in parallel

to the air admission line in order to introduce a tracer into the mixture, if needed.

Hence, also measurement techniques demanding a particles dispersion inside the vessel

mixture can be used, as the:
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Chapter 7. The Orleans vessel

Figure 7.2: Experimental layout of the mixture preparation for the Orleans vessel. The seeding line is
highlighted in red.

• Particle Image Velocimetry (PIV),

• Laser Doppler Velocimetry (LDV),

• laser tomography based on Mie scattering.

Secondly, dedicated admission lines for both liquid and gaseous fuels afford to test

almost all types of premixed air/fuel mixture, including commonly used gasoline.

Finally, suitable couplings of solenoid valves/flow-meter governed by a user-defined

software allows an accurate control on mixture composition and vessel pressure.

7.2 Experimental investigation

Since a solid knowledge of the aerodynamic features of the vessel provides a safe start-

ing point for the more complex combustion investigation, as a first step an accurate

characterization of the turbulent non-reacting flow was experimentally performed by

Galmiche [47, 48].

Afterwards, an experimental investigation campaign was carried out on reacting

conditions in order to understand the influence of an:
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7.2. Experimental investigation

1. equivalence ratio,

2. turbulence intensity,

3. pressure,

4. Lewis number

variation on the flame propagation. In particular, an Isooctane-Air premixed mixture

was adopted for the first three analysis, while for the last one a comparison between

two different lean fuel mixtures (Isooctane-Air vs. Hydrogen-Air) featured by the same

unstretched laminar flame speed su0 was performed.

In next sections only the most interesting cold-flow experimental findings will be

mentioned, while a detailed explanation of the combustion analysis in terms of mea-

surement set-up, images post-processing and achieved results will be depicted.

7.2.1 Cold-flow characterization

In the study performed by Galmiche [47, 48] the flow turbulence and velocity were

accurately investigated by using complementary experimental techniques:

• the Laser Doppler Velocimetry (LDV),

• the standard Particle Image Velocimetry with Low temporal and spatial Resolution

(LR-PIV),

• the time-resolved Particle Image Velocimetry with High temporal and spatial Res-

olution (HR-PIV).

This work mainly established that in this vessel configuration the fans are able to gen-

erate a nearly homogeneous and isotropic turbulence field within the central region,

namely where the mixture is going to be ignited. Here, the turbulence intensity was

found nearly proportional to the fan speed with a negligible mean flow velocity. Fi-

nally, an analysis on the turbulent length scales highlighted how a pressure variation

does not influence the integral length scale lt, while it reduces the Taylor λ and Kol-

mogorov lk length scales.
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Chapter 7. The Orleans vessel

Measurements set-up The non-reacting characterization of the vessel was carried out by

testing different fans speeds (from 1000 to 15000 rpm) under pressure and temperature

conditions ranging between 1÷10 bar and 300÷423 K, respectively. At all tested con-

ditions, the vessel was filled with suitable pressurized pure Air mixed with a silicone oil

tracer, in order to perform LDV and PIV measurements. The preparation of the mixture

was performed according to the system described in Section 7.1.2.

However, only the most important findings of Galmiche analysis will be reported

afterwards, in order to provide a good basis for the next discussion about combustion

results. For any further detail about the used optical diagnostic techniques, in particular

regarding the experimental equipment (cameras, lasers and lenses), and the complete

set of achieved results, please refer to [47, 48].

(a) (b)

Figure 7.3: Spatial evolution of the mean velocities and the rms velocity fluctuations (LDV measure-
ments) (a) and the isotropic ratio along the three directions (LDV, LR-PIV and HR-PIV measure-
ments) (b) at the fan speed ω = 2000 rpm, [48]. In Figure (a) the U component is shown in purple
and the V one in orange.

Results and discussion The main results of the experimental activity were achieved at

the following conditions:

• atmospheric pressure (P = 1 bar),

• ambient temperature (T = 300 K),

• fan speed ω = 2000 rpm,
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inside a region of 20 mm radius centred with respect to the spherical vessel, as shown

by Figure 7.3. In particular, inside this region an almost negligible mean flow velocity

and a nearly constant and isotropic turbulence intensity were observed (Figure 7.3a).

This last statement was supported by the spatial behaviour of the isotropic ratio u′/v′,

which assumes a nearly unitary and constant value in the previously mentioned central

region (Figure 7.3b).

(a) (b)

Figure 7.4: Dependency of the rms velocity fluctuations u′ and v′ (a) and their normalization u′/(f0D)
and v′/(f0D) (b) on the fan rotational speed (LDV and PIV measurements), [48].

Concerning the fan rotational speed effect on the rms velocity fluctuations u′ and v′,

both LDV and PIV measurements were employed to understand this topic. As reported

in Figure 7.4, where u′ and v′ are plotted as function of the fan rotational speed ω

and its associated frequency f0 (where f0 = ω/60), a linear relationship between the

velocity fluctuations and the fan speed is evinced. In fact, applying a linear fit on the

LDV measurements by using the least-square technique yields (Figure 7.4a):

u′ ≈ v′ = Af0 (7.1)

where A = 0.0104 m is a constant value. The validity of (7.1) relation was confirmed

by the dimensionless velocity fluctuations u′/(f0D) and v′/(f0D) behaviour, where D

is the fan diameter. Indeed, these two ratios are almost constant beyond f0 = 83 Hz

(ω = 5000 rpm) as displayed by Figure 7.4b, which means that the turbulence intensity
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Chapter 7. The Orleans vessel

experiences a linear increase with fan speeds greater than 5000 rpm.

(a) (b)

Figure 7.5: Effect of the gas pressure and temperature on the integral length scale lt (a) and the evolution
of Taylor λ and Kolmogorov lk length scales with pressure (b) at the fan speed ω = 2000 rpm, [48].

Finally, the pressure effects on the characteristic turbulent length scales is described.

As observed in Figure 7.5a, the integral length scale lt is almost constant over the inves-

tigated pressure interval with a fluctuation of ±6% around the mean value determined

by Galmiche [48] and displayed by a dashed line (lt = 3.4 mm). On the other hand,

Figure 7.5b shows how Taylor λ and Kolmogorov lk length scales become smaller with

a pressure increase. This can be explained by the higher energy amount stored in high

frequencies (namely, the small time-scale turbulent structures) when pressure grows up,

implying increasingly smaller eddies [48].

7.2.2 Combustion analysis

The results achieved during the non-reacting vessel characterization (see Section 7.2.1)

had a significant impact on the further combustion analysis, which will be discussed in

this section. Indeed, the capability to generate homogeneous and isotropic turbulence

conditions at the ignition zone, together with a negligible flow velocity, allows to study

each reacting test with the easiest and most “comfortable” cold-flow features. There-

fore, additional uncertainties introduced by more complex aerodynamic characteristics

are avoided and a more confident analysis on the initial flame propagation behaviour
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could be performed.

In this context, the main target of the fulfilled combustion investigation was to clar-

ify the influence on flame propagation not only of the basic combustion parameters

(equivalence ratio, turbulence intensity and pressure) but also of Lewis number, which

takes into account the laminar premixed flames intrinsic instabilities called thermal-

diffusional effects.

Table 7.1: Investigated reacting conditions. In last column is reported the correction factor for Schlieren
data.

Test Fuel φ Fan speed u′ P T su0 u′/su0 Correction factor
[−] [−] [−] [rpm] [m/s] [bar] [K] [cm/s] [−] [−]

1 Isooctane 1 6000 1 1 423.15 60.9 1.64 0.77
2 Isooctane 0.85 6000 1 1 423.15 47.95 2.09 0.75
3 Isooctane 1 9000 1.42 1 423.15 60.9 2.33 0.74
4 Isooctane 1 6000 1 5 423.15 43.97 2.27 0.74
5 Hydrogen 0.41 6000 1 1 423.15 60.2 1.66 0.77
6 Hydrogen 0.38 6000 1 1 423.15 45.35 2.21 0.74
7 Hydrogen 0.39 6000 1 1 423.15 50.49 1.98 0.75

For this reason, the experimental conditions of Table 7.1 were chosen, where all tests

were performed at 423.15K and the unstretched laminar flame speed su0 was computed

from CHEMKIN computations. In particular the kinetic schemes of Hasse [53] and

O’Connaire [83] were used for Isooctane-Air and Hydrogen-Air mixtures, respectively.

Going into details of Table 7.1, an Isooctane-Air premixed mixture was used to

assess:

1. an equivalence ratio φ reduction (Test 1 vs. Test 2),

2. a turbulence intensity increase (Test 1 vs. Test 3), and

3. a pressure enhancement (Test 1 vs. Test 4).

On the other hand, a Lewis number reduction from Le > 1 to Le < 1 was achieved by

passing from an Isoocatane-lean mixture to an Hydrogen-lean one [88]. This variation

was evaluated in presence of two different (and fixed) su0 values:

1. su0 ' 60 cm/s (Test 1 vs. Test 5), and

2. su0 ' 48 cm/s (Test 2 vs. Test 6/Test 7).
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Chapter 7. The Orleans vessel

Figure 7.6: Schematic of the 2-Views Schlieren acquisition rig. L1 and L2 are the LEDs, PM is a
parabolic mirror, CA the camera, DP a dot point and LE the lenses.

This last comparison was carried out between three test conditions because, fixed an su0

variation, an Hydrogen-Air lean mixture experiences a much lower φ reduction with

respect to the corresponding Isooctane-Air lean mixtures. Hence, the flow-meters (see

Section 7.1.2) were not able to guarantee the same level of accuracy for both mixtures,

therefore for Hydrogen were chosen the two closest conditions to Test 2 in terms of

su0 value (namely Tests 6 and 7). The aforementioned explanation can be clarified by

observing from Table 7.1 what follows:

Test Fuel φ φ variation [%] su0[cm/s] su0 variation [%]

1
Isooctane

1
15

60.9
∼ 23

2 0.85 47.95

5
Hydrogen

0.41
7

60.2
∼ 23

6 0.38 45.35
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Measurements set-up and post-processing The measurements campaign was carried out

by using the high speed imaging system of Figure 7.6, which consists in a 2-Views

Schlieren acquisition rig similar to the one used by Brequigny [18]. In this configura-

tion two LEDs (CBT120) coupled with:

• a 1 mm pin-hole to achieve a point source, and

• two parabolic mirrors of 864 mm focal length

generate two perpendicular light paths intersecting at the ignition zone. For both of

them, a dot point of 0.5 mm diameter is positioned at the focal point of the second

mirror and two lenses (200 mm and 160 mm of focal length, respectively) allow to fo-

cus each image directly on the CMOS chip. With this configuration, two perpendicular

views of the ignition zone are simultaneously available and recorded by the same high

speed camera (Phantom v1610) at full resolution (1280x800 px2), frame rate of 12000

Hz and magnification ratio of 0.11 mm/px.

The images post-processing was carried out as follows:

1. A manual selection of the camera original images was performed in order to keep

only frames including the flame front (Figure 7.7a).

2. The camera original images were split from full resolution (1280x800 px2) into

two frames of partial resolution (640x800 px2), called raw images, for a separate

filtering of the available Schlieren views (Figures 7.7b and 7.7c).

3. A background image with no combustion was subtracted to each raw image with

the purpose to remove the environmental noise generated by LEDs reflections on

the electrodes, internal walls, fans and optical quartz windows; hence, corrected

images were obtained.
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Chapter 7. The Orleans vessel

(a)

(b) (c)

(d) (e)

Figure 7.7: Main steps of Schlieren images post-processing: original camera image (1280x800 px2)
(a), splitting of the two perpendicular views (640x800 px2) (b and c), and flame contour detection (d
and e). Both axis of all figures are in pixels.

4. The threshold value choice for the flame front detection was performed manu-

ally by analysing the grey levels difference between shady and bright areas (the

fresh mixture and burnt gases, respectively) of each corrected image. From this
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7.2. Experimental investigation

procedure, binary images were obtained.

5. The flame front contour detection was performed on each binary image. The

electrodes shady areas influence was avoided by applying a suitable mask at their

position and by approximating with a linear segment the flame front behind them.

The final result is shown by Figures 7.7d and 7.7e.

6. As described in [12,18], the flame radiusRf (namely the spherical flame front po-

sition) was computed from the circular area equivalent to the flame area measured

inside the detected contour (Af ):

Rf =

√
Af
π

(7.2)

This choice was justified by the cold-flow features of the Orleans vessel (see Sec-

tion 7.2.1), which allow the generation of a nearly spherical flame shape.

7. In addition to (7.2), another approach was used for the flame radius Rf computa-

tion. As proposed by Brequigny [18], the nearly spherical flame volume Vf could

be reconstructed from the two perpendicular Schlieren views by using elliptical

surfaces, and then its equivalent spherical volume exploited to compute Rf as:

Rf =
3

√
3Vf
4π

(7.3)

In fact, as shown by Figure 7.8, an elliptical surface could be defined by fitting

the four points belonging to both detected contours of the flame front at a fixed Z

value. Then, by integrating along the Z direction all elliptical surfaces defined as

before, the flame volume Vf can be determined.

8. Finally, the flame total stretch, defined as [13]:

κf =
1

Af

dAf
dt

(7.4)

and including both the flame curvature and the flow/turbulence velocities effects,

was computed by using (7.4) with the flame areaAf measured from each Schlieren

image.
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Chapter 7. The Orleans vessel

Figure 7.8: Example of flame volume reconstruction form the 2-Views Schlieren acquisition system. The
two perpendicular detected contours of Figures 7.7d and 7.7e are reported with a blue and a red
line, respectively. Here only one elliptical surface (black dashed line), used for the flame volume
reconstruction, is shown.

Results and discussion The previous images post-processing was completed with a suit-

able analysis of the achieved results (flame radius Rf and flame total stretch κf ), in

order to fulfil the set goals.

First, at fixed conditions (e.g. Test 1 of Table 7.1), all values of Rf and κf belonging

to the same time instant were collected.

The sample mean

x̄ =
1

N

N∑
i=1

xi (7.5)

and the corrected sample standard deviation

σ =

√√√√√ N∑
i=1

(xi − x̄)2

N − 1
(7.6)

were computed for both magnitudes, with N the number of measurements that charac-

terize the sample and xi the i-th measurement. Eq. (7.6), which represents the sample

standard deviation with Bessel correction, was used because the sample mean computed
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7.2. Experimental investigation

in (7.5) is only an estimation of the measurements population mean.

In particular, considering that each test of Table 7.1 was repeated about 6 times, each

one generating 2 Schlieren images of the flame area:

• x̄ and σ of the flame radius Rf were computed from both the post-processed

equivalent flame area and the volume, in order to maximize N (total number of

exploited measurements: about N = 18);

• x̄ and σ of the flame total stretch κf were computed from the post-processed

equivalent flame area only (with about N = 12).

Second, as suggested by Bradley [12], the Rf value computed from Schlieren im-

ages was corrected with a suitable factorCschl. In fact, radii computed by using the Mie-

Scattering tomography are smaller than those obtained from Schlieren images due to a

basic difference between these two techniques: the first one is a 2D cut, while the sec-

ond one is a 3D projection. Hence, being the tomography more accurate than Schlieren

procedure, the correction factor Cschl can be calculated by averaging on the flame prop-

agation duration the ratio between the flame speed measured with Mie-Scattering to-

mography and the flame speed achieved from Schlieren images. However, according to

Brequigny investigation [18], Cschl was computed by applying the following empirical

correlation

Cschl = a
u′

su0

+ b (7.7)

where a = −4.383 · 10−2 and b = 0.84. The correction factor Cschl values of each

investigated condition are reported in Table 7.1.

Nevertheless, instead of correcting the Rf value before computing x̄ and σ for κf

and Rf itself, in this work the correction was performed directly on all x̄ and σ com-

puted with the Schlieren images flame radius. In fact, at fixed conditions, the corrected

sample mean of the flame radius R̄f,corr can be computed as follows

R̄f,corr =
CschlRf,1 + CschlRf,2 + ...+ CschlRf,N

N
= Cschl R̄f (7.8)

Similarly, the corrected sample standard deviation of the flame radius σRf,corr can be
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Chapter 7. The Orleans vessel

(a) (b)

(c) (d)

Figure 7.9: Time evolution of the corrected mean flame front position (a) and mean total flame stretch
(c) of the Isooctane-Air mixtures reported in Table 7.1. Figures (b) and (d) show same results of
Figures (a) and (c), respectively, with in addition the related standard deviations (the error-bars).

achieved as

σRf,corr =

√√√√ C2
schl

N − 1

N∑
i=1

(Rf,i − R̄f )2 = Cschl σRf (7.9)

For what concerns, instead, the corrected flame total stretch κf,corr computation, no

Cschl is needed because
Af,corr = π (CschlRf )

2 = C2
schlπR

2
f = C2

schlAf

κf,corr =
C2
schl

Af

d

(
Af

C2
schl

)
dt

= 1
Af

C2
schl

C2
schl

dAf
dt

= κf

(7.10)

where Af is the flame area and Af,corr its corrected value.

Finally, the corrected values of mean flame radius R̄f,corr and mean total stretch

κf,corr achieved for the tests of Table 7.1 were compared in order to understand the

influence of an:
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(a) (b)

(c) (d)

Figure 7.10: Time evolution of the corrected mean flame front position (a) and mean total flame stretch
(c) of the Hydrogen-Air mixtures reported in Table 7.1. Figures (b) and (d) show same results of
Figures (a) and (c), respectively, with in addition the related standard deviations (the error-bars).

1. equivalence ratio,

2. turbulence intensity,

3. pressure,

4. Lewis number

variation on the flame propagation. As previously mentioned, the first three analysis

were mainly performed on an Isooctane-Air premixed mixture, while the last one was

fulfilled through a comparison between two different lean fuel mixtures (Isooctane-Air

vs. Hydrogen-Air) featured by the same unstretched laminar flame speed su0.

As Figure 7.9a shows, in case of an equivalence ratio reduction (from Test 1 to Test

2) a leaner mixture is obtained and, as expected, a slower flame speed is experienced.

An interesting aspect can be appreciated by comparing Figure 7.9a and Figure 7.9c

at R̄f,corr ≈ 5mm: the great stability of Test 1 stoichiometric mixture allows a faster
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(a) (b)

(c) (d)

Figure 7.11: Time evolution of the corrected mean flame front position (a) and mean total flame stretch
(c) of the mixtures characterized by an unstretched laminar flame speed of su0 ' 60 cm/s (see Table
7.1). Figures (b) and (d) show same results of Figures (a) and (c), respectively, with in addition the
related standard deviations (the error-bars).

flame propagation with respect to Test 2 flame also in presence of an higher total stretch

value during the initial propagation stage. Similar conclusions can be drawn for an

Hydrogen-Air premixed mixture (see Figure 7.10, Test 5 vs. Test 6).

The flame speed behaviour under a variation of the turbulence intensity was assessed

by comparing Test 1 and Test 3. As observed in Figure 7.9a, the expected positive

correlation between the flame speed value and the turbulence intensity level is achieved.

However the flame speed increase seems not very sensitive to a turbulence intensity

variation (u′Test2 ≈ 1.4u′Test1); this could be explained by the total stretch increase

measured by moving to higher turbulence values (see Figure 7.9c) which tends to slow

down the flame front.

Then, a comparison between Test 1 and Test 4 was performed to evaluate the influ-

ence of a pressure increase on the flame front propagation. As Figure 7.9a shows, a
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(a) (b)

(c) (d)

Figure 7.12: Time evolution of the corrected mean flame front position (a) and mean total flame stretch
(c) of the mixtures characterized by an unstretched laminar flame speed of su0 ' 48 cm/s (see Table
7.1). Figures (b) and (d) show same results of Figures (a) and (c), respectively, with in addition the
related standard deviations (the error-bars).

faster flame front is achieved if the pressure is raised from 1 to 5 bar. This agrees to

what observed during the cold-flow characterization of the vessel, described in Section

7.2.1. In fact, as observed in Figure 7.5, in case of a pressure increase the integral

length scale lt remains almost constant (Figure 7.5a), while the small time-scale turbu-

lent structures (Taylor λ and Kolmogorov lk length scales) become increasingly smaller

(Figure 7.5b). This reflects on a more energetic turbulence spectrum (more energy is

stored in small eddies), hence if the Kolomogorov lk length scale remains greater than

the flame thickness an increased surface enhancement results from the flame-turbulence

interaction.

The final investigation concerning the influence of a Lewis number variation on

the flame speed behaviour was carried out in presence of two different (and fixed) su0

values:
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Chapter 7. The Orleans vessel

1. su0 ' 60 cm/s (Test 1 vs. Test 5, Figure 7.11),

2. su0 ' 48 cm/s (Test 2 vs. Test 6/Test 7, Figure 7.12).

As Figures 7.11 and 7.12 show, when the Lewis number is reduced from Le > 1

to Le < 1 by moving from an Isoocatane-lean mixture to an Hydrogen-lean one the

flame front propagation is significantly increased. Moreover, during the initial flame

evolution the Hydrogen-lean mixtures experience a greater total stretch than the corre-

sponding Isoocatane-lean ones (compare at R̄f,corr ≈ 5 mm Figures 7.11a - 7.11c and

Figures 7.12a - 7.12c). This is in full agreement with the available literature about the

thermodiffusive instabilities of laminar flame speed. In fact, as mentioned in [88, 91],

when the mixture Lewis number is

• Le < 1 the flame front is unstable and the flame wrinkling, as well as the flame

surface, strongly increase with a consequent intensive flame speed enhancement.

• Le > 1 the flame front is in a stable condition and both increases of flame wrin-

kling and flame surface are limited; thus the flame front velocity increase is re-

duced.

7.3 Summary

In order to further assess the Comprehensive CFD model behavior, proposed in Chap-

ter 1, and to consider possible improvements for its sub-models, additional simplified

experimental configurations have to be analyzed.

In this context, the Orleans vessel represents the ideal experimental rig thanks to its

very simple configuration. In fact, it is characterized by a spherical constant volume

with a central ignition and the capability to generate and control a nearly isotropic tur-

bulence intensity at the ignition zone. This allows to isolate and study several phenom-

ena affecting premixed SI combustion by minimizing the uncertainties and the com-

plexities introduced by classical configurations, as optical engines.

First, its cold-flow characterization was performed thanks to a brief description of

the experimental results obtained by Galmiche. In particular, it was underlined that:

• Inside a region of 20mm radius centred with respect to the spherical vessel, an al-

most negligible mean flow velocity and a nearly constant and isotropic turbulence

244



i
i

“lorenzo_sforza_PhD_thesis” — 2018/10/5 — 11:41 — page 245 — #257 i
i

i
i

i
i

7.3. Summary

intensity are observed.

• A linear relationship between the velocity fluctuations (namely, the turbulence)

and the fan speed is evinced.

• A pressure increase has no influence on the integral length scale of turbulence lt,

while Taylor λ and Kolmogorov lk length scales becomes smaller. This can be ex-

plained by the higher energy amount stored in high frequencies (namely, the small

time-scale turbulent structures) when pressure grows up, implying increasingly

smaller eddies.

Then, an experimental combustion investigation was carried out to clarify the influ-

ence on flame propagation not only of the basic combustion parameters (equivalence

ratio, turbulence intensity and pressure) but also of Lewis number, which takes into

account the laminar premixed flames intrinsic instabilities (called thermal-diffusional

effects). The analysis was performed on an Isooctane-Air premixed mixture, except

the Lewis number investigation, which was fulfilled through a comparison between

two different lean fuel mixtures (Isooctane-Air vs. Hydrogen-Air) featured by the same

unstretched laminar flame speed. Here are summarized the achieved results:

• In presence of an equivalence ratio reduction a leaner mixture was obtained and,

as expected, a slower flame speed was experienced.

• The expected positive correlation between flame speed and turbulence intensity

was measured. However the flame speed increase seemed not very sensitive to a

turbulence intensity variation. This could be explained by the total stretch increase

measured by moving to higher turbulence values, which tends to slow down the

flame front.

• A faster flame front was observed in presence of a pressure increase. This agrees

to what observed during the cold-flow characterization of the vessel: when pres-

sure increases a more energetic turbulence spectrum is achieved, hence if the

Kolomogorov lk length scale remains greater than the flame thickness the flame-

turbulence interaction results in an increased surface enhancement.
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• A Lewis number reduction from Le > 1 to Le < 1 significantly increased the

flame front propagation. Moreover, during the initial flame evolution the Hy-

drogen-lean mixtures (Le < 1) experienced a greater total stretch than the cor-

responding Isoocatane-lean ones (Le > 1). This is in full agreement with the

available literature about the thermodiffusive instabilities of laminar flame speed.

In fact, when:

1. Le < 1 the flame front is unstable and the flame wrinkling, as well as the

flame surface, strongly increase with a consequent intensive flame speed en-

hancement.

2. Le > 1 the flame front is in a stable condition and both increases of flame

wrinkling and flame surface are limited; thus the flame front velocity increase

is reduced.
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Conclusions and future developments

The evolution of transportation system, which nowadays represents almost a quarter

of Europe’s greenhouse gas emissions and is the main cause of air pollution in cities,

requires that high efficient and ultra clean IC engines using renewable low carbon fu-

els become a key element of an electrified/hybridised powertrain. In this context, the

Spark-Ignition (SI) engine plays a key role because of its capability to exploit alterna-

tive fuels. Therefore, the correct prediction of in-cylinder phenomena, such as combus-

tion and air/fuel mixture formation, becomes crucial in the development of future SI

engines.

The main target of this thesis work is the development of a Comprehensive CFD

Model for premixed combustion of SI engines. An improved version of the Artificially

Thickened Flame Model (ATFM) is also developed, in order to get additional insight in

available turbulent combustion models and to provide an alternative to the one used in

this thesis work (i.e. the Coherent Flamelet Model - CFM).

The proposed Comprehensive Model was validated on a pressurized, constant-volume

vessel (Michigan Tech experimental rig) under different conditions of turbulence, air/-

fuel ratio and pressure. The improved ATFM version was assessed on the Darmstadt

TSF burner, characterized by three concentric pipes, under a lean-lean charge stratifi-

cation and assuming adiabatic conditions.

Finally, first steps towards additional validations of the aforementioned models were
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also considered. The heat-losses at TSF burner exit were investigated through Conju-

gated Heat Transfer (CHT) simulations, as a first step towards ATFM non-adiabatic

applications. Premixed combustion tests were carried out on the Orleans experimen-

tal rig, a spherical constant volume vessel characterized by a central ignition, with the

purpose to further assess the proposed Comprehensive Model behavior and to consider

possible improvements for its sub-models.

All numerical simulations were carried out on the open-source platform OpenFOAM®,

which involves a 3-D finite volume discretization, and the additional use of suitable li-

braries (Lib-ICE) developed for combustion modeling.

The Comprehensive CFD Model

• The proposed CFD model, developed for premixed SI engines combustion, is

characterized by a comprehensive structure with an Eulerian-Lagrangian run-

time coupling. The Lagrangian framework allows to account for the electrical

circuit effects with the minimum computational effort. The final objective was

to simulate in detail the spark-discharge evolution and the further turbulent flame

propagation.

• Specific sub-models are included to properly consider each phenomenon affecting

the combustion process. This methodology has a twofold advantage: it allows to

handle the interplay between different and complex phenomena with a clear and

schematic work-flow, providing at the same time unlimited and smooth extendibil-

ity of current modelling capabilities.

• The developed approach accounts properly for the influence of:

1. the electrical circuit features,

2. possible laminar flame instabilities,

3. flame-turbulence interaction

on the ignition and the further combustion process. In particular:

– Specific improvements concerned the first two aforementioned phenomena,

such as the effective Lewis number prediction of a premixed mixture and

different strategies to model the arc and glow phases of the spark-discharge.
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– On the other hand, the third phenomenon was improved thanks to a modified

strategy to consider flame stretch effects into ignition and premixed com-

bustion prediction. In particular, the thermal effects of the electrical circuit

(modelled by a set of Lagrangian particles, introduced to mimic the plasma

channel shape) were fully decoupled from the chemical contribution of the

laminar/turbulent flame speed. This last aspect was completely carried out by

the Eulerian CFD solver, where a flame stretch model, recently verified by

DNS studies, was adopted.

Validation

• The aforementioned strategies to model flame stretch and electrical circuit effects

were preliminary assessed over simplified configurations, in order to understand

separately their predicting capabilities.

Considering the flame stretch, numerical simulations were carried out using the

proposed two different approaches:

– the Herweg and Maly

– the Bradley, Lau and Lawes

stretch models. From achieved results, both of them can fairly predict the flame

stretch phenomenon.

Regarding the electrical circuit effects, two different systems were investigated:

– the TCI, characterized by long discharge times (of the order of ms),

– the CDI, characterized by short discharge durations (µs).

The results, achieved under a variation of the spark-gap mean flow velocity, al-

lowed to assert that numerical results were in accordance to available experimen-

tal findings on both ignition system types. This demonstrated the capability of the

model to predict completely different spark events.

• The Michigan Tech experimental rig, characterized by a pressurized, constant-

volume combustion vessel, was chosen to validate the proposed Comprehensive

CFD model under different conditions of turbulence, air/fuel ratio and pressure.
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In this configuration, a shrouded rotating fan coupled with a guide tube generates

directly to the ignition zone a jet of fresh mixture with highly inhomogeneous flow

and turbulence conditions.

First, an experimental campaign on the combustion process of lean and diluted

Propane-Air mixtures was carried out under high temperature and pressure con-

ditions at different turbulence levels. The flame kernel propagation rate was ana-

lyzed in terms of turbulence effect, pressure influence and flame structure.

Then, a non-reacting flow analysis was performed:

1. to initialize the flow field for combustion calculations,

2. to verify the proposed CFD setup in terms of turbulence model.

Regarding this last aspect, despite a not perfect agreement between PIV numeri-

cal and experimental trends under high fan speed velocities, the results could be

considered rather satisfactory at all tested conditions.

Afterwards, combustion simulations were carried out. Computed results were

compared consistently with the experimental data and rather satisfactory results

were achieved for all tested conditions. In agreement with previous works on such

topic, it was found that flame stretch mainly influences combustion development

during its early propagation stage, while its effects vanish afterwards.

Finally, a comparison between numerical-only mixture burnt masses was carried

out. As expected, when a self-sustained flame was developed, an increase of tur-

bulence intensity corresponded to a faster flame front propagation, while a reduc-

tion of equivalence ratio produced a slower flame speed. This demonstrated the

model capability to predict consistently the effects of fundamental parameters on

the combustion development.

Future developments

• From achieved results, it is possible to conclude that the proposed model can be

applied with success also when turbulence and velocity conditions at the spark

gap are highly inhomogeneous. Moreover, thanks to modifications of the ignition

system model, also innovative ignition strategies could be tested and developed.
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As a consequence, the model is ready to be tested on actual SI engines to simulate:

1. advanced combustion modes (e.g. ultra-lean, high-EGR conditions);

2. innovative ignition strategies (e.g. high-current, constant-current discharges).

• Despite the performed validation concerned only the average combustion cycle,

because of the adopted RANS turbulence modelling, the applied numerical ap-

proach is general. Therefore, the stochastic nature of large scale eddies inside the

in-cylinder flow can be considered by the use of an LES strategy for turbulence de-

scription. This would consequently provide the possibility to simulate and predict

the Cyclic Combustion Variability (CCV), a major issue in IC engines.

• However, in order to further assess the Comprehensive CFD model behavior,

proposed in this thesis work, and to consider possible improvements for its sub-

models, additional simplified experimental configurations have to be analyzed.

The Orleans vessel represents the ideal experimental rig to deepen the assessment

of proposed model, thanks to its very simple configuration. In fact, it is charac-

terized by a spherical constant volume with a central ignition and the capability

to generate and control a nearly isotropic turbulence intensity at the ignition zone.

This allows to isolate and study several phenomena affecting premixed SI combus-

tion by minimizing the uncertainties and the complexities introduced by classical

configurations, as optical engines.

• As a first step towards a future numerical analysis, the complete experimental

characterization of the Orleans vessel was carried out in this thesis work. First,

its cold-flow characterization was performed thanks to a brief description of the

experimental results already available in literature. Then, an experimental com-

bustion investigation was carried out to clarify the influence on flame propagation

not only of the basic combustion parameters (equivalence ratio, turbulence inten-

sity and pressure) but also of Lewis number, which takes into account the laminar

premixed flames intrinsic instabilities (called thermal-diffusional effects). There-

fore, a future numerical investigation will clarify the Comprehensive CFD model

capabilities in predicting:
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1. the influence of basic combustion parameters on a flame propagating under

highly controlled conditions (namely, almost zero flow velocity and nearly

isotropic turbulence intensity at the ignition zone),

2. the effects of a Lewis number variation on the early flame kernel develop-

ment.

The Artificially Thickened Flame Model

• In the context of an LES turbulence description, numerical simulations of tur-

bulent premixed reacting flows are not able to resolve the inner structure of the

flame front on common computational grids. To overcome this difficulty the Ar-

tificially Thickened Flame Model (ATFM) can be adopted: it increases artificially

the flame thickness to allow the reaction layer resolution on usual computational

grids, solving the aforementioned difficulty.

• The proposed ATFM version is characterized by the following features:

– The thickening factor F definition is based on the local mesh resolution (grid

adaptive), in order to minimize the modelling effort (thicker flame fronts re-

sult in more modified flame-turbulence interactions).

– Several formulation of the efficiency function E are available to increase the

flame speed with no additional modification to its thickness. This is necessary

in order to compensate the lost flame-turbulence interaction in terms of total

flame surface reduction (namely, the lost wrinkling effect), when the reaction

layer is artificially thickened. In particular, also a dynamic formulation for E

computation is available, where some resolved flame wrinkling is analyzed in

order to match the modelled sub-grid scale wrinkling trend with the computed

one.

– The thickening concept is coupled with a tabulation strategy to include de-

tailed chemistry effects without prohibitive flame thickening.

– A flame sensor Ω is used to modify the diffusion terms of conservation equa-

tions only at the reacting region, to ensure a correct pure mixing simulation

in case of a generic stratified mixture. In particular, the Flame sensor based
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on Progress Variable Gradient and Source Term is here proposed because it

represents the best solution between the flame sensors available in literature.

– In case a small scale stratification is present and the reaction layer is over-

lapped to a not negligible mixing layer (with a generic orientation), to cor-

rectly follow the ATF concept the thickening procedure should be applied not

only on the progress variable gradient (flame thickening) but also on the mix-

ture fraction gradient component parallel to the flame normal direction. This

approach can be called directional thickening of the ~∇Z̃ and a strategy to ap-

ply this concept with a fully-implicit numerical formulation is here proposed.

• As a supplement for the ATFM application, information on numerical strategies

for:

1. the filtering procedure of LES fields,

2. the evaluation of the sub-grid scale turbulence intensity u′∆,

are also reported.

Validation

• The experimental configuration of the Darmstadt Turbulent Stratified Flame (TSF)

burner was selected to assess the ATFM behaviour. The experimental rig is char-

acterized by three concentric pipes: a central Pilot, whose aim is to release a flow

of burnt products, and two outer concentric tubes ejecting fresh mixture, called

Slot 1 and Slot 2. During this first investigation, a lean-lean charge stratification

was analyzed and adiabatic conditions were assumed.

• First, the proposed Flame sensor based on Progress Variable Gradient and Source

Term was successfully tested on a 1D flame configuration. Here are reported its

observed features:

1. It allows to avoid the "cascade" thickening effect, namely an uncontrolled

thickening of the flame.

2. Although it slightly deforms the flame front, the capability to predict correctly

the laminar flame velocity is not affected.
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3. It is easy to tabulate and considers all relevant characteristics of a premixed

flame, independently from the composition and progress variable definition.

• Then, a qualitative model behaviour was analyzed in terms of:

– characteristic ATFM fields distributions (F , E and Ω),

– evaluation of the ~∇Z̃ directional thickening.

As observed, all ATFM fields distributions follow with a reasonable accuracy the

experimental flame shape detected by photographs of the investigated working

condition. For what concerns the ~∇Z̃ directional thickening, a comparison was

carried out with Kuenne’s strategy to simply thicken the ~∇Z̃ without considering

the flame orientation. As shown by numerical results, the directional thickening

approach allows to consistently extend the ATF concept also to Z field, because

along the flame tangential direction the ~∇Z̃ is not affected by the thickening pro-

cedure. Conversely, with Kuenne’s strategy the mixing layer is thickened accord-

ing to its own direction, as expected.

• Afterwards, the ATFM assessment was finally completed by a quantitative com-

parison between experimental findings collected on TSF burner and the computed

numerical results. Here below are listed the drawn conclusions for each investi-

gated magnitude:

1. Reacting axial velocity

– No significant differences were observed by comparing numerical re-

sults obtained with the different thickening solutions of the mixture frac-

tion gradient, in particular: ~∇Z̃ thickened according to its own direc-

tion (Kuenne’s strategy, called ZoldCorr), thickened along the flame nor-

mal direction (Zcorr, also called directional thickening) and not thickened

(ZnoCorr).

The lack of difference between ZoldCorr and Zcorr could be explained by

a parallel alignment of scalar gradients defined by the intersection angle

α of the mixing layer (~∇Z̃) and the reaction layer (~∇Ỹc), as observed by

Kuenne. On the other hand, the similarity between thickening (ZoldCorr,
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Zcorr) and not (ZnoCorr) the mixture fraction gradient, especially at high

axial positions, could be explained by the Z diffusion effect.

– At all investigated numerical conditions, the mean axial velocity values

above the Pilot region were significantly overestimated with respect to

experimental findings. This could be a consequence of the adiabatic con-

ditions adopted during this first ATFM assessment. However, also a pos-

sible recalibration of the imposed axial velocity value for the Pilot burnt

gases can be considered.

– An increase of the flame thickening generates a flow field modification.

In particular, the axial velocity values increase nearby the region where

the flame is positioned.

– Close to burner exit section the experimental velocity trend seemed rather

well captured. On the other hand, at higher axial positions the veloc-

ity distribution was not perfectly matched, also if the transition from the

initial bump structure (due to the tripartite flow) to smoother conditions

detected downstream seemed predicted.

2. Reacting temperature

– No significant differences were observed by comparing numerical results

obtained with the different thickening solutions of the mixture fraction

gradient (ZoldCorr, Zcorr and ZnoCorr). The physical explanation of this

phenomenon is similar to what concluded for the reacting axial velocity.

– The experimental burnt mixture temperature close to the centerline is al-

ways lower than computed one at the investigated axial positions. This

numerical overestimation can be explained by the neglect of heat losses

at Pilot walls, because adiabatic conditions were assumed.

– The agreement between numerical and experimental mean temperature

profiles was rather satisfactory, especially with the 10 cells thickening.

– At high radial and axial positions, the experimental mean temperature

profile shows a second peak that numerical simulations were not able

to detect (in this region the temperature is under predicted). This phe-

nomenon is coupled with an increased standard deviation and the same
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inability to numerically predict the experimental measurement. Form a

previous work (Kuenne), it was concluded that a large scale phenomenon

is taking place, but the physical mechanism requires further experimental

investigations. From the numerical point of view, the lean flammability

limit choice concerning the tabulated chemistry could be a possible cause

of this prediction inability, because the analyzed position is characterized

by rather lean conditions.

– Since the resolved fluctuations decrease with the decreasing ratio turbu-

lent flame brush thickness/flame thickness, the ATF concept generates a

numerical underestimation of temperature fluctuating part. This explains

the main difference observed between experimental findings and com-

puted results. However, the experimental tendency of larger fluctuations

at higher axial positions was numerically predicted.

3. Reacting mixture fraction

– The comparison between numerical results obtained with the different

thickening solutions of the mixture fraction gradient (ZoldCorr, Zcorr

and ZnoCorr) did not highlighted significant differences at low axial po-

sitions, because in this region the mixing layer (~∇Z̃) and the reaction

layer (~∇Ỹc) are not yet overlapped.

– Instead, when at higher axial positions the flame starts to experience the

mixture stratification, a difference between thickening (ZoldCorr, Zcorr)

and not (ZnoCorr) the mixture fraction gradient is appreciated. In par-

ticular, the Z gradient is smoothed only in the overlapping region. This

demonstrates how the flame sensor application allow to limit the ATF

concept only in the flame thickness region, without affecting pure mixing

zones.

– The lack of difference between ZoldCorr and Zcorr could be explained

similarly to what concluded for mean reacting axial velocity trends.

– Finally, the general agreement between numerical computations and ex-

perimental measurements could be considered satisfactory.
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Future developments

• In this thesis work, a novel strategy to apply the thickening procedure not only

on the progress variable gradient (flame thickening) but also on the mixture frac-

tion gradient component parallel to the flame normal direction (as required by the

ATF concept) is proposed and tested with a fully-implicit numerical formulation.

This is called directional thickening and allows the ATFM application to generic

industrial applications (e.g. direct-injection IC engines) with a robust numerical

stability.

However, the TSF burner configuration does not seem the best choice to fully as-

sess the directional thickening behaviour, because of a parallel alignment between
~∇Z̃ and ~∇Ỹc at their overlapping region, as also observed by Kuenne. There-

fore, a better experimental configuration should be selected to analyze in deep the

proposed improvement, before applying the ATFM on actual engines simulations.

• The ATFM general assessment could be still carried out on the TSF burner con-

figuration. However, as shown by the performed CHT investigation, heat-losses

at Pilot tube exit can no more be neglected during future investigations. In fact,

as already assessed by previous works (Fiorina and Kuenne), under adiabatic as-

sumptions a flame anchored to the burner lip was predicted, while non-adiabatic

simulations evidenced a flame lift-off and a better agreement with experimental

findings of temperature and species concentrations.

• Therefore, as a first step towards non-adiabatic investigations of the TSF burner

with the proposed ATFM version, Conjugated Heat Transfer (CHT) simulations

were carried out in the aforementioned heat-losses region.

First, a calibration procedure of:

1. the flame brush extension, positioned where the flame front approaches the

inner Pilot wall,

2. the ceramic thermal conductivity kceramic of Pilot pipe wall

was carried out. From a comparison between available experimental findings and

numerical results, it was concluded that kceramic = 3.1 [W/(mK)] combined to
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a flame brush value of 0.3 mm represent the optimal setup.

Then, CHT simulations were carried out with different strategies to compute the

properties of Pilot burnt products. In the light of achieved results, the following

conclusions can be drawn:

1. The radial heat-losses experienced by the burnt products nearby the Pilot exit

section are not negligible and should be considered in a future detailed TSF

burner investigation.

2. The heat conduction phenomenon along ceramic wall towards colder mixture

regions (located upstream the flame attachment position) is not negligible and

reduces the "nearly constant" temperature region.

3. In case simplified boundary conditions would be used for Pilot wall surfaces,

constant values of temperature can be imposed, in particular Tpilot side ≈

837 K and Tslot1 side ≈ 827 K. This can be performed according to the

"nearly constant" value assumed by the temperature along both wall sides

from the burner exit section until ≈ 15 mm inside the pipe.

4. If detailed temperature boundary conditions would be used for Pilot wall sur-

faces, the temperature distributions computed by CHT simulations have to be

imposed.
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APPENDIXA
Modelling of the Inter-Electrode Voltage Fall

A particular attention was employed to model the inter-electrode voltage fall VIE (defined in (1.17)), because dif-

ferent modelling approaches should be adopted during arc and glow stages. As described in [61, 85], the arc mode

is usually characterized by a low voltage (VIE < 100 V ) while, conversely, the glow phase presents higher voltages

(VIE > 200 V ) to allow an increase of electron emission. Consequently, the voltage falls of (1.17) were modelled

as explained in the next two subsections, assuming:

• Air as the gaseous conductor between the electrodes. This assumption was performed in absence of detailed

experiments regarding spark discharge into fuel/air mixtures, but in the near future, a more suitable approach

will be investigated.

• Nichel as the electrodes metal, considered a quite common used material.

Table A.1: Electrons emitted from metals per impacting positive ion γ [electron/ion]. Part of the table
reported in [29] including some commonly used metals and gaseous conductors.

Metal Air Argon - Ar Hydrogen - H2

Aluminium - Al 0.035 0.12 0.095
Copper - Cu 0.025 0.058 0.05
Nichel - Ni 0.036 0.058 0.053

Platinum - Pt 0.017 0.058 0.02
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Appendix A. Modelling of the Inter-Electrode Voltage Fall

Arc stage

This stage, characterized by a quite low voltage value and a relatively short duration (of the order of µs), required

the following modelling strategy.

Cathode voltage fall Vcf It is of the order of the primary ionization potential of the gas or vapor in which

the arc burns. This is markedly lower than the cathode drop of potential of the glow discharge and for air can be

estimated as Vcf,arc = 15.8 V , [29]. This value is also confirmed by NIST data about primary ionization potential

of N2, because very close to it [1].

Anode voltage fall Vaf Estimated by Cobine [29] through the following equation

Vaf,arc =
Ha
j

− Φ0 (A.1)

where Ha is the heat received by the anode, j the anode current density and Φ0 the electrodes metal work function.

For Nichel-based electrodes material Kim [61] proposed the ratio Ha/j = 13.6 V , while Michaelson [80] Φ0 =

5.15 V .

Gas-column voltage fall Vgc Computed according to Kim [61] by using the equation

Vgc,arc (t) = agc lspark (t) i
bgc
S (t) pcgc (A.2)

with lspark being the spark channel length in mm, p the pressure in bar and agc = 6.31, bgc = −0.75 and

cgc = 0.51 the coefficients for the arc stage.

Glow stage

The glow stage is typical of long duration discharges (of the order of ms) and experiences higher voltage values

with respect to the arc stage ones, as a consequence of the increased electron emission. Therefore, the implemented

modelling strategy of (1.17) parameters is as follows.

Cathode voltage fall Vcf Cobine [29] proposed this equation

Vcf,glow =
3B

A
ln

(
1 +

1

γ

)
(A.3)

which predicts a cathode drop of potential significantly higher than the arc stage one. Here, γ represents the electrons

emitted from the cathode metal per impacting positive ion and its value, according to Table A.1, can be assumed

equal to 0.036. Instead, the parameters A and B are those of the Townsend equation applied with air, where

A = 14.6 and B = 365, as reported in Table A.2.

Anode voltage fall Vaf According to [29], (A.1) holds also for the glow stage.
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Gas-column voltage fall Vgc As suggested in [61], (A.2) is valid also for the glow phase but with different

coefficients: agc = 40.46, bgc = −0.32 and cgc = 0.51.

Table A.2: Constants of the Townsend equation. Part of the table reported in [29] including the con-
stants related to Table A.1 gaseous conductors.

Gaseous conductor A B
Air 14.6 365

Argon - Ar 13.6 235
Hydrogen - H2 5 130
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APPENDIXB
Complements to the ATFM assessment on TSF

burner

In addition to the temperature and mixture fraction distributions, investigated in Section 5.2.4, the reacting CO2 and

CH4 mass fractions are analyzed in the following sections. The final purpose is to provide additional support to the

performed ATFM assessment.

Mean CO2 mass fraction

Figure B.1 shows the experimental and numerical radial profiles of the mean CO2 mass fraction, which is one of

the main products of the reaction.

A comparison between numerical results only points out similar conclusions drawn for mean axial velocity and

mean temperature trends (Section 5.2.4).

By focusing, instead, on the similarity between experimental findings and numerical results, the CO2 mass

fraction behaviour is very similar to mean temperature one (Figure 5.30). Therefore, a rather satisfactory agreement

between measured and predicted trends is achieved, especially with a flame thickened over 10 cells (right images of

Figure B.1). It is worth also to notice that at low axial positions (especially in Figures B.1a and B.1b), theCO2 mass

fraction reaches its equilibrium value and an almost perfect experimental-numerical agreement is achieved above
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Appendix B. Complements to the ATFM assessment on TSF burner

Pilot tube. This confirms that chemical reactions inside the Pilot are completed after the flame holder position and

hot gases cool down afterwards, namely in the last portion of the ceramic pipe. More details are available in Chapter

6.

Mean CH4 mass fraction

The experimental and numerical radial profiles of the mean CH4 mass fraction, which is the fuel consumed by the

reaction process, are plotted in Figure B.2.

Concerning numerical results only, the conclusions drawn for the mean axial velocity and mean temperature

trends (Section 5.2.4) are still valid.

About the agreement between experiments and simulations, again, almost satisfactory results were achieved.

Numerical predictions obtained with a 10 cells thickening confirm to better fit experimental trends than the ones

with a 5 cells thickening. As it is possible to observe:

• at low axial positions (Y < 35 mm) the initial stratification between Slot 1 and 2 is sharpened;

• by increasing Y values (starting form Y = 35 mm) the CH4 gradients becomes smoother and the peak

value above Slot 1 pipe starts to reduce.

This last phenomenon is rather well predicted by performed simulations.
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Appendix B. Complements to the ATFM assessment on TSF burner

(g) (h)

(i) (j)

(k) (l)

Figure B.1: Radial profiles of the mean CO2 mass fraction (YCO2, mean). Comparison between exper-
imental findings and numerical results at six different axial positions (see Figure 5.6): Y = 5 mm
(a) and (b), Y = 15 mm (c) and (d), Y = 25 mm (e) and (f), Y = 35 mm (g) and (h), Y = 45 mm
(i) and (j), Y = 75 mm (k) and (l). Numerical results come from ATFM 3D reacting LES simu-
lations with: a flame thickened over 5 cells (5CT, left side images) and over 10 cells (10CT, right
side images). In ATFM application, the mixture fraction gradient ~∇Z̃ is: thickened according to
Kuenne [67] (ZoldCorr), thickened only along the flame normal direction (Zcorr, as proposed in
Section 2.5.2) and not thickened (ZnoCorr).
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Appendix B. Complements to the ATFM assessment on TSF burner

(g) (h)

(i) (j)

(k) (l)

Figure B.2: Radial profiles of the mean CH4 mass fraction (YCH4, mean). Comparison between exper-
imental findings and numerical results at six different axial positions (see Figure 5.6): Y = 5 mm
(a) and (b), Y = 15 mm (c) and (d), Y = 25 mm (e) and (f), Y = 35 mm (g) and (h), Y = 45 mm
(i) and (j), Y = 75 mm (k) and (l). Numerical results come from ATFM 3D reacting LES simu-
lations with: a flame thickened over 5 cells (5CT, left side images) and over 10 cells (10CT, right
side images). In ATFM application, the mixture fraction gradient ~∇Z̃ is: thickened according to
Kuenne [67] (ZoldCorr), thickened only along the flame normal direction (Zcorr, as proposed in
Section 2.5.2) and not thickened (ZnoCorr).
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