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ABSTRACT 

 

Cyber-Physical Systems (CPSs) feature a tight combination of (and coordination between) 

physical processes and cyber systems, for automation and control. The integration of cyber 

resources into energy production processes enables the energy CPSs to be real-time monitored 

and dynamically controlled, during normal operation as well as in case of accidents. Specifically 

to nuclear energy, the introduction of digital Instrumentation and Control (I&C) systems allows 

Nuclear Power Plants (NPPs) to take advantage of CPSs, for improved process monitoring, 

control, and protection.  

CPSs are subjected to failures (i.e., deviations from the system expected behaviors, which 

can lead the system to damage) due to degradations and failures of the physical components, and 

to intentional or accidental breaches in the cyber security. Thus, CPSs failure analysis must 

comprise safety and security aspects. 

The objective of the Ph.D. work is to develop a general modeling and simulation framework 

for the failure analysis of CPSs, which include I. identification and prioritization of hazards and 

threats (to identify the conditions that trigger anomalies in the systems and their causes), II. failure 

scenarios modeling and simulation (to characterize the system behavior under different 

operational conditions, including hazardous and malicious ones), III. consequence analysis (to 

explore the effects of stochastic component failures and cyber attacks onto the CPS functionality) 

and, IV. protection design (to take decisions on recovery measures for increasing system 

resilience). The proposed framework is fundamental to address all possible hazards and threats in 

a comprehensive and holistic way. 

With respect to I, II and III, the framework addresses the tasks keeping hazards and threats 

(with their effects on the CPSs functionalities) separate: on one hand, the hazards (i.e., the 

stochastic failures more affecting the CPS safety) are proposed to be identified by the Multi-State 
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Physical Modeling (MSPM) approach that accounts for uncertainties on environmental conditions, 

aging and degradation of component failure events, whereas the threats (i.e., the malicious attacks 

more affecting the CPS security) by a Monte Carlo (MC)-based exploration framework that, based 

on safety margin estimation, allows simulating the effects of the cyber threats on the system 

functionality and prioritizing the most vulnerable components of the CPSs. 

With respect to the IV, to protect the CPS from (unknown and uncertain) cyber attacks, we 

propose an Adversarial Risk Analysis (ARA) approach to provide a novel one-sided prescriptive 

support strategy for the defender to optimize the defensive resource allocation, based on a 

subjective expected utility model. Once hazards and threats are well identified and protections 

selected, efforts can be devoted to optimally design protections. Moreover, the prompt recognition 

and distinction of cyber attacks from component failures in CPSs rely on the simultaneous 

treatment, within a consolidated Non-Parametric Cumulative Sum (NP-CUSUM) approach, of 

the measurements taken from redundant channels. 

Specifically, case studies considered include nuclear CPSs (i.e., a typical Reactor Protection 

System (RPS) of NPPs, and the digital I&C system of an Advanced Lead-cooled Fast Reactor 

European Demonstrator (ALFRED)). 
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SOMMARIO 

I sistemi cyber-fisici (CPSs) sono caratterizzati da una stretta combinazione di (e coordinazione 

tra) processi fisici e sistemi cyber. L’integrazione di risorse cyber nei processi di produzione di 

energia consentono il controllo dinamico e il monitaraggio in tempo reale dei CPSs, sia nelle 

normali operazioni che in caso di incidenti. Specificamente per l’energia nucleare, l’introduzione 

di sistemi di Strumentazione e Controllo (I&C) digitali rende le Centrali Nucleari (NPPs) 

equivalenti ad un sistems cyber-fisico, garantendo un migliore monitoraggio del processo, 

controllo e protezione. 

I CPSs sono soggetti a guasti (i.e. deviazioni dal comportamento atteso del sistema, che 

possono danneggiarlo) a causa del degrado e rottura dei componenti fisici del sistema, e di attacchi 

intenzionali o accidentali ai componenti cyber. Dunque, l’analisi dei guasti dei sistemi cyber-fisici 

deve considerare la sicurezza di entrambi gli aspetti. 

L’obiettivo del lavoro di Ph.D. è lo sviluppo di un framework generale di modellizzazione e 

simulazione per l’analisi dei guasti dei CPSs, che include I. l’identificazione e la prioritizzazione 

delle minacce e delle occorrenze incidentali (per identificare le condizioni che comportano 

anomalie nei sistemi e le loro cause), II. La modellizzazione e la simulazione degli scenari 

incidentali di guasto (per caratterizzare il comportamento del sistema in diverse condizioni 

operative, incluse condizioni di incidente e pericolo), III. L’analisi delle conseguenze (per 

esplorare gli effetti di fallimento stocastico dei componenti e attacchi cyber sulla funzionalità del 

CPS) e, IV. design per la protezione (per prendere decisioni su misure di recupero per migliorare 

la resilienza del sistema). Il framework proposto è fondamentale per considerare in maniera 

completa e olistica tutti gli eventi incidentali e le minacce al sistema. 

Con riferimento a I, II e III, nel framework proposto eventi incidentali e minacce (e i loro 

effetti sulla funzionalità dei CPSs) vengono mantenuti separati: da un lato, gli eventi incidentali 
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(i.e. i fallimenti stocastici incidentali del sistema e dei suoi componenti) sono identificati con un 

approccio Multi-State Physical Modeling (MSPM) che include incertezze sulle condizioni 

ambientali e gli eventi di fallimento dovuti al degrado e invecchiamento dei componenti; dall’altro 

le minacce (i.e. gli attacchi malevoli e intenzionali alla sicurezza del sistema) sono identificate da 

uno schema di esplorazione Monte Carlo (MC) che, basato sulla stima dei margini di sicurezza 

probabilistici, consente la simulazione delle conseguenze delle minacce cyber sulla funzionalità 

del sistema e prioritizza i componenti più vulnerabili dei CPSs. 

Con riferimento a IV, per proteggere il sistema da attacchi cyber (sconosciuti e incerti), viene 

proposto un approccio Adversarial Risk Analysis (ARA) per fornire al difensore del CPS 

un’innovativa strategia per ottimizzare l’allocazione di risorse di difesa. Identificati correttamente 

gli eventi incidentali e le minacce, e selezionate le misure di protezione, è possibile concentrare 

gli sforzi per ottimizzare il design delle misure di riconscimento delle minacce cyber a cui il CPS 

è soggetto: il tempestivo riconoscimento e distinzione di attacchi cyber dal fallimento dei 

componenti nei CPSs proposto nell’ultima parte della tesi è  basato sul processamento di 

misurazioni acquisite da canali ridondanti di monitoraggio del sistema, con approccio Non-

Parametric Cumulative Sum (NP-CUSUM). 

Specificamente, i casi studio considerati includono sistemi CPSs nucleari (i.e., un tipico 

Sistema di Protezione del Reattore (RPS) di un impianto nucleare, e il sistema digitale I&C di 

Advanced Lead-cooled Fast Reactor European Demonstrator (ALFRED)). 
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SECTION I. GENERALITIES 

This section of the dissertation describes the context of the Ph.D. research, its relevance, the 

state-of-the-art methods, the challenges that are addressed, the overview of the developed 

framework and the description of the industrial applications carried out for the demonstration.  
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1. INTRODUCTION 

Cyber-Physical Systems (CPSs) are supporting the development of our industry and society 

[1-3]. CPSs feature a tight combination of (and coordination between) the system computational 

units and physical elements [4-6]. In CPSs, cyber and physical processes are dependent and 

interact with each other through feedback control loops (e.g., embedded and networked cyber 

controllers that rely on databases monitor and control with the supervision of operators by user 

interfaces the system physical variables, whilst physical processes affect, at the same time, the 

monitoring system and the computation units by wired or wireless networks [4, 5, 7-12]). Besides 

the benefit of safer operation, the integration of computational resources into physical processes 

is expected to add new capabilities to stand-alone physical systems by enabling innovative 

opportunities of connectivity, real-time monitoring, communication, dynamic control and 

decision support, shifting our business, ways of production processes, controls and services 

towards new modalities [1, 13]. 

The transdisciplinary concept of CPS originates in the years 2000s, and is nowadays quite 

common in aerospace, automotive, transportation, medical and health-care, energy, and other 

applications [4, 5, 14-16]. Specifically to nuclear energy, the introduction of digital 

Instrumentation and Control (I&C) systems allows Nuclear Power Plants (NPPs) to take 

advantage of CPSs [17], for improved process monitoring, control, and protection. 

As sketched in Figure 1, the CPS generalizes the traditional term of embedded system that 

semanticizes the integration of cyber computing resources and the physical world via sensors and 

actuators in the feedback control loops [4, 5].  
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Figure 1 The CPS control scheme 

Both physical hazards and cyber threats can compromise the functionality of CPSs and lead 

to catastrophic consequences, e.g., loss of life and/or revenues [18-21]. For example, on 14 August 

2003, the trigger of a software bug (unknown to operators) in the control room alarm system of 

FirstEnergy Corporation propagated a blackout that brought collapse the entire electric grid along 

the Northeast United States and portions of Canada for 31 hours, contributing to at least 8 deaths 

and causing a loss of approximately $6.4 billion [22]; on 23 July 2011, the failure of the automatic 

train protection module of the train control system due to a lightning storm caused the collision 

of two trains with 40 people killed and a loss of over $30 million [23]; in 2010, the Natanz nuclear 

facility in Iran was attacked and infiltrated by a cyber worm, called the Stuxnet, which put the 

centrifuge out of control for at least 6 months [24]; on August 2006, Unit 3 of the Browns Ferry 

NPP went into an unwanted shutdown after a flood of malicious data traffic intruded into the plant 

control system network and blocked the functions of two water recirculation pumps [25].  

Risk assessment of CPSs must address both safety and security issues, because not only 

failures of hardware and software can cause damages and harms, but also cyber attacks can breach 

the CPS security and lead to serious consequences. Safety concerns stochastic components 

failures that can result in accidental scenarios leading the system towards unacceptable 

consequences. Security concerns malicious and intentional attacks that can impair both the 

physical and cyber parts of the system, and lead to unacceptable consequences.  

Traditional risk assessment methodologies have been addressing accidental component 

failures and software errors, often overlooking the contribution of malicious attacks to the CPSs 

functionality [26, 27]. However, since CPSs functionality has been shown to be also strongly 
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compromised by security breaches and external attacks, integration of “first principles” attack 

dynamic models with higher level (CPSs) dynamic features into the existing risk assessment 

methodologies is needed. CPSs dynamics can be affected by the interrupted communication 

between the cyber system and the external environment due to human errors injected through user 

interface, malicious attacks through network systems, and lack of robust databases that are at the 

basis of digital controllers [28]. Such security attributes are less predictable and depend on many 

factors (e.g., attacker profile, skills, motivation, etc.), which makes it more difficult for a security 

analyst to assess and quantify possible scenarios [18]. Thus, if CPS threats and vulnerabilities 

breaching the cyber security are to be addressed, a confident risk assessment model should be 

built to address the convergence of safety and security concerns [18, 20, 21]. 

In this Ph.D. thesis, the objective is to develop a general modeling and simulation framework 

for the failure analysis of CPSs, which include I. identification of hazards and threats (to identify 

the conditions that trigger anomalies in the systems and their causes), II. failure scenarios 

modeling and simulation (to characterize the system behavior under different operational 

conditions, including hazardous and malicious ones), III. consequence analysis (to explore the 

effects of stochastic component failures and cyber attacks onto the CPS functionality) and, IV. 

protection design (to take decisions on recovery measures for increasing system resilience).  

The proposed framework can provide results that help to the analysts to identify hazards and 

threats of CPSs, analyze their causes, model their potential scenarios and consequences, and 

propose decisions for system protection and resilience. It allows running and analyzing a number 

of failure scenario simulations including both components stochastic failures and malicious cyber 

attacks, within which possible (aleatory and epistemic) uncertainties are treated. 

The main original contribution of the research lies in the development of a general modeling 

and simulation framework treating both safety and security aspects of CPSs, that is fundamental 

to address all possible stochastic failures and cyber threats in a comprehensive and holistic way. 

Specifically, we have developed novel methods for addressing the following three issues: 1) 

giving due account to uncertainties affecting aging, degradation and stochastic failures of CPS 

components, 2) giving due account to the uncertainties that affect threats and vulnerabilities of 
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CPS to unexpected malicious external attacks, and 3) protection design of CPSs giving due 

account to cyber attacks and component stochastic failures. 
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1.1. Cyber Physical Systems 

CPSs deeply intertwine the physical and cyber worlds, equip the physical components with 

cyber attributes (for monitoring and managing of their status) and, thus, network the system at 

both temporal and spatial scales (for configuring the dynamics processing) [15, 29, 30]. New 

capability and automation of CPSs change the way we communicate and socially behave and 

improve the modalities of our living [3]. To realize more improved functionality and service for 

industrial applications, the CPSs feature the following characteristics: 

(1) Real-time computation 

CPSs perform intensive real-time tasks including collecting streams of sensor measuring 

data, computing equations of motion for system dynamics processing and generating actuator 

commands, to guarantee the timely and efficient system responses within specified time 

constraints (i.e., deadlines) [7, 31, 32]. In the real-time (digital) signal processing, the CPSs must 

analyze inputs and generate outputs continuously and simultaneously, but independently of the 

processing delay [4, 33]. 

(2) Concurrency and scalability 

CPSs require a concurrent treatment of computation for real-time streams of sensors stimuli 

and actuators controls, improving the effectiveness of the execution in a multiple (large-scale) 

behavioral system [34-36]. While adding new computational resources into the system 

functionality, the CPSs have to be scalable of handling the growing amount of systems databases 

and loads [37]. 

(3) Stability 

To satisfactorily control dynamic systems, it is basically required that changes in the 

observed behavior of the physical system, in case of small perturbations imposed by the controller, 

are kept at minimum by CPSs, adapting of control rules on real-time monitoring of physical and 

environmental variables [4, 38, 39]. 

(4) Predictability 

CPSs have to anticipate the system behaviors, accommodating the stochastic system 
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variability, guaranteeing safety and security during the system operation [5, 40, 41]. In other 

words, predictability consists in dynamically foreseeing the system behavioral properties, duly 

treating uncertainty that affects the system dynamic processing [40, 42, 43].  

(5) Safety 

CPSs prevent intrinsic property degradations to avoid accidental component failures and 

software errors leading the CPSs to damage and harm [44, 45]. 

(6) Security 

CPSs are resilient to malicious attacks, e.g., cyber attacks, for guaranteeing integrity and 

confidentiality of information [45, 46]. Cyber-physical security is improved in CPSs by detection 

of attacks, prompt response, reconfiguration, and restoration of the system functionality [16, 47]. 

 

CPS plays an increasingly important role in critical infrastructures and daily life, but also 

increases safety and cyber security risks. Safety and security problems in the area of CPS have 

been becoming a global and general issue [3, 48]. Despite diverse CPS architectures, safety and 

cyber security issues originate from the general principle of CPS of embedding and networking 

cyber controllers (computation and communication) with physical components (sensors and 

actuators) in a feedback loop. Consequentially, unintentional components faults or malicious 

attacks can have severe impact on the CPS functionality and the environment. To mutually and 

holistically deal with the issue emerging in the whole field of critical infrastructures, it is 

necessary to develop a modeling and simulation framework for the analysis of failures in general 

CPSs.  

CPSs failure analysis must comprise both safety and security aspects. The dual safety and 

security share many commonalities. One difficulty lies in the fact that hazards and threats can 

lead to similar consequences on the system [49-52] and, thus, be misclassified [44, 50, 53]. 

In the present Ph.D. work, the proposed modeling and simulation framework is aimed at 

specifically addressing the features (5) and (6) (safety and security, respectively), for which 

original and specific methodological solutions are needed to demonstrate the improved 

capabilities of CPSs on stand-alone physical systems. 
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1.2. Failures of the Cyber Physical Systems 

CPSs must perform safely and securely [5, 47]. However, the CPSs can be subjected to 

failures, which translate in deviation from the expected behavior possibly leading to damages [54-

56]. Failures may originate from both hazards and threats. Hazards are the presences of intrinsic 

property degradations, when occurred to CPSs components, can generate physical and cyber 

components failures and accidental events; threats are intentional actions that can impair both the 

physical and cyber parts of the system [18, 20]. Thus, CPSs failure analysis must comprise both 

safety and security aspects [18, 19, 44, 57]. 

1.2.1. Failures due to hazards 

Hazards are the intrinsic properties or hazardous conditions that may cause harm or damage 

to systems, humans or environments [44, 58]. In regard to their origins, hazards of CPSs can be 

natural, anthropogenic or system operational events: natural hazards are the geological and 

meteorological phenomena, e.g., earthquakes, tsunami, that can suddenly disrupt the system 

functionality [59]; anthropogenic hazards relate to human errorous behaviors and activities 

leading the task outside its expectation [14, 60]; Aging and degradation under different 

operational conditions modify the way CPSs components work and interact with each other, 

generating multiple failure modes [61].  

Failures of both hardware and software can compromise the functionality of CPSs. For 

example, sensors can degrade and fail in different modes such as bias, drift and freezing [61]; 

actuators can fail stuck, accidentally driving the physical process to be isolated from the 

controlling units of the cyber domain [62, 63]. 

Components failures can lead to two types of misoperations: (1) failure on-demand, e.g., 

failing to trigger protections or execute proper control strategies (when demanded); (2) 

malfunction, e.g., spurious triggering of protections (e.g., unintentional shutdown) or incorrect 

execution of control actions. Failures on-demand and malfunctions of both hardware and software 

components have gained increasing attention in the risk community [64, 65]. 

Resilience of CPS to failures can be granted by self-adaptiveness of control decisions on 
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actuators, resorting to intelligent control systems that properly manipulate sensors measurements 

[66]. For example, Proportional-Integral-Derivative (PID) controllers, typically used as feedback 

controller in CPS to retroact to actuators the actions to be undertaken for responding to changes 

of physical parameters, may suffer of software failures/errors (generated from inadequate 

specification, incomplete testing scope and algorithm/logic failures) that are latent and triggered 

only when context modifications are to be met [64, 67]. In these situations, control rules 

adaptability to variable physical conditions is a fundamental requirement to the robustness of CPS 

for resilience during CPS operation. 

1.2.2. Failures due to threats 

Threats are intentional actions, i.e., attacks, to inflict harm or loss on the systems, humans or 

environments [44]. In CPSs, both physical (through local access) and cyber resources (through 

local or remote access) can be exploited in a threat action, to disrupt or destroy the computer 

equipment and the availability of data and to compromise the confidentiality, integrity and 

availability properties of CPSs [18, 68, 69].  

CPSs reliance on digitalization and remote control systems increases their exposure to cyber 

attacks to controllers, databases, networks and human-system interfaces, that can result in the loss 

of system functionality. Malicious cyber attacks can be manifested as Denial of Service (DoS) 

[50, 70-72], False Data Injection (FDI) (e.g., packet/data modification) [73-75], network scan & 

sniffing [50, 76], integrity (e.g., through malware contagion) [77, 78] and illegal command 

executions [79]. They can be initiated in the cyber domain through local or remote accesses, 

mimicking the components failures but isolating the connectivity between cyber and physical 

systems, leaving the physical process uncontrolled and possibly drifting towards severe 

consequences. 

Cyber attacks can cause serious security issues [80]. Under cyber attacks, e.g., by contagion 

of malware, security-related system features may result to be compromised and, the system safety 

potentially endangered. The identification of the cyber threats most affecting the system response 

is quite important for decision-making on optimal protection and resilience, as prevention and 
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mitigation of malicious attacks contribute to guaranteeing CPS functionality [81-84]. 

1.2.3. Challenges in analyzing failures of the Cyber Physical Systems 

In the context of CPSs, failure analysis faces to specific challenges [85]. For example, CPSs 

may be led to dangerous operational conditions not only due to unforeseen changes of the 

environmental conditions but also due to human errors, malicious attacks through the network 

and poor/wrong database use in support to parameters setting, thus, it is very important to achieve 

the robustness, resistance and adaptivity of the system to varying environmental conditions, and 

to some extend to mitigate against the vulnerabilities of cyber-attacks entering from real-time 

updating databases [12]; furthermore, while accidental hazards might be prognosed relying on the 

description of components behaviors for the estimates of failure times, remaining useful lifes, and 

failure events timeliness and sequencings [86, 87], cyber threats are relatively less accessible and 

less predictable due to the unknowns of the attackers plans and actions [18, 20].  

In the present Ph.D. thesis, our main concern lies in the fact that stochastic hazards and 

malicious threats can lead to similar consequences on the system and, can be misclassified as 

component failures (and vice versa), disguising their character [49-52]. For example, in a situation 

where system shutdown is demanded, both failure of the shutdown of the actuator and interception 

of the shutdown command by an attacker result in unavailability of the safety action. In such 

situation, diagnosing the failure cause would allow taking the right decision to respond to the 

system shutdown unavailability with the right emergency procedure (e.g., manual operation of 

the actuation in the case of such cyber attack).  

In fact, the failure analysis including both the safety and security aspects must address the 

following challenges: 

I. Identification of hazards and threats most affecting the system functionality 

Current treatment of the identification of hazards and threats focuses on the overall gathering 

of component (multiple) failure modes and vulnerabilities with the conditions simulating them to 

occur [88]. Efforts are mainly developed based on the analyst experience and brainstorming 

activity of the system analysis, through the use of expert judgment-based techniques, e.g., Failure 
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Mode Effects and Criticality Analysis (FMECA), hazard and operability (HAZOP), Bayesian 

Network (BN) [88, 89]. Besides this, Identification of the hazards and threats most affecting the 

system responses becomes more important in the anlysis of failures for CPSs, for understanding 

and identifying the conditions (represented by factors, parameters and variables values) that lead 

the system to critical conditions of failure, and preventing the accidents that may originate only 

if they are known in advance, at least to some extent [62, 78, 90-92]. 

II. Robustness in failure scenarios modeling and simulation 

Modeling and simulation are used to explore and understand the behavior of a system, under 

different, possibly uncertain conditions, including hazardous and malicious ones [92, 93]. In 

system reliability assessment, binary-state graphic models (e.g., Markov Chain Model (MCM), 

Fault Tree Analysis (FTA) and Event Tree Analysis (ETA)) have been widely used for modeling 

components and system failures [94]. Whereas, a variety of conceptual or numerical models have 

focused on the formulation and modeling of malicious activities to CPSs, to understand the threats 

to the physical systems responses [18, 69, 80], e.g., graphical methods (such as attack graphs [95-

97], attack trees [98], Petri nets [99]), mathematical models (such as those based on game theory 

[100, 101] and attacker-defender models [81, 83]), etc. 

However, current treatment of failure scenarios modeling and simulations commonly 

neglects the impacts of physical degradation information in hazard analysis and, misses the 

attacker’s interests in injecting all possible failures to CPSs. Such problems have to be addresses 

in analyzing failures of the CPSs, to achieve the robustness of modeling and simulation. 

III. Confidence in consequence analysis 

Consequence analysis is aimed at evaluating and understanding the consequences of failures 

in CPSs, quantifying the estimates and/or the relevant ranges of the magnitudes of the 

consequences of failures, and determining the critical factors that most influence the 

consequences [88, 94, 102]. Conceptual, simulation or numerical methods have been developed 

to understand the physical phenomena that components failures and cyber threats lead to [88], but 

they hardly control the uncertainty affecting the system reliability (in hazard analysis) and 

responses to cyber threats [103]. 
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In this sense, advanced methods are needed in consequence analysis to achieve a twofold 

potential benefit: on one hand, the more confident estimates for providing the analyst with the 

indication of what extent of damage the failures can lead to, and on the other hand, the allowance 

of balance between modeling efforts and computational demand with accuracy of the results. 

IV. Effectiveness in protection design 

CPSs protection design consists in the optimization of resource allocation for defensive 

barriers against (uncertain and unknown) cyber attacks [104-107] and the distinction bewteen 

cyber attacks and components stochastic failures [21, 102, 108, 109]. 

IV.1. Allocation of resources for defensive barriers against cyber attacks 

A variety of defend-attack models have been proposed for this scope, focusing on the 

strategic interactions between defenders and attackers or/and the effectiveness of optimal defense 

resource allocations against adaptive cyber attacks. Graphical models (e.g., attack graphs [95, 

110]) have been used to illustrate to a defender the proper security measures for defending the 

system. Potential system vulnerability paths that the attacker could exploit to gain access to a 

targeted cyber domain need to be identified and defended [95-97, 111-113]. Mathematical models 

(e.g., Copula-based models [82], a trilevel planner-attacker-defender model based on min-max-

min optimization [81]) generally rely on a game-theoretical analysis and apply it to many areas 

(such as economics, political science, psychology, biology, computer science, and so on [114-

116]), with the goal of advising the defender on the optimal allocation of defensive resources 

against attackers [80, 100, 117, 118].  

However, all models mentioned above are developed from the viewpoint of a neutral 

opponent governing the attack/defense loss, under the strong assumptions of mutually consistent 

knowledge, rather than from the viewpoint of an intelligent adversary (attacker or defender) 

exploring the impacts of malicious (or self-interested) actions under uncertainty [104-107]. 

IV.2. Prompt recognition of cyber attacks from component stochastic failures 

Cyber threats aimed at altering the CPS normal operation have been proposed to be 

diagnosed by scenario processing (i.e., modeling the malicious cyber events and their 

manifestation on the physical domain, affecting, in turn, both cyber and physical properties of the 



 

1. INTRODUCTION 

13 

 

CPS) [119-123]. A variety of methods for scenario processing specifically for diagnosing (rather 

than distinguishing component failures from) cyber attack have been proposed, based on artificial 

intelligence techniques. In general terms, observations are compared with the normal conditions 

measurements and a deviation from the legitimate data flow is found by methods such as the 

Sequential Probability Ratio Test (SPRT) [124, 125], the Cumulative Sum (CUSUM) chart [122, 

126, 127], the Exponentially Weighted Moving Average (EWMA) inspection scheme [128], the 

Reversible-jump Markov Chain Monte Carlo (RJ-MCMC) [129], the control charts [130] and the 

transfer entropy [70]. 

Abovementioned methods can promptly recognize the predefined cyber attacks but, are not 

capable of distinguishing cyber attacks from component stochastic failures in CPSs. From the 

perspective of the analysis of failures in CPSs comprising both safety and security aspects, 

distinguishing cyber threats from component stochastic failures is important for anticipating the 

potential impact on the system functionality and defining proper protection and mitigation actions 

for resilience [21, 102, 108, 109]. To make CPSs resilient, the general modeling and simulation 

framework in the Ph.D. thesis is proposed to integrate the knowledge on safety, cyber security, 

defensive barriers and human interactions for addressing possible failures in a comprehensive and 

holistic way. 
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1.3. Research objectives of the thesis 

The objective of the research activity presented in this Ph.D. thesis is to develop a general 

modeling and simulation framework for the analysis of failures of CPSs, considering both safety 

and security aspects, which includes: I. identification of hazards and threats (to identify the 

conditions that trigger anomalies in the systems and their causes), II. failure scenarios modeling 

and simulation (to characterize the system behavior under different operational conditions, 

including hazardous and malicious ones), III. consequence analysis (to explore the effects of 

stochastic component failures and cyber attacks onto the CPS functionality) and, IV. protection 

design (to take decisions on recovery measures for increasing system resilience). 

I. Identification and prioritization of hazards and threats 

Identification of hazards and threats of CPSs is performed for identifying the hazardous and 

malicious conditions that trigger anomalies in the systems and their causes. The identification of 

the most critical hazards and threats most affecting the system response is quite important for 

decision-making on optimal protection for preventing accidents that may originate; then, it is 

important to prioritize those CPSs components most affecting the system reliability and most 

vulnerable to cyber threats, to provide indication to the analyst of which CPS components deserve 

more attention. 

II. Failure scenarios modeling and simulation 

In the developed framework, we model and simulate failure scenarios to characterize the 

system behavior under different operational conditions and to account for the uncertainties 

affecting the system.  

Integration of physical knowledge on aging and degradation into the modeling and 

simulation of CPSs components failures is expected to provide a better and more complete 

representation of the component degradation progression with respect to the traditional MCM 

method.  

Similarly, modeling attacks aiming at damaging different components of the CPSs is 

exploring by simulation the generated different scenarios in the physical domain which lead to 
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different consequences (e.g., magnitude of failure) are important to assess the CPS security with 

respect to cyber threats. Therefore, attack models are developed to launch attacks with different 

magnitudes and with the attackers’ adaptive/responsive behaviors, to generate and explore 

specific deviations caused by cyber attacks on the CPS adapted as case study. 

III. Consequence analysis 

Consequence analysis evaluates the predicted outcome from an incident and the effect on its 

surrounding and people [131, 132]. It is used in risk management and assessment to understand 

the impact (e.g., range, magnitude, severity, etc.) of accidents and optimize system layout by 

improving design for reducing the risk from unacceptable levels. 

In the present Ph.D. thesis, consequence analysis deals with the understanding of physical 

phenomena that the failure scenarios lead to and the exploration of their effects on the CPSs. To 

fully understand the consequences of failures on CPSs, on one side, we develop methods for 

quantifying and controlling the uncertainty affecting the system functionality and increasing 

confidence in consequence analysis, whereas on the other side, for exploring the most relevant 

hazards and threats affecting the CPS functionality that at the end are to be taken into account for 

decision-making and protection design. 

IV. Protection design 

Reducing the frequencies of occurrences of (disruptive) events, and of recovery measures 

for reducing the impacts of the accidents needs for the design of CPSs protection. On one side, 

defenders have to enforce defense strategies for allocation of resources for defensive barriers, 

against unknown and uncertain malicious cyber attacks [81, 82, 100, 117, 133], whereas, on the 

other side, since both stochastic failures and cyber attacks can compromise the CPS functionality, 

recognition of cyber attacks from component failures becomes paramount for increasing system 

protection and resilience [21, 81, 82, 102, 108]. 
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1.4. Overview of the developed framework 

Table 1 provides an overview of the research developed in the Ph.D. thesis. This will be 

introduced in the following paragraphs and, then, described in more details in the following 

Sections. 

Table 1 Tasks and methods developed in the thesis 

Objectives 
Hazard analysis Threat analysis 

Methods Expectations Methods Expectations 

I Identification and 

prioritization of 

hazards and threats 

I.1 Sensitivity 

Analysis (SA) 

 Identification of the 

components 

stochastic failures 

most affecting the 

CPS reliability 

I.2 MC-based 

exploration 

framework 

 Generation of 

scenarios of cyber 

attacks to CPS 

components 

II Failure scenarios 

modeling and 

simulation 

II.1 Multi-State 

Physics Modeling 

(MSPM) 

 Accurate 

component 

degradation 

modeling 

II.2 MC-based 

exploration 

framework 

 Simulation of the 

effects of the cyber 

attacks on the 

system 

functionality 

III Consequence 

analysis 

III.1 Three-loop 

Monte Carlo (MC) 

simulation 

 Exploration of the 

effects of 

components 

stochastic failures 

on the system 

reliability 

assessment 

III.2 Safety margins 

estimation approach 

 Prioritization of the 

components most 

vulnerable to cyber 

attacks 

IV Protection design IV.1 Adversarial Risk 

Analysis (ARA) 

approach 

 A novel prescriptive support strategy to optimize both the allocation 

of resources for defensive barriers against cyber attacks and the 

maintenance strategy to cope with component stochastic failures 

IV.2 Non-Parametric 

Cumulative SUM (NP-

CUSUM) approach 

 Prompt distinction of cyber attacks from component failures in CPSs, 

for guiding decisions for the CPSs recovery from anomalous 

conditions 

 

1.4.1. Modeling and simulation for hazard analysis 

Modeling and simulation for hazard analysis is here improved by proposing I.1 a Sensitivity 

Analysis (SA) for identifying the CPS components failures most affecting the system reliability 

in order to reduce the modeling efforts [134], II.1 a Multi-State Physics Modeling (MSPM) for 

accurate modeling relying on the integration of physical knowledge accounting for aging and 

degradation processes of the identified components [61], and III.1 a three-loop Monte Carlo (MC) 

simulation scheme for operationalizing the MSPM approach with respect to large scale CPSs and 

for quantifying and controling the confidence in reliability assessment, leveraging aging and 

degradation modeling with computational demand [103].  
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I.1. Sensitivity Analysis (SA) 

To identify the components of the CPSs that most deserve accurate modeling accounting for 

aging and degradation process and for trading model accuracy and computational demand for 

reliability assessment, a SA is performed for the identification and prioritization of hazards. 

SA can be performed in three different ways: local, regional and global [135, 136]. Global 

SA, in particular, measures the output uncertainty over the whole distributions of the input 

parameters and can be performed by parametric techniques, such as the variance decomposition 

method [137-140] and moment-independent method [141-143]. The variance-based method 

measures the part of the output variance that is attributed to the different inputs or set of inputs, 

without resorting to any assumption on the form of the model [135, 137, 144-146]. The moment-

independent method, such as Hellinger distance and Kullback-Leibler divergence [147-149], 

allows quantifying the average effect of the input parameters on the reliability of the system and 

provides their importance ranking [150].  

II.1. Multi-State Physics Modeling (MSPM) 

To provides a better and more complete representation of the CPSs component degradation 

progression, specifically for that identified from the SA, MSPM is proposed for accurate 

component degradation modeling with realistic assumptions and available knowledge. 

MSPM is a semi-Markov modeling framework that allows inserting physical knowledge on 

the system failure process, for improving the system reliability assessment by accounting for the 

effects of both the stochastic degradation process and the uncertain environmental and operational 

parameters [151-153]. In general, a MSPM describes the dynamics of component degradation in 

terms of transitions among a finite number M of degradation states, depending on a parameter 

vector δ. Similarly to Markov Chain Model (MCM), a state probability P is assigned to each 

degradation state, forming a state probability vector 𝑃(𝑡, 𝛿) =

{𝑃0(𝑡, 𝛿), 𝑃1(𝑡, 𝛿), ⋯ , 𝑃𝑗(𝑡, 𝛿), ⋯ , 𝑃𝑀(𝑡, 𝛿)} for all M states. 
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III.1. Three-loop Monte-Carlo (MC) simulation 

To operationalize the MSPM approach, and to quantify and control the uncertainty affecting 

the system reliability model, a three-loop MC simulation scheme is proposed in consequence 

analysis for hazard analysis. 

MC simulation [154] is a broad class of computational methodology for obtaining the 

estimates of the solution of risk analysis problems, e.g., failure time, system reliability, etc. 

Estimates of the MC simulation can be achieved by a large amount of repeated random samples 

sampled from the system state model.  

In this work, the three-loop MC simulation scheme comprises three steps: (i) the 

identification of the components of the system for which a component-level MSPM is beneficial, 

because of the importance of the component for the system unreliability, (ii) the quantification of 

the uncertainties in the MSPM component models and their propagation onto the system-level 

model, and (iii) the selection of the most suitable modeling alternative that balances the 

computational demand for the system model solution and the robustness of the system reliability 

estimates. 

1.4.2. Modeling and simulation for threat analysis 

Modeling and simulation for threat analysis has been improved by proposing a MC-based 

exploration framework for I.2 generating and II.2 simulating the effects of cyber attack scenarios 

in CPSs, accounting for multiple failure modes of attacked components of the CPSs [84], and for 

III.2 prioritizing the components most vulnerable to cyber attacks by a safety margins estimation-

based approach [84]. 

I.2. & II.2. The MC-based exploration approach 

MC simulation allows considering the interactions among the physical parameters of the 

process (e.g., temperature, pressure, flow rate, etc.), human actions, components stochastic 

failures, and malicious activities [154]. Attacks aiming at damaging different components of the 

CPSs can, thus, be explored, generating different scenarios in the physical domain which lead to 

different consequences (e.g., magnitude of failure). Similarly, models can be introduced for 
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describing attack magnitudes and the attackers’ adaptive/responsive behaviors, generating and 

exploring specific deviations caused by cyber attacks.  

A MC-based exploration framework can generate and process cyber attack scenarios in CPSs 

accounting for multiple failure modes of the attacked components, to test the effects of the cyber 

threats on the system functionality and integrity [84]. 

III.2. The safety margins estimation approach 

A safety margin estimation approach of literature [155-157], that traditionally measures the 

minimum distance between the system loading and its capacity, can be undertaken for processing 

cyber attack scenarios, to estimate the extent of the consequences of cyber threats on the CPS 

components.  

A number of non-parametric statistical methods have been used in safety analysis for safety 

margin estimation: the Wilk’s method based on Order Statistics (OS) [158-161], Beran and Hall 

simple linear interpolation [162], Hutson fractional statistics [163] and data-based bootstrap 

method [164]. Among these, OS is popular and consolidated because it provides relatively 

conservative results with a few computer code runs, for leveraging the usually expensive 

computational cost of simulation codes [155, 159, 165]. In Task III.2, we take a “Bracketing” OS 

approach for tackling the computational problem and calculating the safety margins and to 

prioritize the most vulnerable components for cyber security protection decision-making [84]. 

1.4.3. Modeling and simulation for protection design 

For design of CPSs protection, on one hand, an Adversarial Risk Analysis (ARA) approach 

is developed in IV.1 for obtaining a novel prescriptive defender support strategy that optimize 

both the allocation of resources for defensive barriers against cyber attacks and the maintenance 

strategy to cope with component stochastic failures [166]; and for online diagnostics of cyber 

attacks to CPSs, a Non-Parametric Cumulative Sum (NP-CUSUM) detection approach is 

developed in IV.2, to promptly recognize cyber attacks, distinguish them from component failures, 

and guiding decisions for CPSs recovery [53, 167]. 

IV.1. Adversarial Risk Analysis (ARA) 
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ARA builds on statistical risk analysis and game theory to analyze decision situations 

involving two or more intelligent opponents who make decisions under uncertainty [104, 106, 

168, 169]. Different from the traditional game-theoretical models under the strong assumptions 

of mutually consistent knowledge between defender and attacker, ARA realistically assumes that 

each agent will only know his own beliefs and preferences and that these are not known to the 

others, and advises one player (e.g., defender) against the other(s) (e.g., attacker), within his own 

subjective expected utility model. ARA addresses this limitation by modeling and analyzing 

intelligent actors (attackers or defenders), for which the outcomes (or losses) in the game-

theoretical model are uncertain [104, 106, 169].  

In this thesis work, an ARA framework can provide a novel one-sided (i.e., defender) 

prescriptive support strategy for optimizing allocation of resources for the defensive barriers 

based on a subjective expected utility model. 

IV.2. Non-Parametric Cumulative Sum (NP-CUSUM) approach 

The NP-CUSUM approach is a sequential anomaly detection technique that allows for quick 

detection of parameter changes in physical systems [122, 170, 171], and has been proposed to 

embedded within the information systems for detecting faults [172, 173] and cyber attacks, e.g., 

DoS [122, 174], spamming [175], network scanning [176], etc. 

In this thesis work, a consolidated NP-CUSUM approach is proposed for real-time 

diagnosing unknown cyber attacks and distinguishing them from stochastic failures of 

components of CPSs, by relying on the simultaneous treatment of the measurements taken from 

redundant channels. 

To validate and actualize its capability in diagnosing cyber threats to CPSs, a reliability 

assessment is hereby performed for the NP-CUSUM-based cyber security diagnostic tool. The 

study takes simultaneously into account two fundamental aspects affecting the reliability 

assessment: (i) the uncertainty of the NP-CUSUM algorithm, and (ii) the modeling of the 

uncertainty related to the human operator cognition in interpreting and understanding the 

outcomes of the diagnostic tool. Human cognition will be modelled by Bayesian Belief Network 

(BBN) that structures the expert knowledge and understanding on the dependences among human 
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factors (e.g., Performance Shaping Factors (PSFs)) and their causalities to the human cognition 

errors, in line with [177-182]. 
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1.5. Case Studies 

Without loss of generality and for demonstration purposes, the proposed modeling and 

simulation framework is demonstrated to nuclear CPSs (i.e., a typical Reactor Protection System 

(RPS) of NPPs, the digital I&C system of an Advanced Lead-cooled Fast Reactor European 

Demonstrator (ALFRED)). Subsections 1.5.1 and 1.5.2 are dedicated to a brief introduction of 

the considered case studies. 

1.5.1. The Reactor Protection System 

In NPPs, the RPS function is to trigger the NPP emergency shutdown, when an anomaly is 

detected in the measurements of a relevant signal (e.g., temperature). RPSs are identified to be 

the safety-critical systems and the embedded components deserve high priority of safety in NPPs 

[183]. In support to the implementation of risk-informed decision-making approaches, 

Probabilistic Safety Analysis (PSA) of modernizing NPPs demands for detailed dynamic models 

of digital I&C systems (e.g., RPSs) that can adequately represent digital components failure 

modes and quantify their contribution to the overall risk of the NPPs [64]. 

To this aim, more detailed modeling approaches are being increasingly integrated into 

existing PSA frameworks of RPSs safety assessment, for tackling the twofold purpose of PSA: 

on one side, the identification of the system failure domain and, on the other side, the 

quantification of the system failure probability. 

In this thesis, we consider a typical RPS composed of two redundant channels (A and B) 

[184]. Each channel consists of one signal sensor, one Bistable Processor Logic (BPL) subsystem, 

and one Local Coincidence Logic (LCL) subsystem. Usually, redundancy is applied to sensors 

and signal processing units of RPS. However, with respect to the development of the modeling 

and simulation methods proposed in the thesis, we do not consider this for keeping the modeling 

complexity at a minimum without loss of generality. 

Furthermore, the sensors S-A and S-B are considered to be Resistance Temperature Detectors 

(RTDs), because of the importance of these components in NPPs digital I&C systems [185, 186]. 

RTDs are safety-critical components and their effectiveness of detection of anomalous 
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temperatures is very important for plant operators for monitoring the NPP operational conditions 

[187]. The reliability and accuracy of RTDs is important for controlling the NPP power rate with 

confidence, guaranteeing large power rates with sufficient safety margins [61, 186]. 

In this thesis, we consider the RPS as illustrative CPS case study in hazard analysis, to 

identify the embedded components that most deserve accurate modeling according to the SA, for 

accurate reliability assessment based on the MSPM. In Task III.1, the system-level MSPM of the 

RPS is operationalized in a three-loop MC simulation scheme, showing benefits of integrating the 

physics knowledge into the system reliability modeling. 

1.5.2. The Advanced Lead-cooled Fast Reactor European Demonstrator and its 

digital Instrumentation and Control system 

ALFRED is a small-size (300 MW) pool-type lead-cooled fast reactor, cooled by molten 

lead to ensure the favourable physical features and realize a simplified plant layout [188]. At full 

power nominal conditions, the dynamics processing of the ALFRED primary and secondary 

cooling systems is controlled by a multi-loop PI (Proportional and Integral) control scheme, i.e., 

a decentralized control scheme, because of its simplicity of implementation and robustness to 

malfunctioning of the single control loops [189, 190]. Both feedback and feedforward digital 

control schemes are adopted for ALFRED. The PI-based feedback control configuration employs 

four SISO (Single Input Single Output) control loops independent of each other [191]. 

Both stochastic components failures and cyber attacks can compromise the correct 

functionality of the CPSs. Cyber attacks manifest themselves in the physical system and, can be 

misclassified as component failures, leading to wrong control actions and system responses. In 

this Ph.D. work, without loss of generality, we consider the possible occurrence of stochastic 

components failures and cyber attacks in the digital I&C system of the ALFRED, whose 

previously developed object-oriented DYMOLA simulator [189, 190] with the control scheme is 

utilized for simulating the ALFRED dynamic response to failures and cyber attacks. 

The safety margin estimates of the cyber breach samples in threat analysis allows exploring 

the system behaviors under different cyber attacks and identifying the most vulnerable 
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components of the ALFRED digital I&C system. In protection design, the ARA can advise the 

defender of the ALFRED the optimal portfolio of allocation of resources for defensive barriers, 

minimizing the system integrity loss against uncertain cyber attacks, on one hand, and on the 

other hand, the NP-CUSUM online diagnostic tool allows for promptly recognizing cyber attacks 

from component failures in ALFRED, and guiding decisions for the ALFRED recovery from 

anomalous conditions. 
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1.6. Thesis Structure 

Figure 2 shows the structure of the thesis work. Chapters 2, 3 and 4 are dedicated to the 

research objectives introduced in Section 1.4 and, Chapter 5 draws the conclusions and future 

perspectives. At the end, a collection of the international peer-reviewed journals papers finalized 

during the Ph.D. is included for further details. 

 

Figure 2 Sketch of the thesis structure 

 Chapter 1 Introduction 
 Context of the Ph.D. thesis work 
 Concepts and requirements of Cyber-Physical Systems (CPSs) for energy applications 
 Challenges in developing methods for failures analysis of CPSs 
 Overview of the developed modeling and simulation framework for analyzing failures of CPSs 
 Descriptions of the energy CPS applications taken for illustrating the developed framework 

Chapter 2 Modeling and simulation for hazard analysis 

Sensitivity 
Analysis 

Multi-State 
Physics Modeling 

Three-Loop 
Monte Carlo 

Papers 1[C], 1[J] and 2[J] 

Chapter 3 Modeling and simulation for threat analysis 

Monte Carlo-based 
Exploration Framework 

Safety Margins Estimation 
Approach 

Paper 3[J] 

Adversarial Risk 
Analysis 

Monte Carlo 
Simulation 

Nash Equilibrium 

Paper 4[J] 

Chapter 4.2 A Non-Parametric Cumulative Sum approach 
for online diagnostics of cyber attacks 

Non-Parametric 
Cumulative Sum 

Bayesian Belief 
Network 

Monte Carlo 
Simulation 

Papers 1[B] and 5[J] 

Conclusions and Perspectives 
The novel modelling and simulation framework for analyzing failures of CPSs addresses the following three research issues:  
 giving due account to uncertainties affecting aging, degradation and stochastic failures of CPS components 
 giving due account to the uncertainties that affect threats and vulnerabilities of CPS to unexpected malicious external attacks  
 protection design of CPSs giving due account to cyber attacks and component stochastic failures 

Modeling and simulation of physical 
hazards affecting CPS functional behavior 

Research Objective 1 

Modeling and simulation of cyber threats 
affecting CPS functional behavior 

Research Objective 2 

Research Objective 3 

Decision-making on the design of optimal 
energy CPS protections 

A typical RPS of NPPs 

Application 

The digital I&C system of 
the ALFRED 

Application 

The digital I&C system of 
the ALFRED 

The digital I&C system of 
the ALFRED 

Application 

Application 

Chapter 4.1 Defend-attack modeling for optimal allocation 
of resources for defensive barriers 

Chapter 4 Modeling and simulation for protection design 
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SECTION II. DETAILS OF THE DEVELOPED FRAMEWORK 

This Section consists in 3 Chapters (i.e., Chapters 2 Modeling and simulation for hazard 

analysis, Chapter 3  Modeling and simulation for threat analysis, Chapter 4 Modeling and 

simulation for protection design, and Chapter 5 Conclusions and future perspectives) that describe 

in details the original contributions resulting from the Ph.D. research work. 
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2. MODELING AND SIMULATION FOR HAZARD ANALYSIS 

Contents of the Chapter have been adapted from: 

1[C] Wang, W., Di Maio, F. and Zio, E., 2017. A sensitivity analysis for the adequacy assessment of 

a multi-state physics modeling approach for reliability analysis. In 26th European Safety and 

Reliability Conference, ESREL 2016 (pp. 465-472). CRC Press/Balkema. 

1[J] Wang, W., Di Maio, F. and Zio, E., 2016. Component-and system-level degradation modeling of 

digital Instrumentation and Control systems based on a Multi-State Physics Modeling Approach. 

Annals of Nuclear Energy, 95, pp.135-147. 

2[J] Wang, W., Di Maio, F. and Zio, E., 2017. Three-loop Monte Carlo simulation approach to Multi-

State Physics Modeling for system reliability assessment. Reliability Engineering & System 

Safety, 167, pp.276-289. 

 

In hazard analysis, we develop methods to give due account to uncertainties affecting aging, 

degradation and stochastic failures of CPS components. A Sensitivity Analysis (SA) approach is 

performed for identifying the component stochastic failures most affecting the CPS reliability in 

Section 2.2, which deserve accurate modeling of aging and degradation by a Multi-State Physics 

Modeling (MSPM) approach in Section 2.3. Then, in Section 2.4, a three-loop Monte Carlo (MC) 

simulation scheme is developed to explore the effects of component stochastic failures on the 

system reliability assessment, leveraging aging and degradation modeling with computational 

demand. 

 

2.1. Case study: the Nuclear Power Plant (NPP) Reactor Protection System (RPS) 

The RPS of a NPP, described in Section 1.5.1, is considered as case study for numerical 

evaluation. As shown in Figure 3, the RPS is composed of two redundant channels (A and B). 

Each channel consists of one signal sensor (S-A and S-B), one BPL subsystem (BPL-A and BPL-

B), and one LCL subsystem (LCL-A and LCL-B). 
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Figure 3 RPS scheme [184] 

If any one of the two redundant measured signals exceeds a triggering threshold value, a 

Partial Tripping Signal (PTS) is sent to the corresponding BPL. The signal processing activates 

only if both channels produce the PTS: each PTS from a BPL is sent to both LCL-A and LCL-B, 

which process information by an “AND” gate. In other words, an Emergency Shutdown Signal 

(ESS) is produced only when receiving two PTSs from different BPLs; ESSs, then, activate the 

Reactor Trip Breaker (RTB), when at least one ESS is triggered, i.e., the information is processed 

by an “OR” gate. Once the RTB is activated, the power supply system and Control Rod Drive 

Mechanism (CRDM) which are connected with the RTB activate to control the power of the 

reactor. 

According to the RPS scheme of Figure 3, three modules are identified: 

 The BPL Module consists of two groups of components: sensor and BPL (i.e., “S-A and 

BPL-A” and “S-B and BPL-B”); these components are connected in series and their 

failure effects on the system can be combined. 

 The LCL Module consists of the two LCLs (i.e., LCL-A and LCL-B); since the ESS is 

triggered only when both LCLs simultaneously receive two PTSs from the two BPLs, 

this module is highly dependent of the BPL module. 

 The RTB Module. 
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2.1.1. The traditional RPS Markov Chain Model 

In this Section, a binary-state MCM is built as reference for the reliability assessment of the 

RPS. To do this, intra- and inter-module states leading to the system failure are identified. Intra-

module states refer to events leading to the system failure that concerns components belonging to 

the same module; inter-module states relate to system failures from combined component events 

in different modules. 

Figure 4 shows the RPS-MCM, whose states (listed in Table 2) are grouped into four 

categories that relate to the intra- and inter-module distinction. The following assumptions have 

been made for the subsequent quantitative analysis: 

 Transitions can occur from the system functioning state (state 0) to any of the absorbing 

failure states of the intra-module category and from the intermediate state (state 3) to 

any of the absorbing states of the inter-module category. The transition rates are taken 

from public databases [192, 193] and reported in Table 3. 

 No repairs are considered. 

Table 2 Component states 

State Description 

0 RPS functioning state. 
1 Either one of the RTD sensors fails. 
2 Either one of the BPLs fails to send out PTSs. 
3 Either one of the LCLs fails to produce the ESS. 
4 RTB fails. 
5 One LCL has failed and, then, one sensor fails. 
6 One LCL has failed and, then, one BPL fails. 
7 Both LCLs fail to produce the ESS. 
8 One LCL has failed and, then, the RTB fails. 
9 Common cause failure of BPL-A and BPL-B. 
10 Common cause failure of LCL-A and LCL-B. 

Table 3 Transition rates 

Symbol Description Value (/yr) 

λS RTD failure rate 8.760e-1 [192] 
λB BPL failure rate 8.760e-3 [192] 
λL LCL failure rate  4.380e-2 [192] 
λR RTB failure rate 3.767e-4 [193] 
β Common cause factor 0.1 
λBS BPL self-fault failure rate (1- β)*λB=7.884e-3 
λLS LCL self-fault failure rate (1- β)*λL=3.942e-2 
λBC BPLs common cause failure rate β*λB=8.760e-4 
λLC LCLs common cause failure rate β*λL=4.380e-3 
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Figure 4 The RPS-MCM where states are grouped according to their intra-module and inter-modules 

characteristics 

The RPS unreliability P(t), and the individual modules unreliabilities PBPL(t), PLCL(t), PRTB(t) 

and PInter-modules(t) are presented in Figure 5. A visual analysis of the unreliability curves shows 

that most of the system unreliability P(t) is contributed by the BPL, that is to say, the absorbing 

states of the BPL module most contribute to the system unreliability. 

 

Figure 5 Unreliability curves of RPS and its modules 

2.1.2. Uncertainty assessment 

The standard deviation values of the transition rates of Table 3 are either provided by public 

databases or can be estimated by resorting to Fisher Information [194, 195]. The procedure for 
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this is here described with reference to the RTD, whose failure rate standard deviation is not 

provided in [192]: 

 Simulation of life tests. 

Notice that the Cumulative Distribution Function (CDF) describing the uncertain timing of 

the RTD New-to-drift failure mode reaches its failure time (i.e., the unreliability value turns out 

to be equal to 1) at 5.8yr [61]. Therefore, in this work, we take a mission time T=6yr as the end 

of the right-censored life tests. We randomly sample NR=1000 trials of RTD failure times from 

an exponential distribution with constant transition rate λS (Table 3). If the sampled time exceeds 

the mission time T=6yr, the test is considered right-censored [94]. 

 Estimation of the standard deviation ˆ
S

  of λS. 

The variance of λS can be estimated based on the observed Fisher information. The Fisher 

Information Matrix is defined from the Maximum Likelihood function or its LogLikelihood, and 

can be estimated by [94]: 

      ˆ ˆ ˆlog , log ; ;
S T i S j S

i j
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As a result, the variances of the parameters ˆ
S

  can be provided from the main diagonal of its 

inverse matrix  1 ˆ
S

J 


, namely, the estimated standard deviations ˆ
S

  of the parameters: 

  1 ˆˆ
S S

J 


  (2-5) 

Under the condition of mild regularity,  1 ˆ
S

J 


 can be calculated by Eq.(2-6): 
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and the standard deviation can be estimated as:  
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The standard deviations of the transition rates of the BPLs, LCLs, and RTB are also 

estimated by the Fisher Information Methodology (Table 4). 

Table 4 Estimated transition rates 

Symbol Mean value (/yr) Standard deviation (/yr) 

λS 8.760e-1 7.720e-1 
λB 8.760e-3 7.867e-8 
λL 4.380e-2 1.981e-6 
λR 3.767e-4 1.332e-10 

 

2.1.3. Uncertainty propagation 

Uncertainty in binary transition rates is propagated through the RPS-MCM as follows: 

1) Set initial time t0=0 and mission time T=6yr, and partition the time axis into small 

intervals of length dt=0.01yr; 

2) Sample the component failure rates from the Gaussian distributions  ˆ,
k k

N    that are 

shown in Table 3, where, k = S, B, L, R; 

3) For each time instant t before T, compute the system unreliability from the MCM [196]; 
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4) Repeat the steps 2) and 3) for Na=1000 times; 

5) Compute the 5th and 95th percentiles for each time instant t.  

Figure 6 shows the plot of the pointwise double-sided 90% confidence interval of the system 

unreliability. The confidence interval is large all over the system life T, because of the large 

uncertainty that affects the MCM transition rates due to the weak knowledge utilized to build the, 

therefore, quite inaccurate RPS-MCM. 

 

Figure 6 Confidence intervals from the RPS-MCM system unreliability 

2.2. Sensitivity analysis 

The purpose of the SA in this work is to identify the components of the RPS that most deserve 

accurate modeling of aging- and degradation-dependent transition rates, for accurate system 

reliability assessment [134] and for trading model accuracy and computational demand for 

practical reliability assessment. 

With reference to the RPS of Figure 3, we describe the SA as follows: 

1) Calculate the moment-independent sensitivity measures between the unreliability P(t) 

of the RPS and the unreliability Pk(t) of its k-th module contributor (i.e., PBPL(t), PLCL(t), 

PRTB(t) and PInter-modules(t) (noted that inter-modules refers to the system states that affect 
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simultaneously components of different modules)), to identify the most important 

module in the system; 

2) Calculate the moment-independent measure for the sensitivity between the module 

unreliability Pk(t) and the unreliability of its l-th embedded component Pl(t), to identify 

the component most affecting the module unreliability. 

The SA is here adopted based on moment-independent sensitivity measures [197], such as 

Hellinger distance and Kullback-Leibler divergence [147-149], which rest on the common 

rationale that the sensitivity measures can be computed as expected generalized distances between 

the output distribution and the conditional output distribution given the model input(s) of interest 

[198]. In detail, the Hellinger distance Hk[p(t),pk(t)] measures the difference between the pdf p(t) 

of the system unreliability and the pdf pk(t) of the k-th contributor to the system failure, i.e., BPL, 

LCL, RTB, Inter-modules [148, 149]: 

              
1 1

2 22 21
, 1

2
k k k kH p t p t p t p t dt p t p t dt

   
            

 
 (2-9) 

The k-th contributor is important if Hk is small. 

The Kullback-Leibler divergence KLk[p(t),pk(t)] measures the different information carried 

by the pdf p(t) of the system failure and the pdf pk(t) of the k-th contributor according to Eq. (2-

10) [148, 149]: 
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with the values in [0, +∞]. In practical cases, the symmetric form of Kullback-Leibler divergence 

can be untilized as follows [199]: 

                , ,

1 1
, , , ,

2 2
sym k k sym k k k k k kKL p t p t KL p t p t KL p t p t KL p t p t                

 (2-11) 

The k-th contributor is important if KLsym,k is small, in relative terms. 
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2.2.1. Sensitivity analysis results 

Table 5 lists the Hellinger distance and Kullback-Leibler divergence values for each module 

contributor to the system unreliability, respectively: both measures identify the BPL as the most 

important contributor. 

Table 5 Ranking of contributors to the RPS unreliability 

Input Hk KLsym,k 

Intra-BPL 0.0013 6.4539e-6 
Intra-LCL 0.6398 2.4181 
Intra-RTB 0.6872 3.7300 
Inter-Module 0.6000 1.8809 

 

Since the BPL module plays the most significant role in affecting the reliability of the RPS, 

we now focus on identifying the BPL component most contributing to its failure. To rank the 

importance of the l-th component embedded in the BPL module, the two SA measures of Eqs. (2-

9) and (2-11) are quantified. The sensors turn out to be the most important components 

contributing to the BPL module unreliability (see Table 6). 

Table 6 Ranking of the contributors to the BPL unreliability 

Input Hl KLsym,l 

Sensors 0.2391 0.2460 
BPLs 0.6219 2.1599 

 

2.3. The Resistance Temperature Detector (RTD) Multi-State Physics Modeling 

(MSPM) 

The results of the SA point at the sensor (i.e., the RTD) as the component deserving more 

modeling efforts for accurate RPS unreliability estimation. A component MSPM is here 

developed to describe the RTD degradation-to-failure process, inserting physics knowledge in the 

model. 

As discussed in [61, 200], among the RTDs failure modes (e.g., bias, drift, performance 

degradation, freezing and calibration error), experimental evidence suggests that the main failure 

mode is drift. Drift is measured by the response time τ that the RTD needs to reach 63.2% of a 
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sudden temperature change of the RTD. Aging t and air gap size δ between the bottom of the 

thermowell and the sensing tip (that changes because of contamination and mechanical shocks) 

are the most likely contributors to the drift [187]. The response time τ(t,δ) is assumed not to exceed 

the RTD failure threshold γY during normal operation and in relation to this, the RTD failure 

boundary is defined as  , 0F G t    , where, 

    , ,
Y

G t t      (2-12) 

The RTD-MSPM shown in Figure 7 depicts, in a two-state diagram, the partition by F  of 

the safe domain S from the failure domain F of the RTD. The RTD-MSPM assumptions are 

described as follows: 

 
0

RTD

S  is the RTD functioning state and 
1

RTD

S  is the RTD drift failure state; 

 Transitions can occur between the two states with failure rate  |
S

t   and repair rate 

 |
S

t  , functions of the time t and the affecting factor δ; 

 At the initial time t=0, the RTD is in its initial functioning state 
0

RTD

S . 

0

RTDS 1

RTDS

 |S t 

 |S t 
 

Figure 7 The RTD-MSPM model 

To estimate the aging- and degradation-dependent transition rate λS(t|δ), we build the 

empirical relationship between τ, t and δ, i.e., τ(t,0) and τ(0,δ), based on experimental data listed 

in Tables 7 and 8 [186, 187].  

Table 7 Experimental data for τ at fixed t and δ=0 [186] 

Aging Time t [yr] 0 2 4 5 6 

Mean Response Time 𝜏 [s] 2.1 4.4 4.8 5.0 5.2 
Standard Deviation σ(t,0) 1.67 0.77 0.72 0.77 0.67 

Table 8 Fitted τ at t=0 and discrete δ based on experimental data from [186, 187] 

Air gap size δ [mm] 0 0.4 0.8 1.2 1.6 2.0 2.4 

Mean Response time t [s] 2.10 3.80 4.97 5.93 7.02 8.58 10.95 
Standard Deviation σ(0,δ) 1.18 1.19 1.64 2.47 3.61 4.98 6.51 
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An analytical function of τ(t,δ) can be obtained relying on [61]: 

    , 1,
t

t t        (2-13) 

    2 2 2
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t t        (2-14) 

where  ,t   is the mean value of the response time of Table 8, σ(t,δ) is its standard deviation, 

and the factor αt accounts for the changes of response time τ with the increase of t, by scaling the 

 , 0t  using the scale factor αt: 
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 (2-15) 

where,    
1

1, 0 0, 0   . 

The function τ(t,δ) consists in a surface fitted to realizations of τ(t,δ) sampled from the 

assumed Gaussian distributions with mean values  ,t   and standard deviations σ(t,δ) at each 

discrete point, as shown in Figure 8 where one trial surface is plotted. 

 

Figure 8 Fitted surface of τ(t,δ) 

As mentioned in [187], the τ of a well-type RTD usually ranges in [4s, 8s]; hence, the RTD 

failure threshold 𝛾Y is here set equal to 8s. The Cumulative Distribution Function (CDF) PS(t, δ) 

of the RTD new-to-drift-failure mode that can account for the stochasticity of the process and of 

the uncertainties affecting the degradation (for example, the initial air gap size δ0 and the noise 
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affecting the air gap size δt due to the vibration) can be found by running Nb(=1e4) Monte Carlo 

simulations, as follows: 

 For each trial, at the initial time t=0, we sample the value of 𝛿0  from the uniform 

distribution U(0,1) as initial air gap size. 

 At each t that increases with the time step dt = 0.01yr, the value dδt is sampled from a 

normal distribution N(0,0.025t); thus, δ = δ0 +dδt. 

 At each t within the mission time [t0,tm] (tm = 6yr), τ is estimated using the curve τ(t, δ) 

of Figure 8. If the value of τ exceeds the threshold 𝛾𝑌, the RTD is assumed to fail at 

time t with air gap size δ.  

Pictorially, we can show the evolution of 𝜏(𝑡, 𝛿) for each trial, as sketched in Figure 9: for a 

sampled δ0 (equal to 0.12mm), the air gap size oscillates during the RTD life around δ0 (see in 

Figure 9(a)); on the other hand, the response time τ, stochastically changes with the increase of 

time t (in Figure 9(b)) and, thus, the transition between states 𝑆0
𝑅𝑇𝐷 and 𝑆1

𝑅𝑇𝐷 of drift failure mode 

is determined when the response time τ reaches the failure threshold 𝛾𝑌, as shown in Figure 9(c). 

 

Figure 9 One trial of MC simulation: (a) the stochastic path of air gap size δ changing with the aging t; (b) the 

evolution of response time τ with the aging t; (c) the simulated path response time τ with respect to δ and t on 

the safety domain of the fitting curved surface 
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After the NM trials of MC simulations have been run, the conditional PDF pS(t|δ) and 

conditional CDF PS(t|δ) of the RTD New-to-drift transition of Figure 7 can be empirically built 

(shown in Fig. 10 and 11, respectively) and used to calculate the conditional failure rate λS(t|δ): 
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(2-17) 

For the sake of clarity, the conditional Probability Density Function (PDF) pS(t|δ) and 

conditional Cumulative Distribution Function (CDF) PS(t|δ)for the surface of Figure 9, obtained 

by simulating Nb=1000 different degradation processes, are plotted in Figures 10 and 11. 

 

Figure 10 Conditional probability density function of RTD New-to-drift failure mode 
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Figure 11Conditional cumulative distribution function of RTD New-to-drift failure mode 

  

Figure 12 Conditional failure rate λS(t|δ) of RTD new-to-drift failure mode 

It is worth mentioning that the conditional CDF PS(t|δ) of Fig. 11 describing the uncertain 

timing of RTD New-to-drift failure mode shows a sharp increase in [0.5, 1.5] yr, after which it 

starts to level off to reach PS(t|δ) at 5.8yr. Therefore, the failure rate λS(t|δ) of Fig. 12 shows the 

typical infant mortality and wear out periods, and tends to be constant in the useful life, which 

coincides with a general bath-tub curve, but with non-constant values along life. 
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2.4. Three-loop Monte Carlo simulation 

The RPS-MSPM model of Figure 13 embeds the RTD-MSPM model of Figure 7, while 

components other than the RTD are assumed to obey binary-state behaviors as in the reference 

MCM of Figure 4. 

 

Figure 13 The RPS-MSPM integrating the RTD-MSPM 

We propose the three-loop MC simulation for the RPS reliability assessment, with 

confidence quantification related to the uncertainty in the RTD physical parameters propagated 

through the surfaces τ(t,δ) of Section 2.3, and in the transition rates for the binary components 

that are accounted for by the Fisher Information Matrix of Section 2.1.2. The outmost loop within 

the following procedure (sketched also in Figure 14) consists in randomly sampling the values of 

the physical RPS model parameters from their distributions and sampling the RTD failure time 

(step 4): 

1) Set initial time t0=0, mission time T=6yr and time step dt=0.01yr; 

2) Randomly sample the transition rates of the binary-states components (i.e., BPLs, LCLs, 

and RTB) from the Gaussian distributions  ˆ,
k k

N    of  Table 4, where, k = B, L, R; 

3) Sample the failure times of the binary-states components, from the exponential 

distributions with the sampled transition rates; 

4) Randomly sample the multi-state RTD failure time by: 

4a) Fit the randomly sampled realizations of the RTD response time τ at each discrete 

point to a trial surface τ(t,δ); 
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4b) Simulate the RTD degradation process evolution from t=t0 to t=T;  

4c) At each time t, sample the air gap size increment dδt from a normal distribution 

N(0,0.025t), resulting in δ = δ0 +dδt.  

4d) Calculate the response time τ on the fitted trial surface τ(t,δ).  

4e) Record the time t at which τ exceeds the threshold γY=8s, with air gap size δ. 

5) Integrate the RTD-MSPM into the RPS-MSPM; 

5a) Sort all the components sampled failure times; 

5b) Check whether the minimum of the sorted times exceeds T: 

 If yes, increase the unreliability counter at time T; 

 If not, check whether at that time the RPS-MSPM reaches any absorbing state 

and, if yes, increase the unreliability counter, or the reliability counter, 

otherwise. 

6) Run Nb=1000 times steps 1) to 5) to build the empirical P(t|δ;λB;λL;λR), based on the 

statistics of the system unreliability estimates collected at each time t; 

7) Estimate the 5th and 95th percentiles of the unreliability by repeating steps 1)-6) for 

Nc=1000 times and collecting the related statistics; 

8) Obtain the pointwise double-sided 90% confidence intervals of the system unreliability 

calculated by the RPS-MSPM. 
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Figure 14 Flowchart of the three-loop MC simulation 
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Figure 15 shows the estimated P(t,δ) with the 90% confidence interval for the RPS-MSPM, 

obtained by the three-loop MC simulation. The confidence interval is large especially in [0.5, 1.5] 

yr, probably because the fitted trial surfaces at the basis of the uncertainty propagation 

considerably vary from each other due to the large variances of the data of Tables 7 and 8 utilized 

to build them. Despite that, as we shall see in what follows, the robustness of the assessment is 

much improved with respect to the RPS-MCM results. 

 

Figure 15 Estimated RPS-MSPM unreliability with 90% confidence interval 

2.5. Comparison of the RPS-MSPM estimates with the RPS-MCM estimates 

Figure 15 also shows the results of the RPS reliability assessment by the RPS-MCM that 

does not take into account the RTD degradation-to-failure process. In general terms, it can be 

concluded that the RPS-MSPM results provide a narrower confidence interval than the RPS-

MCM, thanks to the integration of physics knowledge related to operational and environmental 

parameters. The confidence interval provided by the MSPM is larger than that of the MCM at the 

early stage of the RPS life (t<1yr): the main reason is that the fitting surfaces may considerably 

vary from trial to trial due to the large variance of the response times at the considered discrete 

points, which greatly affect the onset time of the RTD drift failure mode. 

For a quantification analysis, two indexes (i.e., the relative uncertainty interval width ζt and 

the relative age interval width ζP) are proposed in what follows to compare the accuracy of the 

MCM with that of the MSPM. 
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(1) The relative uncertainty interval width 

At each time t, the ratio ζt between the mean value of the system unreliability and the width 

of the unreliability interval (i.e., the difference between the upper and lower bounds) is calculated. 

The larger ζt, the narrower is the confidence interval, and the more accurate the system 

reliability modeling approach. Figure 16 shows that ζt(t|δ) of the MSPM is much larger than ζt(t) 

of the MCM: as t increases, the estimated system unreliability obviously increases but, since 

MSPM includes more (physics) knowledge on the system behavior than MCM, the confidence 

interval reduces more than that of the MCM. The zoom of Figure 16 shows the evolution of ζt 

from t=0 to t=2yr: to further investigate the dispersion of the unreliability estimates within the 

bounds, we calculate, at each time, their empirical pdf and the respective cdf.  

 

Figure 16 Relative unreliability interval width 

Based on the real estimates collected with the Na MC simulations for the RPS-MCM 

reliability assessment of Section 2.1.3 and the Nc three-loop MC simulation for the RPS-MSPM, 

Figures 17 shows the pdf curve of the system unreliability at t=1yr. The pdf of the MCM skews 

towards large unreliability values, compared to the pdf of the MSPM, demonstrating again the 

more probable overestimation of the system unreliability, if the decision maker were to resort to 

RPS-MCM. 
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Figure 17 pdf of the MCM estimates vs. pdf of the MSPM estimates at t=1yr 

(2) The relative age interval width 

With respect to each system reliability value P, the ratio ζP between the mean value of the 

system failure time and the width of the age interval (i.e., the difference between the upper and 

lower bounds), is calculated. 

The larger ζP, the narrower the confidence interval, and the more accurate the system 

reliability estimate. Figure 18 shows ζP(P|δ) of the MSPM and ζP(P) of the MCM. The latter is 

always larger than the former, whatever the value of P, that means that MSPM better models the 

RTD degradation and, therefore, provides more accurate failure time predictions than the MCM. 

For clarity sake, ζP(P) of the MCM is truncated at P=0.8 because the maximum unreliability of 

the lower bound of the MCM is 0.8 within the mission time.  
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Figure 18 Relative age interval width 

To further investigate the dispersion of the age interval estimates, we calculate, at each 

unreliability value P, the empirical pdf and respective cdf. Resorting to the real estimates collected 

with the Na MC simulation for the RPS-MCM reliability assessment of Section 2.1.3 and the Nc 

three-loop MC simulation for the RPS-MSPM of Section 2.4, Figures 19 is built with the pdf 

curve of the system failure times at P=0.1, respectively. The pdf of the MCM skews towards the 

earlier values, compared with the pdf of the MSPM, revealing the more possible early-estimation 

of the failure times, if the decision maker resorts to a MCM. 

 

Figure 19 pdf of the MCM estimates vs. pdf of the MSPM estimates at P=0.1 
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2.6. Conclusions 

In this Chapter, a system-level MSPM model has been proposed for the safety assessment of 

CPSs, where the MSPM offers the possibility of embedding the physical degradation process into 

the safety assessment of the systems. The methods proposed leverage the demanding efforts 

needed for modeling the physical relationships and the high computational burden of 

manipulating the large amount of data, especially when treating uncertainties.  

In practice, a SA has been performed in Section 2.2, to identify the components of a system 

that most deserve accurate modeling of aging- and environmental-dependent transition rates, for 

accurate system reliability assessment and for trading model accuracy and computational demand 

for practical reliability assessment based on MSPM. The SA has been performed based on 

moment-independent sensitivity measures, such as Hellinger distance and Kullback-Leibler 

divergence. Application to a RPS of NPPs, the SA has led to focusing on the reliability assessment 

of a RTD, which is an important digital I&C component used to guarantee the safe operation of 

NPPs (Paper 1[C]). On this result, a MSPM has been built in Section 2.3 to describe this 

component degradation towards failure and MC simulation has been used to estimate the 

probability of sojourn in any of the degradation states (Paper 1[J]). The resulting model has, then, 

been integrated into a system-level MSPM of the RPS, to estimate the system failure probability 

accounting for both aging- and environmental-dependent transition rates of the RTD (thus, 

embedding more knowledge into the modeling of the most important contributors to the RPS 

unreliability, compared with traditional dynamic methods, e.g., MCM) (Papers 1[J]). In Section 

2.4, a three-loop MC simulation scheme has been developed to operationalize the MSPM 

approach for large scale systems, and to quantify and control the uncertainty affecting the system 

reliability model (Papers 2[J]).  

Results from a nuclear CPS case study show the novel methods can give due account to 

uncertainties affecting aging, degradation and stochastic failures of CPS components in hazard 

analysis. 
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CPSs functionality can be compromised also by security breaches (such as cyber attacks). 

Multiple failure modes (such as bias, drift and freezing) can occur, both due to random failures 

or induced by malicious external attacks. In this Chapter, we illustrate an exploration approach 

that, based on safety margins estimation, allows identifying the most vulnerable components to 

malicious external attacks. For demonstration, we apply the approach to the ALFRED. Its object-

oriented model is embedded within a MC-driven engine that injects different types of cyber 

attacks at random times and magnitudes. Safety margins are, then, calculated and used for 

identifying the most vulnerable CPS components. This allows selecting protections to make 

ALFRED resilient towards maliciously induced failures. 

 

3.1. Case study: the ALFRED 

The ALFRED reactor with its full power mode control scheme and the MC engine of cyber 

breaches injection are described in Sections 3.1.1 and 3.1.2, respectively. 

3.1.1. The ALFRED full power mode control scheme 

At full power nominal conditions, the dynamics processing of the ALFRED primary and 

secondary cooling systems is controlled by a multi-loop PI control scheme, as shown in Figure 

20. The PI-based feedback control configuration employs four SISO control loops independent 

of each other. The parameters specification of ALFRED at full power nominal conditions are 

reported in Table 9. 
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Table 9 ALFRED parameters values, at full power nominal conditions 

Parameter Parameter Description Value Unit 

PTh Thermal power 300·106 W 
hCR Height of control rods 12.3 cm 
TL,hot Coolant core outlet temperature 480 oC 
TL,cold Coolant Steam Generator (SG) outlet temperature 400 oC 
Г Coolant mass flow rate 25984 kg·s-1 
Tfeed Feedwater SG inlet temperature 335 oC 
Tsteam Steam SG outlet temperature 450 oC 
pSG SG pressure 180·105 Pa 
Gwater Feedwater mass flow rate 192 kg·s-1 
Gatt Attemperator mass flow rate 0.5 kg·s-1 
kv Turbine admission valve coefficient 1 - 
PMech Mechanical power 146·106 W 
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Figure 20 ALFRED reactor control scheme 

The control aims at keeping the controlled variables of the control loops approximately at 

the steady state values, for outputting a steady mechanical power. The values represent the 

optimal working conditions of the system at full power nominal conditions. The regulation of the 

controlled variables is of particular concern, to bring benefits to the structural materials and ensure 

safe NPP operation conditions. Safety thresholds for each variable, listed in Table 10, are set such 

that consequences of transients and accidents are limited: for example, the TL,cold must be kept 

above 350oC to avoid the embrittlement of the structural materials in aggressive environments 

enhanced by the fast neutron irradiation.  
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In Figure 21, profiles of the controlled variables, with a mission time tM equal to 3000s, are 

shown. Under the control scheme of Figure 20, the values of the variables are kept approximately 

at their nominal values, at full power nominal conditions, despite the measuring errors (white 

noise). 

Table 10 List of reference and threshold values for safety variables 

Variable, y Reference value, Ry, at full 
power nominal conditions 

Safety thresholds 

Lower, Ly Upper, Uy 

Tsteam (oC) 450 - 550 
pSG (Pa) 180·105 170·105 190·105 
TL,cold (oC) 400 350 - 
PTh (W) 300·106 270·106 330·106 

 

 

Figure 21 Profiles of the controlled variables of the ALFRED model at full power nominal conditions: (a) Steam 

SG outlet temperature; (b) SG pressure; (c) Coolant SG outlet temperature; and (d) Thermal power 

3.1.2. The Monte Carlo engine of cyber breaches injection 

To test the effects of cyber attacks on system integrity, a MC engine is integrated with the 

ALFRED model for injecting cyber breaches at random times and magnitudes. It shall be noted 

that, the random time tR of the attack occurrence only plays an illustrative role in modeling the 

random occurrence of a cyber attack in reality. The cyber attacks here considered are sketched in 

Figure 22 and hereafter described. 
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Figure 22 Sketch of cyber attacks injected into the ALFRED system 

(1) Sensors 

Four types of cyber attacks occurring at random time tR are considered for each sensor, 

preventing the controllers from receiving legitimate measurements (equivalent to typical DoS 

attacks [83, 201, 202]), mimicking stochastic failures [203]: (a) bias, (b) drift, (c) wider noise and 

(d) freezing. The occurrence of any of these failure modes results in altered sensor measurements 

ysensor(t), as in Eq. (3-1): 
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 (3-1) 

where y(t) is the real value of the controlled variable y at time t, δ(t) is the nominal measuring 

error, distributed according to a normal distribution N(0,σ), b is a constant bias factor, c is a 

constant drift factor, δ’(t) is a wider measuring error, distributed according to a normal distribution 

N(0,ασ) with a larger variance than δ(t) (α>1). 
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Practically, the MC sampling procedure used to inject a random cyber attack to sensors at 

time tR consists in sampling the uncertain parameters b, c, δ’(t) from the distributions listed in 

Table 11 and, then, running the ALFRED simulator for collecting the controlled variables 

evolution throughout the mission time tM. Notice that Gaussian noises are typical of sensor data 

acquisition, leading to sensor nominal errors (column 2) and wider errors (column 5) under 

nominal condition and wider noise failure mode, respectively. Bias and drift (columns 3 and 4, 

respectively) are, instead, a-priori set from uniform distributions, to mimic sensor stochastic 

failures due to cyber attacks. 

Table 11 Parameters of sensors 

Sensor Nominal error δ(t) Failure factors 

Bias b Drift c Wider noise δ’(t) 

Tsteam (oC) N(0,1) U(-200,200) U(-1,1) N(0,10) 
pSG (Pa) N(0,0.1) ·105 U(-100,30) ·105 U(-0.2,0.2) ·105 N(0,2) ·105 
TL,cold (oC) N(0,1) U(-30,30) U(-1,1) N(0,5) 
PTh (W) N(0,0.5) ·106 U(-300,30) ·106 U(-0.5,0.5) ·106 N(0,0.7) ·106 

 

(2) Actuators 

Three actuators of the digital I&C system of ALFRED are considered susceptible of a 

malicious attack, namely: control rods that regulate the rod heights hCR, water pump that regulates 

the feedwater mass flow rate Gwater and turbine admission valve kv that regulates the steam inlet 

mass flow rate. At nominal conditions, the actuators execute the command signals of the control 

system to respond to the sensors measurements and accommodate disturbances, transients or 

accidents. On the other hand, under attack, the actuators might fail stuck to a random magnitude 

of actuation A(t), here sampled from a uniform distribution (see Table 12): in this situation, the 

actuators would no longer receive proper control commands and the I&C system would not be 

capable of accommodating disturbances, transients or accidents. 

Table 12 Parameters of actuators 

Actuator Regulated control variable Reference regulation Failure distribution 

Control rods hCR (cm) 12.3 U(0,64) 
Water pump Gwater (kg·s-1) 192 U(0,300) 
Turbine admission 
valve coefficient 

kv (-) 1 U(1,1.5) 
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(3) PI controllers 

At nominal conditions, PI gains (i.e., Kp and Ki) and controlled variables set points yset,ref  are 

fixed by the control designers, to keep the physical process variables close to their nominal values. 

Under the cyber attack, equivalent to a deception attack maliciously injecting a false message to 

the controller [50, 201], PI gains and set points are randomly sampled from uniform distributions, 

covering all possible values (see Table 13). In terms of uniform distributions for sampling random 

values of PI gains (columns 6 and 7), their expectations are larger than the reference values, for 

increasing the possibility that the cyber attack impacts the system integrity [204]. 

Table 13 Parameters of PIs 

PI Controlled 
variable, y 

Reference value PI parameter upon attack 

Kp,ref Ki,ref Set point, yset,ref Kp Ki Set point, yset 

PI1 Tsteam 1·10-1 5·10-2 450 (oC) U(1·10-2,1) U(5·10-4,5) U(430,470) (oC) 
PI2 pSG 3·10-7 1·10-8 180·105 (Pa) U(3·10-8,3·10-4) U(3·10-10,3·10-5) U(170,190) ·105 (Pa) 
PI3 TL,cold 6·10-1 1·10-2 400 (oC) U(6·10-2,6) U(1·10-4,1) U(380,420) (oC) 
PI4 PTh 2·10-11 4·10-11 300·106 (W) U(2·10-12,2·10-7) U(4·10-13,4·10-6) U(285,315) ·106 (W) 

 

It is worth mentioning that the components of the digital I&C system considered, their failure 

modes and cyber attack types are not intended to provide a comprehensive description of the 

system accidental behavior, but are only taken as exemplary for generating the dynamic accident 

scenarios to be processed for safety margins estimation, within the framework here proposed for 

the identification of the components most vulnerable to cyber threats. Moreover, we observe that 

an attacker is interested also in injecting “soft” failures that slowly drive the system into failure, 

rather than, only “hard” failures because the former is more difficult to detect and recover.  

3.2. Cyber threats prioritization 

In this Section, a safety margin estimation approach of literature [155-157] is utilized for 

cyber threat prioritization. It is here originally undertaken for processing cyber attack scenarios, 

to estimate the extent of the consequences of cyber threats on the CPS components.  

3.2.1. The safety margins estimation approach for cyber threats prioritization 

(1) One-sided safety margin 
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Considering a set of accidental scenarios a simulated over a mission time tM, the safety 

margin a safety parameter y, with respect to a predefined upper threshold Uy (see Figure 23) is 

defined as the ratio between the computed value reached by the value of a specific γ1 percentile 

of the distribution of the measured maximum values, 𝑦𝑚𝑎𝑥,𝑎
𝛾1  and the design value yref, where 

�̂�𝑚𝑎𝑥,𝑎
𝛾1,𝛽1  (i.e., the estimate of 𝑦𝑚𝑎𝑥,𝑎

𝛾1 ) is given  with confidence β1 [205], viz: 
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(3-3) 

The value �̂�max,𝑎
𝛾1,𝛽1  is estimated by the Bracketing OS approach, which allows controlling the 

computational cost of the simulation codes and guarantees that the first element (out of N) in the 

descending sorted sample 𝑦max,𝑎
1  has a certain probability β1 of exceeding the unknown true γ1 

percentile. The number N can be calculated by Eq. (3-4), when γ1 and β1 are predefined. 

 1 11 N    (3-4) 
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Figure 23 ymax,ai
 obtained from N samples of the accidental scenario a used to estimate �̂�max,𝑎

𝛾1,𝛽1 , and, thus, to 

estimate 𝑀𝑈,𝑦𝑎

𝛾1,𝛽1  
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Similarly, the safety margin with respect to a lower threshold Ly becomes: 
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(3-5) 

where, 2 2,

min,
ˆ

ay
 

 is the point estimate value of the γ2 percentile of the distribution of the measured 

values 
min,ay , with a confidence β2, and, γ2 and β2 are: 
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The number N can be calculated by Eq. (3-7), when γ2 and β2 are predefined. 

  
2 2

1 1
N

     (3-7) 

(2) Two-sided safety margin 

The safety margin 𝑀𝑇,𝑦𝑎
 of a safety parameter y with respect to the double-sided (both upper 

Uy and lower Ly) thresholds (see Figure 24) is defined as the minimum value between 1 ,

, aU yM
 

 and 

2 ,

, aL yM
 

 of Eqs. (3-3) and (3-5): 

  1 2 1 2
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  (3-8) 

where, the number of the scenario samples N to be sorted can be calculated, when γ1, γ2 and β are 

predefined (Nutt and Wallis, 2004), according to Eq. (3-9): 

  1 2 1 21 1
NN N           (3-9) 
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Figure 24 N pairs of maximum and minimum values of the accidental scenario are used to estimate �̂�max,𝑎
𝛾1,𝛽

 and 

�̂�min,𝑎
𝛾2,𝛽

, and, thus, to estimate 𝑀𝑇,𝑦𝑎

𝛾1,𝛾2,𝛽
 

The responses of ALFRED to cyber attacks to sensors, actuators and PI regulators are 

investigated by simulation. From the simuations outcomes, safety margins of the four controlled 

variables y (i.e., steam outlet temperature of Steam Generator (SG) Tsteam, SG pressure pSG, coolant 

SG outlet temperature TL,cold, and thermal power PTh) are estimated, to quantify the effects of the 

cyber attacks on the system functionalities. A total of NT=29 runs of the ALFRED model are 

simulated, to satisfy the requirements of the percentiles estimations of the safety parameters by 

the Bracketing OS, with respect to both one-sided (N=22, given i) γ1= 90th, β1=90th, or ii) γ2=10th, 

β2=90th) and two-sided (N=29, given γ1,= 90th, γ2=10th, β=90th) thresholds. Accordingly, N=22 

samples are randomly taken to estimate the safety margins of Tsteam (with respect to its upper 

threshold) and TL,cold (with respect to its lower threshold) and N=29 samples are used to estimate 

the safety margins of pSG and PTh (with respect to their two-sided thresholds). 

Effects of cyber attacks on the CPS components and on the system integrity are qualitatively 

ranked according to a three-level risk metric (see Table 14). Table 15 shows the quantified design 

safety margins when the code is run 29 times under nominal conditions (proving that the system 

works with ample safety margins). 
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Table 14 A three-level risk metric for ranking the effects of cyber attacks on the CPS 

Effect Safety magin 𝑀#3
#1(or #2)

 

Negligible [0.8, 1.0] 

Medium [0.2, 0.8) 

Severe [0.0, 0.2) 

  

Note: 1) #1 refers to “γ2,β2” for TL,cold, and to “γ2,β” for pSG and PTh;  
2) #2 refers to “γ1,β1” for Tsteam, and to “γ1,β” for pSG and PTh; 
3) #3 refers to “U,ya” for Tsteam, to L,ya for TL,cold, and to “T,ya” for pSG and PTh; 
4) γ1= 90th, γ2=10th, β1=90th, β2=90th, β=90th. 

Table 15 Safety margins estimation of the safety parameters under normal conditions 

Variable Tsteam (oC) pSG (Pa) TL,cold (oC) PTh (W) 

�̂�min,𝑦𝑎

#1  - 1.7967·107 396.1839 2.9819·108 

�̂�max,𝑦𝑎

#2  455.3330 1.8029·107 - 3.0181·108 

𝑀#3
#1(or #2)

 0.9667 0.9672 0.9237 0.9396 

3.3. Results 

(1) Sensors 

Table 16 presents the results of the safety margins estimation of the four types of failure 

modes of the four sensors measuring the values of the controlled variables, i.e., Tsteam, pSG, TL,cold, 

and PTh. 

Table 16 Safety margins estimation of the safety parameters of the cyber attacks to sensors 

Scenario a 𝑀𝑈,𝑇𝑠𝑡𝑒𝑎𝑚,𝑎

𝛾1,𝛽1  𝑀𝑇,𝑝𝑆𝐺,𝑎

𝛾1,𝛾2,𝛽
 𝑀𝐿,𝑇𝐿,𝑐𝑜𝑙𝑑,𝑎

𝛾2,𝛽2  𝑀𝑇,𝑃𝑇ℎ,𝑎

𝛾1,𝛾2,𝛽
 

Tsteam sensor bias 0.9562 0.9626 0.9350 0.9349 
drift 0.9604 0.9654 0.9188 0.9322 
wider noise 0.9579 0.9478 0.9195 0.9330 
freezing 0.9604 0.9654 0.9203 0.9374 

pSG sensor bias 0.8185 0 0.7776 0.8136 
drift 0.8701 0 0.9042 0.9335 
wider noise 0.9349 0.4098 0.9257 0.9220 
freezing 0.8988 0 0.9031 0.8600 

TL,cold sensor bias 0.5875 0.5787 0.5436 0.3838 
drift 0 0 0.5469 0 
wider noise 0.9138 0.9002 0.9085 0.9073 
freezing 0.2187 0.9722 0.6261 0.4707 

PTh sensor bias 0.9641 0 0.2342 0 
drift 0.9539 0.9662 0.8811 0 
wider noise 0.9601 0.9649 0.9212 0.9326 
freezing 0.9657 0.9645 0.9261 0.7672 

 

The results show that cyber attacks leading to Tsteam sensor failures do not affect the system 

functioning because all safety parameters are negligibly affected. System integrity can be affected 

by cyber attacks to the pSG, TL,cold and PTh sensors, directly resulting in large variations of the 

respective variables (attacks to PTh with a minor impact on the other controlled variables, whereas, 

cyber attacks to TL,cold sensor, e.g., bias, drift, or freezing, may impact the whole physical system). 
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As example, Figure 25 shows the evolution of the safety parameters when the TL,cold sensor 

is affected by the freezing failure mode. In all cases, the lead temperature at the SG outlet, TL,cold(t) 

deviates from its set point equal to 400oC (Figure 25(a)), due to the PI3 response to the frozen 

value TL,cold,sensor(t). Then, the steam SG outlet temperature Tsteam changes accordingly to the 

change of the lead temperature (Figure 25(b)), causing the change of Thermal power PTh (Figure 

25(d)). SG pressure change (Figure 25(c)) is negligible thanks to the effective regulation of the 

steam mass flow rate by the turbine admission valve. These alterations are well caught by the 

safety margin analysis. In particular, the safety margin of Tsteam, TL,cold, and PTh  in case of TL,cold 

sensor freezing (Table 17) result to be equal to 0.2187, 0.6260, and 0.4707, respectively. This 

corresponds to a “medium” effect, according to the predefined risk metric of Table 14. On the 

other hand, SG Pressure is kept approximately at the nominal level with little disturbances, and, 

thus, “negligibly” affected by the cyber attacks. 

 

Figure 25 Profiles of the safety parameters for NT=29 runs, when TL,cold sensor is frozen: (a) evolution of lead 

temperature in the cold leg; (b) evolution of steam SG output temperature; (c) evolution of SG pressure; and 

(d) evolution of reactor thermal power 

Table 17 Safety margins estimation of the safety parameters of TL,cold sensor freezing cyber attack scenarios 

Variable Tsteam (oC) pSG (Pa) TL,cold (oC) PTh (W) 

�̂�min,𝑦𝑎

#1  - 1.7972·107 381.3042 2.8412·108 

�̂�max,𝑦𝑎

#2  528.1336 1.8026·107 - 3.0391·108 

𝑀#3
#1(or #2)

 0.2187 0.9722 0.6260 0.4707 

Note: 1) a in this Table refers to TL,cold sensor freezing, denoting that the simulation is run to simulate the system dynamic 
scenario processing when the TL,cold sensor is attacked to freezing and, to test the effects of such cyber attacks on the system 
integrity. 
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(2) Actuators 

The results of the safety margins estimation of the three actuator failures are shown in Table 

18. The cyber attacks leading to actuator-stuck failure at a random output level, severely affect 

the system functioning and integrity since most of the safety margins of the parameters turn out 

to be less than 0.2. This evidence should raise defenders’ concern, because the ALFRED 

dynamics would be severely affected if cyber breaches are injected into these vulnerable 

components. 

Table 18 Safety margins estimation of the safety parameters of the cyber attacks to actuators 

Scenario a 𝑀𝑈,𝑇𝑠𝑡𝑒𝑎𝑚,𝑎

𝛾1,𝛽1  𝑀𝑇,𝑝𝑆𝐺,𝑎

𝛾1,𝛾2,𝛽
 𝑀𝐿,𝑇𝐿,𝑐𝑜𝑙𝑑,𝑎

𝛾2,𝛽2  𝑀𝑇,𝑃𝑇ℎ,𝑎

𝛾1,𝛾2,𝛽
 

CR height stuck 0.4895 0 0.7532 0 
Water pump stuck 0 0 0.5441 0 
Turbine valve stuck 0.1708 0 0.8484 0.1792 

 

As illustrative example, Figure 26 shows the evolution of the safety parameters when the 

water pump is attacked to fail stuck with a random value sampled from the uniform distribution 

in U(0,300) mentioned in Table 12, at a random time tA. The feedwater mass flow rate Gwater is 

output at a constant value in each case and this directly affects the SG performance. As a result, 

the lead temperature at the SG outlet TL,cold (Figure 26(a)) and steam SG outlet temperature Tsteam 

(Figure 26(b)) are strongly affected. Then, changes in Tsteam cause transients of SG pressure 

(Figure 26(c)), and, at the same time, TL,cold causes the CRs regulation that affects the reactor 

thermal power PTh (Figure 26(d)). The results are shown in Table 19. Regarding the lower 

threshold, the safety margin of TL,cold turns out to be 0.5441, classified as a “medium” effect, 

according to three-level risk metric of Table 14. On the other hand, all safety margins of Tsteam, 

pSG, and PTh, result to be equal to 0, indicating that a cyber attack to the water pump-stuck would 

“severely” affect the system dynamics and integrity.  
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Figure 26 Profiles of the safety parameters for NT=29 runs, when the water pump is attacked to fail stuck with 

a random value: (a) evolution of lead temperature in the cold leg; (b) evolution of steam SG output 

temperature; (c) evolution of SG pressure; and (d) evolution of thermal power 

Table 19 Safety margins estimation of the safety parameters of water pump-stuck cyber attack scenarios 

Variable Tsteam (oC) pSG (Pa) TL,cold (oC) PTh (W) 

�̂�min,𝑦𝑎

#1  - 1.6089·107 377.2037 2.0677·108 

�̂�max,𝑦𝑎

#2  715.0707 1.8712·107 - 3.1242·108 

𝑀#3
#1(or #2)

 0 0 0.5441 0 

Note: 1) a in this Table refers to water pump-stuck, denoting that the simulation is run to test the system dynamic scenario 
processing when the water pump is attacked to get stuck in a random value and, to test the effects of such cyber attacks on the 
system integrity. 

(3) PI controllers 

The safety margins estimation results of cyber attacks to PI gains and set points are presented 

in Table 20. Cyber attacks to change of PI gain values have negligible effects on the safety 

parameters and on the system functionalities (except for changes of the Kp value of PI3). This is 

potentially ascribed to the PI controller capability of regulating the errors of controlled variables 

close to zero even if the (relative small) gain values are changed to 3 or 4 orders of magnitude 

larger than the reference settings. On the other hand, cyber attacks changing the controllers set 

point values (i.e., pSG,set, TL,cold,set, PTh,set) are more likely to cause system performance degradation. 

Such evidences demonstrate that PI gain values play a less important role, compared with the 

residual between the measurement and the set point value, e(t). 
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Table 20 Safety margins estimation of the safety parameters of the cyber attacks to PI regulator 
value changes 

Scenario a 𝑀𝑈,𝑇𝑠𝑡𝑒𝑎𝑚,𝑎

𝛾1,𝛽1  𝑀𝑇,𝑝𝑆𝐺,𝑎

𝛾1,𝛾2,𝛽
 𝑀𝐿,𝑇𝐿,𝑐𝑜𝑙𝑑,𝑎

𝛾2,𝛽2  𝑀𝑇,𝑃𝑇ℎ,𝑎

𝛾1,𝛾2,𝛽
 

PI1  Kp  0.9676 0.9696 0.9203 0.9355 
Ki  0.9624 0.9698 0.9219 0.9232 
Tsteam,set 0.9534 0.9591 0.9263 0.9295 

PI2  Kp  0.9612 0.9722 0.9304 0.9321 
Ki  0.9677 0.9684 0.9213 0.9370 
pSG,set 0.9647 0.0213 0.9260 0.9300 

PI3  Kp  0.9451 0.7570 0.9156 0.8981 
Ki  0.9677 0.9660 0.9199 0.9414 
TL,cold,set 0.6879 0.8840 0.5739 0.6264 

PI4  Kp  0.9623 0.9671 0.9168 0.9287 
Ki  0.9657 0.9699 0.9187 0.9343 
PTh,set 0.9655 0.9685 0.9120 0.4628 

 

Figure 27 shows the evolution of the safety parameters when the reference value of Kp of PI1 

is attacked at a random time tA and changes to a random value distributed as U(1e-2,1) (see Table 

13). 

Under such circumstances, the steam SG outlet temperature Tsteam (Figure 27(a)) is negligibly 

affected. The most probable reason is that Kp plays a less important role in PI computation, 

compared with the residual between the measurement Tsteam and the set point value Tsteam,set, e(t). 

The resulting negligible change of Tsteam will not lead to any transients of SG functioning. Also, 

the evolutions of SG pressure pSG (Figure 27(b)), of lead temperature at the SG outlet TL,cold 

(Figure 27(c)), and of reactor thermal power PTh (Figure 27(d)) are not altered with respect to 

normal conditions. Safety margins of Tsteam, pSG, TL,cold and PTh result to be equal to 0.9676, 0.9696, 

0.9203, and 0.9355, respectively, as listed in Table 21. 
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Figure 27 Profiles of the safety parameters for NT=29 runs, when the PI1 Kp gain is changed to a random value: 

(a) evolution of steam SG output temperature; (b) evolution of SG pressure; (c) evolution of lead temperature 

in the cold leg; and (d) evolution of reactor thermal power 

Table 21 Safety margins estimation of the safety parameters of change of Kp value of PI1 cyber 
attack scenarios 

Variable Tsteam (oC) pSG (Pa) TL,cold (oC) PTh (W) 

�̂�min,𝑦𝑎

#1  - 1.7971·107 396.0125 2.9809·108 

�̂�max,𝑦𝑎

#2  453.2381 1.8030·107 - 3.0193·108 

𝑀#3
#1(or #2)

 0.9676 0.9696 0.9203 0.9355 

Note: 1) a in this Table refers to change of Kp value of PI1, denoting that the simulation is run to test the system dynamic scenario 
processing when the Kp gain value of PI1 is attacked to be changed to a random value and, to test the effects of such cyber 
attacks on the system integrity. 

3.4. Conclusions 

Tasks I.2, II.2 and III.2 of Table 1 have been the focus of the Ph.D. activities on the analysis 

of threats to CPSs. The application of the approach has been illustrated on the digital I&C system 

of an Advanced Lead-cooled Fast Reactor European Demonstrator (ALFRED). 

A modelling and simulation framework has been developed for identifying components 

vulnerable to cyber threats in CPSs of NPPs, and for generating and processing cyber attack 

scenarios in CPSs accounting for multiple failure modes of the attacked components, to test the 

effects of the cyber threats on the system functionality and integrity, and to prioritize the most 

vulnerable components for cyber security protection decision-making. Cyber attacks are injected 

by a MC engine of cyber breaches injection. A safety margin estimation approach has been 

utilized for cyber threat prioritization in Section 3.2. Safety margins of the safety parameters are 
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estimated by a Bracketing Order Statistics approach, with respect to the one- and two-sided 

thresholds. The results of Section 3.3 obtained from the case study of the ALFRED identify 

actuators as the most vulnerable CPS components. The cyber attacks leading to actuator-stuck 

failure at a random output level severely affect the system functioning since most of the safety 

margins of the parameters turn out to be less than the threshold of 0.2 denoting high risk. This 

evidence should raise defenders’ concern, because the ALFRED dynamics would be severely 

affected if cyber breaches are injected into these vulnerable components (Paper 3[J]). 
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Resources for Protecting Nuclear Power Plants from Cyber Attacks, Risk Analysis, under 

review. 

1[B] Wang, W., Di Maio, F. and Zio, E., 2018. A Non-Parametric Cumulative Sum Approach for Real-

Time Diagnostics of Cyber Attacks to Nuclear Power Plants. Resilience of Cyber-Physical 

Systems: From Risk Modelling to Threat Counteraction, Chapter 9. DOI: 10.1007/978-3-319-

95597-1. 

5[J] Wang, W., Di Maio, F. and Zio, E., 2018. Reliability Assessment of an Online Cyber Security 

Diagnostic Tool of a Nuclear Power Plant under Uncertain Human Operator Cognition. Work 

in progress. 

 

For modeling and simulation for CPSs protection design, an Adversarial Risk Analysis (ARA) 

approach is developed in Chapter 4.1 for obtaining a novel prescriptive defender support strategy 

that optimize both the allocation of resources for defensive barriers against cyber attacks and the 

maintenance strategy to cope with component stochastic failures; and for online diagnostics of 

cyber attacks to CPSs, a Non-Parametric Cumulative Sum (NP-CUSUM) detection approach is 

developed in Chapter 4.2, to promptly recognize cyber attacks, distinguish them from component 

failures, and guiding decisions for CPSs recovery. 
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4.1. Defend-attack modeling for optimal allocation of resources for defensive 

barriers 

The intelligent and adaptive nature of attackers, that with intentional and malicious attacks 

aim at maximizing vulnerable components loss, endangers the CPS functionality; adversarially, 

defenders have to enforce defense strategies by taking decisions regarding resource allocations, 

to protect the integrity and survivability of CPSs from intentional and malicious cyber threats. 

The minimization of attacks impacts on CPS functionality and the maximization of CPS reliability 

and survivability are sought by defenders decisions on the allocation of defensive resources. 

In this Chapter, we propose an ARA approach to provide a novel one-sided prescriptive 

support strategy for the defender to optimize the defensive resource allocation, based on a 

subjective expected utility model, in which the decisions of the adversaries are uncertain. This 

increases confidence in cyber security through robustness of CPS protection actions against 

uncertain malicious threats, compared with prescriptions provided by a classical defend-attack 

game-theoretical approach.  

4.1.1. Case study: the ALFRED 

We consider the protection of the ALFRED against potential cyber threats. Cyber attacks to 

the ALFRED and the deployable defensive resources are presented in Sections 4.1.1.1 and 4.1.1.2, 

respectively.  

4.1.1.1. The cyber attacks 

Besides components failures, CPS functionality can also be compromised by malicious 

attacks. Responses of the digital I&C system of ALFRED to 15 different cyber attack strategies 

aimed at altering sensors, actuators and PI regulators (i.e., PI gains and set point values) have 

been investigated in Chapter 3. It is shown that cyber attacks to actuators challenge the most the 

entire system functionality, along with the attacks to the lead temperature sensor, whereas, 

functionality is negligibly affected by attacks that alter the values of PI gains. This is ascribed to 

the PI controller capability of regulating the errors of controlled variables close to zero even if the 
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(relatively small) gain values are changed to 3 or 4 orders of magnitude larger than the reference 

settings. It is worth pointing out that the prioritization of cyber threats in terms of their impact on 

the ALFRED functionality, as proposed in Chapter 3, are usually unknown (i.e., uncertain) to 

attackers, or not equally perceived by attackers and defenders, at least in reality.  

In this Chapter, a poor attacker cognitive awareness on cyber threats prioritization is 

assumed, resulting in a pool of A=15 different cyber attack strategies (of 4 types, as listed in Table 

22, namely, a1 (attacks to different sensor databases); a2 (attacks to commands of different 

actuators); a3 (attacks to changes of PI gain values); a4 (attacks to changes of set point values of 

controlled variables)) that the attacker can undergo, constrained by resources that allow him/her 

to launch a single attack to target a single CPS component. 

An intentional attack can be launched either from an outsider or from an insider (e.g., a 

bribed operator) with probabilities 𝜉𝑜𝑢𝑡 and 𝜉𝑖𝑛 (hereafter taken equal to 𝜉𝑜𝑢𝑡 = 0.99 and 𝜉𝑖𝑛 =

0.01, respectively) with preparation cost [206, 207]: 

 
, if outsider attacker

, if insider attacker

out

prep

in

c
c

c


 


 
(4-1) 

where, cout and cin are the front money for financing an outsider attacker and the bribery cost of 

an insider operator (hereafter assumed to be distributed as truncated normal distributions TN(5e1, 

1e1) (k€) and TN(2e2, 5e1) (k€), respectively, according to the statistics listed in [208]). 

Attack consequences can be monetized in terms of attack loss due to cA1 (attacker arrest) and 

cA2 (cyber attacker remunerations of launching an attack), and attack revenues from cA3 

(radiological effect), cA4 (public panic effect) and cA5 (media effect). The total attack cost 

becomes: 

 

2 5

1 3

A prep Aq Aq

q q

c c c c
 

     (4-2) 

Notice that:  

(1) Loss cA1 (i.e., cost for an attacker arrest by a security personnel (e.g., police office)) is 

here estimated by: 
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 1A arrest arrestc c   (4-3) 

where, 
arrest  is the arrest probability hereafter assumed to be distributed as a Uniform 

distribution U(0.0, 0.5), and 
arrestc  is equal to 3e2 (k€) [168, 209, 210].  

(2) The attacker remunerations cA2 are usually deliberated between the attacker and the 

employer before launching an attack, according to uncertain factors such as attacker 

experience, attack technical means, etc.; thus, cA2 is estimated to be several times larger 

than the front money, hereby distributed as a truncated normal distribution TN(1e3, 2e2) 

(k€). 

(3) cA3, cA4 and cA5 are the attacker revenues induced from the launched attack and mainly 

depend on the confrontation between the attack and any possible defensive 

countermeasures. 

4.1.1.2. The defensive resources 

A typical digital I&C system is a SCADA (Supervisory Control And Data Acquisition) 

system that features numerous hardwares and softwares, interfacing the monitoring and control 

system with the physical process, aimed at controlling it and, at the same time, protecting it from 

cyber attacks, from which recovery is needed (in case of attack success) to maintain the system 

in normal operation conditions [101, 211]. 

Defensive resources are, therefore, aimed at: (d1) preventing from cyber attacks and, (d2) 

recovering when suffering a successful cyber attack.  

Prevention can be enforced by [53, 101, 212, 213]: 

 Firewall that prevents intrusions and blocks unauthorized or unwanted communications; 

 Intrusion Detection Systems (IDSs) that identify common patterns of unwanted network 

access or malicious activities, and alert operators; 

 Operators that monitor the process status through sophisticated Human-Machine 

Interfaces (HMIs) that embed IDSs distinguishing cyber attacks from stochastic 

component failures; 
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 Security software that prevents from operators unauthorized access and information 

leakage by password authentication, communication encryption, or/and access 

authorization; 

Recovery from successful cyber attacks can rely on [212]: 

 Mainframe computers that allow the digital I&C system to run interrupted and provide 

correct commands to actuators, even under some types of cyber attacks (such as Internet 

Protocol (IP) spoofing); 

 Database servers that store clean databases and can be used for recovery of data in case 

of some types of cyber attacks (such as false data injection); 

 Security engineers that maintain the digital I&C system once exposed to cyber attack, to 

guarantee a secure network communication and service. 

Table 23 lists the defensive resources considered, with their relevance to cope with the cyber 

attacks discussed in Section 4.1.1.1 (Column 3) and their minimum and maximum deployable 

quantity (Column 5), both assessed by expert judgment [101, 211, 213]. 

The annual costs of deployment of defensive resources (Column 6) are estimated on salaries 

(for operators and security engineers), software research and development (R&D) (for firewall 

and security software), and equipment costs (for IDSs, mainframe computers and database 

servers). In details, salaries correspond to annual base wages and pay incentives, whereas costs 

of software R&D and equipment are estimated as in Eqs. (4-4) and (4-5), respectively [214]: 
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where, ,i kc  is the annual cost of the k-th resource of the i-th defense type, 
&

,

R D

i kc  is the R&D cost, 

TNPP is the lifetime of a ALFRED NPP, ,

M

i kc  is its annual maintenance cost, ,

Buy

i kc  is its purchase 
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cost, amortized for its lifetime equipmentT  (without depreciation), and ,

E

i kc  is the annual cost of 

electricity needed to run the resource. 
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Table 22 Cyber attack strategies: types and targets 

Attack type (aj) Probability of attack success 
(probability of prevention 

failure), 𝜙𝑠1

𝑗
 

Probability of recovery 

failure (if attack success), 𝜙𝑠2

𝑗
  

Attack target, (aj,y) 

(a1) sensor databases 0.65 0.40 (a1,1) Tsteam (a1,2) pSG (a1,3) TL,cold (a1,4) PTh 
(a2) commands of actuators 0.55 0.45 (a2,1) hCR (a2,2) Gwater (a2,3) kv / 
(a3) changes of PI gain values 0.40 0.80 (a3,1) PI1 (a3,2) PI2 (a3,3) PI3 (a3,4) PI4 
(a4) changes of set point values 0.40 0.50 (a4,1) Tsteam,set (a4,2) pSG,set (a4,3) TL,cold,set (a4,4) PTh,set 

Table 23 Defensive resources with properties 

Defense type, di Countermeasures, xi,k Relevance xi,k relevance with respect to (aj), 𝛾𝑖,𝑘
𝑗

 Min.-Max., nri,k Annual cost 
distribution, ci,k (k€) 

(a1) (a2) (a3) (a4) 

(d1) Prevention (x1,1) firewall  High 0.25 0.25 0.25 0.25 0-1 TN(80,20) 
(x1,2) Intrusion Detection 
Systems (IDSs)  

Moderate 0.10 0.10 0.01 0.05 0-4 TN(15,2) 

(x1,3) operators Moderate 0.10 0.10 0.01 0.05 1-4 Tri(35,50,60) 
(x1,4) security software  Moderate 0.06 0.06 0.10 0.10 0-3 TN(80,10) 

(d2) Recovery (x2,1) mainframe computers High 0.17 0.45 0.35 0.35 0-3 TN(520,2) 
(x2,2) database servers  High 0.25 0.25 0.05 0.15 0-2 TN(70,2) 
(x2,3) security engineers  High 0.50 0.35 0.25 0.25 0-2 Tri(90,100,110) 

Notes: Tri(a,b,c) denotes a triangular distribution with lower limit a, upper limit c and mode b, and TN(μ,σ) denotes a normal distribution with mean value μ and standard 
deviation σ, truncated at zero. 
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Considering a maximum budget BM generates a set of ℜ alternative defense portfolios 𝑑𝑟 =

{𝑑1
𝑟, 𝑑2

𝑟} = {𝑛1,1
𝑟 , 𝑛1,2

𝑟 , 𝑛1,3
𝑟 , 𝑛1,4

𝑟 , 𝑛2,1
𝑟 , 𝑛2,2

𝑟 , 𝑛2,3
𝑟 } ∈ ℜ characterized by an annual cost 𝑐𝑎𝑛𝑛𝑢𝑎𝑙

𝑟 , r = 

1, 2, …, ℜ: 

 
1 2

, ,

r r
d dr r

annual annual annual i k i k M

i k

c c c n c B      (4-6) 

where, 𝑐𝑎𝑛𝑛𝑢𝑎𝑙
𝑑1

𝑟

 and 𝑐𝑎𝑛𝑛𝑢𝑎𝑙
𝑑2

𝑟

 are the annual costs of the d1 and d2 types of defensive resources of 

the portfolio 𝑑𝑟. Assuming a BM equal to 2,000 k€ (for sake of illustration), Eq. (4-6) yields ℜ = 

4834 alternative defensive resource allocations with 𝑛1,1
𝑟 = 0,1, 𝑛1,2

𝑟 = 0,1,2,3,4,  𝑛1,3
𝑟 =1,2,3,4, 

𝑛1,4
𝑟 =0,1,2,3, 𝑛2,1

𝑟 =0,1,2,3, 𝑛2,2
𝑟 =0,1,2 and 𝑛2,3

𝑟 =0,1,2, and ,i kc  are taken to be the mean values of 

the annual costs of the defensive resources. The resulting ℜ = 4834 deployable portfolios are 

hereafter referred to by the rule of sequentially increasing the values of 

𝑛2,3
𝑟 , 𝑛2,2

𝑟 , 𝑛2,1
𝑟 , 𝑛1,4

𝑟 , 𝑛1,1
𝑟 , 𝑛1,2

𝑟  and 𝑛1,1
𝑟 , and, thus, lead to the permutations 𝑑1 = {0,0,1,0,0,0,0}, 

𝑑2 = {0,0,1,0,0,0,1}, …, and 𝑑4834 = {1,4,4,3,2,2,2}. 

4.1.2. The defend-attack model 

The minimization of attacks impact on CPS functionality and the maximization of CPS 

reliability and survivability are sought by defenders decisions on the allocation of defensive 

resources [117, 215-218]. A variety of defend-attack models have been proposed for this scope, 

focusing on the strategic interactions between defenders and attackers for the optimal defense 

resource allocation. Often, game-theoretical models (widely applied to many areas such as 

economics, political science, psychology, biology, computer science, and so on [114-116]) have 

been used for advising the defender on the optimal allocation of defensive resources against 

attackers [40, 80, 100, 117, 118, 219].  

However, all models mentioned above are developed from the viewpoint of a neutral 

opponent governing the attack/defense loss, under the strong assumptions of mutually common 

knowledge (i.e., Nash equilibrium), rather than from the viewpoint of an intelligent adversary 

(attacker or defender) exploring the impacts of malicious (or self-interested) actions under 
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uncertainty [104-107]. Adversarial Risk Analysis (ARA) addresses this limitation by modeling 

and analyzing intelligent actors (attackers or defenders), for which the outcomes (or losses) in the 

game-theoretical model are uncertain [104, 106, 169]. 

In this work, we propose an ARA model to advise the CPS defender, with his own beliefs 

and preferences, for identifying the optimal defense resource allocation that would minimize the 

system integrity loss when constrained by limited defense resources against (unknown and 

uncertain) cyber attacks. The game originated between the defender and the attacker is described 

in Section 4.1.2.1. An ARA model [104, 106, 169] is here tailored to the problem of cyber security 

assessment of the digital I&C system of the ALFRED, for supporting the defender to allocate the 

optimal defenses under uncertain adversarial strategies and consequences of attacks. The resulting 

ARA model is also compared with a Nash equilibrium optimal solution of a classical game-

theoretical analysis [220-222], where uncertainties are neglected. 

4.1.2.1. The game 

The defender of the ALFRED needs to choose a defense strategy 𝑑𝑟 from the ℜ available, 

to optimally protect the digital I&C system from an (unknown) attack strategy aj,k among the A 

that can threaten the system, originating a game between the defender and the attacker. Different 

combinations of defense and attack strategies (𝑑𝑟, 𝑎𝑗,𝑦) = (𝑑1
𝑟, 𝑑2

𝑟 , 𝑎𝑗,𝑦) would result in different 

outcomes and consequences, with different costs for both the defender and the attacker.  

Since the scope of the work is to prescriptively support the defender with an optimal resource 

allocation, outcomes and consequences generated from each (𝑑1
𝑟, 𝑑2

𝑟, 𝑎𝑗,𝑦) are hereafter described 

only with focus on the defender decision making. 

4.1.2.1.1. The outcomes probabilities 

Each combination (𝑑1
𝑟, 𝑑2

𝑟, 𝑎𝑗,𝑦) originates the outcome set 𝑠 = {𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦), 𝑠2(𝑑2

𝑟|𝑠1)} , 

where 𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦) defines the successful prevention of 𝑑1

𝑟 to an attack aj,y: 

 𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦) = {

1, prevention failure (attack success)
0, prevention success (attack failure)

 (4-7) 
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and 𝑠2(𝑑2
𝑟|𝑠1) the successful recovery of 𝑑2

𝑟 in case of successful attack (i.e., 𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦)=1): 

 𝑠2(𝑑2
𝑟|𝑠1) = {

1, recovery success
0, recovery failure

 (4-8) 

The outcome set comes with a probability set 𝑝 = {𝑝 (𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦)) , 𝑝(𝑠2(𝑑2

𝑟|𝑠1))} , where 

𝑝 (𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦)) defines the probability of the prevention outcome 𝑠1(𝑑1

𝑟, 𝑎𝑗,𝑦), and 𝑝(𝑠2(𝑑2
𝑟|𝑠1)) 

the probability of the recovery outcome 𝑠2(𝑑2
𝑟|𝑠1) in case of successful attack. As proposed in 

[168], the values of 𝑝 (𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦)) and 𝑝(𝑠2(𝑑2

𝑟|𝑠1)) are calculated as in Eqs. (4-9) and (4-10), 

respectively, 
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(4-10) 

where, 𝜙𝑠1

𝑗
 is the probability of prevention failure when the j-th type attack is occurring, 𝜙𝑠2

𝑗
 is 

the probability of recovery failure when the j-th type attack is successful (see Table 22), 𝛾1,𝑘
𝑗

 is 

the estimated relevance of the k-th prevention countermeasure in decreasing the attack success 

probability, and 𝛾2,𝑘
𝑗

 is the estimated relevance parameter of the k-th recovery measure in 

increasing the recovery success probability (see Table 23). 

Being all these parameters estimated by the defender on his personal judgment, Eqs. (4-9) 

and (4-10) are the defender opinion on the outcomes probabilities, i.e., 𝑝𝐷 (𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦)) and 

𝑝𝐷(𝑠2(𝑑2
𝑟|𝑠1)). However, the defender ignores the attacker assumptions on the probabilities of 

the outcomes, i.e., 𝑝𝐴 (𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦)) and 𝑝𝐴(𝑠2(𝑑2

𝑟|𝑠1)), and can only speculate assuming them 

to be distributed as normal distributions with 𝑝𝐷 (𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦))  and 𝑝𝐷(𝑠2(𝑑2

𝑟|𝑠1))  as mean 

values, and Eqs. (4-11) and (4-12) as standard deviations [168], 
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    2 2 1 2 2 1| , min( | , ,0.05)r r

A Ds d s p s d s   (4-11) 

    1 1 , 1 1 ,| , min( | , ,0.05)r r

A j y D j ys d a p s d a   (4-12) 

4.1.2.1.2. The attack consequences 

Consequences of attacks are monetized in terms of economic loss (i.e., for cD1 system 

integrity loss and cD2 decrease of PMech) and compensation for post-attack impact (i.e., cD3 

radiological effects, cD4 public panic and chaos, and cD5 media impact) (see Table 24) [223, 224]. 

Table 24 Consequences of attacks 

Consequences Description 

(cD1) System integrity loss CPS recovery and protection improvement 
(cD2) Decrease of PMech Business interruption 
(cD3) Radiological effects Compensation for radiation pollution 
(cD4) Public panic and chaos Social network reconstruction 
(cD5) Media impact Public relation management 

 

For simplicity, and in line with [84, 225], the costs of the l-th consequence 𝑐𝐷𝑙(𝑠|𝑑𝑟, 𝑎𝑗,𝑦), 

l=1, 2, …, 5, that depend on (𝑑𝑟 , 𝑎𝑗,𝑦) and on the outcomes 𝑠, is calculated according to the law 

of total probability [226]: 

    , ,| , |r

Dl j y l j y Dlc s d a p s a c 



   
(4-13) 

where, 
Dlc  is assumed to be the cost of a negligible (α=N), medium (α=M) and severe (α=S) attack 

(listed in Table 25), 𝑝𝑙
𝛼(𝑠|𝑎𝑗,𝑦) is the conditional probability of the outcome 𝑠 to the occurrence 

of aj,y with the α-th effect of the l-th consequence, and: 

Generally, the defender empirically assesses 𝑝𝑙
𝛼(𝑠|𝑎𝑗,𝑦) taking three rules into account: 

(1) α: besides the consideration of Eq. (4-14), since the game considers the cyber attack to 

a single element, the defender empirically assumes that an outcome 𝑠 (i.e., (𝑠2 = 1, 𝑠1 =

1), (𝑠2 = 0, 𝑠1 = 1) or (𝑠1 = 0)) of a cyber attack aj,y leads either to a negligible (α=N) 

or medium (α=M) l-th consequence rather than to a severe (α=S) effect. For example, 

given an outcome (𝑠2 = 1, 𝑠1 = 1) of a1,2, the values of 𝑝1
𝑁(𝑠2 = 1, 𝑠1 = 1|𝑎1,2) (equal 

  ,| 1l j yp s a



  
(4-14) 
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to 0.80) and 𝑝1
𝑀(𝑠2 = 1, 𝑠1 = 1|𝑎1,2) (equal to 0.17) turn out to be much larger than 

𝑝1
𝑆(𝑠2 = 1, 𝑠1 = 1|𝑎1,2) (equal to 0.03) in Table 27(I); 

(2) (𝑠|𝑎𝑗,𝑦): in general terms, the failure recovery in case of a successful attack aj,y, i.e., 

(𝑠2 = 0, 𝑠1 = 1) is more likely to lead the l-th consequence to a severe (α=S) effect, 

whereas, the successful prevention to aj,y (𝑠1 = 0) more probably has a negligible (α=N) 

effect on the l-th consequence. For example, given the cyber attack a1,2, the defender 

assumes the relatively large values of 𝑝1
𝑀(𝑠2 = 0, 𝑠1 = 1|𝑎1,2)  (equal to 0.40) and 

𝑝1
𝑆(𝑠2 = 0, 𝑠1 = 1|𝑎1,2) (equal to 0.05) but a small value of 𝑝1

𝑆(𝑠1 = 0|𝑎1,2) equal to 

0.00 in Table 27(I);  

(3) l: the responses of ALFRED to cyber attacks to sensors, actuators and PI regulators are 

investigated by simulation in Chapter 3 to quantify the effects of the cyber attacks on 

the system functionality and integrity. For this scope, we rely on the safety margins 

estimates of the ALFRED under different cyber attacks (listed in Tables 16, 18 and 20 

in Chapter 3). In general terms, the smaller the safety margin to cyber attack, the more 

probable a l-th consequence with severe (α=S) effect (for example, the failure recovery 

in case of a successful attack to water pump (actuator) a2,2, i.e., 𝑝1
𝑆(𝑠2 = 0, 𝑠1 = 1|𝑎2,2) 

(equal to 0.20) is more easily to lead to the severe (α=S) effect on the system integrity 

loss than a successful attack to Tsteam sensor a1,1, i.e., 𝑝1
𝑆(𝑠2 = 0, 𝑠1 = 1|𝑎1,1) (equal to 

0.00) in Table 27(I), because Table 20 shows cyber attacks leading to actuator-stuck 

failure at a random output level severely affect the system functioning and leads most 

of the safety margins of the parameters to turn out to be less than the threshold of 0.2 

denoting high risk). Besides, it is also assumed that, once prevented (𝑠1 = 0), the attack 

has no opportunity to lead the system to a l-th consequence with severe (α=S) effect, 

hence 𝑝1
𝑆(𝑠1 = 0|𝑎1,1) turns out to be equal to 0.00, for example, in Table 27(I). 

In Table 27, the defender assumptions for 𝑝𝑙
𝛼(𝑠|𝑎𝑗,𝑦) (for system integrity loss (I), decrease 

of PMech (II), radiological effects (III), public panic and chaos (IV) and media impact (V)) are 

listed.   
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Table 25 Defender’s assessment of base costs of the consequences 

Consequences Cost of each level (k€) 
Negligible Medium Severe 
𝑐𝐷𝑙

𝑁  𝑐𝐷𝑙
𝑀  𝑐𝐷𝑙

𝑆  

(cD1) System integrity loss 1e1 4e2 1e3 
(cD2) Decrease of PMech 91.11 91.11*24 91.11*1e2 
(cD3) Radiological effect 0 1e4 1e6 
(cD4) Public panic and chaos 1e1 1e3 1e4 
(cD5) Media impact 1e1 1e3 1e4 

Notes: 91.11 (k€/h) is an estimate of the economics profit per hour for a 300MW nuclear reactor. 

In conclusion, with respect to a generic (𝑑𝑟, 𝑎𝑗,𝑦) the total cost to be considered for decision-

making consists in the defenses deployment cost 𝑐𝑎𝑛𝑛𝑢𝑎𝑙
𝑟  of Eq. (6) plus the sum of all possible 

consequences costs 𝑐𝐷𝑙(𝑠|𝑑𝑟, 𝑎𝑗,𝑦), l=1, 2, 3, 4, 5: 

    
5

, ,

1

| , | ,r r r

D j y annual Dl j y

l

c s d a c c s d a


   (4-15) 

The attacker must sustain the attack impact (i.e., cD3, cD4 and cD5), that has to be justified in 

light of the speculated costs resulting from the game, i.e., cA3, cA4 and cA5, by: 

    , ,| , | , 3,4,5r

Aq j y q j y Aqc s d a p s a c q 



    
(4-16) 

where 𝑐𝐴𝑞
𝛼  is the cost of a negligible (α=N), medium (α=M) and severe (α=S) attack (see Table 26 

their personal distributions) and 𝑝𝑞
𝛼(𝑠|𝑎𝑗,𝑦) is the conditional probability of the outcome 𝑠 to the 

occurrence of aj,y with the α-th effect of the q-th consequence. Thus, the attacker costs of Eq. (4-

2) become: 

    
5

, 1 2 ,

3

| , | ,r r

A j y prep A A Aq j y

q

c s d a c c c c s d a


     (4-17) 

Table 26 Assessment of the distributions of base costs of the consequences 

Consequences (q) Cost of each level 𝑐𝐴𝑞
𝛼  (k€) 

Negligible Medium Severe 
𝑐𝐴𝑞

𝑁  𝑐𝐴𝑞
𝑀  𝑐𝐴𝑞

𝑆  

(iii) Radiological effect 0 TN(1e4,5e3) TN(1e6,5e5) 
(iv) Panic effect 0 TN(1e3,5e2) TN(1e4,5e3) 
(v) Media effect 0 TN(1e4,5e3) TN(1e5,5e4) 

 

In decision analysis, it is common to map the cost into a utility function that measures the 

decision maker preference on alternatives with uncertain outcomes [227, 228]. The decision 

maker aims at optimizing his/her portfolio by maximizing his/her own utility function [229, 230]. 
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In our case, the defender may use the exponential utility 𝑢𝐷(𝑠|𝑑𝑟, 𝑎𝑗,𝑦) of Eq. (4-18), that is a 

risk averse function that lowers the uncertainty of consequences (i.e., costs) assuming constant 

absolute risk with the coefficient of risk aversion Λ𝐷 = − 𝑢𝐷
′′(𝑠|𝑑𝑟, 𝑎𝑗,𝑦) 𝑢𝐷

′ (𝑠|𝑑𝑟, 𝑎𝑗,𝑦)⁄ < 0 

[104, 231]: 

     , ,| , exp | ,r r

D j y D D j yu s d a k c s d a    (4-18) 

where, kD (here taken distributed as U(1e-5, 2e-5)) is defined according to 𝑘𝐷 =

𝑢𝐷
′′(𝑠|𝑑𝑟, 𝑎𝑗,𝑦) 𝑢𝐷

′ (𝑠|𝑑𝑟, 𝑎𝑗,𝑦)⁄ > 0, whose absolute value is constant with respect to costs and 

larger than 0 [232, 233]. 

Relying on the concept of exponential utility with attacker’s risk proneness attitude and 

coefficient of risk proneness Λ𝐴 = − 𝑢𝐴
′′(𝑠|𝑑𝑟, 𝑎𝑗,𝑦) 𝑢𝐴

′ (𝑠|𝑑𝑟, 𝑎𝑗,𝑦)⁄ > 0  [104, 231-233], the 

defender can assess the attacker’s utility 𝑢𝐴(𝑠|𝑑𝑟, 𝑎𝑗,𝑦) as:  

     , ,| , exp | ,r r

A j y A A j yu s d a k c s d a   (4-19) 

where, kA is estimated based on the absolute risk proneness constant with respect to costs and 

𝑘𝐴 = 𝑢𝐴
′′(𝑠|𝑑𝑟, 𝑎𝑗,𝑦) 𝑢𝐴

′ (𝑠|𝑑𝑟, 𝑎𝑗,𝑦)⁄ < 0, judged to be distributed from a uniform distribution U(-

3.0e-5, 0) with the aid of experts. 
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Table 27 Defender assessment of the probabilities of occurrence of each consequence level 

(I) System integrity loss 

Probabilities Attack strategies 

a1,1 a1,2 a1,3 a1,4 a2,1 a2,2 a2,3 a3,1 a3,2 a3,3 a3,4 a4,1 a4,2 a4,3 a4,4 

𝑝1
𝑁(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 1.00 0.55 0.40 0.35 0.50 0.30 0.50 1.00 1.00 0.90 1.00 1.00 0.65 0.40 0.65 

𝑝1
𝑀(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.40 0.50 0.55 0.50 0.50 0.50 0.00 0.00 0.10 0.00 0.00 0.35 0.50 0.35 

𝑝1
𝑆(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.05 0.10 0.10 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 

𝑝1
𝑁(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 1.00 0.80 0.75 0.70 0.75 0.65 0.75 1.00 1.00 1.00 1.00 1.00 0.85 0.80 0.85 

𝑝1
𝑀(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.17 0.20 0.25 0.20 0.30 0.22 0.00 0.00 0.00 0.00 0.00 0.15 0.20 0.15 

𝑝1
𝑆(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.03 0.05 0.05 0.05 0.05 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

𝑝1
𝑁(𝑠1 = 0|𝑎𝑗,𝑦) 1.00 0.99 0.99 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 0.99 0.99 0.99 

𝑝1
𝑀(𝑠1 = 0|𝑎𝑗,𝑦) 0.00 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01 

𝑝1
𝑆(𝑠1 = 0|𝑎𝑗,𝑦) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

 (II) Decrease of PMech 

Probabilities Attack strategies 
a1,1 a1,2 a1,3 a1,4 a2,1 a2,2 a2,3 a3,1 a3,2 a3,3 a3,4 a4,1 a4,2 a4,3 a4,4 

𝑝2
𝑁(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 1.00 0.55 0.40 0.35 0.50 0.30 0.50 1.00 1.00 0.90 1.00 1.00 0.65 0.40 0.65 

𝑝2
𝑀(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.40 0.50 0.55 0.50 0.50 0.50 0.00 0.00 0.10 0.00 0.00 0.35 0.50 0.35 

𝑝2
𝑆(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.05 0.10 0.10 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 

𝑝2
𝑁(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 1.00 0.80 0.75 0.70 0.75 0.65 0.75 1.00 1.00 1.00 1.00 1.00 0.85 0.80 0.85 

𝑝2
𝑀(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.17 0.20 0.25 0.20 0.30 0.22 0.00 0.00 0.00 0.00 0.00 0.15 0.20 0.15 

𝑝2
𝑆(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.03 0.05 0.05 0.05 0.05 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

𝑝2
𝑁(𝑠1 = 0|𝑎𝑗,𝑦) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

𝑝2
𝑀(𝑠1 = 0|𝑎𝑗,𝑦) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

𝑝2
𝑆(𝑠1 = 0|𝑎𝑗,𝑦) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

 (III) Radiological effects 

Probabilities Attack strategies 
a1,1 a1,2 a1,3 a1,4 a2,1 a2,2 a2,3 a3,1 a3,2 a3,3 a3,4 a4,1 a4,2 a4,3 a4,4 

𝑝3
𝑁(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 1.00 0.75 0.60 0.80 0.50 0.50 0.50 1.00 1.00 1.00 1.00 1.00 0.95 0.60 0.95 

𝑝3
𝑀(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.20 0.30 0.15 0.40 0.40 0.40 0.00 0.00 0.00 0.00 0.00 0.05 0.30 0.05 

𝑝3
𝑆(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.05 0.10 0.05 0.10 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 

𝑝3
𝑁(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 1.00 0.95 0.95 0.95 0.95 0.95 0.95 1.00 1.00 1.00 1.00 1.00 0.95 0.95 0.95 

𝑝3
𝑀(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.00 0.00 0.00 0.00 0.05 0.05 0.05 

𝑝3
𝑆(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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𝑝3
𝑁(𝑠1 = 0|𝑎𝑗,𝑦) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

𝑝3
𝑀(𝑠1 = 0|𝑎𝑗,𝑦) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

𝑝3
𝑆(𝑠1 = 0|𝑎𝑗,𝑦) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

(IV) Public panic and chaos 

Probabilities Attack strategies 
a1,1 a1,2 a1,3 a1,4 a2,1 a2,2 a2,3 a3,1 a3,2 a3,3 a3,4 a4,1 a4,2 a4,3 a4,4 

𝑝4
𝑁(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 1.00 0.80 0.70 0.80 0.50 0.40 0.40 1.00 1.00 1.00 1.00 1.00 0.95 0.60 0.60 

𝑝4
𝑀(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.15 0.25 0.17 0.40 0.50 0.40 0.00 0.00 0.00 0.00 0.00 0.05 0.20 0.20 

𝑝4
𝑆(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.05 0.05 0.03 0.10 0.10 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.20 

𝑝4
𝑁(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 1.00 0.90 0.85 0.90 0.70 0.75 0.70 1.00 1.00 1.00 1.00 1.00 0.95 0.90 0.90 

𝑝4
𝑀(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.10 0.10 0.07 0.25 0.20 0.25 0.00 0.00 0.00 0.00 0.00 0.05 0.10 0.10 

𝑝4
𝑆(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.00 0.05 0.03 0.05 0.05 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

𝑝4
𝑁(𝑠1 = 0|𝑎𝑗,𝑦) 1.00 0.98 0.98 0.98 0.95 0.95 0.95 1.00 1.00 1.00 1.00 1.00 0.98 0.95 0.95 

𝑝4
𝑀(𝑠1 = 0|𝑎𝑗,𝑦) 0.00 0.02 0.02 0.02 0.04 0.04 0.04 0.00 0.00 0.00 0.00 0.00 0.02 0.04 0.03 

𝑝4
𝑆(𝑠1 = 0|𝑎𝑗,𝑦) 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.02 

(V) Media impact 

Probabilities Attack strategies 
a1,1 a1,2 a1,3 a1,4 a2,1 a2,2 a2,3 a3,1 a3,2 a3,3 a3,4 a4,1 a4,2 a4,3 a4,4 

𝑝5
𝑁(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 0.99 0.30 0.20 0.30 0.10 0.10 0.10 0.98 0.98 0.98 0.98 0.90 0.90 0.60 0.60 

𝑝5
𝑀(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 0.01 0.65 0.70 0.65 0.70 0.70 0.70 0.02 0.02 0.02 0.02 0.10 0.10 0.30 0.30 

𝑝5
𝑆(𝑠2 = 0, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.05 0.10 0.05 0.20 0.20 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 

𝑝5
𝑁(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 0.99 0.85 0.60 0.60 0.50 0.50 0.60 0.98 0.98 0.98 0.98 0.95 0.95 0.80 0.70 

𝑝5
𝑀(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 0.01 0.12 0.30 0.25 0.30 0.35 0.30 0.02 0.02 0.02 0.02 0.05 0.05 0.15 0.25 

𝑝5
𝑆(𝑠2 = 1, 𝑠1 = 1|𝑎𝑗,𝑦) 0.00 0.03 0.10 0.05 0.20 0.15 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.05 

𝑝5
𝑁(𝑠1 = 0|𝑎𝑗,𝑦) 1.00 0.99 0.99 0.99 0.95 0.95 0.95 1.00 1.00 1.00 1.00 1.00 0.98 0.95 0.95 

𝑝5
𝑀(𝑠1 = 0|𝑎𝑗,𝑦) 0.00 0.01 0.01 0.01 0.04 0.04 0.04 0.00 0.00 0.00 0.00 0.00 0.02 0.04 0.03 

𝑝5
𝑆(𝑠1 = 0|𝑎𝑗,𝑦) 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.02 
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4.1.2.2. The Adversarial Risk Analysis model 

In particular, a defender is given advice on the optimal defense portfolio against cyber 

attacks, when only acquainted with subjective (partial) knowledge on attacker decisions. 

Considering the outcomes of the game 𝑠 = {𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦), 𝑠2(𝑑2

𝑟|𝑠1)} in the decision making, 

the defender seeks for the optimal resource allocation 𝑑∗ = {𝑑1
∗, 𝑑2

∗} that is expected to optimally 

prevent the digital I&C system from unknown cyber attacks and, at the same time, minimize the 

system functionality loss in case of successful cyber attack. The 𝑑∗ is obtained by maximizing the 

defender expected utility Ψ𝐷(𝑑𝑟): 

  arg max
r

r

D

d

d d




  
(4-20) 

where Ψ𝐷(𝑑𝑟) is defined as in Eq. (4-21): 
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where 𝑢𝐷(𝑠|𝑑𝑟, 𝑎𝑗,𝑦)  is the defender utility of possible consequences costs, 𝑝 =

{𝑝 (𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦)) , 𝑝(𝑠2(𝑑2

𝑟|𝑠1))} defines the defender assumptions on the probabilities of the 

outcomes (i.e., 𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦) and 𝑠2(𝑑2

𝑟|𝑠1)), and 𝜋𝐷(𝑎𝑗,𝑦|𝑑𝑟) is the defender estimation of the 

probability of occurrence of any aj,k attack, given that the defense resources 𝑑𝑟 are deployed. 

To cope with the uncertainty on the type of attack (unknown to the defender) the MC 

approach sketched in Figure 28 is used for (a) estimating the 𝜋𝐷(𝑎𝑗,𝑦|𝑑𝑟) that is fundamental for 

(b) estimating the defender optimal defense strategy 𝑑∗. 

(a) Estimation of 𝝅𝑫(𝒂𝒋,𝒚|𝒅𝒓) 

The shadowed loop of Figure 28 (left) allows to mimic Nm different attacker decisions, and 

propagate the defender uncertainty on these decisions, with respect to a specific deployable 𝑑𝑟 

(from 𝑑1 = {0,0,1,0,0,0,0} to 𝑑4834 = {1,4,4,3,2,2,2}). At the m-th run, m = 1, 2, …, Nm: 

(a1) For each combination (𝑑1
𝑟, 𝑑2

𝑟 , 𝑎𝑗,𝑦) given a 𝑑𝑟, sample the values of cprep, cAq and kA 

from the defender subjective distributions in Section 4.1.2.1, to calculate the attacker 



 

4. MODELING AND SIMULATION FOR PROTECTION DESIGN 

82 

 

consequences of costs 𝑐𝐴(𝑠|𝑑𝑟 , 𝑎𝑗,𝑦)  of Eq. (4-17) and the corresponding utilities 

𝑢𝐴(𝑠|𝑑𝑟, 𝑎𝑗,𝑦) of Eq. (4-19); 

(a2) After sampling 𝑝𝐴 (𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦))  and 𝑝𝐴(𝑠2(𝑑2

𝑟|𝑠1))  from the defender subjective 

distributions in Section 4.1.2.1, calculate the attacker expected utility of aj,k conditioned 

on the 𝑑𝑟, Ψ𝐴
𝑚(𝑎𝑗,𝑦|𝑑𝑟), by:  

        
  2 1

, 2 2 1 1 1 , ,

0,1 0,1

| | , | , | ,m r r r r

A j y A A j y A j y

s s

a d p s d s p s d a u s d a
 

   
 

(4-22) 

(a3) Find the optimal attack strategy 𝑎∗,𝑚(𝑑𝑟), with respect to the 𝑑𝑟: 

    
,

,

,arg max |
j y

m r m r

A j y
a A

a d a d



  
(4-23) 

(a4) Run Nm = 1000 time steps (a1) to (a3), to calculate 𝜗(𝑎𝑗,𝑦|𝑑𝑟) the number of aj,k being 

the optimal attack strategy at all the Nm runs, given the 𝑑𝑟; 

(a5) Estimate 𝜋𝐷(𝑎𝑗,𝑦|𝑑𝑟) by:  
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 (b) Estimation of 𝑑∗ by a MC simulation 

At the v-th run, v = 1, 2, …, Nv, of the MC simulation of Figure 28 (right), 

(b1) For each one of the set of ℜ  (=4834) defense portfolios, 𝑑𝑟 , take the values of 

𝜋𝐷(𝑎𝑗,𝑦|𝑑𝑟) (see (a)), with respect to each type of attacks aj,y. 

(b2) For each combination (𝑑1
𝑟, 𝑑2

𝑟, 𝑎𝑗,𝑦)  given the 𝑑𝑟 , sample the values of 𝑐𝑎𝑛𝑛𝑢𝑎𝑙
𝑟 , 

𝑐𝐷𝑙(𝑠|𝑑𝑟, 𝑎𝑗,𝑦), and kD from the defender subjective distributions, respectively; taking 

the values of 𝜋𝐷(𝑎𝑗,𝑦|𝑑𝑟)  of (a) and 𝑝𝐷 = {𝑝𝐷 (𝑠1(𝑑1
𝑟, 𝑎𝑗,𝑦)) , 𝑝𝐷(𝑠2(𝑑2

𝑟|𝑠1))}  of  

Eqs. (4-9) and (4-10), calculate the defender expected utility Ψ𝐷
𝜐(𝑑𝑟) by Eq. (4-21); 

(b3) After calculating Ψ𝐷
𝜐(𝑑𝑟) for all the portfolios 𝑑𝑟 at the v-th run, find the optimal one 

by Eq. (4-20) that is equivalent to: 

  , arg max
r

v v r

D
d

d d



  
(4-25) 

(b4) Run Nv = 1000 times steps (b1) to (b3) to build the empirical ℏ𝐷(𝑑𝑟), which is the 
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frequency of 𝑑𝑟 being the optimal portfolio in all Nv runs; 

(b5) Obtain the defender optimal resource allocation 𝑑∗ that is: 

  
 

arg max arg max
r r

r

r

D
d d v

d
d d

N




 

   (4-26) 

where, ϖ(𝑑𝑟) is the number of times the 𝑑𝑟 is the optimal portfolio in all Nv runs. 
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Figure 28 The flowchart of the ARA approach for obtaining the optimal defense allocation 
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4.1.2.3. The classical defend-attack model 

In most applications of traditional game theory, the attacker and the defender are assumed to 

share common knowledge regarding utility functions and probabilities of outcomes. Such 

assumption allows combining defender and attacker decision analysis into a coupled (balanced) 

model. 

In game theory, the Nash equilibrium is defined to solve the players equilibrium strategies 

of a non-cooperative game involving two or more players and, can be reached if no player can do 

better by unilaterally changing his/her strategy [220, 234]. Each strategy in a Nash equilibrium is 

a best response providing a player with the most favorable outcome, taking other strategies in that 

equilibrium as given [235]. It has been proven that at least one Nash equilibrium exists for any 

game involving a finite number of players who can choose from finite strategies [236]. 

As proposed in [221], taking either player strategies and beliefs as given in the coupled 

defend-attack model, decision analysis allows reaching one player best response with respect to 

each of the opponent strategies and seeking an intersection point, namely, a Nash equilibrium, 

(𝑑𝑁𝑎𝑠ℎ
∗ , 𝑎𝑁𝑎𝑠ℎ

∗ ), that satisfies: 

        
,

,, max , & , max ,
r

j y

r

D Nash Nash D Nash A Nash Nash A Nash j y
a Ad

d a d a d a d a        



   
(4-27) 

where, 𝑎𝑁𝑎𝑠ℎ
∗ (𝑑𝑟)  is the attacker best response with respect to a defender decision 𝑑𝑟  and 

𝑑𝑁𝑎𝑠ℎ
∗ (𝑎𝑗,𝑦) is the defender best response with respect to an attacker strategy 𝑎𝑗,𝑦, and they are 

obtained by Eqs. (4-28) and (4-29), respectively: 

    
,

,max |
j y

r r

Nash A j y
a A

a d a d


  

(4-28) 

    , ,max |
r

r

Nash j y D j y
d

d a d a


  (4-29) 

The Nash equilibrium (𝑑𝑁𝑎𝑠ℎ
∗ , 𝑎𝑁𝑎𝑠ℎ

∗ ) is commonly obtained as a combinatorial solution at 

which the defender and the attacker find a balanced strategy with the other, whereas, neither the 

defender nor the attacker can benefit from changing strategy with the other keeping the strategy 

unchanged [106, 220, 221]. 
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4.1.3. Results 

4.1.3.1. Optimal defensive resource allocation by Adversarial Risk Analysis 

In ARA assessment, defender beliefs on the launching of an attack aj,y given a defense 

portfolio 𝑑𝑟, 𝜋𝐷(𝑎𝑗,𝑦|𝑑𝑟), can be estimated by MC simulation. On this basis, the defender optimal 

defense portfolio 𝑑∗  is assesses by MC simulation, for taking into account the defender 

uncertainty on his/her predictive judgment on the countermeasure annual costs, the monetized 

consequences after attacks and the probabilities of outcomes.  

As illustrative example, Figure 29 shows one run of the Nv estimates of the defender expected 

utilities of 𝑑𝑟  (dots): the optimal defense portfolio is estimated as 𝑑∗,𝜈 = {1,3,4,2,2,2,2} 

(diamond) with the (absolute) lowest value of expected utilities Ψ𝐷(𝑑∗,𝜈) equal to 1.0753 (i.e., 

the defender reaches the setting of lowest expected investment against the uncertain attacks, with 

an attitude of risk aversion) and the countermeasures annual costs equal to 1,865 k€, under an 

assumed BM equal to 2,000 k€ (for sake of illustration). 

 

Figure 29 The defender’s expected utilities with respect to each portfolio 

It can be seen that many other portfolios reach expected utilities close to Ψ𝐷(𝑑∗). In Table 

28, the top five defense portfolios with highest utility values are listed. As a matter of fact, even 

though the utility estimates are similar, countermeasures portfolios change much, supporting the 

need of a robust approach to provide the optimal result with the needed confidence.  
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Table 28 The optimal defense portfolios with annual costs 

𝑑𝑟 x1,1 x1,2 x1,3 x1,4 x2,1 x2,2 x2,3 Ψ𝐷(𝑑𝑟) 𝑐𝑎𝑛𝑛𝑢𝑎𝑙
𝑟  

(k€) 𝑛1,1
𝑟  𝑛1,2

𝑟  𝑛1,3
𝑟  𝑛1,4

𝑟  𝑛2,1
𝑟  𝑛2,2

𝑟  𝑛2,3
𝑟  

d4345 1 3 4 2 2 2 2 -1.0753 1,865 
d4834 1 4 4 3 2 2 2 -1.0773 1,960 
d4779 1 4 4 1 2 2 2 -1.0780 1,800 
d4260 1 3 3 3 2 2 2 -1.0846 1,895 
d1997 0 3 4 3 2 2 2 -1.0843 1,865 

 

In line with the proposed approach, therefore, the Nv runs of MC simulation lead to 𝑑∗ =

𝑑4779 = {1,4,4,1,2,2,2} (diamond in Figure 30) with the largest value of the frequency of  𝑑𝑟 

being the optimal portfolio ℏ𝐷(𝑑𝑟) equal to 7e-3 for the optimal defense portfolio, that is taken 

as confidence measure for the result provided, leveraging the robustness of the protection actions 

on the ALFRED digital I&C system with uncertain malicious threats characteristics. 

 

Figure 30 Optimal defense portfolio from ARA assessment 

It is worth mentioning that 𝑑4342 = {1,3,4,2,2,1,2}, 𝑑4749 = {1,4,4,0,2,2,2} and 𝑑4345 =

{1,3,4,2,2,2,2} turn out to be sub-optimal portfolios since they are estimated as 𝑑∗,𝑣 among the Nv 

runs for 6, 5 and 5 times, as listed in Table 29, respectively. This suggests that the development 

and maintenance of a security software is usually time-consuming but may impair the CPS 

security level (if properly designed) (for example, the security analyst would be more likely to 

select 𝑑4779  (equipped with 𝑛1,4
𝑟 = 1  security software (x1,4)) but not 𝑑4749  (without security 

software (i.e., 𝑛1,4
𝑟 = 0) for defense resource allocation), whereas, operators devoted to real-time 
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monitoring of physical processing are more likely prone to human errors (for example, it is 

impossible to recruit only one operator in NPPs, as shown in 𝑑3998 (i.e., 𝑛1,3
𝑟 = 1)). 

Table 29 The optimal defense portfolios with annual costs 

𝑑𝑟 x1,1 x1,2 x1,3 x1,4 x2,1 x2,2 x2,3 Ψ𝐷(𝑑𝑟) 𝑐𝑎𝑛𝑛𝑢𝑎𝑙
𝑟  

(k€) 𝑛1,1
𝑟  𝑛1,2

𝑟  𝑛1,3
𝑟  𝑛1,4

𝑟  𝑛2,1
𝑟  𝑛2,2

𝑟  𝑛2,3
𝑟  

d4779 1 4 4 1 2 2 2 7e-3 1,800 
d4342 1 3 4 2 2 1 2 6e-3 1,795 
d4749 1 4 4 0 2 2 2 5e-3 1,720 
d4345 1 3 4 2 2 2 2 5e-3 1,865 
d3998 1 3 1 2 2 2 2 4e-3 1,715 

 

4.1.3.2. The Nash equilibrium solution from the classical defend-attack model 

In the model of Section 4.1.2.3, the attacker beliefs, i.e., probabilities of outcomes, costs, 

risk aversion coefficient, are known to the defender, and assumed to be mean values from the 

corresponding distributions mentioned in Section 4.1.2.1. 

Figure 31 shows the Nash equilibrium solution (𝑑𝑁𝑎𝑠ℎ
∗ , 𝑎𝑁𝑎𝑠ℎ

∗ ) obtained by finding the 

intersection node between the defender best responses with respect to aj,y and the attacker best 

responses with respect to 𝑑𝑟. On one hand, the attacker calculates his/her expected utility of each 

attack decision aj,y (of the pool of A) 𝜋𝐷(𝑎𝑗,𝑦|𝑑𝑟) and obtains a best response 𝑎𝑁𝑎𝑠ℎ
∗ (𝑑𝑟) with 

respect to a defender strategy 𝑑𝑟 (out of ℜ = 4834 portfolios). The solutions of Eq. (4-28) turn 

out to be the constant attacker best response a2,1 (attack to control rod actuator) with respect to 

different defense strategies (see dot line in Figure 31). Whereas, on the other hand, the defender 

calculates his/her expected utility of each 𝑑𝑟  (out of ℜ  = 4834 portfolios) 𝜋𝐷(𝑎𝑗,𝑦|𝑑𝑟)  and 

obtains a best response 𝑑𝑁𝑎𝑠ℎ
∗ (𝑎𝑗,𝑦) with respect to an attack decision aj,y (of A). The solutions of 

Eq. (4-29) vary with the attack decisions (see stars in Figure 31). Notably, the attacker best 

responses 𝑎𝑁𝑎𝑠ℎ
∗ (𝑑𝑟)  and the defender best responses 𝑑𝑁𝑎𝑠ℎ

∗ (𝑎𝑗,𝑦)  intersect at the point of 

(𝑑4834, 𝑎2,1) , and Nash equilibrium is (𝑑𝑁𝑎𝑠ℎ
∗ , 𝑎𝑁𝑎𝑠ℎ

∗ )  (see diamond in Figure 31), where 

𝑑4834 = {1,4,4,3,2,2,2} is equipped with all deployable defensive resources under the restriction 

of BM equal to 2,000 k€.  
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Figure 31 Estimation of Nash equilibrium solution from the classical defend-attack model 

It must be noticed that the Nash equilibrium solution 𝑑𝑁𝑎𝑠ℎ
∗ = 𝑑4834 = {1,4,4,3,2,2,2} 

(shown with a circle in Figure 30), obtained from the classical defend-attack model that assumes 

that the defender and the attacker share common knowledge, differs from 𝑑∗ = 𝑑4779 =

{1,4,4,1,2,2,2} by two sets of security softwares (i.e., 𝑛1,4
4834 − 𝑛1,4

4779 = 2). 

Even if surprisingly marginal, there is indeed a fundamental difference between the two 

solutions: the Nash equilibrium solution 𝑑4834  in practice assumes the maximum quantity of 

defense resources to be installed with the maximum allowed budget BM, whereas, the optimal 

decision of the ARA 𝑑∗ (i.e., 𝑑4779 highlighted in diamond in Figure 30) reaches the one-sided 

prescriptive optimal decision against all possible uncertain cyber attacks without reaching the 

maximum budget. Moreover, as shown in Figure 30, the allocation strategy 𝑑4834 gives a value 

of ℏ𝐷(𝑑∗) equal to 2e-3 and, therefore, less effective in protecting the CPS from the uncertain 

attacks than 𝑑4779. 

4.1.4. Conclusions and discussions 

In this Chapter, we have proposed an ARA approach for analyzing decisions between 

intelligent adversaries provided a novel one-sided (i.e., defender) prescriptive support strategy for 

optimizing the defensive resource allocations based on a subjective expected utility model. 

A MC approach has been embedded into the ARA model for treating uncertainties in the 
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decisions of the adversaries, for improving confidence in obtaining the optimal defense resource 

allocation, leveraging robustness of protection actions on the CPS with uncertain malicious 

threats. 

For demonstration, we have illustrated the proposed ARA framework to a cyber defend-

attack game in the digital I&C system of the ALFRED (Paper 4[J]). With respect to the 

prescriptive support, the ARA framework advised the defender the optimal portfolio of defense 

resource allocation, minimizing the system integrity loss against uncertain cyber attacks. The 

result has also been compared with the Nash equilibrium solution from a classical defend-attack 

model, in which the attacker and the defender share common knowledge regarding utility 

functions and probabilities of the outcomes of the game, showing that a stable status (Nash 

equilibrium) can be reached between the defender and the attacker, as a two-sided prescriptively 

balanced strategy profile. 

It is worth noting that, in reality, the security defender seems to be more likely to protect and 

recover a CPS relying on the cyber security emergency management from a launched specific 

cyber attack [237], rather than solely on the prevention of the optimized allocation of resources 

for defensive barriers referred from a probabilistic analysis (e.g., the proposed ARA modelling). 

Despite this, decision analysis on the defensive resource allocation is still of importance, 

specifically to highly (cyber) defended facilities such as NPPs, for exploring and understanding 

how the cyber attacks impact the system functionality and its environment, that is fundamental to 

plan proper protection and mitigation actions for resilience, especially under a constrained defense 

budget. 
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4.2. A Non-Parametric Cumulative Sum Approach for online diagnostic of cyber 

attacks 

 Both stochastic failures and cyber attacks can compromise the correct functionality of 

Cyber-Physical Systems (CPSs). Cyber attacks manifest themselves in the physical system and, 

can be misclassified as component failures, leading to wrong control actions and maintenance 

strategies. In this Chapter (i.e., Task IV.2), we illustrate the use of the NP-CUSUM approach for 

online diagnostics of cyber attacks to CPSs. This allows for promptly recognizing cyber attacks 

by distinguishing them from component failures, and guiding decisions for the CPSs recovery 

from anomalous conditions.  

4.2.1. Case study: the ALFRED 

We apply the approach to the ALFRED and its digital I&C system. Redundancy is commonly 

applied to sensors and signal processing units of a digital I&C system [238]. In the ALFRED 

digital control scheme, redundancy has been used to design each independent SISO loop. Figure 

32 shows an example of the redundant design scheme of the TL,cold-PI3-Gwater control loop. The 

real values of the coolant SG outlet temperature TL,cold(t) are measured by a sensor. After collected 

and converted to quantized (discretized) values by a data acquisition system, the measurements 

are duplicated by two identical digital-to-analog converters (DACs) to Subsystem 1 for computing 

(feeding) and 2 for monitoring, respectively. The received measurements of Subsystem 1 

𝑇𝐿,𝑐𝑜𝑙𝑑
𝑓𝑒𝑒𝑑 (𝑡) is fed to the computational unit PI3, whereas those of Subsystem 2 𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡) are 

taken as redundant data, for detecting anomalous conditions of the physical system. 

 

Figure 32 The redundancy design of the TL,cold-PI3-Gwater control loop 
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Measurements are realistically considered to be affected by two types of errors [239, 240]: 

measurement errors (assumed distributed according to a normal distribution) and quantization 

errors (which are rooted in the DACs and are assumed uniformly distributed between −1/2 and 

+1/2 Least Significant Bit (LSB)). For simplicity, but without loss of realism, Table 30 lists the 

reference values of the controlled variables, the distributions of sensor measurement errors and 

the quantization errors that each control loops is subjected to. 

Table 30 List of reference parameters for safety variables 

Variable, y Reference value, yref, at full 
power nominal conditions 

Sensor measuring error 
δy(t) 

Converters quantization 
error qy(t) 

Tsteam (oC) 450 N(0,1) [-0.05, +0.05] 
pSG (Pa) 180·105 N(0,0.1) ·105 [-0.01,+0.01]·105 
TL,cold (oC) 400 N(0,1) [-0.05, +0.05] 
PTh (W) 300·106 N(0,0.5) ·106 [-0.05,+0.05]·106 

 

4.2.1.1. Failures 

Without loss of generality, we hereby consider only the TL,cold sensor failures (but the 

following discussion remains valid for any other sensor of the I&C system of the ALFRED). The 

occurrence of sensor failure (i.e., bias, drift, wider noise and freezing [53]) at random time tR 

results in altered sensor measurement ysensor(t) and, then, potentially lead the ALFRED to 

accidents [203, 241, 242], equivalent to the consequences of cyber attacks to sensors mentioned 

in Eq. (3-1). 

Stochastic failures cause differences of the measurements 𝑇𝐿,𝑐𝑜𝑙𝑑
𝑠𝑒𝑛𝑠𝑜𝑟(𝑡) from the real values of 

the controlled variable in the physical system. The MC sampling procedure used to inject 

stochastic failures to the TL,cold sensor at uniform random time tR consists in sampling the sensor 

failures at random magnitudes in different failure modes  and, then, running the ALFRED 

simulator for generating the controlled variables evolution throughout the mission time tM. 

Erroneous measurements are, then, converted to two sets of quantized data in the data acquisition 

system and fed to both the computing (feeding) and monitoring subsystems, as shown in Figure 

33. 
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Figure 33 Schematics of TL,cold sensor stochastic failures 

4.2.1.2. Cyber breaches 

Alternatively, a DoS attack of Eq. (3-1) is modelled to block a legitimate packet traffic that 

processes the genuine connection and is substituted by a malicious packet traffic, preventing the 

controllers from receiving legitimate measurements and mimicking the stochastic sensor failures 

of Figure 33. Figure 34 shows the schematics of a DoS attack, in which the computing unit is fed 

by malicious packet traffic, altering the legitimate information, whereas, a legitimate packet 

traffic is regularly fed to the monitoring unit. DoS attacks are modelled to occur at uniform 

random time tR within the time horizon tM, and the sensor failures previously explained are 

mimicked. 

 

Figure 34 Schematics of DoS attacks 

Both sensor failures and DoS attacks occur at unknown times, leading to unpredictable 

changes in the distributions of physical variables that differ from the normal condition distribution. 

Cyber attacks manifest themselves in the physical system and, can be misclassified as component 

failures, leading to wrong control actions and maintenance strategies. In this sense, diagnostic of 

cyber attacks and component failures is important for the system protection and resilience, 

allowing prompt recovery from the effects of disruptive events and, thus, increasing system 

resilience. 
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4.2.2. The NP-CUSUM online diagnostic tool 

In this work, an online diagnostic tool based on a NP-CUSUM algorithm is embedded within 

the redundancy design of the control loops (e.g., illustrated in the TL,cold-PI3-Gwater control loop, 

without loss of generality), for distinguishing between the stochastic sensor failures and the DoS 

attacks. As shown in Figure 35, the online diagnostic tool involves two main functions: (i) on-

line collection of measurements received by the controllers, which are fed to the NP-CUSUM 

algorithm that is (off-line) trained on different system behaviors to set its parameters; (ii) an on-

line application of the rules of classification of failures and cyber attacks. 
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Figure 35 Flowchart of the NP-CUSUM diagnostic approach 
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(i) On-line collection of measurements and application of the NP-CUSUM approach 

The redundant channel measurements Y(t), Y=yfeed and ymonitor, where y = TL,cold, are collected 

online by the subsystems as follows. At each time t, 

(1) The sensor measures the values y = TL,cold, which is affected by the sensor measurement 

error δy(t) distributed as a normal distribution of Table 30, i.e., ysensor(t) = yreal(t) + δy(t); 

(2) The data acquisition system collects and converts ysensor(t) with the quantization 

accuracy qy(t) of Table 30, resulting in two redundant channels of quantized 

measurements; 

(3) The computing and monitoring subsystems receive the redundant measurements Y(t); 

(4) The NP-CUSUM algorithm calculates score function-based statistics SY(t) of the 

collected Y(t), to check whether either 𝑆𝑦
𝑓𝑒𝑒𝑑(𝑡) or 𝑆𝑦

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡) exceeds a predefined 

threshold hy: 

 If yes, record the time to alarm τY (𝜏𝑦
𝑓𝑒𝑒𝑑

 or/and 𝜏𝑦
𝑚𝑜𝑛𝑖𝑡𝑜𝑟, respectively, and proceed 

with the rule-based diagnostics at Step (ii)); 

 If either 𝑆𝑦
𝑓𝑒𝑒𝑑(𝑡) or 𝑆𝑦

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡) exceeds hy, collect the successive measurement 

because the monitored component is working under normal conditions. 

(ii) On-line application of rules 

(5) If both 𝜏𝑦
𝑓𝑒𝑒𝑑

 and 𝜏𝑦
𝑚𝑜𝑛𝑖𝑡𝑜𝑟 exist, calculate the delay difference ∆𝜏𝑦 (i.e., denoting the 

difference between the time-to-detection delays 𝜏𝑦
𝑓𝑒𝑒𝑑

 and 𝜏𝑦
𝑚𝑜𝑛𝑖𝑡𝑜𝑟): 

 
feed monitor

y y y      (4-30) 

Otherwise, set 𝜏𝑦
𝑚𝑜𝑛𝑖𝑡𝑜𝑟  equal to tM (when 𝑆𝑦

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡)  has not exceeded hy when 

𝑆𝑦
𝑓𝑒𝑒𝑑(𝑡) does, and vice versa, respectively).  

If neither exists before tM, continue diagnostics. 

(6) Compare ∆𝜏𝑦 with a predefined reference delay difference Γ𝑦
𝑟𝑒𝑓

 and take decision: 

 If ∆𝜏𝑦 ≤ Γ𝑦
𝑟𝑒𝑓

, classify the event as Failure; 
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 If ∆𝜏𝑦 > Γ𝑦
𝑟𝑒𝑓

, classify the event as Cyber Attack. 

 The reference delay difference Γ𝑦
𝑟𝑒𝑓

 is estimated on a batch of Nm = 100 reference 

simulations, where, for each m-th simulation, a known component failure or cyber attack is 

injected. The minimum and maximum collected values of ∆𝜏𝑦 are found to be equal to 0s and 3s 

in case of components failures, and 12s and 501s in case of cyber attacks. Thus, we conservatively 

set Γ𝑦
𝑟𝑒𝑓

 equal to 10s, so that Δτy larger than 10s indicates that a cyber attack has occurred on the 

feeding subsystem. 

(iii) Off-line training of the NP-CUSUM algorithm 

The NP-CUSUM algorithm requires that the parameters cy and hy be customized to the 

different system behaviors, to guarantee the maximum capability of discriminating between 

failures and cyber attacks, in the ALFRED system. 

(1) Estimation of cy 

A positive constant of cy needs to be set in such a way to guarantee a negative mean value of 

  
Y

g Y

t

g Y t t


  , t = dt, 2dt, …, t, (t<tR), to hold before any anomaly (either failure or cyber 

attack) is detected, and a positive mean value     
Y

g Y R

t

g Y t t t


   , t = tR, tR+dt, tR+2dt, … 

, to hold after the anomaly occurrence [122], viz: 

   
2

0
2Y

Y
g y Y y y yE Y t c c


   




              
 

(4-

31) 

   
min

ˆ 0
Yg y Y Y yt c          (4-

32) 

where, |𝜃𝑌 − 𝜇𝑌|
min

 is defined as the minimum difference between the estimated post-change 

mean 𝜃∆𝑔𝑌
 and the known pre-change mean 𝜇∆𝑔𝑌

. As a result, 

  
min

2 ˆ

2

Y
y Y Yc t


 


    (4-33) 

where, 
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 ,
ˆ

y y Y ac     (4-34) 

where 𝜃𝑌,𝑎 is a postulated post-change mean value for an accidental scenario a.  

Since under normal conditions, the probability of Y(t) (distributed according to a normal 

distribution N(μY, σY)) of falling within the interval [μY-2σY, μY+2σY] is at least equal to 0.95 [243], 

viz:  

  Pr 2 2 0.95Y Y Y YY t           (4-35) 

we assume an anomaly to be occurred if 𝜃𝑌,𝑎 falls outside the interval [μY-2σY, μY+2σY]. Without 

loss of generality, we suppose that 𝜃𝑌,𝑎 > 𝜇𝑌. The minimum value of 𝜃𝑌,𝑎 results to be equal to 

μY+2σY and, thus, |𝜃𝑌,𝑎 − 𝜇𝑌|
min

 is equal to 2𝜎𝑌. Eqs. (4-33) and (4-34) change to: 

 
1

1 1
2 22

Y Y
y

Y Y Y Y

 


   

 
    

  
 (4-36) 

In conclusion, without loss of generality, we take a value of 휀𝑌 equal to: 

 
1

1
2 2

Y
y

Y Y




 

 
  

 
 (4-37) 

that, with respect to (TL,cold distributed as N(400,1)oC) makes 𝑐𝑦 turn out to be equal to 1.005oC. 

 (2) Estimation of hy 

The threshold hy can be set relying on a batch of Nk reference simulations under normal 

conditions, whose behaviors of the variable y without change points to failures or cyber attacks 

can be learnt, the NP-CUSUM statistics calculated and the parameter tailored to the simulation 

results. Specifically, we utilize Nk = 100 ALFRED randomly generated simulations. For each k-

th simulation, 

(a) Record the redundant channel measurements, Y(t), Y = 𝑦𝑓𝑒𝑒𝑑 or 𝑦𝑚𝑜𝑛𝑖𝑡𝑜𝑟, at each time 

t, t = dt, 2dt, …, tM; 

(b) Calculate the corresponding NP-CUSUM statistics, 𝑆𝑌(𝑡). 

(c) Set the threshold hy such that: 
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  ,
1
max

k

y y k
k N

h h
 

  (4-38) 

where, 

   ,
1
max

M

y k Y kt t
h S t

 
  (4-39) 

and, {𝑆𝑌(𝑡)}𝑘 is the collection of the statistics for the k-th simulation. 

As shown in Figure 36 with respect to TL,cold, the maximum value of the NP-CUSUM 

statistics is equal to 3.6 and, therefore, in what follows, we conservatively set ℎ𝑇𝐿,𝑐𝑜𝑙𝑑
 equal to 

4.0. 

 

Figure 36 Estimation of the threshold ℎ𝑇𝐿,𝑐𝑜𝑙𝑑
: (a) the received measurements of the two subsystems of the 

control loop; (b) the corresponding statistics calculated from the measurements 

4.2.3. Results 

We illustrate the results of the NP-CUSUM-based diagnostic approach considering different 

TL,cold sensor failures and cyber attacks to the TL,cold-PI3-Gwater control loop.  

4.2.3.1. Diganosis of attacks mimicking bias failure mode 

As illustration, Figure 37 presents the results of injecting bias failure at time tR = 630s with 

a bias factor b equal to 7.569oC, leading the TL,cold sensor measurements 𝑇𝐿,𝑐𝑜𝑙𝑑
𝐹,𝑠𝑒𝑛𝑠𝑜𝑟(𝑡)  to 

𝑇𝐿,𝑐𝑜𝑙𝑑(𝑡) + 𝑏 + 𝛿𝑇𝐿,𝑐𝑜𝑙𝑑
(𝑡), where 𝑡 ≥ 𝑡𝑅. As shown in Figure 37(a), the TL,cold sensor bias failure 

deviates both measurements 𝑇𝐿,𝑐𝑜𝑙𝑑
𝑓𝑒𝑒𝑑 (𝑡)  and 𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡)  from the real values of the physical 
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system 𝑇𝐿,𝑐𝑜𝑙𝑑(𝑡). Figure 37 shows that the bias results in very quick response of both statistics 

evaluated on the measurements 𝑇𝐿,𝑐𝑜𝑙𝑑
𝑓𝑒𝑒𝑑 (𝑡)  and 𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡) : both statistics reach quickly the 

threshold ℎ𝑇𝐿,𝑐𝑜𝑙𝑑
 (dotted line) and the difference ∆𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

 between times to alarm (𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

𝑓𝑒𝑒𝑑
 and 

𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟 ) turns out to be equal to 0 (i.e., less than Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
 equal to 10s) (see Figure 37(b)), 

allowing for a (correct) identification of the event as a sensor failure mode and not as a cyber 

attack. 

 

Figure 37 TL,cold sensor bias failure mode: (a) the received measurements of feed and monitor Subsystems in 
which the bias occurs at time tR equal to 630s; (b) the corresponding NP-CUSUM statistics for diagnosing the 

bias failure 

Contrarily, Figure 38(a) shows a cyber attack to the computing unit mimicking a bias failure 

mode at tR=630s (with b again equal to 7.569oC): this leads 𝑇𝐿,𝑐𝑜𝑙𝑑
𝑓𝑒𝑒𝑑 (𝑡) to deviate from 𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡) 

(that, indeed, is the legitimate 𝑇𝐿,𝑐𝑜𝑙𝑑
𝑠𝑒𝑛𝑠𝑜𝑟(𝑡) measured by the TL,cold sensor). The different values 

between the malicious and the legitimate measurements, then, lead to a delay response ∆𝜏𝑇𝐿,𝑐𝑜𝑙𝑑
 

equal to 66s (larger than Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
) between the threshold exceedance of 𝑆𝑇𝐿,𝑐𝑜𝑙𝑑

𝑓𝑒𝑒𝑑 (𝑡) and 𝑆𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡) 

(see Figure 38(b)), and allowing for a (correct) identification of the event as a cyber attack. 

 ,L coldT t  
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Figure 38 Cyber attack to the computing unit mimicking a bias failure mode: (a) the received measurements of 
feed and monitor Subsystems in which the cyber attack occurs at time tR equal to 630s; (b) the corresponding 

NP-CUSUM statistics for diagnosing the cyber attack 

4.2.3.2. Diagnosis of attacks mimicking drift failure mode 

Figure 39 presents the results of injecting a drift at time tR = 740s, with the drift factor c 

equal to 0.398. The drift c results in a very quick response of both statistics evaluated on the 

measurements 𝑇𝐿,𝑐𝑜𝑙𝑑
𝑓𝑒𝑒𝑑 (𝑡) and 𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡) : both statistics reach quickly the threshold ℎ𝑇𝐿,𝑐𝑜𝑙𝑑
 

(dotted line) and the difference ∆𝜏𝑇𝐿,𝑐𝑜𝑙𝑑
 between times to alarm (𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

𝑓𝑒𝑒𝑑
 and 𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟) turns out 

to be equal to 0 (i.e., less than Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
) (see Figure 39(b)), allowing for a (correct) identification 

of the event as a sensor failure. 

 
Figure 39 TL,cold sensor drift failure mode: (a) the received measurements of feed and monitor Subsystems in 
which the drift occurs at time tR equal to 740s; (b) the corresponding NP-CUSUM statistics for diagnosing the 

bias failure 
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Contrarily, Figure 40(a) shows a cyber attack to the computing unit mimicking a drift failure 

mode at tR=740s (with c again equal to 0.398), leading 𝑇𝐿,𝑐𝑜𝑙𝑑
𝑓𝑒𝑒𝑑 (𝑡) to deviate from the legitimate 

𝑇𝐿,𝑐𝑜𝑙𝑑
𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡). The different values between the malicious and the legitimate measurements, then, 

lead to a delay response ∆𝜏𝑇𝐿,𝑐𝑜𝑙𝑑
 equal to 41s (larger than Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
) between the threshold 

exceedance of 𝑆𝑇𝐿,𝑐𝑜𝑙𝑑

𝑓𝑒𝑒𝑑 (𝑡)  and 𝑆𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡)  (see Figure 40(b)), allowing for a (correct) 

identification of the event as a cyber attack. 

 

Figure 40 Cyber attack to the computing unit mimicking a drift failure mode: (a) the received measurements of 
feed and monitor Subsystems in which the cyber attack occurs at time tR equal to 740s; (b) the corresponding 

NP-CUSUM statistics for diagnosing the cyber attack 

4.2.3.3. Diagnosis of attacks mimicking wider noise failure mode 

Figure 41 presents the results of injecting wider noise at time tR = 750s. This results in a very 

quick response of both statistics evaluated on the measurements 𝑇𝐿,𝑐𝑜𝑙𝑑
𝑓𝑒𝑒𝑑 (𝑡) and 𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡): both 

statistics reach quickly the threshold ℎ𝑇𝐿,𝑐𝑜𝑙𝑑
 (dotted line) and the difference ∆𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

 between 

times to alarm (𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

𝑓𝑒𝑒𝑑
 and 𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟) turns out to be equal to 0 (i.e., less than Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
) (see Figure 

41(b)), allowing for a (correct) identification of the event as a sensor failure mode. 
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Figure 41 TL,cold sensor wider noise failure mode: (a) the received measurements of feed and monitor 
Subsystems in which the wider noise failure occurs at time tR equal to 750s; (b) the corresponding NP-CUSUM 

statistics for diagnosing the bias failure 

Contrarily, Figure 42(a) shows a cyber attack to the computing unit mimicking a wider noise 

failure mode at tR=750s, leading 𝑇𝐿,𝑐𝑜𝑙𝑑
𝑓𝑒𝑒𝑑 (𝑡)  to deviate from the legitimate 𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡) . The 

different values between the malicious and the legitimate measurements, then, lead to a delay 

response ∆𝜏𝑇𝐿,𝑐𝑜𝑙𝑑
 equal to 247s (i.e., larger than Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
) at tM (see Figure 42(b)), allowing for a 

(correct) identification of the event as a cyber attack. 

 
Figure 42 Cyber attack to the computing unit mimicking a wider noise failure mode: (a) the received 

measurements of feed and monitor Subsystems in which the cyber attack occurs at time tR equal to 750s; (b) 
the corresponding NP-CUSUM statistics for diagnosing the cyber attack 
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4.2.3.4. Diagnosis of attacks mimicking freezing failure mode 

Figure 43 presents the results of injecting freezing at time tR = 460s with the frozen 

𝑇𝐿,𝑐𝑜𝑙𝑑
𝑠𝑒𝑛𝑠𝑜𝑟(𝑡) equal to 402.53oC. The freezing results in a very quick response of both statistics 

evaluated on the measurements 𝑇𝐿,𝑐𝑜𝑙𝑑
𝑓𝑒𝑒𝑑 (𝑡) and 𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡): Both statistics reach quickly the 

threshold ℎ𝑇𝐿,𝑐𝑜𝑙𝑑
 (dotted line) and the difference ∆𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

 between times to alarm (𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

𝑓𝑒𝑒𝑑
 and 

𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟) turns out to be equal to 0 (i.e., less than Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
) (see Figure 43(b)), allowing for a 

(correct) identification of the event as a sensor failure mode. 

 

Figure 43 TL,cold sensor freezing failure mode: (a) the received measurements of feed and monitor in which the 
freezing occurs at time tR equal to 460s; (b) the corresponding NP-CUSUM statistics for diagnosing the bias 

failure 

Contrarily, Figure 44(a) shows a cyber attack to the computing unit mimicking a freezing 

failure mode at tR=460s (with frozen 𝑇𝐿,𝑐𝑜𝑙𝑑
𝑠𝑒𝑛𝑠𝑜𝑟(𝑡) again equal to 402.53oC), leading 𝑇𝐿,𝑐𝑜𝑙𝑑

𝑓𝑒𝑒𝑑 (𝑡) to 

deviate from the legitimate 𝑇𝐿,𝑐𝑜𝑙𝑑
𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡). The different values between the malicious and the 

legitimate measurements, then, lead to a delay response ∆𝜏𝑇𝐿,𝑐𝑜𝑙𝑑
 equal to 187s (i.e., larger than 

Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
) between the threshold exceedance of 𝑆𝑇𝐿,𝑐𝑜𝑙𝑑

𝑓𝑒𝑒𝑑 (𝑡) and 𝑆𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡) (see Figure 44(b)), 

allowing for a (correct) identification of the event as a cyber attack. 
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Figure 44 Cyber attack to the computing unit mimicking a freezing failure mode: (a) the received 
measurements of feed and monitor Subsystems in which the cyber attack occurs at time tR equal to 460s; (b) 

the corresponding NP-CUSUM statistics for diagnosing the cyber attack 

The results of these illustrative examples show that the NP-CUSUM-based diagnostics 

approach is capable of diagnosing cyber attacks, distinguishing them from stochastic failures of 

components, based on the identified rules of assignments. 

4.2.4. Performace of the diagnostic approach 

The previous examples shown in Section 4.2.3 demonstrate the effectiveness of the NP-

CUSUM diagnostics approach. Since the proposed diagnostic approach may suffer from either 

large false alarm rate (if the threshold is set too small) or high missed alarm rate (if the threshold 

is set too large) [244], an extensive and massive test with respect to unknown sensor failures 

and/or unknown cyber attacks is performed for assessing its diagnostic capabilities. We calculate 

false alarm, missed alarm and misclassification rates with respect to 100 randomly sampled 

stochastic failures and 100 different cyber attacks for each failure mode (i.e., bias, drift, wider 

noise or freezing) (thus, a total of NA=800 runs). At each run of the simulation: a random time tR 

within the mission time tM=1000s and an uncertain parameter value (i.e., b for bias, c for drift, 

δ’(t) are sampled from the distributions listed in Table 11 for wider noise or frozen value for 

freezing) and used to inject a TL,cold sensor failure or a cyber attack to the computing unit. Then, 

the NP-CUSUM-based diagnostic algorithm is applied to both 𝑇𝐿,𝑐𝑜𝑙𝑑
𝑓𝑒𝑒𝑑 (𝑡) and 𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡), to 
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calculate 𝑆𝑇𝐿,𝑐𝑜𝑙𝑑

𝑓𝑒𝑒𝑑 (𝑡) and 𝑆𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡), respectively. The diagnostic performances are measured as 

follows: 

 False alarm rate 𝛼𝑇𝐿,𝑐𝑜𝑙𝑑

ℎ : the probability of either 𝑆𝑇𝐿,𝑐𝑜𝑙𝑑

𝑓𝑒𝑒𝑑 (𝑡)  or 𝑆𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡)  in an 

accidental scenario exceeding the threshold ℎ𝑇𝐿,𝑐𝑜𝑙𝑑
 before tR. 

 Missed alarm rate 𝛽𝑇𝐿,𝑐𝑜𝑙𝑑

ℎ : the probability of neither 𝑆𝑇𝐿,𝑐𝑜𝑙𝑑

𝑓𝑒𝑒𝑑 (𝑡) nor 𝑆𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡) in an 

accidental scenario exceeding the threshold ℎ𝑇𝐿,𝑐𝑜𝑙𝑑
 within the mission time tM. 

 Misclassification rate 𝛾 (Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
) : given a reference delay difference Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
, the 

probability of a misclassified assignment of an event. 

Table 31 lists the estimates of  𝛼𝑇𝐿,𝑐𝑜𝑙𝑑

ℎ  and 𝛽𝑇𝐿,𝑐𝑜𝑙𝑑

ℎ  with respect to the threshold ℎ𝑇𝐿,𝑐𝑜𝑙𝑑
 

equal to 4.0, among the total of NA=800 runs of stochastic failures and cyber attacks. The results 

in the Table show that the total values of 𝛼𝑇𝐿,𝑐𝑜𝑙𝑑

ℎ  and 𝛽𝑇𝐿,𝑐𝑜𝑙𝑑

ℎ  are equal to 0.0313 and 0.0250, 

respectively, and the low values are accepted in the diagnostics of cyber attacks of the ALFRED. 

Table 31 False and missed alarm rates with respect to ℎ𝑇𝐿,𝑐𝑜𝑙𝑑
 

Character Bias Drift Wider noise Freezing Total 

𝛼𝑇𝐿,𝑐𝑜𝑙𝑑

ℎ  8/200 8/200 1/200 8/200 25/800=0.0313 

𝛽𝑇𝐿,𝑐𝑜𝑙𝑑

ℎ  13/200 5/200 0/200 2/200 20/800=0.0250 

 

To analyze the effect of an improper choice of Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
 that may mistakenly ascribe an 

accidental scenario to inconsistent reasons and lead to misclassified diagnostics, we estimate 

𝛾 (Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
) among the NA=800 scenarios, with respect to different values of Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
. We assess 

the misclassification rates by defining four misclassification types (i.e., Misclassification A, B, C 

and D), that differ in terms of the difference between alarm delays ∆𝜏𝑇𝐿,𝑐𝑜𝑙𝑑
 to a reference value 

Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
 in Table 32.  
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Table 32 Misclassification assessment with respect to Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
 

Real scenario Comparison Assignment Check False alarm of Missed alarm of 

Sensor 
failure 

∆𝜏𝑇𝐿,𝑐𝑜𝑙𝑑
≤ Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
 Sensor failure Correct - - 

∆𝜏𝑇𝐿,𝑐𝑜𝑙𝑑
> Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
 Cyber attack Misclassification A Cyber attack Sensor failure 

Neither 𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

𝑓𝑒𝑒𝑑
 nor 𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟  Normal condition Misclassification B - Sensor failure 

Cyber attack ∆𝜏𝑇𝐿,𝑐𝑜𝑙𝑑
≤ Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
 Sensor failure Misclassification C Sensor failure Cyber attack 

∆𝜏𝑇𝐿,𝑐𝑜𝑙𝑑
> Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
 Cyber attack Correct - - 

Neither 𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

𝑓𝑒𝑒𝑑
 nor 𝜏𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟  Normal condition Misclassification D - Cyber attack 

 

Figure 45 shows the calculated misclassification rates 𝛾 (Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
) varying with Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
 from 

0 to 60. 𝛾 (Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
) is calculated by summing all the misclassified assignments of the accidental 

scenarios, which are recorded in the way of false and missed alarm of sensor failures and of cyber 

attacks, respectively. Results show that the minimum misclassification rate (equal to 0.02875) 

can be achieved if the categorical difference Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
 is optimally equal to 8s or 9s. It is also noted 

that, the minimum rate being larger than 𝛽𝑇𝐿,𝑐𝑜𝑙𝑑

ℎ  (equal to 0.025) turns out to be reasonable 

because the identified misclassification scenarios here include the missed alarms identified with 

respect to ℎ𝑇𝐿,𝑐𝑜𝑙𝑑
 equal to 4.0. 

 
Figure 45 The misclassification rates varying with Γ𝑇𝐿,𝑐𝑜𝑙𝑑

𝑟𝑒𝑓
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4.2.5. Reliability assessment of the diagnostic tool under uncertain human operator 

cognition 

Diagnosing the different system abnormal conditions (e.g., component stochastic failures or 

cyber attacks) and distinguishing become important [53, 122], because would enable the operator 

to take proper protection decisions and to counteract the effects induced by different disruptive 

events, and, hence, increase the system safety and security level while reducing the overall 

corrective maintenance costs [81, 82, 102, 108, 245, 246]. 

Once informed via HMIs, the operator has to correctly interpret the information conveyed, 

and translate his assessment in commands actuation for corrective response [247, 248]. The 

human cognition in monitoring and assessing the information of HMIs can, on one side, improve 

the performance level of the computerized diagnostic systems embedded within the CPSs when 

the operator is skilled, whereas, on the other side, can impair the performance level when the 

cognition is poor [177, 247, 249-251]. In this sense, it is very important to assess the reliability of 

the online diagnostic system, considering the human role in correctly interpreting the information 

provided by the HMIs. 

A reliability assessment is hereby performed for the NP-CUSUM-based cyber security 

diagnostic tool, to validate and actualize its capability in diagnosing cyber threats to NPPs. The 

study takes simultaneously into account two fundamental aspects affecting the reliability 

assessment: (i) the uncertainty of the NP-CUSUM algorithm, and (ii) the modeling of the 

uncertainty related to the human operator cognition in interpreting and understanding the 

outcomes of the diagnostic tool. Human cognition will be modelled by Bayesian Belief Network 

(BBN) that structures the expert knowledge and understanding on the dependences among human 

factors (e.g., Performance Shaping Factors (PSFs)) and their causalities to the human cognition 

errors, in line with [177, 179-182, 252, 253]. 

4.2.5.1. Online diagnostic performance 

Another test with respect to unknown sensor failures and/or unknown cyber attacks is 

performed for assessing its diagnostic capabilities. 



 

4. MODELING AND SIMULATION FOR PROTECTION DESIGN 

109 

 

We estimate the correctness of the online assignments of the NP-CUSUM diagnostic tool, 

with respect to 389 TL,cold sensor failures, 392 DoS attacks and 219 normal operation scenarios 

(thus, a total of Nv = 1000 tests). At each test scenario j, the NP-CUSUM-based diagnostic 

algorithm is applied to both 𝑇𝐿,𝑐𝑜𝑙𝑑
𝑓𝑒𝑒𝑑 (𝑡) and 𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡) to calculate 𝑆𝑇𝐿,𝑐𝑜𝑙𝑑

𝑓𝑒𝑒𝑑 (𝑡) and 𝑆𝑇𝐿,𝑐𝑜𝑙𝑑

𝑚𝑜𝑛𝑖𝑡𝑜𝑟(𝑡), 

respectively, with respect to the randomly sampled values of the NP-CUSUM parameters by a 

MC sampling procedure, allowing for an identification of the event and outputting an assignment 

i. 

Table 33 collects the number of the online indication outputs, and lists the empirical 

estimates of the correctness rate and the misclassification rate. With respect to the Nv tests, the 

online diagnostic tool outputs assignments of a (sensor failure), b (DoS attack) and c (normal 

condition) with 386, 386 and 228 times, respectively. Among them, the probabilities of correct 

diagnostic turn out to be 0.9611, 0.9819 and 0.8772, respectively, of the different NP-CUSUM 

online assignments (i.e., a=(component failures), b=(cyber attacks) and c=(normal conditions), 

when checking with the real scenarios j. It is worth noting that the correct assignment rate of 

normal conditions being relatively small probably attributes to a fact of the NP-CUSUM 

algorithm suffering from a relative high missed alarm rate, due to the negligible effects of 

accidents on the controlled variable or the improper sampling of the uncertain parameters. 

Table 33 Performance of the NP-CUSUM diagnostic tool [167] 

NP-CUSUM 
assignment i 

Occurrence 
number 

Check with real scenario Probability 

Component 
failure 

386 Correct 371/386 (0.9611) 
Misclassfication of cyber attack       1/386 
Misclassfication of normal condition    14/386 

Cyber attack 386 Misclassfication of component failure      2/386 
Correct 379/386 (0.9819) 
Misclassfication of normal condition       5/386 

Normal condition 228 Misclassfication of component failure   16/228 
Misclassfication of cyber attack    12/228 
Correct 200/228 (0.8772) 

 

4.2.5.2. Human operator cognition modeling 

The human operator has to judge the correctness of the online diagnostic indications, based 

on his/her monitoring of the characteristics of physical dynamic processing via HMIs. The human 
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operator may rectify the misclassification of the online diagnostic tool if he/she is well 

experienced, whereas, may also erroneously respond to a correct online indication and lead to 

wrong situation assessment when he/she is experiencing stress or depression [254, 255]. 

4.2.5.2.1. Bayesian Belief Network structuring 

We consider a three-phase operator cognitive activity in interpreting and understanding the 

outcomes of the diagnostic tool, including (1) monitoring/detection (that refers to the operator 

observing and collecting of the real-time information (e.g., color-coded indications) from the 

HMIs), (2) situation assessment (that refers to the operator developing and updating his/her 

mental representation of the specific current situation) and (3) response planning (that refers to 

the operator diagnostic decision-making for further response plan to the current situation) [180, 

247, 254, 256, 257].  

Facing to an online diagnostic outcome, the operator develops his/her cognition relying on 

both the instantaneous understanding of the specific system situation and the mental cognition 

built up through formal education, system-specific training, and operational experience, namely, 

the knowledge base [258]. Particularly, the operator simultaneous understanding of the real-time 

system observations affects his/her performance at all the three phases, whereas the mental 

cognition responding to the specific diagnostic outcome affects his/her performance at phases (2) 

and (3). Besides, a severe system situation potentially makes the operator more stressful and, 

eventually, impede the operator from completing the diagnostic task [180, 253]. Thus, the human 

operator cognition in interpreting the online diagnostic outcomes is mutually affected by the 

system situation level, the human mental level and the human stress level, as sketched in Figure 

46. 
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Figure 46 The operator cognitive activity in diagnosing anomalies 

We, then, identify the Performance Shaping Factors (PSFs) and their dependences involved 

in the human mental model, the system situation model and the human stress model. Table 34 

lists the identified PSFs with states and descriptions, and Figure 47 develops the relationships of 

PSFs (i.e., parent nodes) affecting the operator cognitive activity (i.e., child node), namely, a BBN 

model elicited by expert judgment [178, 181]. 

 

Figure 47 The BBN model of the human operator diagnostic cognition 
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Table 34 Identification of PSFs affecting the human diagnostic cognition 

Child node, 𝑛𝑐
𝛽

  with states 𝑆𝑐
𝛽,𝛾

, β= Parent nodes, 𝑛𝑝
𝛼 , α= States, 𝑆𝑝

𝛼,𝛾
 Descriptions 

(1) Human 
cognition 
beliefs 

(2) Human mental level (1) Work process Good; 
Normal; 
Poor. 

The way to diagnose anomalies, e.g., coordination and communication between 
operators, management support, strategy handling given situations, and 
corrective action programs, etc. [259-261]. 

(2) Diagnosis 
experience/ training 

High; 
Normal; 
Low. 

The operator knowledge base, experience and training involved in the 
diagnostic task [261]. 

(3) Fitness of duty Normal; 
Degraded; 
Unfit. 

The operator physical and mental fitness to perform the diagnosis task at the 
time [259, 261]. 

(3) System 
situation level 

/ (4) Available diagnosis 
time 

Extra; 
Normal; 
Inadequate. 

The operator’s available time to diagnose an abnormal event [261]. 

(5) Diagnosis 
complexity 

(5) Diagnosis procedure Available; 
Normal; 
Incomplete. 

The existence of feasible procedures for the diagnosis and response planning 
tasks [261, 262]. 

(6) HMI Good; 
Normal; 
Misleading. 

The availability of real-time physical information from HMIs for the operator to 
carry out the diagnostic task [261]. (4) Human stress level (6) HMI 

(7) Indication of 
condition 

i=a; 
i=b; 
i=c. 

The obviousness of the online indications to help the operator diagnose the 
anomaly in real-time monitoring [263]. 

Note:  
α= 1, 2, 3, 4, 5, 6 or 7 for parent nodes; 
β = 1, 2, 3, 4 or 5 for child nodes; 
γ = 1, 2 or 3 for all the nodes; 
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4.2.5.2.2. Quantitative analysis considering uncertainty 

As shown in Table 34 and Figure 47, the operator diagnostic cognition depends both on the 

understanding of an online output of the diagnostic tool i (= sensor failures (a), DoS attacks (b) 

or normal conditions/missed alarms (c)) and on the knowledge base and experience towards a 

class of real events j (=a, b or c). Thus, different combinations of real scenarios and online 

indications, i.e., (j,i), to different extent, change the operator’s attention of monitoring and, then, 

affect the correctness of the anomaly diagnostic. 

Given any an online output i represented on the HMI, only a consistent operator decision k 

with the real scenario j can allow for a correct diagnostic of the event. The probability of correct 

diagnostic can, thus, be expressed: 

  correct , |
c

i

j k a

p p j k j i
 

   
(4-40) 

where i=a, b or c, and 𝑝(𝑗, 𝑘 = 𝑗|𝑖) is the probability of the operator decision k being consistent 

with the real scenario j, conditional on the indication i. According to the chain rule of conditional 

probability, Eq. (4-40) can change to: 

    correct | , |
c

i

j k a

p p k j j i p j i
 

   
(4-41) 

where 𝑝(𝑘 = 𝑗|𝑗, 𝑖) is the probability of the operator correctly recognizing the accidental event j, 

conditional on the indication i, and is dependent on the operator cognitive ability in responding 

to undesired accidental events [180, 257]; whereas, 𝑝(𝑗|𝑖) is the probability of the real scenario 

being j, conditional on the indication i, as listed in Table 33. 

The BBN model of Figure 47 can represent an operator’s instantaneous understanding of an 

evidence i (i.e., p(i)=1, i=a, b or c) and his/her experience and skills responding to the accidental 

events j, and can output the estimates of 𝑝(𝑘 = 𝑗|𝑗, 𝑖)  conditional on the combination (j,i), 

provided the Conditional Probability Distributions (CPDs) of the parent nodes (i.e., PSFs) and the 

Conditional Probability Tables (CPTs) at the child nodes are known. 

In order to treat the uncertainty on the PSFs with their dependences and causalities to the 

human cognition, we illustrate the use of a functional interpolation method [182] (shadowed in 
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Figure 48) embedded within a MC simulation, for populating the CPTs at the child nodes that is 

fundamental for providing us with the estimates of 𝑝(𝑘 = 𝑗|𝑗, 𝑖) conditional on the combination 

(j,i), and of human correct interpretation probability 𝑝𝑐𝑜𝑟𝑟𝑒𝑐𝑡
𝑖  with respect to NP-CUSUM online 

assignments. 

At the m-th MC run, m=1, 2, ..., Nm, of Figure 48: 

(1) Orderly set j = a, b and c, and at the j-th selection, invoke the relative distributions of 

PSFs (see Appendix B) indicating the operator knowledge base and experience to the 

class of events j; 

(2) Orderly set i = a, b and c, and at the i-th selection, set the evidence of the parent node 

7

pn  (indication of condition) as i, i.e.,  7, 1pp s i    and  7, 0pp s i   ; 

(3) Sample the CPDs (i.e.,  ,

m pp s
 

, the conditional probability of the states 
,

ps
 

) of the 

parent nodes pn


, α = 1, 2, 3, 4, 5, 6, from the related distributions;  

(4) Populate the CPTs of the child nodes cn


 by illustrating the use of the five-step 

functional interpolation method:  

(4a) Sample the mean and standard deviation values (  ,

cu e 
 or/and  ,

ce  , 

where 
, anchor

ce  
 are the selected anchors at the anchor CPT of the child node cn



, from the expert-judged distributions (see Appendix C); 

(4b) Linearly interpolate the missing mean and standard deviation values (  ,other

cu e
 

or/and  ,other

ce ) of the other elements at the anchor CPT of cn


 and; then, 

(4c) Formulize all the elements of each anchor CPTs to the corresponding uniform 

distributions     , ,,c cN u e e    , which are defined on the underlying rule 

that the pdf values at 1, 2 (and 3) represent the CPD scales of the states 
,

cs
 

 at 

the θ-th element of the child node cn


 CPT (see Appendix C); 
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(4d) With respect to each element, normalize the pdf scales sum to 1, being the CPD 

of the θ-th element; 

(4e) Collect the CPDs and, build the CPTs for each child node; 

(5) Quantify the BBN model with the sampled CPDs of parent nodes and CPTs of child 

nodes, and estimate the operator correct diagnostic probability  | ,mp k j j i ; 

(6) At the m-th MC run, collect the estimates of  | ,mp k j j i  of all nine combinations 

(j,i); 

(7) Feed  | ,p k j j i  and the tested  |p j i  values to Eq. (4), to obtain the estimates of 

the correct diagnostic probabilities correct ,

i

mp , with respect to different online indications 

i. 

(8) Repeat steps (1) to (7) for Nm times, and obtain the confidence interval of the correct

ip , 

with respect to different online indications i; 
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Set j=a and, invoke the relative distributions

Collect the estimates of pm(k=j | j, i) of all 

combinations (j, i)

i   c?

j   c?

i=i+1, i.e., 

i=b or c

Set i=a and,                          in the BBN model

j = j+1, i.e., 

j=b or c

Obtain the confidence intervals of pi
correct with 

respect to different i

YES

YES

NO

NO

Sample the CPDs of       , α = 1,2,3,4,5,6 

YES

NO

Set m=1 and, start the MC simulation

Interpolate                 and                on the other 

elements of the anchor CPTs

m=m+1

As to each element, normalize the pdf values at 

the child states sum to 1, being the CPD

Build the CPT of each child node by recording 

the CPDs of the elements

Sample the anchor values              and             of 

the nβc anchor CPT, β=1,2,3,4,5

Formulize the elements of the anchor CPTs to 

Normal distributions                           .

Quantify the BBN model and get pm(k=j | j, i)

 7,
1
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p s i


 

pn


 ,

c
u e

   ,

c
e
 



 ,

c
u e

   ,

c
e
 



    , ,

,
c c

N u e e
   



Estimate p(j|i) from a 

total of Nv tests of 

different scenarios

m > Nm?

Estimates of pi
correct with respect to different i

 

Figure 48 The flowchart for estimating the correct diagnostic probability 

4.2.4.2.3. Results 

Figure 49 shows the assessment results for the accidental scenarios that have been diagnosed 

and assigned by the NP-CUSUM diagnostic tool (as results are shown in Table 33). 
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Considering the operator cognitive activity in interpreting the online diagnostic outputs, 

Figure 49 results in the double-sided 50% confidence intervals (shadowed boxes in Figure 49) of 

the correct diagnostic probabilities, with mean values equal to 0.9662, 0.9230 and 0.9429, 

respectively, of the different NP-CUSUM online assignments (i.e., a=(component failures), 

b=(cyber attacks) and c=(normal conditions), respectively). Comparing with the correct 

probability of online diagnostic equal to 0.9611, 0.9819 and 0.8772 (Table 33), the human 

operators can effectively increase the reliability in diagnosing components failures and false 

negatives, but perform worse on the less predictable cyber attacks.  

Thereby considering an experienced operator, the diagnostic performance improves with the 

mean values becoming 0.9666, 0.9881 and 0.9561, respectively, of the different NP-CUSUM 

assignments (i.e., a, b and c, respectively). The narrower confidence interval (colorless boxes in 

Figure 49) and increased mean value (equal to 0.9881) of the estimates of correct diagnostic 

probability, particularly with respect to b, suggest the necessity of improving the operators 

experience and skills in dealing with unforeseeable cyber attack events.  

  
Figure 49 Estimates of the confidence intervals of the correct diagnostic probabilities (i=a refers to online 

assignment as component failures, i=b to online assignment as cyber attacks, and i=c to online assignment 

as normal conditions) [167] 

4.2.4. Conclusions 

In this chapter, we have presented a NP-CUSUM approach to enable real-time diagnosis of 

cyber attacks on CPSs. The diagnostics approach allows distinguishing between components 
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failures and cyber attacks to the controllers, guiding decisions for recovering CPSs from 

anomalies. 

The diagnostic performance of the approach has been analyzed by the false and missed alarm 

rates, with reference to a prespecified threshold, and the misclassification rates varying with the 

reference delay differences for identifying a cyber attack or a sensor failure. 

We have applied the diagnostics approach to the digital I&C system of the ALFRED. Cyber 

breach events attacking the embedded CPS controllers and sensor failures are injected by a MC 

sampling procedure, at random times and with random magnitudes. Results show that the 

diagnostic approach is capable of identifying most of the generated failure/attack scenarios, with 

low false alarm rate, missed alarm rate and misclassification rate (Paper 1[B]). 

To verify the diagnostic capability of the NP-CUSUM online diagnostics tool while 

accounting for the human operator cognition in interpreting the online diagnostic outputs, an 

assessment has been performed by a MC simulation. The BBN approach has been used for 

modeling the human cognitive activities (Paper 5[J]). The human operators can effectively 

increase the reliability in diagnosing components failures and false negatives, but perform worse 

on the less predictable cyber attacks. Thereby considering an experienced operator, the narrower 

confidence interval and increased mean value of the correct diagnostic probability, particularly 

with respect to cyber attacks, suggest the necessity of improving the operators experience and 

skills in dealing with unforeseeable cyber attack events (Paper 5[J]). 
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5. CONCLUSIONS AND FUTURE PERSPECTIVES 

Cyber-Physical Systems (CPSs) must perform safely and securely in their functions to enable 

opportunities of connectivity, real-time monitoring, communication, dynamic control and 

decision support during normal operation of industrial systems, as well as in case of accidents. 

However, CPSs are subjected to degradations and failures of their physical components, and 

to intentional or accidental breaches in the cyber components. Thus, CPSs failure analysis must 

comprise safety and security aspects. 

In the Ph.D. thesis presented, a modelling and simulation framework for the analysis of 

failures of CPSs has been developed, considering both safety and security aspects, for I. 

identification and prioritization of hazards and threats (to identify the conditions that trigger 

anomalies in the systems and their causes), II. failure scenarios modeling and simulation (to 

characterize the system behavior under different operational conditions, including hazardous and 

malicious ones), III. consequence analysis (to explore the effects of stochastic component failures 

and cyber attacks onto the CPS functionality) and, IV. protection design (to take decisions on 

recovery measures for increasing system resilience). 

The proposed framework is expected to provide results that help the analysts to identify 

hazards and threats of CPSs, analyze their causes, model their potential scenarios and 

consequences, and propose decisions for system protection and resilience.  

Application of the framework has concerned the typical Reactor Protection System (RPS) of 

Nuclear Power Plants (NPPs) and the digital I&C system of an Advanced Lead-cooled Fast 

Reactor European Demonstrator (ALFRED)). A Sensitivity Analysis (SA) has been performed to 

identify the components of a system that most deserve accurate modeling of aging- and 

degradation-dependent transition rates, for accurate system reliability assessment and for trading 

model accuracy and computational demand for practical reliability assessment based on Multi-

State Physics Modeling (MSPM). The SA performed on the RPS of NPPs based on moment-



 

5. CONCLUSIONS AND FUTURE PERSPECTIVES 

120 

 

independent sensitivity measures, such as Hellinger distance and Kullback-Leibler divergence, 

has led to the focus on the accurate modeling of a Resistance Temperature Detector (RTD) for 

system reliability assessment. A three-loop Monte Carlo (MC) simulation scheme has been 

developed to operationalize the MSPM approach for large scale systems, and to quantify and 

control the uncertainty affecting the system reliability model.  

A MC-based modelling and simulation framework has been developed for generating cyber 

attack scenarios in CPSs and accounting for multiple failure modes of attacked components of the 

CPSs, to test the effects of the cyber threats on the system functionality and integrity, and to 

prioritize the most vulnerable components for cyber security protection decision-making. A safety 

margin estimation approach has been proposed for cyber threat prioritization. Safety margins of 

the safety parameters are estimated by a Bracketing Order Statistics (OS) approach, with respect 

to the one- and two-sided thresholds. The results of the case study, i.e., the digital I&C system of 

the ALFRED, identify actuators as the most vulnerable CPS components, their failures leading 

more easily to the loss of system functionality and integrity, along with the lead temperature 

sensor, which is relevant component for the control of the temperature lead in the cold pool. 

In modeling and simulation for protection design, on one side, an Adversarial Risk Analysis 

(ARA) approach has been proposed for analyzing decisions between intelligent adversaries 

providing a novel one-sided (i.e., defender) prescriptive support strategy for optimizing the 

defensive resource allocations based on a subjective expected utility model. A MC approach has 

been embedded into the ARA model for treating uncertainties in the decisions of the adversaries, 

for improving confidence in obtaining the optimal defense resource allocation, leveraging 

robustness of protection actions on the CPS with uncertain malicious threats.  

On the other side, a Non-Parametric Cumulative Sum (NP-CUSUM) approach has been 

presented to enable real-time diagnosis of cyber attacks on CPSs. The diagnostics approach has 

been demonstrated to be with very low false and missed alarm rates, with reference to a 

prespecified threshold, and very low misclassification rates varying with the reference delay 

differences, when applied to the digital I&C system of the ALFRED. A reliability assessment of 

the NP-CUSUM-based online diagnostic tool has demonstrated that human operators can 
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effectively increase the reliability in diagnosing components failures, but suggested the necessity 

of improving the operators experience and skills in dealing with cyber attack events. 

 

5.1. Original contributions of the Ph.D. work 

The main original contributions of the research lie in the methodological developments done 

and presented here for treating both safety and security aspects of CPSs. In particular, novel 

methods have been developed for addressing the following research issues: 1) giving due account 

to uncertainties affecting aging, degradation and stochastic failures of CPS components, 2) giving 

due account to the uncertainties that affect threats and vulnerabilities of CPS to unexpected 

malicious external attacks, and 3) protection design of CPSs giving due account to cyber attacks 

and component stochastic failures. 

The proposed framework and the practical contributions with respect to the research 

objectives are summarized in Table 35, compared with the current the state of the art approaches. 
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Table 35 Original contributions of the Ph.D. work 

Objectives 
Hazard analysis Threat analysis 

Methods Results Methods Results 

I Identification and 

prioritization of 

hazards and threats 

Expert judgment-based 

approaches 

 Overall gathering of component failure modes 

has been achieved mainly based on the analyst 

experience and brainstorming activity. 

Expert judgment-based 

approaches 

 Overall gathering of vulnerabilities has been 

achieved mainly based on the analyst 

experience and brainstorming activity. 

I.1 Sensitivity Analysis 

(SA) 

 The SA provides of the indication to the 

analysis of which components deserve more 

accurate modeling, according to their 

contribution to the system reliability. 

I.2 MC-based 

exploration framework 

 The approach generate and process cyber 

attack scenarios in CPSs, for accounting for 

multiple failure modes of attacked components 

of the CPSs. 

II Failure scenarios 

modeling and 

simulation 

Static/dynamic graphic 

model (e.g., MCM, FTA, 

ETA) 

 Binary-state modeling approachs neglected the 

impacts of physical knowledge that accounts 

for the components aging, degradation and 

stochastic failure processes on the system 

reliability assessment. 

Conceptual or 

numerical model (e.g., 

attack tree) 

 The models can understand threats to physical 

systems, but missed the attacker’s interests in 

injecting all possible failures to CPSs. 

II.1 Multi-State Physics 

Modeling (MSPM) 

 Reliance on physical knowledge accounting for 

aging and degradation process, MSPM provides 

a realistic representation of the CPS component 

degradation progression. 

II.2 MC-based 

exploration framework 

 The approach simulate the effects of all 

possible attacks aiming at damaging different 

components of the CPSs, generating different 

scenarios in the physical domain which lead to 

different consequences. 

III Consequence analysis Conceptual, simulation 

or numerical methods 

 The methods can understand physical 

phenomena that the components failures lead 

to but, fail to control and quantify the 

uncertainty affecting the system reliability. 

Conceptual, simulation 

or numerical methods 

 The methods can understand physical 

phenomena that the cyber attacks scenarios 

lead to but, fail to control and quantify the 

uncertainty in system responses to cyber 

threats. 

III.1 Three-loop Monte 

Carlo (MC) simulation 

 Overestimation of the system unreliability is 

reduced, especially at the early stage of the 

system life; 

 The narrower confidence interval of the system 

unreliability of the RPS-MSPM with respect to 

the RPS-MCM would more likely induce the 

decision-maker to rely on the reliability 

assessment measures provided by the MSPM; 

The approach allows balancing modeling 

efforts and computational demand with 

accuracy of the results. 

III.2 Safety margins 

estimation approach 

 The approach prioritize the components most 

vulnerable to cyber attacks to CPSs, for guiding 

cyber security protection decision-making. 
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IV Protection design Traditional game 

theory 

 The models are performed from the viewpoint of a neutral opponent governing the attack/defense loss, under the strong 

assumptions of mutually consistent knowledge between defender and attacker; 

 The solution is relatively less realistic and, in practice assumes the maximum quantity of defense resources to be installed with 

the maximum allowed budget for defense. 

IV.1 Adversarial Risk 

Analysis (ARA) 

approach 

 The ARA provide a novel one-sided (i.e., defender) prescriptive support strategy for optimizing allocation of resources for the 

defensive barriers based on a subjective expected utility model; 

 The optimal decision reaches the one-sided prescriptive optimal decision against all possible uncertain cyber attacks without 

reaching the maximum budget. 

Data-based approach  The approaches can prompt recognize the predefined components stochastic failures or cyber attacks, but are not capable of 

distinguishing cyber attacks from component stochastic failures in CPSs. 

IV.2 Non-Parametric 

Cumulative SUM (NP-

CUSUM) approach 

 The NP-CUSUM online diagnostic approach can promptly distinguish cyber attacks from component failures in CPSs, for 

guiding decisions for the CPSs recovery from anomalous conditions; 

 The diagnostic performance has been demonstrated with very low false and missed alarm rates with reference to a 

prespecified threshold, and very low misclassification rates varying with the reference delay differences for identifying a cyber 

attack or a sensor failure. 

 

. 
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5.2. Future perspectives 

Under the proposed modeling and simulation framework for the analysis of CPSs failures 

comprising both safety and security aspects, future work can be devoted to the development of a 

general ARA framework for defense resource allocation capable of accounting for the reduction 

of CPS security with the stochastic degradation progression of the components/subsystems of the 

CPSs and allowing to optimize both the defensive resource allocation to cyber attacks and the 

maintenance strategy for coping with component degradations. 
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APPENDIX A: THE NON-PARAMETRIC CUMULATIVE SUM 

ALGORITHM 

Without loss of generality, let us consider an accidental scenario a simulated over a mission 

time tM, during which a cyber attack occurs at random time tR (tR<tM). Considering a time interval 

dt, we can define the pre-attack signal mean value 𝜇𝑌(𝑌(𝑡)) = ∑ 𝑌(𝑡)𝑡 𝑡⁄ , t = dt, 2dt, …, t, (t<tR), 

where Y(t) is the measurement Y of a controlled variable y at time t under normal operation 

conditions (see Figure 50(a), for example). Assume that DoS attacks lead to arbitrary and abrupt 

changes in the distributions of observations, such that the (unknown) post-attack mean value 

results to be 𝜃𝑌(𝑌(𝑡)) = ∑ 𝑌(𝑡)𝑡 (𝑡 − 𝑡𝑅)⁄ , t = tR, tR+dt, tR+2dt, … . 

We define a score function gY(Y(t)) as: 

           Y y y Y y

t t

g Y t Y t Y t c t          (A-1) 

where ωy is a positive weight that is used for normalizing Λ(𝑌(𝑡)) and chosen equal to 1/σY, where 

σY is the standard deviation of Y(t), t = dt, 2dt, … , and the parameter cy(t) depends on the past t-

1 measurements as in Eq. (A-2): 

    ˆ
y y Yc t t    (A-2) 

where εy is a tuning parameter belonging to the interval (0,1) and 𝜃𝑌(𝑡) is an estimate of the 

unknown mean value θY(Y(t)). In practice, it is difficult to estimate 𝜃𝑌(𝑡) on-line. Hence, Eq. (A-

1) is simplified in: 

      Y y Y yg Y t Y t c       (A-3) 

The score function SY(t) adopted in the NP-CUSUM algorithm is, then, defined as: 

        max 0, 1
Y Y Y

S t S t g Y t     (A-4) 

where, SY(0) = 0. 
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In practice, with respect to a stream of measurement Y(t), the NP-CUSUM statistics SY(t) 

remain close to zero or slightly positive under normal operation conditions, whereas, it starts 

drifting and increasing when a cyber attack occurs at time tR and, ends up with exceeding a 

predefined positive threshold hy (see Figure 50(b)). An alarm can be triggered when SY(t) reaches 

hy at the time of alarm: 

   min 1:Y Y yt S t h     (A-5) 

The detection delay dτY between tR and τY depends on the choice of hy. A good diagnostic 

algorithm is expected to perform with a low False Alarm Rate (FAR) and a small value dτY.  

 
Figure 50 The NP-CUSUM algorithm: (a) a stream of measurement Y(t) of an accidental scenario in which a 

cyber attack occurring at time tR; (b) the corresponding NP-CUSUM statistic SY(t) for diagnosing the cyber 

attack at the time to alarm τY 
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APPENDIX B: DISTRIBUTIONS OF PERFORMANCE SHAPING 

FACTORS 

With respect to the sensor failures and missed alarms conditions (j = a or c), the expert elicits 

the probability for the PSFs states distributed as uniform distributions (see Table 36), based on 

the empirical values recommended in [264]; whereas, the expert concerns that the operators are 

commonly inexperienced and the diagnosis procedures are relatively incomplete with respect to 

the DoS attacks events (j = b), and, thus, redefine the probability distributions for the states of 𝑛𝑝
2 

(Diagnosis experience/ training) and 𝑛𝑝
5 (Diagnosis experience/ training), listed in the last column 

of Table 36. 

At the m-th run of the MC simulation for the quantitative analysis of the BBN model, with 

respect to a PSF 𝑛𝑝
𝛼, we sample three values from the probability distributions of the PSF states 

𝑆𝑝
𝛼,𝛾

, γ = 1, 2 and 3, respectively, and normalize the values sum to 1, being the CPD of 𝑆𝑝
𝛼,𝛾

.  

Table 36 Identification of probability distributions for the states of PSFs 

Parent nodes, 𝑛𝑝
𝛼 , α= States, 𝑆𝑝

𝛼,𝛾
, γ= Distributions 

under j = a and c 
Distributions under j 
= b 

(1) Work process (1) Good U[0.70, 1.00] same as Column 3 
(2) Normal U[0.00, 0.30] same as Column 3 
(3) Poor U[0.00, 0.10] same as Column 3 

(2) Diagnosis 
experience/ training 

(1) High U[0.30, 0.60] U[0.00, 0.20] 
(2) Normal U[0.20, 0.50] U[0.20, 0.50] 
(3) Low U[0.00, 0.30] U[0.50, 0.80] 

(3) Fitness of duty (1) Normal U[0.10, 0.25] same as Column 3 
(2) Degraded U[0.70, 1.00] same as Column 3 
(3) Unfit U[0.00, 0.10] same as Column 3 

(4) Available diagnosis 
time 

(1) Extra U[0.10, 0.30] same as Column 3 
(2) Normal U[0.50, 0.80] same as Column 3 
(3) Inadequate U[0.00, 0.25] same as Column 3 

(5) Diagnosis procedure (1) Available U[0.30, 0.70] U[0.10, 0.30] 
(2) Normal U[0.20, 0.40] U[0.20, 0.40] 
(3) Incomplete U[0.00, 0.40] U[0.50, 0.70] 

(6) HMI (1) Good; U[0.70, 1.00] same as Column 3 
(2) Normal; U[0.10, 0.25] same as Column 3 
(3) Misleading. U[0.00, 0.05] same as Column 3 
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APPENDIX C: ANCHOR CONDITIONAL PROBABILITY TABLES 

OF THE CHILD NODES 

As suggested in [182], we build the anchor CPTs for the child nodes 𝑛𝑐
𝛽

 (β = 1, 2, 3, 4, 5) of 

the BBN model of Figure 47, as listed in Tables 37, 38, 39, 40 and 41, respectively. In each Table, 

the anchor elements are shaded with the expert-judged values or/and distributions of the means 

and standard deviations (i.e., 𝑢 (𝑒𝑐
𝛽,𝜃=anchor

) or/and 𝜎 (𝑒𝑐
𝛽,𝜃=anchor

). It is noticed that the states 

of the child nodes 𝑆𝑐
𝛽,𝛾

 are assigned with the values 1, 2 (and 3) for identifying the corresponding 

CPD scales (i.e., pdf values at 1, 2 (and 3)), once the uniform distributions at all the elements of 

the anchor CPTs are generated. 
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Table 37 The anchor CPT of 𝑛𝑐
1 (Human cognition beliefs) 

Human mental level Normal Moderate Bad 
Human stress level Low Moderate High Low Moderate High Low Moderate High 
System 
situation level 

Negligible 1.00; 
U[0.20,0.30] 

 U[1.20,1.50]; 
U[0.20,0.40] 

   U[1.20,1.50]; 
U[0.20,0.25] 

 2.00; 
U[0.50,0.70] 

Moderate          
Severe 1.00; 

U[0.20,0.40] 
 U[1.20,1.50]; 

U[0.20,0.50] 
   U[1.20,1.50]; 

U[0.50,0.70] 
 2.00; 

U[0.70,1.00] 

Note: 
1) In each shaded anchor element, the first value/distribution refers to the mean value/distribution and, the second one refers to the standard deviation value/distribution; 
2) The 𝑛𝑐

1 states correct (i.e., k=j) and incorrect (i.e., k≠j) diagnostic are assigned with the values 1 and 2, respectively. 

Table 38 The anchor CPT of 𝑛𝑐
2 (Human mental level) 

Work process Good Normal Poor 
Experience/training High Normal Low High Normal Low High Normal Low 
Fitness of duty Normal 1.00; 

U[0.20,0.30] 
 2.00; 

U[0.60,0.80] 
   1.00; 

U[0.40,0.70] 
 2.00; 

U[0.20,0.40] 
Degraded          
Unfit 1.00; 

U[0.20,0.50] 
 2.00; 

U[0.60,0.90] 
   1.00; 

U[0.40,0.70] 
 3.00; 

U[0.20,0.50] 

Note: 
1) In each shaded anchor element, the value refers to the mean value and, the distribution refers to the standard deviation distribution; 
2) The 𝑛𝑐

2 states Normal, Moderate and Bad are assigned with the values 1, 2 and 3, respectively. 

Table 39 The anchor CPT of 𝑛𝑐
3 (Human stress level) 

Available time Extra Normal Inadequate 
Diagnosis complexity Obvious Normal Complex Obvious Normal Complex Obvious Normal Complex 
System 
situation level 

Negligible 1.00; 
U[0.20,0.30] 

 2.00; 
U[0.20,0.40] 

   1.00; 
U[0.50,0.80] 

 3.00; 
U[0.70,1.00] 

Moderate          
Severe 1.00; 

U[0.40,0.70] 
 2.00; 

U[0.50,0.80] 
   2.00; 

U[0.20,0.40] 
 3.00; 

U[0.70,1.00] 

Note: 
1) In each shaded anchor element, the value refers to the mean value and, the distribution refers to the standard deviation distribution; 
2) The 𝑛𝑐

3 states Low, Moderate and High are assigned with the values 1, 2 and 3, respectively. 
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Table 40 The anchor CPT of 𝑛𝑐
4 (System situation level) 

Indication of condition i = j (e.g., a) i ≠ j (b) i ≠ j (c) 
HMI Good 1.00; 

U[0.20,0.30] 
2.00; U[0.40,0.60] 

Normal   
Misleading 2.00; 

U[0.40,0.60] 
3.00; U[0.45,0.75] 

Note: 
1) In each shaded anchor element, the value refers to the mean value and, the distribution refers to the standard deviation distribution; 
2) The 𝑛𝑐

4 states Negligible, Moderate and Severe are assigned with the values 1, 2 and 3, respectively. 

Table 41 The anchor CPT of 𝑛𝑐
5 (Diagnosis complexity) 

Diagnosis procedure Available Normal Incomplete 
HMI Good 1.00; 

U[0.20,0.30] 
 2.00; 

U[0.20,0.50] 
Normal    
Misleading 1.00; 

U[0.30,0.60] 
 3.00; 

U[0.30,0.60] 

Note: 
1) In each shaded anchor element, the value refers to the mean value and, the distribution refers to the standard deviation distribution; 
2) The 𝑛𝑐

5 states Obvious, Normal and Complex are assigned with the values 1, 2 and 3, respectively. 
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SECTION IV: PUBLICATIONS 

This Section corrects the papers related to this Ph.D. research activity. The research activity 

has led to the acceptance (5), the submission (1) and the work in progress (1) of 7 manuscripts at 

international peer-reviewed journals and books (see Table 42), and the acceptance of 4 papers 

presented at the international academic conferences (see Table 43). 

One conference paper, five journal papers and one book chapter (as mentioned in Section 

1.6) which introduce the core techniques of this Ph.D. work are attached in this Section. 
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