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Abstract

SINCE the ’50s, robot teleoperation has been employed in a variety
of applications where a human user is required to operate from a
distance a robotic device, often a robot manipulator. The use of tele-

robotics is often motivated by the inaccessibility of the environment where
the task must be performed, caused by hostile conditions, such as on-orbit
maintenance, and decommissioning of hazardous materials, or simply by
the different scale of the workspace in robot-assisted surgery.

Currently, the topic of interaction between user and robotic devices has
been receiving increasing attention from the research community and the
industry. As teleoperation applications and platforms grow more complex,
the employed control framework should be able to relieve the user of some
of the burden caused by operating such devices, establishing a sort of shared
control.

This work aims at proposing a comprehensive control framework for
teleoperation systems comprising robot manipulators. At a local lower
control level, sliding mode control theory is employed to achieve a pre-
scribed system behavior, by robustly shaping master and slave manipula-
tors impedances irrespective of uncertainties. An outer hierarchical opti-
mization layer considers control and motion constraints. To help and guide
the operator, the specification of hard and soft virtual fixtures is tackled at
this level, with virtual force feedback rendered through the analysis of the
dual solution of the optimization. A stability analysis of the overall con-
trol scheme in presence of variable communication delays during contact is
performed by relying on small gain theorem and absolute stability require-
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ments, which provide clear tuning guidelines for master and slave robot
control parameters.

Furthermore, optical feedback by means of visual servoing is integrated
and experimentally validated on a teleoperated dual-arm platform. The pro-
posed controller helps the user in navigating cluttered environments and
keep a line of sight with its target by completely avoiding occlusions, re-
ducing the operator workload required to complete a reaching task. Finally,
machine learning techniques are employed to infer the user intention and
predict his/her motion to actively assist in task execution and reduce fa-
tigue.
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CHAPTER1
Introduction

1.1 Background

Many branches of robotics are currently striving for complete system au-
tonomy. Self-driving cars and fully autonomous drones are pushing the
boundaries of robot capabilities, aiming to relieve humans from the burden
of performing most mundane and repetitive tasks, but with an ever increas-
ing attention towards more complex and unpredictable scenarios.

A parallel research line in robotics is instead trying to bring together
human and robot in a more seamless way, by making users of these tech-
nologies an integral part of the design process. One reason behind this kind
of approach resides in the very nature of a robotic platform, which is bound
to interact with its environment, and thus also ourselves. Another one is
instead quite practical, as the purpose of robots is to be of some service to
us, we should take great care in considering the behavior and the needs of
the human users during the design phase, and "close the loop" around them.

Nonetheless, a critical factor in current robotics technology is that it is
presently unable to cope with situations where complex high-level reason-
ing and/or manipulation is required. On one hand, these settings demand
the presence of a human for his/her decision making capabilities. On the
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Chapter 1. Introduction

other one, these environments are often harsh and dangerous for human
presence, or simply hard to reach.

Telerobotics aims to bridge this gap by letting the human user directly
in control of a remote slave robot device through a local master mecha-
nism, and complete tasks in difficult environments, while ensuring person-
nel safety. Indeed, the user presence is often key to the task successful com-
pletion, which is likely to fail by employing solely an autonomous robot.

Robot teleoperation has seen its first applications in the ’40s and ’50s in
nuclear material handling. In 1954 the electromechanical master-slave ma-
nipulator invented by Goertz [1] laid the foundations of modern telerobotics
and force reflecting devices, replacing the pure mechanical and hydraulic
architectures of the time, which required to be closely coupled. Nowadays,
that invention has spread to the most diverse industries and research ar-
eas, with noteworthy applications including minimally invasive surgeries,
where a remotely controlled robot can minimize the procedure invasiveness
and reduce tremors [2], space robotics for on-orbit servicing and planetary
exploration [3], as well as search-and-rescue operations [4]. The range of
industries interested in this technology is growing to include sterile drug
manufacturing [5] and all those fields where access to a potentially haz-
ardous environment is required while keeping a high degree of safety, or
simply where a human himself would not be able to operate effectively.

The increasing attention for the application of these systems in such
harsh conditions has also seen the interest of institutional organizations,
taking part in funding initiatives. This is for example the case of the H2020
project SMARTsurg [6], which aims at improving robot-assisted minimally
invasive surgery by designing wearable master devices for optimal percep-
tion, and extending these techniques to other surgical procedures. In the
H2020 RoMaNS project, instead, the focus is on the autonomous handling
and sorting of nuclear waste and radiocative material. The highly unstruc-
tured and diverse items to be picked has encouraged the research of innova-
tive teleoperation interfaces where user decision and system autonomy are
tightly coupled, and control is shared by employing multi-arm systems and
visual servoing techniques [7]. Within the WALK-MAN project, a humanoid
teleoperated robotic platform has been successfully tested in disaster sce-
narios, highlighting the focus on perception, manipulation and mobility, in
order to navigate, map and interact with environments riddled with obsta-
cles after earthquake events. 3D first person stereoscopic visual feedback
has also been adopted for better immersion and telepresence [8]. In [9], the
group of O. Khatib proposed a robotic avatar for underwater exploration
and discovery, with the purpose of substituting current ROV technology
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by endowing the system with human-like manipulation abilities and sens-
ing via grounded haptic devices. The user input and the self-stabilizing
platform control allow gentle interaction for the safe retrieval of fragile ar-
tifacts.

In recent years, a large boost to research in telerobotics has been given
by the interest of space agencies and companies, to define a framework for
remote control applied to on-orbit servicing, and driving of rovers in plan-
etary exploration. Early experiments were first conducted in the ’90s with
ROTEX [10], which employed predictive simulation concepts to compen-
sate for the inherent earth-to-orbit communication delay. Later experiments
in the Kontur projects focused on the design and performance of teleoper-
ation controllers in presence of real world internet communication links
and data loss with the use of a force reflecting joystick from the Interna-
tional Space Station [11]. The most recent results have come out of the
METERON project, a joint effort of ESA, NASA, and DLR [12]. The ex-
periments shifted from the classical formulation of direct teleoperation to
the concept of supervised autonomy, where an astronaut commanded from
the ISS a robot on the ground, with the user responsible for the selection of
high level actions and the robot in charge of the task autonomous execution.
This architecture has proved to be highly effective in presence of very long
delays and communication loss, increasing task success rate.

These recent innovations and growing number of applications make tele-
robotics a topic of primary interest for robotics research.

1.2 Research challenges

Bilateral teleoperation provides the user with a sense of presence at the
remote site, closing the loop between slave and master devices with an ap-
propriate kinesthetic or tactile feedback. Historically, research has focused
its attention on the design of stable teleoperation controllers, in presence of
time delay in the communication between master and slave robots. Indeed,
as a teleoperation system is required to interact with highly uncertain envi-
ronment dynamics on the slave side, and with user dynamics on the master
one, the time necessary for communication of information may produce
instability issues due to non-passive behavior of the channel.

[13] and [14] give an overview of established control techniques and
problems, while [15–17] provide detailed reviews and comparisons of the
controllers proposed in the literature. The grounds for modern teleoperation
controllers stability analysis and design were given by Anderson and Spong
[18] and Niemeyer and Slotine [19] with the scattering and wave variables
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approaches, that are able to ensure overall system passivity by modeling the
communication as a transmission line. More recent results have however
shifted the paradigm towards less conservative techniques such as time-
domain passivity and energy tanks.

Other analyses on force reflecting systems applied to interaction with
virtual environments showed a trade-off between the maximum displayable
impedance at master side and system stability, mainly due to sampling and
discretization effects [20]. In [21] these notions were extended to any pair
of impedance or admittance devices and virtual environments, giving also
guidelines for the stabilization of such systems via the introduction of a
virtual coupler.

The main challenge in telerobotics remains this trade-off between sys-
tem stability and transparency. To guarantee the practical usability of the
system, some feeling of presence at the remote location has to be sacrificed,
inevitably degrading the user perception of the remote environment. This
compromise has been analyzed in detail with the formalism proposed by
Lawrence [22].

In these settings, the control of master and slave impedance remains a
key point in system analysis, especially when physical interactions are an
integral part of the task at hand. Such applications are not limited to the
industrial and construction sectors [23, 24], but have seen widespread use
also in whole-body control [25], and the medical field [26], where physi-
cians are required to operate a hands-on robotic device, and impedance se-
lection greatly affects accuracy, physician fatigue, and the delicate contact
with patient tissues. In such unstructured environments the robust control
of the interaction dynamics are paramount, in order to also ensure the ac-
curate tracking of desired task trajectory profiles and master reference. The
problems of impedance control and teleoperation stability have been deeply
investigated in [27], which proposed impedance tuning guidelines for the
intercontinental control of a humanoid robot subject to delays of hundreds
of milliseconds.

Together with kinesthetic and tactile feedback, the development of in-
terfaces and control algorithms for visual feedback has seen an increased
appeal to the research community. Especially in delicate scenarios, it is
critical to allow the operator to understand what is happening at the remote
site with the aid of visual cues, while further exploiting them to improve
the system usability. While interfaces such as virtual reality headsets have
been employed to increase the sense of immersion, and superimpose infor-
mation and virtual elements on the visual feed [8], visual servoing has also
been considered. In [28] classical visual servoing aids a physician in the ex-
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ecution of a tele-ecography, by exploiting image features to automatically
turn the robot tool while optimizing the ultrasound image quality. Image
based visual servoing (IBVS) was instead applied to a two slaves system
for remote nuclear waste sorting and handling in [7].

Overall, the application of control techniques to visual feedback together
with force cues outlines a fertile area for research, which is focusing more
and more on the interaction between the user and the control system in
the form of shared control architectures. The goal is to split the burden
of operation between user and robot, to relieve operators of some the fa-
tigue required to use the system and offer a more intuitive experience. This
idea becomes more beneficial as tasks become more difficult, demanding a
higher cognitive load, and where physical load is not negligible, such as the
handling and installation of heavy materials [29]. Shared human-robot con-
trollers might be the answer for an efficient and effective cooperation in the
execution of tasks that the human alone might find hard to perform. There-
fore, estimation and prediction of user intention and behavior can further
improve the interaction between user and teleoperation system.

Further coverage of the state of the art related to specific topics is cov-
ered in the introductions of the chapters of the thesis.

1.3 Thesis contributions

In this scenario, the aim of the present thesis is to propose a complete con-
trol framework for the teleoperation of robot manipulators, that tackles the
problem both at the local manipulator control level, and in terms of stability
of the overall communication loop.

The approach of the thesis leverages the notion of shared human-robot
control and autonomy. In particular, this idea is expanded in terms of vir-
tual fixture and virtual force feedback by employing constrained control
techniques, and through visual servoing, exploiting the robot autonomy to
improve the user visual feedback and work experience, via a simplification
of auxiliary camera positioning in difficult environments. Furthermore, pre-
liminary results on machine learning applied to human-robot collaboration
are presented, in order to tighten the interdependence between user and
robotic system by actively assisting the user through intention inference.

In this regard, this dissertation provides the following contributions

1. A robust controller exploiting sliding mode control techniques is pro-
posed for redundant robot manipulators, to arbitrarily and reliably as-
sign the robot impedance in the task space and track the user input in
a teleoperation scenario
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2. An optimization-based high level model predictive controller is de-
fined to enforce motion and actuation constraints. This architecture is
exploited to allow the straightforward definition of virtual fixtures and
their rendering to the operator via force feedback.

3. System stability is tackled in terms of absolute stability criteria, pro-
viding insights into the tuning of the overall controller.

4. The framework is extended to dual-arm slaves equipped with cameras.
Visual servoing is used to improve user interaction with the system
and reduce cognitive load, by introducing some autonomy into the
slave robot in terms of camera control.

5. Machine learning in the form of neural networks is exploited to predict
user intention and design an assistance controller to help operators
during task execution.

All the methods discussed in this thesis are experimentally validated in real-
istic scenarios employing industrial robots (ABB YuMi prototype and ABB
IRB140) and haptic devices (Novint Falcon).

The work is organized as follows.

Chapter 2 starts by addressing the teleoperation of position-controlled
slaves and presents a novel controller for bilateral teleoperation based on
hierarchical constrained optimization techniques. Motion constraints are
exploited for the definition of virtual fixtures, both rigid and compliant,
without the need of relative weight tuning. Kinesthetic feedback due to
each constraint is directly evaluated from the dual solution of the optimiza-
tion algorithm. A preliminary transparency and stability analysis in case
of communication delays is provided by relying on the classical two-port
network formalism and linear control theory.

Chapter 3 shifts the focus on torque-controlled devices and the defini-
tion of a robust centralized controller for impedance control and reference
tracking of redundant manipulators. The proposed approach takes advan-
tage of the robustness properties of sliding mode control (SMC) and the
constraint specification characteristics of model predictive control (MPC).
Unmodeled system dynamics and disturbances are compensated to simulta-
neously ensure accurate tracking and desired end-point impedance in con-
tact with the environment. These features are exploited by the higher level
MPC to guarantee constraint fulfillment and the definition of additional
tasks, based on the nominal feedback linearized robot model. A detailed
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analysis of the controllers and their interaction is given also in case of de-
lays acting on the control input.

Chapter 4 adapts the controller of the previous chapter to teleoperation
systems for robust impedance shaping. A three-plus-one channel architec-
ture is proposed, with an in-depth analysis of its stability and transparency
properties based on Llewellyn’s absolute stability theorem. Impedance pa-
rameters tuning criteria are derived and the proposed scheme performance
is compared with a time-domain passivity approach.

Chapter 5 extends the proposed controller to dual-arm slaves, with one
arm equipped with a camera. The problem of visual feedback is tackled,
since occlusions can lead to visual servoing failure, and degrade user nav-
igation performance due to the obstructed vision of elements of interest.
Occlusion avoidance requirements are formulated inside the optimization
as constraints in the image space, with guaranteed robustness against noisy
measurements and dynamic environment. Occlusion-free tasks are carried
out by autonomously executing evasive camera maneuvers, while keeping
the arm teleoperated by the user in the field of view, and ensuring user-
friendly movements.

Chapter 6 presents preliminary results on the prediction of user intent in
human-robot collaborative tasks. An approach involving a proactive robot
behavior that assists in the cooperative execution of trajectories towards
desired goals is also proposed. To this end, recurrent neural networks are
employed to predict and classify cooperative motions, on the basis of a
set of predefined target goals in the workspace and model-based generated
data of human movements. The assistance provided by the robot is shown
to reduce user fatigue by facilitating the task.

Chapter 7 briefly reviews the thesis contributions and limitations, while
also providing suggestions for further developments.

The results and findings of this thesis are based on the following publi-
cations and submitted material.

- D. Nicolis, A. M. Zanchettin, P. Rocco, "A Hierarchical Optimization
Approach to Robot Teleoperation and Virtual Fixtures Rendering", in
IFAC-PapersOnLine (20th IFAC World Congress), vol. 50, no. 1, pp.
5672-5679, July 2017.
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- D. Nicolis, M. Palumbo, A. M. Zanchettin and P. Rocco, "Occlusion-
Free Visual Servoing for the Shared Autonomy Teleoperation of Dual-
Arm Robots", in IEEE Robotics and Automation Letters, vol. 3, no.
2, pp. 796-803, April 2018.

- D. Nicolis, A. M. Zanchettin, P. Rocco, "Human Intention Estimation
based on Neural Networks for Enhanced Collaboration with Robots",
in 2018 IEEE/RSJ International Conference on Intelligent Robots and
Systems (IROS), October 2018.

- D. Nicolis, F. Allevi, P. Rocco, "Robust Impedance Shaping of Re-
dundant Teleoperators with Time-Delay via Sliding Mode Control",
submitted to the IEEE Robotics and Automation Letters, September
2018.

The following publications related to the author’s contributions to robot
force control are not part of the thesis.

- D. Nicolis, A. M. Zanchettin, P. Rocco, "Constraint-Based and Sen-
sorless Force Control With an Application to a Lightweight Dual-Arm
Robot", in IEEE Robotics and Automation Letters, vol. 1, no. 1, pp.
340-347, January 2016.

- M. Parigi Polverini, D. Nicolis, A. M. Zanchettin, P. Rocco, "Implicit
Robot Force Control Based on Set Invariance", in IEEE Robotics and
Automation Letters, vol. 2, no. 3, pp. 1288-1295, July 2017.

- M. Parigi Polverini, D. Nicolis, A. M. Zanchettin, P. Rocco, "Robust
Set Invariance for Implicit Robot Force Control in Presence of Con-
tact Model Uncertainty", 2017 IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS), pp. 6393-6399, October 2017.
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CHAPTER2
Hierarchical optimal control for

position-controlled teleoperators

IN this chapter we focus specifically on teleoperation systems with im-
pedance-type master devices and position-controlled slave robots. By
position-controlled, we mean manipulators where a tight position con-

trol loop has been already designed to obtain satisfactory reference tracking
capabilities. In this case, we can assume that the slave device dynamics are
akin to those of a chain of integrators, with the states being the reference
joint position and velocity.

A novel controller based on constrained optimization is presented to
achieve stability and good performance in a bilateral teleoperation scenario
in terms of master tracking error and virtual force feedback. Resorting to a
hierarchical formulation, we show how both rigid and compliant virtual fix-
tures can be defined without the need of unintuitive relative weight tuning.
Furthermore, we illustrate how to render haptic feedback by exploiting the
dual solution of the optimization problem, which allows the generation of
a force feedback even for hard constraints, avoiding unwanted violations of
forbidden regions. Through a classical 2-port network representation and
tools from linear control theory, a preliminary transparency performance
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teleoperators

and stability analysis is given in presence of delays in the communication
channel between master and slave devices.

In Sec. 2.1 an overview of previous work on virtual fixturing and opti-
mization-based control of manipulators and teleoperators is given. A back-
ground on hierarchical constrained optimization is provided in Sec. 2.2,
while in Sec. 2.3 and 2.4 the teleoperation controller is presented along
with the haptic rendering method based on the optimization dual solution.
Transparency and stability properties are then analyzed. Finally, an experi-
mental validation is carried out in Sec. 2.5 in an object tracking application
on a system composed of a 7-axes slave robot and a 3 d.o.f. master haptic
device.

2.1 Background

Although force feedback generated by the interaction with the real world is
substantial in giving a sense of presence, shared control teleoperators often
employ virtual fixtures to constrain master and/or slave motion [30]. In their
most basic form, virtual fixtures are user-defined constraints or workspace
regions, whose purpose is to limit the device motion to help the user dur-
ing task execution, reducing its complexity, as well as the cognitive and
physical burden of interacting with the system. Their role is also to enrich
the haptic feedback and give the user kinesthetic and tactile information
about the task and what is going on at the slave station, which allows task
completion in a steadier and quicker way.

In [31] the design and analysis of guidance virtual fixtures (GVF) and
forbidden region virtual fixtures (FRVF) is discussed. The former ones
usually trace a reference that the user should follow to execute the task,
often the operator has the chance to deviate from this nominal behavior,
generating a feedback and adapting to task changes that may present them-
selves only at runtime. On the other hand, the latter ones create regions
that the device is not allowed to enter for safety-related requirements, or
simply to delimit the robot workspace. Even in this case a force feedback
informs the user of the prohibited movements he/she is trying to make.
These approaches are often penalty-based and require, to some extent, the
penetration of the virtual fixture for the generation of a corresponding force
feedback [32]. An exception is given by reference direction virtual fixtures
combined with master devices of the admittance type: in this case appropri-
ate modulation of the system compliance allows the definition of infinitely
stiff fixtures and prevents their violation [33].

The increasing popularity of optimization algorithms for kinematic in-
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version [34] and reactive trajectory generation [35] for autonomous robots
has also seen their application in teleoperation since the mid ’90s [36]. The
attractive property of these schemes lies in their ability to account for multi-
ple motion constraints, either in the form of equalities or inequalities, and to
minimize a cost function of weighted tasks. This is especially convenient
in scenarios where redundancies are present due to the task or the robot
kinematics, and allows the simultaneous definition of a motion controller
and virtual fixtures.

In [37] the authors proposed a model predictive controller to account for
communication delays, but did not consider neither the inclusion of virtual
fixtures nor an explicit proof of stability of the algorithm. Virtual fixtures
primitives for constrained hands-on and remote operation were defined in
[38] and later employed in [39] and [40] for endoscopic sinus surgery and
knot positioning. In those works the feedback was simply given by the
hands-on nature of the application, or computed as a displacement from the
desired position, since the master was position-controlled.

A survey by Bowyer et al. [41] on virtual fixtures and active constraints
shows how current virtual fixtures haptic rendering methods are indepen-
dent from the employed teleoperation controller. Methods relying on con-
straint proximity or on the arbitrary definition of potential fields may result
in a possible penetration of the constraint even when it is supposed to be
perfectly rigid. Constrained optimization methods, instead, allow the defi-
nition of rigid virtual fixtures but lack a way to render haptic feedback for
force-controlled impedance-type master devices. Most optimization-based
controllers also require the accurate tuning of the cost function weights if
both hard and soft virtual fixtures are to be included [42].

2.2 Hierarchical constrained optimization

In the following, the main ideas behind hierarchical kinematic inversion in
robotic applications and constrained optimization will be summarized to be
later used for the teleoperation controller synthesis. For constrained opti-
mization we will focus on the class of quadratic programming (QP) prob-
lems subject to linear constraints, as they can model and solve a wide range
of robotic tasks with efficient computational methods. Nonetheless a gener-
alization can be made for nonlinear optimization by employing sequential
quadratic programming (SQP) techniques.

Robotic applications often require the fulfillment of multiple tasks de-
fined as equality constraints on the robot motion. When a high number
of degrees of freedom is available, a hierarchy can be established between
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the tasks, and kinematic inversion algorithms can be employed to compute
the corresponding joint-space motion based on the task-space requirements
priority. Given a set of p prioritized tasks Aiq̇ = bi, where Ai represents
the ith task Jacobian and q̇ the robot joint velocities, the solution of the
hierarchical kinematic inversion problem is given recursively by [43]

q̇p =

p∑
i=1

(AiP i−1)†(bi −Aiq̇i−1) (2.1)

where q̇i is the optimum solution up to the ith task and P i the null space
projector of matrix [AT

1 . . .A
T
i ]T , with P 0 = I , q̇0 = 0. While (2.1)

provides a closed-form solution to the kinematic inversion, it can only ac-
count for equality constraints, that is, only guidance virtual fixtures in a
teleoperation formulation. In [7] the authors following this approach had to
separately define a potential field to avoid the forbidden areas specified by
joint limits in visual-based telemanipulation.

If also linear inequality constraints have to be considered, their priority
can be accounted for by formalizing the problem as a cascade of QP opti-
mizations. Here without loss of generality we consider only inequalities,
since they can be used to describe also equality task constraints. Given the
requirement Aiq̇ ≤ bi subject to some constraints Ai−1q̇ ≤ bi−1, we can
write the following to obtain the optimum joint velocities

{q̇i,w∗i } = arg min
q̇,wi

‖wi‖2 (2.2a)

s.t. Ai−1q̇ ≤ bi−1 (2.2b)
Aiq̇ ≤ bi +wi (2.2c)

where wi is a vector of slack variables, and {q̇i,w∗i } the solution of the
optimization. If a lower priority constraint Ai+1q̇ ≤ bi+1 should be con-
sidered, the QP problem can be rewritten by using w∗i

{q̇i+1,w
∗
i+1} = arg min

q̇,wi+1

‖wi+1‖2 (2.3a)

s.t. Ai−1q̇ ≤ bi−1 (2.3b)
Aiq̇ ≤ bi +w∗i (2.3c)
Ai+1q̇ ≤ bi+1 +wi+1 (2.3d)

The solution q̇i+1 is optimal also for the optimization problem (2.2) but
tries to satisfy (2.3d) in the best possible way. This is ensured by fixing
wi = w∗i , which guarantees the optimality of the higher priority layer, re-
ducing 2.3c to a hard constraint for the lower priority task. Repeating the
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process for all the p prioritized requirements produces the hierarchical solu-
tion like in (2.1), while also potentially taking into consideration inequality
constraints (e.g. forbidden region virtual fixtures). It is then clear that, with
respect to task (2.3c), (2.3b) represents hard constraints (perfectly rigid vir-
tual fixtures), while (2.3d) defines soft constraints (compliant virtual fix-
tures) for which a violation is allowed. Note that with this formulation
there is no need to tune the weights of the constraints as it has been done
in [42] to achieve a similar result, but with the risk of ill-conditioning the
problem if their relative magnitude is too large. Although solving a cas-
caded optimization problem is computationally more intensive than (2.1),
especially with an increasing number of variables and constraints, efficient
algorithms exist, like the one proposed in [44].

2.3 Teleoperation optimal controller

This section will present the hierarchical controller for bilateral teleoper-
ation. Throughout the discussion we will consider a teleoperation system
consisting of a gravity-compensated force-controlled master device of the
impedance-type, and a position-controlled slave robot. Furthermore we
will assume to be working inside the control bandwidth of the slave posi-
tion control loop. Under these assumptions the slave robot can be modeled
as a system of double integrators, while the master has the following end
effector dynamic model

Mmẍm +Dmẋm = F h − F v,m (2.4)

where Mm, Dm and xm denote the the master inertia, damping, and po-
sition, respectively, while F h and F v,m represent the force applied by the
human on the master and the force feedback. In the following subscript s
will refer to slave quantities.

To obtain a smooth slave trajectory, the hierarchical controller is defined
to optimize a cost function over the slave joint accelerations which work as
inputs to the slave robot, while master position and velocity are inputs to
the controller. The first objective of the teleoperator is to achieve kinematic
coordination between master and slave, in particular we want

xm(t)− xs(t)→ 0, t→∞ (2.5)

Following the task description used in Sec. 2.2, we have to write (2.5) in
the form

Aq̈s = b (2.6)
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A possible solution is to employ the differential equation

− ẍs +KD(ẋm − ẋs) +KP (xm − xs) = 0 (2.7)

which can be rewritten in terms of the slave Jacobian as

J sq̈s = KD(ẋm − ẋs) +KP (xm − xs)− J̇ sq̇s (2.8)

where all the elements on the right hand side are known. KP and KD are
positive definite diagonal matrices. If hard constraints have to be enforced,
such as forbidden region virtual fixtures to avoid unwanted collisions, or
simply kinematic limitations, we can plug them and (2.8) in (2.2) to obtain
the first stage of the optimization

q̈s,1 = arg min
q̈s

‖−ẍs +KD(ẋm − ẋs) +KP (xm − xs)‖2
Q (2.9a)

s.t. AH q̈s ≤ bH (2.9b)

The subscript H denotes the hard constraints, whileQ is a diagonal matrix
of weights that will be useful for haptic rendering. For a list of useful virtual
fixture primitives in teleoperation see [38, 39] and [41].

As shown in (2.3), to define a hierarchy with both hard and soft virtual
fixtures it is necessary to propagate the optimality conditions from the first
stage. For (2.9) this amounts to adding the constraint

J sq̈s = J sq̈s,1 (2.10)

with q̈s,1 is the optimum of the first stage. This equation implicitly requires
that the second optimization stage provides a solution that is equally opti-
mal with respect to the cost function (2.9a). From the user point of view,
this results in the slave tracking the master even if one of the soft constraints
is violated, with the user being warned via force feedback as it will be dis-
cussed in Sec. 2.4. This kind of approach is useful in order to define a
safety region that is accessed before a forbidden one, or to induce a soft
guidance in the user motion without affecting position coordination. De-
noting with subscript S the soft virtual fixture constraints, the second stage
of the optimization can be formalized as

{q̈s,2,w∗S} = arg min
q̈s,wS

‖wS‖2
QS

(2.11a)

s.t. AH q̈s ≤ bH (2.11b)
J sq̈s = J sq̈s,1 (2.11c)

ASq̈s ≤ bS +wS (2.11d)
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QS is a positive definite diagonal matrix. The optimum q̈s,2 of the second
stage is also the solution of the hierarchical optimization problem, and the
reference for the position-controlled slave robot.

The procedure can be summarized as follows: given master and slave
positions and velocities, minimize the kinematic coordination error while
satisfying the hard virtual fixtures by solving (2.9), then, using the obtained
solution, minimize the soft virtual fixtures violation with the remaining de-
grees of freedom by solving (2.11). The result is the hierarchical optimum.

2.4 Haptic rendering via Lagrange multipliers

Current optimization-based teleoperation controllers often require either
the definition of additional structures (e.g. potential fields), or constraint
penetration to provide the user with haptic feedback revealing the presence
of a virtual fixture. We propose here a method for haptic rendering that ex-
ploits the optimization procedure and hierarchical nature of our controller,
by relying on the dual solution of the algorithm.

For the first stage of the optimization (2.9), the optimal solution must
satisfy the Karush-Kuhn-Tucker (KKT) optimality conditions [45](

AH q̈s,1 − bH
)
λH,1 = 0 (2.12a)

∇f(q̈s,1) +AT
HλH,1 = 0 (2.12b)

where λH,1 is the dual optimum associated to the hard constraints for the
first stage, and∇f(q̈s,1) the gradient of the cost function (2.9a) evaluated
in the optimum. Whenever a constraint is active (the equality sign holds,
so we are in contact with a virtual fixture), the corresponding Lagrange
multiplier λ is different from zero. By writing (2.12b) explicitly we obtain

2JTsQ
(
−ẍs(q̈s,1) +KD(ẋm − ẋs) +KP (xm − xs)

)
=

= AT
HλH,1

(2.13)

Pre-multiplying for the left Moore-Penrose pseudo-inverse of the slave trans-
pose Jacobian JTs and defining

M s = 2Q (2.14a)
Ds = 2QKD (2.14b)
Ks = 2QKP (2.14c)

15



Chapter 2. Hierarchical optimal control for position-controlled
teleoperators
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Figure 2.1: Mechanical representation of the master-slave system

equation (2.13) becomes

M sẍs(q̈s,1) = F s − F v (2.15a)

F s = Ds(ẋm − ẋs) +Ks(xm − xs) (2.15b)

F v = JT †s A
T
HλH,1 (2.15c)

Using a Lagrangian mechanics interpretation, (2.15a) represents the dy-
namic equations of a slave robot with inertia M s controlled by a PD tele-
operator (F s), and in contact with a rigid environment (i.e. the virtual
fixtures) producing a reaction force F v. It is worth noticing that with this
interpretation the first optimization stage (2.9) basically tries to minimize
the slave desired impedance error.

In this case the Lagrange multipliers λH,1 represent the intensity of the
equivalent reaction torques in the joint space, while the gradients AT

H their
direction in the same space. The contribution of each virtual fixture can
be evaluated independently since the corresponding Lagrange multiplier is
found while solving the optimization. The reaction forces of interest can be
computed to generate the haptic feedback on the master

F v,m = JT †s
∑
i

aTH,iλH,1,i (2.16)

where lowercase aH,i refers to the ith row of AH . Figure 2.1 gives a 1
d.o.f. mechanical representation of the teleoperation system given by (2.4),
(2.15). Note that, when in free motion, F v,m = 0 and the user only feels
the master dynamics.

For the second stage (2.11), applying the KKT conditions gives

AT
SKSw

∗
S = −AT

HλH,2 − JTs λs,2 (2.17)

where λH,2 and λs,2 are the dual optima associated with the constraints for
the second stage, and KS = 2QS . Assuming that the soft constraint is
violated (w∗S 6= 0), at least one of the terms on the right-hand side is dif-
ferent from zero. In particular the first one can be interpreted as the joint
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torque contribution of the hard virtual fixtures to the soft constraints. In this
situation the hard constraints are active and the soft ones are violated si-
multaneously. The second term, on the other hand, denotes the joint torque
component due to the slave tracking the master inside the soft virtual fix-
tures. The two combined produce a reaction torque pushing the slave away
from the soft virtual fixture along its gradient, while the first one alone still
pushes the slave out of it, but along the quickest parting direction from
the hard constraint. As before, pre-multiplying (2.17) by JT †s produces the
operational space force feedback for the master

F v,m = JT †s
[
AT
H JTs

] [λH,2
λs,2

]
(2.18)

Force components due to hard and soft virtual fixtures can then be com-
bined to obtain the final force feedback. Notice that the choice of the diag-
onal matrix KS defines the soft virtual fixtures stiffness, we can however
avoid the simultaneous use and difficult tuning of very large and very small
weights to simulate a rigid surface, since hard constraints are separately de-
fined in the first optimization stage. We also prevent the appearance of an
unwanted master-slave coordination error during constraint penetration.

2.4.1 Transparency and stability

To study the transparency and stability properties of the proposed optimiza-
tion controller [22], we adopt a two-port network model for our teleopera-
tion system. Taking advantage of the previous results, the system equations
for master and slave devices are given by

Mmẍm +Dmẋm = F h − F v,m = F h − F v (2.19)

M sẍs = Ds(ẋm − ẋs) +Ks(xm − xs)− F v (2.20)
For simplicity let’s consider the 1 d.o.f. case and define

Zm = Mms+Dm (2.21a)
Zs = Mss (2.21b)

C = Ds +
Ks

s
(2.21c)

where Zm, Zs and C are the impedances of master and slave, and the cou-
pler transfer function respectively. We can then write the associated two-
port network (Fig. 2.2) in terms of the hybrid model[

Fh
−ẋs

]
=

 Zm 1

−
C

Zs + C

1

Zs + C

[ẋm
Fv

]
(2.22)
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Figure 2.2: Network block diagram of the teleoperation system

To achieve perfect transparency, we need

Zm → 0 (2.23a)
C

Zs + C
→ 1 (2.23b)

1

Zs + C
→ 0 (2.23c)

In turn, this amounts to having low master and slave impedances and high
gains K, D. It is straightforward to notice, however, that Zs 6= 0 since the
parameterM = 2Q appears in the first stage optimization cost function and
needs to be greater than zero so as to be well-defined.

Given the environment/virtual fixture impedance Ze = Mes+De + Ke
s

,
the transmitted impedance Zth to the user is

Zth = Zm +
CZe

Ze + Zs + C
(2.24)

Considering the two limit conditions of free motion (Ze = 0) and rigid
environment (Ze →∞) we have

Zth → Zm + C, Ze →∞ (2.25a)
Zth → Zm, Ze → 0 (2.25b)

Again, to display high impedance virtual fixtures we need high controller
gains, while in free motion only the master impedance contributes. If the
master dynamic model is known, theoretically by applying impedance con-
trol we can arbitrarily assign its dynamics Zm.

To study the system stability, let’s consider a delay τ in the communica-
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tion channel between master and slave. The new hybrid matrix becomes[
fh
−ẋs

]
=

 Zm e−τs

−
C

Zs + C
e−τs

1

Zs + C

[ẋm
fv

]
(2.26)

Defining the human impedance Zh = Mhs + Dh + Kh
s

, the loop transfer
function for the whole system is the following one:

L(s) =
CZe

(Zh + Zm)(Ze + Zs + C)
e−2τs (2.27)

Since all the elements at the denominator of (2.27) are passive, all open loop
poles are on the left-hand-side of the complex plane. To find conditions on
the control parameters that ensure system stability despite the delay, we can
apply the small-gain theorem. This amounts to:

|CZe| < |Zh + Zm||Ze + Zs + C|, ∀ω (2.28)

In free motion Ze = 0 and the system is in open loop, the slave follows the
master without providing any feedback, and thus stability is guaranteed.
For Ze →∞, (2.28) becomes

|C| < |Zh + Zm|, ∀ω (2.29)

Expanding the computations yields

D2 +
K2

ω2
< (Dm +Dh)

2 +

(
(Mm +Mh)ω −

Kh

ω

)2

(2.30)

Since (2.30) has to hold at all frequencies, we must have

K < Kh, ω → 0 (2.31)

That is, at low frequencies the user’s grip on the master’s handle must be
steady and more rigid than the controller proportional action. This however
is critical only if the delay is large enough to produce a substantial phase
loss at low frequency. As a rule of thumb, from (2.30), selecting

D � Dm +Dh (2.32)

guarantees stability. This can be achieved either by choosing a small deriva-
tive action D, thus sacrificing the display of stiff virtual fixtures (2.25a), or
by increasing the master damping Dm and give up transparency in free mo-
tion (2.25b), since the master will be more sluggish. Passivation via damp-
ing injection has also been used in the PD teleoperator proposed in [46].
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Figure 2.3: The experimental setup. The camera-equipped robot arm position is con-
trolled by the 3 d.o.f. master device on the bottom right by mapping the joystick move-
ments in the camera frame.

2.5 Experiments

The controller has been validated by performing an object tracking task
with a camera mounted on a teleoperated slave robot. The following section
presents the experimental setup and the obtained results.

The setup consists of a slave 7 d.o.f. industrial collaborative robot proto-
type from ABB endowed with an open research interface, a Microsoft Life-
Cam webcam mounted on the slave robot in a eye-in-hand configuration,
and a 3 d.o.f. Novint Falcon master haptic device. Master and slave robots
are connected to two Linux PCs and communicate via Ethernet. The mas-
ter’s controller runs at 1kHz and makes use of Force Dimension haptic li-
braries, while the slave’s one runs at 250Hz. The camera has a 640 ∗ 480px
resolution and has been setup with OpenCV to detect a square workpiece
in the camera frame.

The task goal is to keep the object inside the teleoperated camera field
of view (Fig. 2.3). The user can move freely in the workspace, although
subject to both hard and soft virtual fixtures that constrain motion and in-
form him/her on the task state via kinesthetic feedback. Several hard virtual
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Table 2.1: Object tracking experiment: optimization problem.

minq̈s‖−ẍs +KD(ẋm − ẋs) +KP (xm − xs)‖2Q

xelbow ≥ xbar
xs ≥ xwall

zs ≥ ztable
p ≤ po ≤ p

−Φ̈s −KDΦΦ̇s +KPΦ(Φref − Φs) = 0

From top to bottom: the kinematic coordination cost function
and the hard and soft virtual fixtures

fixtures have been added in the form of collision avoidance constraints. In
particular, one of them prevents the robot arm collision with the bar placed
on the robot base right side, while two others define a vertical and an hori-
zontal virtual wall to avoid impact of the end-effector with the robot body
and the table. An additional hard virtual fixture constrains the object inside
the camera field of view. Its point image features po = [uo vo]

T in the cam-
era frame are related to joint variables via the interaction matrix L and the
camera Jacobian expressed in the camera frame J cc(qs)

ṗo = LJ cc(qs)q̇s (2.33)

The virtual fixture to apply is thus the following one:

p ≤ po ≤ p (2.34)

where p, p represent the minimum and maximum allowed position of the
features in the image plane, respectively. For the implementation we used
the robust constraint formulation proposed in [47] that can let us take into
account noise and estimation errors of the features position. Since the robot
is highly redundant with respect to the master device, motions of the master
correspond to Cartesian movements expressed in the camera frame for eye-
in-hand navigation. A soft virtual fixture that guides the slave end-effector
to a fixed orientation Φs = Φref has been introduced

− Φ̈s −KDΦ
Φ̇s +KPΦ

(Φref − Φs) = 0 (2.35)

where Φs = [φs θs ψs]
T are the slave XYZ Euler angles. Table 2.1 con-

cisely presents the optimization problem for the task at hand, while Table
2.2 shows the controller and virtual fixtures parameters values.
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Table 2.2: Object tracking experiment: parameters.

Parameter Value

KP (Ks) 1000I3 (1000I3
N
m )

KD (Ds) 126.5I3 (126.5I3
Ns
m )

Q (Ms) 0.5I3 (1I3kg)
xbar 0.20m
xwall 0.35m
ztable 0.1m

p [32 24]T px

p [608 384]T px

KPΦ
100I3

KDΦ
40I3

QΦ 0.05I3

I3 is the 3-by-3 identity matrix

2.5.1 Preliminary experiment

We conducted a first experiment to evaluate the system behavior during the
activation of a single hard virtual fixture. We scaled up the master position
by a factor 2 due to the limited workspace of the haptic device, and led the
slave to interact with the vertical wall. Fig. 2.4 shows the experiment results
in terms of master and slave position and generated force feedback. While
in free motion the slave correctly tracks the master, when the user tries to
bring the robot inside the forbidden region, the controller makes the slave
decelerate in time to avoid virtual fixture penetration. Upon contact with
the virtual environment, the proposed approach generates a force feedback
informing the user of the occurred interaction. It can be observed from
the force and position signals that the main contribution to the impedance
perceived by the user is given by the controller gains, as shown in (2.25a).

2.5.2 Object tracking with virtual fixtures

In the second experiment1, we performed the object tracking task and evalu-
ated the system response during the activation of multiple constraints, both
hard and soft.

Since scaling the master position and velocity to match the whole slave
robot workspace resulted in a too sensitive response, we adopted an ap-

1Video available at https://youtu.be/GZZt5hcUsTc

22

https://youtu.be/GZZt5hcUsTc


2.5. Experiments

35 40 45 50 55 60 65 70
0.3

0.33

0.36

0.39

0.42
x
[m

]

xm

xs

35 40 45 50 55 60 65 70

Time [s]

0

15

30

45

F
v
,m

[N
]

Fx

Fy

Fz

Figure 2.4: Preliminary experiment. Master and slave positions with force feedback ex-
pressed in the slave robot base frame.

proach analogous to the bubble technique used for navigation in virtual
environments [48]. The approach consists in the definition of a volume in
an haptic device workspace: the virtual environment is position-controlled
while the device is inside the volume, and rate-controlled while outside.
In a similar manner, for each axis of the master workspace we identified a
threshold delimiting the rate-controlled region from the position-controlled
one. When the master position on a certain axis exceeded the threshold,
the haptic device position for that direction was interpreted as a reference
velocity for the slave, increasing with the distance. This allows the use of
the whole slave workspace by moving in rate control mode and to execute
finer movements while in position control.

Figures 2.5 and 2.6 show quantities of interest for the experiment. In
the interval from 40 to 60 seconds, the user commands a motion that would
result in the object leaving the camera field of view (ξ1 in Fig. 2.6). In
return, to keep the object inside, the soft guidance virtual fixture on the
slave orientation is violated and a corresponding force feedback is provided
(Fig. 2.5 middle, 2.6 bottom). Here we took only the first term on the right-
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Figure 2.5: Object tracking experiment. From top to bottom: slave robot position, slave
robot XYZ Euler angles normalized over their reference value, slave robot elbow x axis
position.

hand side of (2.17), thus the resulting force acts along the gradient of the
feature constraint. Note that, in this interval (50− 60s) the elbow reaches
the forbidden region preventing collision with the bar (Fig. 2.5 bottom),
however no force feedback is felt by the user due to this constraint, since
it can be satisfied with the slave redundant degree of freedom. The user
can then continue with the desired movement undisturbed. From 85 to 105
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Figure 2.6: Object tracking experiment. From top to bottom: object features position on
the camera horizontal axis, object features position on the camera vertical axis, force
feedback in the master frame of reference.

seconds a similar event happens (see ξ4 approaching the upper bound in
Fig. 2.6), however at 90 seconds the master tries to lead the slave inside
the forbidden area of the virtual wall (Fig. 2.5 top). The user immediately
feels this interaction and the additional force feedback is summed to the
one given by the soft constraint violation: the sudden increase is clearly
visible at the bottom of Fig. 2.6.
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We would like to remark that, at any time instant, none of the hard vir-
tual fixtures are violated, and a force feedback is provided whenever the
constraint cannot be satisfied with the slave inherent redundancy alone. On
the other hand, the soft constraint is often violated since higher priority is
given to the kinematic coordination between the two devices, but the user
is still informed with an appropriate proportional haptic feedback.

2.6 Closing comment

In this chapter we provided an introduction to the bilateral teleoperation
control problem for position-controlled slave manipulators and presented a
solution in terms of constrained optimization, with focus on virtual fixtures
inclusion in the framework and force feedback. A preliminary stability
analysis has also been carried out. In the next chapter we will start to extend
the approach to torque-controlled manipulators by discussing the robust
control of these devices.
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CHAPTER3
Robust control of constrained redundant

manipulators

IN Chap. 2, we proposed an optimization-based teleoperation controller
for virtual fixtures and force feedback rendering, however we assumed
the presence of an inner position control loop in the slave device, lim-

iting the considerations at the kinematics level and inside the controller
bandwidth. In order to tackle robot interaction with real environments as
well as to increase system performance, it is inevitable to consider the full
robot dynamics, extending the control approach to torque-controlled robots.
Before we proceed in the investigation of the bilateral teleoperation control
problem for these devices, we must first consider the robust operational
space control of a generic manipulator.

In the following we present a robust impedance control framework for
trajectory tracking and interaction control based on the robustness prop-
erties of sliding mode control and the constraint specification features of
model predictive control. A first inverse dynamics stage provides compen-
sation of the robot nominal dynamics, while the second model predictive
sliding mode control (MPSMC) stage rejects the residual uncertain dynam-
ics and ensures the enforcement of the desired end-effector impedance, as
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well as accurate task execution. Unlike previous approaches, the sliding
manifold is more intuitively formalized directly in the task space and modi-
fied via null-space projections to take into account manipulator redundancy.
We show the controller accuracy and robustness even for small impedance
gains, and against delays acting on the control inputs, together with an in-
depth analysis of the SMC and MPC controllers properties, and how they
influence each other.

Sec. 3.1 gives an overview of the literature on sliding mode and model
predictive control, while in Sec. 3.2 a background on standard impedance
and inverse dynamics control is provided. Sec. 3.3 presents the robust op-
erational space sliding mode controller accompanied by the relative proofs.
Sec. 3.4 adapts the previous architecture to an integral second order scheme
to provide robustness from the initial time instant and for chattering atten-
uation. In 3.5, the concept of sliding mode redundancy is introduced to
extend the approach to redundant manipulators. The overall MPSMC con-
trol scheme is detailed in Sec. 3.6, discussing the interaction between the
two control components and the compensation of possible delays in the
application of the control torque. Sec. 3.7 and 3.8 are devoted to the simu-
lations conducted on a 4 d.o.f. planar robot and to the experiments carried
out on a ABB YuMi 7 d.o.f. industrial robot, respectively.

3.1 Background

Since its conception in the ’80s, impedance control [49] has played a pri-
mary role in robotics. Shaping the manipulator impedance allows the modi-
fication of the system behavior during contact, in order to achieve bounded
forces or assign system dynamics suitable for cooperation with a human
[50]. Realizing the desired impedance profile becomes increasingly im-
portant when tolerances are small, such as in insertion tasks [51], or when
machining hard surfaces [52], where a lack of robustness may lead to large
contact forces.

In [53] the authors employed a Cartesian impedance controller for coop-
erative tasks with a human, and exploited the redundant degree of freedom
to shape the robot apparent inertia to be as close as possible to the desired
one. In return this increases the range of selectable stabilizing inertia and
damping values. Indeed, non-collocation of sensing and actuation is known
to generate instability when the desired apparent inertia becomes increas-
ingly small [54]. Buerger et al. [55] proposed a loop shaping technique to
numerically obtain the controller parameters that minimize the difference
between desired and attainable impedance, while ensuring stability.
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These techniques focus more on the choice of stabilizing impedance pa-
rameters, based on the nominal model. Instead, robust robot control is more
concerned with stability and performance in presence of uncertain model
parameters and nonlinear friction phenomena, with the most well-known
approaches resorting to passivity-based arguments, or variable structure
schemes [56]. Among the most notable algorithms, the one proposed by
Spong [57] employed a variable structure controller to compensate bounded
uncertainties of the dynamic parameters. The resulting control law closely
resembles the discontinuous control usually obtained with SMC [58].

The sliding mode approach has been extensively applied to robotic plat-
forms. Early results by Lu et al. [59] used a first order sliding mode to as-
sign a desired impedance for grinding tasks, however their scheme did not
consider inertia shaping and reverted to a PI controller in proximity of the
sliding manifold. In [60] the authors designed two sliding mode observers
to estimate uncertain kinematics and unmodeled robot dynamics, in order
to achieve zero reference tracking error in finite time. Supervisory SMC has
also been applied to multi-robot systems where a safe cooperative grasp has
to be guaranteed in terms of both positioning and interaction forces [61].
Although such controllers are able to perfectly cancel bounded matched
uncertainties, they present some drawbacks in terms of discontinuity and
chattering of the control variables. This behavior limits the applicability of
first order sliding mode controllers to robotic systems, due to their tendency
to excite mechanical resonances and increase joint gear wearing.

Higher order, and in particular second order algorithms [62], have been
proposed to mitigate these effects by ensuring finite time convergence of the
sliding variable and also its derivatives through state augmentation. Chat-
tering is reduced at the price of more complex tuning and bounding assump-
tions on the derivatives of the system uncertain dynamics. Further improve-
ments have been made with control gain adaptation, to decrease chattering
amplitude when the plant is closer to the nominal model [63, 64]. The sub-
optimal second order algorithm has been applied to the motion control of
a 3 d.o.f. planar manipulator in [65]. The authors individually designed
for each joint a sliding surface based on the tracking error with indepen-
dent control gains, and showed improved performance over a classical high
gain PD controller. Nonetheless, the particular suboptimal solution still
presented some oscillations at steady state. The same approach in observer
form has also been employed in fault detection for robot manipulators [66].

It is worth noting that hydraulic robots are particularly suited to this type
of control, since oil viscosity and hydraulic servovalves cause the system
to suffer from highly nonlinear, time-varying dynamics [67, 68].
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In the literature, SMC has been considered for overactuated systems,
mainly in its application to fault tolerant control [69], where the control
signal is reallocated to the remaining actuators upon a failure. Nevertheless,
in robotic manipulation the redundant degrees of freedom may be used to
complete additional tasks even during normal operation, and not only when
an actuator failure occurs.

Redundancy resolution and impedance assignment in torque-controlled
robots is usually performed by projection of the required torques in the null-
space task Jacobian [70]. Such methods often avoid inertia shaping in order
to circumvent the need for force sensors, but lack in robustness against un-
certain dynamics, since an accurate impedance enforcement is frequently
not required. A recent work by Lee et al. [71] employs the null-space pro-
jection formalization on a humanoid robot. Robustness is guaranteed by
the simultaneous application of sliding mode and time-delay estimation to
obtain sufficiently accurate approximations of inertia and residual coupling
terms respectively. Unfortunately, the approach requires the measurement
or otherwise estimation also of joint accelerations, inevitably introducing
additional uncertainties.

Other approaches split the control of dynamics and kinematics, with a
lower level controller ensuring joint reference tracking, and a higher level
one dealing with inverse kinematics, thus solving the redundancy. A review
of some schemes for operational control and redundancy resolution is given
in [72].

Optimization in the form of MPC has been employed together with SMC
to improve robustness. In [73], these techniques were applied to a solar air
conditioning plant affected by variable time delay and showed considerable
improvements over MPC alone. The sliding control component is responsi-
ble for compensating the disturbances, while the model predictive one only
has to consider the delay acting on the nominal system. The authors in [74],
instead, proposed a cascaded control structure that used MPC to compute
and update the optimal parameters of a sliding manifold and achieve min-
imum energy or minimum time performance objectives for nonlinear me-
chanical systems.

One of the few instances of combined application of MPC and SMC
to robot manipulators is the one proposed by Incremona et al. [75]. The
authors employed a filtered first order integral sliding mode to reject the
disturbances generated by imperfect dynamics cancellation. The design fo-
cused on trajectory tracking in joint space, with independently tuned slid-
ing surfaces similar to [65], and an outer MPC layer guaranteeing optimal
evolution of the constrained system, without any need for computationally
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intensive formulations such as tube-based MPC.

3.2 Operational space impedance control

In this section we provide some background on impedance control in the
operational space. We consider a n d.o.f. rigid manipulator dynamic model
of the form

B(q)q̈ + n(q, q̇) = τ − J(q)TF e (3.1)

where q, q̇, q̈ ∈ Rn are the robot joint positions, velocities and accelera-
tions respectively, B(q) ∈ Rn×n is the symmetric positive definite inertia
matrix, n(q, q̇) ∈ Rn is a vector comprising Coriolis, gravitational, and
friction terms, τ ∈ Rn is the actuation torque, F e ∈ Rm is the exter-
nal generalized force due to interaction with the environment, and finally
J(q) ∈ Rm×n is the robot end effector Jacobian, with m ≤ n, the equal-
ity holding for non-redundant manipulators. For simplicity, only end ef-
fector forces and impedance will be considered. Nevertheless, given the
proper Jacobian, the generalization to forces and impedances at intermedi-
ate points of the kinematic chain, as well as joint space impedance, can be
easily derived if torque sensors are available at the joints.

In traditional impedance control, a cancellation of the nominal robot
dynamics is first performed via feedback linearization, in order to remove
the system’s coupled nonlinear behavior. For full impedance control with
inertia shaping, the inverse dynamics control torque is the following

τ = B̂v + n̂+ JT F̂ e (3.2)

where the joint dependence notation has been dropped for simplicity. The
hat indicates estimated quantities, such that in general B̂ 6= B, n̂ 6= n,
F̂ e 6= F e, while v ∈ Rn is the auxiliary control input that will be used
to assign the new impedance. In case inertia shaping is not needed, the
first term in (3.2) can be replaced with a generic auxiliary torque, and force
measurements are not needed [70].

By substituting (3.2) in (3.1) we obtain the system equation

q̈ = B−1B̂v +B−1(ñ+ JT F̃e) = B−1B̂v +B−1η (3.3)

with the tilde indicating the estimation error, e.g. ñ = n̂ − n, and η
lumping together the uncertain terms. It is immediately clear that the sys-
tem is linear and decoupled only if perfect cancellation of the dynamics is
achieved, which is not the case in general.
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The auxiliary input is selected in order to assign the desired dynamics.
The ultimate goal is to achieve the following impedance at the end point

M ¨̃x+D ˙̃x+Kx̃ = F̂ e (3.4)

M , D, K > 0 ∈ Rm×m are the desired inertia, damping and stiffness
matrices respectively, while x̃ = xr − x ∈ Rm is the end effector tracking
error with xr being the reference trajectory. Notice that it is not necessary
to impose a desired impedance for all m directions, e.g. only translational
components can be considered, thus introducing task redundancy.

Given (3.4), the auxiliary control can be found as a solution to the equa-
tion

MJv = M (ẍr − J̇ q̇) +D ˙̃x+Kx̃− F̂ e (3.5)

Since B̂ is an estimated inertia matrix, it makes sense to choose it
positive definite and thus invertible, then we can pre-multiply (3.3) with
MJB̂

−1
B and substitute (3.5). After rearrangement we get the closed-

loop end effector dynamics

M ¨̃x+D ˙̃x+Kx̃ = F̂ e −MJB̂
−1

(B̃q̈ + η) (3.6)

Note that this becomes equal to the desired impedance (3.4) only when
there is no estimation error. In all other cases a deviation from the de-
sired behavior should be expected both during transient and at steady state.
Moreover, depending on the choice of the impedance parameters and the
estimation accuracy, the system may even become unstable.

As a simple example, consider the 1 d.o.f. version of (3.6) for regulation
to zero, and with n simply characterized by a linear viscous friction with
coefficient µ

mb

b̂
ẍ+

(
d− m

b̂
µ̃

)
ẋ+ kx = −f̂e +

m

b̂
f̃e (3.7)

Since m, b, b̂, k > 0, the coefficient of ẋ must be positive to guarantee
stability, i.e.

d

m
>
µ̂− µ
b̂

(3.8)

Depending on the accuracy of the estimated dynamics, there are limits on
the values of d and m that can be selected. In this case, for a positive
damping d, a lower bound on the damping-mass ratio must be satisfied if
the system viscosity is overestimated.
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It is now clear that a robust rejection of the disturbances in (3.6) is not
only desirable, but in some cases also necessary for stability. The consider-
ations made so far are valid for both non-redundant and redundant manip-
ulators. However, for redundant ones or for task-redundant applications,
proper controllers should be designed for the remaining degrees of free-
dom to achieve stability of the whole manipulator. How to guarantee the
satisfaction of such requirements is presented next.

3.3 Operational space sliding mode control

Sliding mode control belongs to the class of variable structure controllers
(VSC) [58]. Depending on the value of a sliding variable, function of the
system state σ(z), a switching control action is applied to the system, in
order to reach in a finite time tf (reaching phase) and remain on (sliding
mode), the sliding surface σ = 0. Once on the manifold, the system will
evolve according to the reduced dynamics of σ. The control action v is
usually chosen as follows

v = v0 + vsmc(σ) (3.9)

where v0 (nominal control) is a controller stabilizing the nominal system,
while vsmc(σ) (sliding mode control) is a sliding variable-dependent con-
trol. Despite the possible discontinuities, SMC is able to robustly reject
any bounded matched uncertainty (i.e. uncertain terms affecting the system
on the control channel), as well as to decouple the design of the desired
reduced system dynamics (the sliding manifold) from that of a stabilizing
robust controller.

In what follows we derive the equations for the robust operational space
impedance control of a robot manipulator.

After applying the feedback linearizing control (3.2), we can rewrite
(3.3) in state-space normal form

ż0 = z1

ż1 = z2

ż2 = B−1B̂v +B−1η

(3.10)

where z = [z0 z1 z2]T = [∫ q q q̇]T , with an extra integrator for reasons
that will shortly become clear. Since we want to enforce the end effector
dynamics (3.4), a naive approach would be to select as sliding manifold the
equation

σ = I = M ¨̃x+D ˙̃x+Kx̃− F̂ e = 0 (3.11)
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Clearly, in this case the sliding manifold depends, not only on the system
state, but also on joint accelerations. This requires the use of an acceleration
estimator in order to compute σ and then select the correct sliding mode
control, unavoidably introducing inaccuracies in its evaluation. One solu-
tion could be to remove the inertial term, however, here we start developing
our approach from the idea proposed in [76] for a 1 d.o.f. manipulator, that
allows full impedance specification.

Proposition 3.3.1. Consider the sliding vector

σ =

∫ t

0

Idτ = M ˙̃x+Dx̃+K

∫ t

0

x̃dτ −
∫ t

0

F̂ edτ (3.12)

If σ = 0, ∀t ≥ tf , then, ∀t ≥ tf , I = 0, and the desired impedance
relation (3.4) is correctly imposed.

Proof. The proof is trivial: if ∫ I is identically zero beginning from a time
tf , then, starting from the same instant also its derivative is zero, thus I = 0.
Note that such condition is only sufficient.

By using (3.12), we have implicitly augmented the system with an ad-
ditional state associated with the position integral, which explains (3.10).
The controlled system is of order 3n, while during the sliding mode the
reduced dynamics are of order 3n −m, since σ ∈ Rm. Given the sliding
vector definition, we must now compute the control (3.9) so that the sliding
mode is enforced.

3.3.1 Nominal control v0

No particular restrictions exist for v0. Its objective is to provide a stabi-
lizing behavior given the nominal system, noting that its choice will later
influence the tuning and control effort relative to vsmc. In principle v0 = 0
could be taken.

For our purposes, let us first consider σ̇. After substituting (3.3) in the
time derivative of (3.12), we obtain

σ̇ =Mẍr −MJB−1B̂v −MJB−1η −MJ̇q̇+

+D ˙̃x+Kx̃− F̂ e

(3.13)

If we are in sliding mode, then the desired impedance is enforced (Prop.
3.3.1), and σ̇ = 0. From (3.13) we can compute

vtheq =(JB−1B̂)†M−1(Mẍr −MJB−1η+

−MJ̇q̇ +D ˙̃x+Kx̃− F̂ e)
(3.14)
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where † indicates the Moore-Penrose pseudo-inverse. vtheq is the so-called
equivalent control, i.e. the theoretical continuous control signal that, if
applied, maintains the system on the manifold. Unfortunately, such control
cannot be computed due to its dependence on the uncertain terms. The
best that can be done is to neglect these, as if we were working on the
nominal plant. This also motivates the addition of a discontinuous control
component vsmc to ensure the sliding mode.

By enforcing this approximation in (3.14), we obtain

veq = J †M−1
(
M(ẍr − J̇ q̇) +D ˙̃x+Kx̃− F̂ e

)
(3.15)

Comparing (3.15) with (3.5), we notice that the first equation is a solution to
the second. Indeed, given the sliding vector (3.12), the best that we can do
in terms of equivalent control is to apply the nominal impedance controller
of Sec. 3.2. Due to these considerations, we may choose v0 = veq.

3.3.2 Sliding mode control vsmc
The sliding mode control must be selected to ensure that the system reaches
the sliding manifold in finite time and remains on it. Given a candidate
Lyapunov function V (σ), to reach the manifold in finite time, vsmc(σ) has
to be chosen so that

V̇ (σ) < −µ‖σ‖ (3.16)
where µ is a positive scalar. For first order SMC it is usually sufficient
to take the scaled element-wise signum function of the manifold vector
vsmc = ksgn(σ), with k > 0 large enough to compensate the uncertainties.
Unfortunately, here vsmc ∈ Rn, while σ ∈ Rm with m ≤ n, so that this
choice of discontinuous control is not feasible for redundant manipulators
or in presence of task-redundancy.

To circumvent this problem we define a new sliding variable σq ∈ Rn.
The following result holds

Proposition 3.3.2. Consider a n d.o.f. manipulator, a sliding vector σ ∈
Rm as in (3.12), with m ≤ n, and define

σq = J †σ, σq ∈ Rn (3.17)

If the Jacobian J is full rank, and σq = 0, ∀t ≥ tf , then, ∀t ≥ tf , I = 0
and the desired impedance is correctly imposed.

Proof. By hypothesis, for t ≥ tf , we can write the overdetermined system
of equations

J †σ = J †
∫ t

0

Idτ = 0 (3.18)
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If J is full rank, the robot is far from kinematic singularities, and rankJ † =
dimI , the Rouché-Capelli theorem holds and gives the unique trivial solu-
tion

σ =

∫ t

0

Idτ = 0 (3.19)

Then, by applying Prop. 3.3.1, we have I = 0 and the desired impedance
requirement is fulfilled.

Corollary 3.3.2.1. When on the sliding manifold σq = 0, the equivalent
control computed from σ̇q = 0 is the same as the one obtained from σ̇ = 0
in (3.14).

Proof. Since σq = 0⇒ σ = 0, on the manifold we can write

σ̇q = J̇
†
σ + J †σ̇ = J †σ̇ = 0 (3.20)

J being full rank implies σ̇ = 0, which gives (3.14).

These results suggest that σq can be considered when enforcing the de-
sired dynamics, and more easily compute a suitable vsmc(σq). Thanks to
Corol. 3.3.2.1, it is also unnecessary to modify veq and thus v0.

To finally obtain the sliding mode control, let us first define the candidate
Lyapunov function

V =
1

2
σTM−1σ (3.21)

Taking the time derivative, and substituting (3.9) and (3.15) in (3.13), we
get

V̇ = σTJ(−B−1B̂(veq + vsmc(σ))−B−1η + veq) (3.22)

Noting that B−1B̂ = In +B−1B̃, with In the n× n identity matrix, and
collecting all the terms affected by uncertainty, yields

V̇ = σTJ(−vsmc(σ)− χ) (3.23)

with χ = B−1(B̃(veq + vsmc(σ)) + η). Rewriting the derivative in terms
of σq by using (3.17) gives

V̇ = σTq T (−vsmc(σq)− χ) (3.24)

with T = JTJ .
Although one may be lead to take vsmc(σq) = ksgn(σq) and consider

each robot joint separately thanks to the decoupling obtained via the feed-
back linearization (e.g. as done in [75]), the dynamics are coupled again
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due to the choice of the sliding manifold, hence the presence of T in
the previous equation. A better choice is to employ the unit vector σq

‖σq‖ ,
vsmc(σq) = k σq

‖σq‖ , k > 0 [77]. The Euclidean norm is used here and in
the following.

To ensure that the manifold is reached in finite time (manifold µ-reachability),
we must have

V̇ = σTq

(
−T k

‖σq‖

)
σq + σTq (−Tχ) ≤ −µ‖σq‖ (3.25)

Multiplying both sides by ‖σq‖ and bounding the second term on the left-
hand side, we can write

σTq (−kT + ‖Tχ‖In)σq ≤ σTq (−µIn)σq (3.26)

where we assumed that ‖Tχ‖ is finite. Indeed, by applying matrix norm
properties, we have

‖Tχ‖ ≤ ‖T ‖‖χ‖ ≤ ‖T ‖‖B−1‖( ¯̃B(v̄eq + k) + η̄) (3.27)

where the bar indicates the uncertainties norm upper bound, ¯̃B = maxq ‖B̃(q)‖,
η̄ = maxq ‖η(q)‖, and we assumed bounded inertia matrix and Jacobian
norms [78]. Note that we also made the reasonable assumption of bounded
equivalent control ‖veq‖ ≤ v̄eq. This will be explicitly considered in Sec.
3.6.2 via a saturation constraint.

Using (3.27) with (3.26) we obtain the matrix inequality

k(T − ‖T ‖‖B−1‖ ¯̃BIn) ≥ (µ+ ‖T ‖‖B−1‖( ¯̃Bv̄eq + η̄))In (3.28)

In case T > 0 (i.e. non-redundant manipulator), a sufficient condition is
obtained by choosing k as follows

k ≥ µ+ λ(T )‖B−1‖( ¯̃Bv̄eq + η̄)

λ(T )− λ(T )‖B−1‖ ¯̃B
(3.29)

where λ(T ) and λ(T ) indicate the largest and smallest singular values of
T . For k to be greater than zero, we must have

¯̃B <
λ(T )

λ(T )‖B−1‖
(3.30)

Note that this means that the uncertainty on the inertia matrix has to be
small enough compared to the scaled inverse of the condition number of T .
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Indeed, as the robot moves closer to a singular configuration, λ(T ) becomes
increasingly small (large condition number), while k approaches infinity.
Therefore it is not possible to compensate uncertainties in the direction of
the eigenvector corresponding to that particular singular value, when close
to a singularity.

A similar issue occurs if T ≥ 0 (redundant manipulator). In this case
the smallest singular value is exactly zero, and k can be computed only to
ensure disturbance rejection in the row space of J by taking in (3.29) the
smallest non-zero singular value of T , while guaranteeing that the sliding
manifold σ = 0 will be reached. The problem of uncertainty compensation
in the null space of J will be tackled more extensively in Sec. 3.5.

The result in (3.29) is however conservative. In practice smaller gains or
adaptation laws [63,64] can be tuned independently for each element of the
sliding vector (i.e. each joint), so that convergence in finite time still holds.
Finally, if we had chosen v0 = 0, in (3.29) the numerator would have been
µ + λ(T )(v̄eq + ‖B−1‖η̄), thus requiring a higher gain due to the absence
of ¯̃B pre-multiplying the equivalent control.

Given these considerations, the auxiliary control (3.9) is given by the
following:

v = veq + k
σq
‖σq‖

(3.31)

3.4 Second order integral sliding mode

In Sec. 3.3 we derived the first order sliding mode controller to enforce
the desired impedance. The main drawback is that a first order algorithm
produces undesirable chattering effects of the control variable. Moreover,
the robot behaves with the desired impedance only after a finite time tf ,
while during the transient, for t0 ≤ t < tf , the system evolves in a way that
depends on the uncertainty. To address these issues, we apply the integral
sliding mode (ISM) approach, that will ensure I = 0 from the initial time
instant t0, and the super-twisting algorithm (STA) to obtain a second order
sliding mode and alleviate chattering.

3.4.1 Integral sliding mode

Let us first define the nominal version of (3.10) without uncertainty, and
controlled solely by the nominal control v0. The resulting system is a chain
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of integrators

ż = f(z,v0) =

z1

z2

v0

 (3.32)

To ensure the sliding mode from t0, σ is usually modified as follows [79]

Σ(t) = σ(t)− λ(t) (3.33)

where Σ(t) is the new modified sliding vector, and λ(t) is the reaching
function

λ(t) =

∫ t

t0

(
∂σ

∂z
f(z,v0) + Γ̇

)
dτ + σ(t0) (3.34)

where Γ comprises the terms in σ that do not depend on the system state.

Definition 3.4.1. We say that the control veq is a nominal solution to σ̇, if
it solves the equation σ̇ = 0 evaluated with uncertainty-free system dynam-
ics.

We can prove the following result.

Proposition 3.4.1. Let v0 = veq (3.15) be a nominal solution to σ̇, the
integral sliding vector formulation (3.33) simplifies to

Σ(t) = σ(t)− σ(t0) (3.35)

Furthermore, I = 0, ∀t ≥ t0, and the desired impedance is correctly im-
posed from the initial time instant.

Proof. Let us define x(z) = [∫ x x ẋ]T , Θ = [K DM ], Γ = Θxr−∫ F̂ e.
Eq. (3.12) can be written in compact form

σ = −Θx(z) + Γ (3.36)

Noting that ∂σ
∂z

= ∂σ
∂x

∂x
∂z

, we can substitute (3.36) in (3.34) and obtain

λ(t) =

∫ t

t0

(
−Θ

∂x

∂z
f(z,v0) + Γ̇

)
dτ + σ(t0) (3.37)

Given the well-known relation between operational and joint space coordi-
nates, we have also

∂x

∂z
f(z,v0) =

∂∫ x∂z0

∂∫ x
∂z1

0

0 J 0
0 ∂J

∂z1
z2 J

z1

z2

v0

 =

 x
ẋ

J̇z2 + Jv0

 (3.38)
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Substituting the expressions for Θ, Γ and remembering that z2 = q̇, λ(t)
becomes

λ(t) =

∫ t

t0

(
M(ẍr − Jv0 − J̇ q̇) +D ˙̃x+Kx̃− F̂ e

)
dτ+

+ σ(t0)

(3.39)

By hypothesis, v0 = veq, if we use (3.15) in the previous equation, all the
terms in the integral cancel out

λ(t) = σ(t0) (3.40)

From (3.33) we then obtain (3.35).
For the second part, it is sufficient to use an argument similar to the one
used to prove Prop. 3.3.1. Due to the ISM, Σ(t) = 0, ∀t ≥ t0. Then
∫ I = σ(t0), and since σ(t0) is a constant, by taking the derivative we have
I = 0,∀t ≥ t0.

We can make the following observations in regards to the application of
the ISM to the proposed sliding manifold:

Remark 1. Since (3.35) simply shifts σ by a constant value, Σ̇ = σ̇, and
the new theoretical equivalent control is the same as (3.14), which is con-
sistent with the initial choice of taking v0 = veq.

Remark 2. So far we have considered the sliding vector expressed in the
operational space. Nonetheless, in order to compute the sliding mode con-
trol vsmc, similarly to (3.17) it is useful to define

Σq = J †Σ, Σq ∈ Rn (3.41)

Given Prop. 3.4.1, it is straightforward to see that Prop. 3.3.2 and Corol.
3.3.2.1 also hold for the pair Σ, Σq, but from a time t0.

Remark 3. Although one may try to apply the ISM directly to σq instead
of σ, particular attention should be paid to the following. While (3.15) is a
nominal solution for σ̇, this is not the case for σ̇q when not on the manifold.
Indeed, evaluating σ̇q with the uncertainty-free dynamics (3.32)

σ̇q = J̇
†
σ + J †σ̇ = J̇

†
σ 6= 0 (3.42)

Therefore, Prop. 3.4.1 does not hold for σq if we want to maintain the same
nominal control (3.15). Nonetheless, the ISM may still be applied directly
to σq if desired, as long as its full formulation (3.33) is used.
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For the ISM, keeping the same nominal control is necessary to impose
the desired impedance. We can show that the following is true:

Proposition 3.4.2. If an ISM (3.33) with control v = v0 + vsmc is applied
to the uncertain system (3.3) with sliding vector σ (3.12), then the system
will evolve according to the nominal feedback-linearized operational space
dynamics imposed by the control v0, with vsmc acting as an uncertainty
estimator and compensator.

Proof. Let us take the derivative of (3.33), and substitute the system dy-
namics (3.3) to obtain the control that allows to remain on the manifold

Σ̇ = σ̇ − λ̇ = MJ(v0 −B−1B̂v −B−1η) = 0 (3.43)

v = v0 + vsmc = (JB−1B̂)†J(v0 −B−1η) (3.44)

Using the previous equation and pre-multiplying (3.3) by J , we get

ẍ = Jv0 + J̇ q̇ (3.45)

which is just the expression of the operational space feedback-linearized
dynamics with compensated uncertainties controlled by v0.

It is now clear that if an ISM is applied, the choice of v0 affects the
closed loop dynamics, unlike the standard sliding mode of Sec. 3.3.

3.4.2 Alternative ISM formulation

Given proposition 3.4.2, we can also provide an alternative formulation to
the ISM of the previous section, that directly assigns Σq. We can exploit
the fact that, if an ISM is applied, vsmc(Σq) acts as an uncertainty estima-
tor and compensator, and the system dynamics are solely governed by our
choice of v0. Under this assumption, applying the auxiliary control (3.9)
guarantees that the system evolves with the completely feedback linearized
and decoupled dynamics (3.32).

We can prove the following result:

Proposition 3.4.3. Consider the partially feedback linearized system (3.3)
and the control (3.9). Let

Σq(t) = q̇(t)− q̇0(t) (3.46)

be the selected sliding vector, with q̇0(t) = ∫ tt0 v0dτ + q̇(t0). On the slid-
ing manifold Σq = 0, the system evolves with the ideal dynamics (3.32).
Moreover, this holds beginning from the initial time instant t0.
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Proof. To prove the proposition we have to show that (3.46) produces an
integral sliding mode.

Let us define an auxiliary generic sliding vector

σ∗q(t) = (q̇(t)− q̇r(t)) + δ(q(t)− qr(t)) (3.47)

where δ is a positive gain and the subscript r indicates a reference joint
trajectory. By applying the definition of integral sliding mode to σ∗q [79],
we may write

Σq(t) = σ∗q(t)−
∫ t

t0

(
∂σ∗q
∂z

f(z,v0) +
∂σ∗q
∂zr

żr

)
dτ − σ∗q(t0) (3.48)

Substituting (3.32), (3.47) in the integral, we obtain

Σq(t) = σ∗q(t)−
∫ t

t0

[(v0 − q̈r) + δ(q̇ − q̇r)] dτ − σ∗q(t0) (3.49)

By simplifying, the sliding vector becomes the following

Σq(t) = q̇(t)−
∫ t

t0

v0dτ − q̇(t0) (3.50)

which is exactly (3.46). Hence, the proposed sliding vector generates an
integral sliding mode. Indeed, we have that Σq(t0) = 0, and the system
will remain on the manifold if vsmc is chosen appropriately.

To show that (3.32) describes the system dynamics when Σq = 0, let us
compute Σ̇q = 0, which is a necessary condition to remain on the manifold.
Substituting (3.3) in Σ̇q = 0, we have

B−1B̂v +B−1ñ− v0 = 0 (3.51)

Thus, using (3.9), and making vsmc explicit

vsmc = −B̂
−1

(B̃v0 + ñ) (3.52)

Substituting back in (3.9) and then in (3.3), it is clear that the system will
evolve with the nominal dynamics (3.32).

Therefore, by choosing the manifold (3.46), we simply have to appro-
priately select v0 to obtain the desired impedance at the end effector, as
shown in Sec. 3.3.1 by computing veq.

42



3.4. Second order integral sliding mode

3.4.3 Super-twisting algorithm

Higher order sliding modes ensure finite time convergence of the sliding
vector derivatives up to an order ρ. They have been proposed to alleviate
the chattering effect by ensuring continuity of the control variable, and to
apply SMC to systems with relative degree r ≥ 2 [62].

If we consider Σ as a system output, it is straightforward to see that
r = 1. We have to ensure ρ ≥ r = 1 in order for the control variable to
appear in the sliding vector derivatives, which justifies the feasibility of the
first order sliding mode discussed up to this point. Therefore, the lowest
sliding mode order required to obtain a continuous control is ρ = 2. In this
case, the discontinuity is moved onto the control first derivative, mitigating
chattering of the actual control.

In the following we apply the super-twisting second order algorithm pro-
posed by Levant [80]. Given the sliding vector dynamics obtained with
(3.10)

Σ̈ =

(
∂Σ̇

∂t
+
∂Σ̇

∂z
ż

)
+
∂Σ̇

∂v
v̇ (3.53)

we have to ensure the boundedness of the terms∥∥∥∥∥∂Σ̇

∂t
+
∂Σ̇

∂z
ż

∥∥∥∥∥ ≤ Φ, 0 < Ψ ≤

∥∥∥∥∥∂Σ̇

∂v

∥∥∥∥∥ ≤ Ψ (3.54)

The first one basically calls for the reference jerk and the interaction force
time derivative, along with system uncertainties, to be bounded in the con-
trol input domain. This is reasonable if the reference trajectory is defined
at jerk level or if we consider saturated accelerations in a discrete time
application. Instead, for the force derivative we are asking to avoid colli-
sions with very stiff environments when selecting a stiff impedance profile,
which may provoke a brief detachment from the sliding manifold. The sec-
ond term simply requires ‖B−1B̂‖ to be lower and upper bounded, which
is reasonable for bounded inertia matrix uncertainties.

Given these assumptions, the control input for the super-twisting ISM
can be written as

vsmc(Σq) = k1
Σq√
‖Σq‖

+ k2

∫ t

t0

Σq

‖Σq‖
dτ (3.55)

(see [81] for a general tuning procedure of the gains k1, k2). Hence, the
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overall auxiliary control (3.9) becomes the following:

v = veq + k1
Σq√
‖Σq‖

+ k2

∫ t

t0

Σq

‖Σq‖
dτ (3.56)

3.5 Sliding mode redundancy

In the previous sections we considered generic n d.o.f. robots, and a sliding
vector Σ ∈ Rm, so that m ≤ n. If a strict inequality holds, the result is that
by enforcing such a sliding mode we are controlling only a subspace of
the robot dynamics. Indeed, even intuitively, there exist an infinite number
of joint configurations that satisfy Σ = 0, and thus the desired impedance
I = 0.

Unfortunately this also means that disturbances and uncertainties acting
in the null space of the impedance task will not be robustly compensated.
Take system (3.10), and rewrite the additive uncertainty as the sum of two
terms

B−1η = δR + δN ∈ Rn (3.57)
where δN ∈ N (J) is the uncertainty component belonging to the null
space of J , and δR ∈ R(JT ) its orthogonal complement, such thatN (J)∪
R(JT ) = Rn. Computing Σ̇ as in (3.13) with (3.57), we have

Σ̇ =Mẍr −MJB−1B̂v −MJ(δR + δN)+

−MJ̇q̇ +D ˙̃x+Kx̃− F̂ e

(3.58)

By definition of null space, JδN = 0, and the sliding vector dynamics are
insensitive to any uncertainty or disturbance δN ∈ N (J). This implies
that also Σq will not be able to detect and reject such uncertainties and
disturbances via the sliding mode control vsmc(Σq).

In robotic manipulators, redundancy resolution is often performed by
projection of a lower priority task in the null space of a higher priority one,
either at velocity, acceleration, or torque level. In order to guarantee the
robust control of the whole kinematic chain, we follow the same idea by
performing a sequential projection of sliding surfaces defined directly in
the task space.

Consider a task that we want to execute to solve the redundancy, in the
following general form

J i(q, q̇)q̈ − bi(q, q̇) = 0 (3.59)

with J i ∈ Rmi×n is the task Jacobian, and bi ∈ Rmi . Using similar ar-
guments as those at the beginning of Sec. 3.3 for impedance control, by
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integration we can define a sliding vector that, on the sliding manifold, re-
alizes the task and does not depend on joint accelerations (i.e. Prop. 3.3.1
holds)

σi =

∫ t

0

(J iq̈ − bi)dτ (3.60)

If desired, ISM can be applied also to this sliding vector obtaining Σi, how-
ever, since the chosen nominal controller v0 = veq is not a nominal solution
to σ̇i in general, Prop. 3.4.1 does not hold and the full form of (3.33) has
to be used.

We can redefine Σq, ensuring the sliding hierarchy as follows

Σq = J †Σ + PJ †iΣi, Σq ∈ Rn (3.61)

where P is a null space projector of J , such that JP = 0. Prop. 3.3.2 still
holds for the first term in (3.61) if J is full rank, since JΣq = Σ, however
this is not necessarily true for the second one. Indeed, we also have that
Σq = 0 ⇒ Σi = 0 only if rank(PJ †i ) = mi ≤ n − m, that is, if the
secondary task is not conflicting with the primary one and can be completed
with the remaining degrees of freedom. Nonetheless, we expect to execute
the secondary task at best to begin with, given the priority. Simultaneously,
thanks to the second term of (3.61), we are able to detect and compensate
disturbances in a larger subset of Rn.

The projection procedure may be extended to an arbitrary number of
tasks p, in order to use up all the degrees of freedom (i.e.

∑p
i=1 mi ≥ n)

and be sensitive to disturbances in all Rn

Σq = J †Σ +

p∑
i=1

P i−1J
†
iΣi, Σq ∈ Rn (3.62)

where P i is the null space projector of the augmented Jacobian

J̄ i =
[
JT JT1 . . . JTi

]T
, J̄0 = J (3.63)

We mentioned that the ISM can be applied also to the lower priority
manifolds, however, as we observed with Prop. 3.4.2, the removal of the
reaching phase makes the robot dynamics evolve as dictated by the nominal
controller v0. It is clear that if ISM is applied we confer robustness to the
system from a time t0, but we are forced to modify the nominal control in
order to satisfy the low priority tasks, while maintaining the optimality of
the impedance one.

At this point, we can simply assume to work with the nominal system of
integrators (3.32), and modify v0 as if we were considering only the robot

45



Chapter 3. Robust control of constrained redundant manipulators

Figure 3.1: The proposed model predictive sliding mode control scheme.

kinematics, by applying a standard optimal task redundancy resolution al-
gorithm [82]

v0 = v0,p = veq +

p∑
i=1

(J iP i−1)†(bi − J iv0,i−1) (3.64)

where v0,i is the optimal nominal control up to the ith task, v0,0 = veq.
Note that (3.64) is still a nominal solution to Σ̇ = σ̇, so that the con-

siderations made in Sec. 3.3 and 3.4 still hold. In fact, the second term is
canceled when pre-multiplied by J , since J(J iP i−1)† = 0,∀i = 1 . . . p,
thanks to the null space projector properties.

3.6 Model predictive sliding mode control

The formulation (3.64) of the nominal controller allows the definition of
a strict task hierarchy, however it does not allow to consider constraints
such as actuators saturation, or even simple joint motion range limitations.
To cope with this kind of requirements we employ an optimization-based
controller for the computation of a suitable v0 that takes them into account,
then it will be adapted to a model predictive formulation in Sec. 3.6.4 to
address actuation delays.

The combined MPC and SMC controllers define a global scheme that
we call Model Predictive Sliding Mode Controller (MPSMC) (Fig. 3.1).
The advantages of both techniques are exploited: the sliding mode compo-
nent guarantees robust rejection of disturbances via joint space projections
of operational sliding surfaces (3.62), whereas the model predictive compo-
nent ensures the feasibility of the constrained motion considering only the
ideal feedback-linearized system, and therefore just the robot kinematics.

In the following we outline the optimization-based model predictive
controller. We show how it is adapted to solve the redundancy by enforcing
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a task hierarchy, and to work in conjunction with the SMC presented in the
previous section.

3.6.1 Hierarchy preserving MPC

If the sliding mode is enforced by the SMC, the system evolves as if there
were no uncertainties, with dynamics given by the chain of integrators
(3.32), controlled by v0 (Prop. 3.4.2).

The optimization problem must be designed so that, if no constraint is
active, the obtained control v0 is a nominal solution to σ̇. In order to main-
tain an efficient quadratic programming (QP) formulation of the problem,
and avoid the non-linearities due to the Jacobian dependence on future con-
trol inputs, without loss of generality we select for the time being a predic-
tion horizon N = 0, that also decreases the computational complexity for
real-time implementation.

Given these considerations, the hierarchical formulation of MPC can be
expressed in a form that is analogous to the one used in Sec. 2.2 to obtain
the hierarchical teleoperation controller, whereas in this case we must con-
sider the derivative of the sliding manifolds in the cost functions. Indeed,
the optimization problem must be designed so that, if no constraint is ac-
tive, the obtained control is a nominal solution to σ̇. Therefore, we define
the following QP

v0,0 = arg min
v0

‖σ̇‖2
Q (3.65a)

s.t. τ ≤τ (v0,vsmc) ≤ τ (3.65b)
q ≤ q ≤ q (3.65c)

Av0 ≤ b (3.65d)

If no constraint is active, by minimizing the squared norm of the sliding
vector derivative evaluated with the nominal dynamics, we obtain the nom-
inal solution (3.15). Otherwise, a compromise has to be reached in order to
satisfy torque saturation constraints (3.65b), joint limits (3.65c), and other
inequality constraints (3.65d) (e.g. forbidden workspace regions). Q > 0
is a weight matrix that penalizes sliding vector components upon constraint
activation, e.g. if it is not possible to obtain the desired impedance in all
directions, one may decide to bias the solution to favor one that is more
relevant to the task.

As mentioned at the end of Sec. 3.5, if we apply ISM to the lower
priority manifolds σi, the nominal controller has to be modified in order to
solve the redundancy and satisfy these additional tasks (3.64). To do so in
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an optimization-based architecture, we adopt the approach in [34, 83] and
used in Sec. 2.2 and 2.3, that enforces the task hierarchy with a cascade
of QP optimizations. Therefore, for each task we may write a new QP as
follows

v0,i = arg min
v0

‖σ̇i‖2
Qi

(3.66a)

s.t. constraints up to task i− 1 (3.66b)
J i−1v0 = J i−1v0,i−1 (3.66c)

Each level of the optimization tries to minimize its sliding vector derivative
aiming to obtain its nominal solution, while respecting the constraints de-
fined at the higher priority levels (3.66b), as well as adding a constraint that
guarantees the optimality of the new solution v0,i with respect to v0,j j =
0...i− 1 (3.66c).

In the end, we can select the hierarchy consistent solution

v0 = v0,p (3.67)

In absence of constraint activation, this procedure provides the same result
found via the standard projection approach (3.64).

3.6.2 Control torque saturation

In order to limit the maximum torque requested by the overall MPSMC, the
sliding mode control vsmc has to be taken into account in the optimization
formulation (3.65b). Failure to do so may generate a nominal control that
satisfies torque constraints, however the subsequent addition of vsmc can
produce a total control torque that exceeds the prescribed bounds.

Since vsmc inherently acts as a compensator of the uncertain dynamics,
from the optimization point of view, we can just consider the nominal esti-
mated robot dynamics to be the true one. Using (3.2) and (3.9), we get the
constraint

τ −

τ smc︷ ︸︸ ︷
B̂vsmc ≤ B̂v0 + n̂+ JT F̂ e ≤ τ −

τ smc︷ ︸︸ ︷
B̂vsmc (3.68)

Depending on the sign of τ smc, the sliding mode can prevent the se-
lection of a nominal control that would produce a too large torque. On
the other hand, it may allow to use a higher nominal torque, when the un-
certainty implicitly works in favor of the requested motion, since it is af-
terwards compensated by the sliding mode. In this case, we are basically
exploiting the uncertainties to perform more dynamically demanding tasks.
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3.6.3 Sliding manifold adaptation

Upon activation of a constraint, the optimization solution will be different
from the nominal one, and the cost function will be non-zero. Indeed, we
will have σ̇ 6= 0.

It is clear that a non-zero derivative will generate a detachment from
the sliding manifold, which will be detected by the SMC. The constraint is
interpreted as a disturbance to be compensated, thus causing its violation,
and making the MPC architecture useless.

To avoid this, we need a way to communicate to the sliding mode con-
troller the change in control policy to accommodate for the constraints. The
idea is to progressively adjust the sliding surface based on the optimization
cost, avoiding interference with the SMC. Naturally, the price to be paid
is that we will not be able to ensure the desired end effector impedance
anymore.

The drift from the sliding manifold, and therefore the required adapta-
tion, can be computed by integration

∆(t) =

∫ t

t0

σ̇dτ + σ(t0) (3.69)

where σ̇ has been evaluated with the nominal dynamics (3.32) and the con-
trol (3.67), giving as a result

∆(t) =M

(
ẋr − J

∫ t

t0

v0dτ

)
+Dx̃+K

∫ t

t0

x̃dτ

−
∫ t

t0

F̂ edτ + σ(t0)

(3.70)

The new sliding manifold is then the following

Σ(t) = σ(t)−∆(t) (3.71)

Remarkably, the previous equation provides the same result that would be
obtained by application of the standard ISM (3.33), (3.34). Indeed, when a
constraint activates, the hypothesis of Prop. 3.4.1 does not hold anymore,
and we are left with the full ISM formulation.

From this we can come to the following conclusion, valid also for the
lower priority tasks. If no ISM is employed in the SMC formulation, the
adaptation here proposed is mandatory for each manifold to ensure con-
straint satisfaction, albeit at the expense of task execution. Instead, if ISM
is already implemented by taking v0 = v0,p, no adaptation is required, and
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we are guaranteed to satisfy the constraints and lay on the sliding manifold
since t0, thus enforcing the desired impedance and executing at best the
remaining tasks when no constraint is active.

3.6.4 Control torque delay

Although the proposed controller is robust against matched uncertainties, it
shows its weakness when unmatched effects are concerned, such as actua-
tion delays. These may induce oscillatory behaviors of the system and limit
cycles around the sliding manifold. To tackle this problem we will make
the assumption that the dynamics between the desired control torque and
the true one can be reasonably approximated as a pure delay.

First, we discretize the system and perform a prediction of state and
sliding vector. By doing so, we exploit the model predictive optimization
procedure to compute a suitable control v0 that can cope with the delay. The
same prediction is also employed in the evaluation of the sliding manifold,
in order to compute a predictive sliding mode control vsmc.

Since all we know are the estimated parameters (3.2), the best that we
can do to derive a predictor is to consider the perfectly feedback-linearized
dynamics. The system becomes a chain of integrators controlled by the
auxiliary control v, and can be discretized as follows

zk+1 = Hzk +Gvk−d =

=

1 Ts
T 2
s

2
0 1 Ts
0 0 1

∫ qkqk
q̇k

+

T 3
s

6
T 2
s

2
Ts

vk−d (3.72)

Ts is the discretization sampling time, index k designates the time instant,
and vk−d the control input, where d is the estimated number of delay steps.

Once the relation between joint and operational space variables has been
made explicit, the sliding vector derivative σ̇ at time k, evaluated with the
delayed dynamics (3.72), becomes

σ̇k = Θ

ẋr,k −

 T (qk)
Jkq̇k

J̇kq̇k + Jkv0,k−d

− F̂ e,k (3.73)

where Θ = [K D M ], xr,k = [∫ xr,k xr,k ẋr,k]T , Jk = J(qk), J̇k =

J̇(qk, q̇k), and T (qk) = xk is the robot forward kinematics.
The first time instant where the sliding vector derivative depends on the

current control input is k+ d. In fact, σ̇k+d(qk+d, q̇k+d,vk, ẋr,k+d, F̂ e,k+d).
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Unfortunately, since these quantities are unknown at time k, we can only
perform a d-step prediction by propagating the dynamics (3.72)

z∗k+d = Hdzk +
d−1∑
j=0

Hd−1−jGvk−d+j (3.74)

where (·)∗ indicates that the quantity is a prediction and not the true one.
Similarly, for the vector ẋr,k+d, if the trajectory is pre-planned we already
know the future reference and we can use it, otherwise we can assume it to
be constant ẋ∗r,k+d = ẋr,k. Since we do not have higher order information
on the force, we can simply select F̂

∗
e,k+d = F̂ e,k.

Therefore, we obtain the predicted sliding variable derivative σ̇∗k+d, that
depends on v0 at the current instant k

σ̇∗k+d = Θ

ẋ∗r,k+d −

 T (q∗k+d)
J∗k+dq̇

∗
k+d

J̇
∗
k+dq̇

∗
k+d + J∗k+dv0,k

− F̂ ∗e,k+d (3.75)

Using σ̇∗k+d in (3.65) allows to consider the actuation delay when comput-
ing the nominal control v0.

We can do the same for the sliding variable

σ∗k+d = Θ

x∗r,k+d −

∫ T (q∗k+d)
T (q∗k+d)
J∗k+dq̇

∗
k+d

− ∫ k

0

F̂
∗
e,k+ddτ (3.76)

Thus, following the discussion of Sec. 3.3 and 3.4, this leads to Σ∗q,k+d,
which is used to obtain the predictive sliding mode control vsmc(Σ∗q,k+d)
(3.55). The same should be done for the other sliding surfaces σi and their
derivatives, as well as the constraints in the MPC controller, in order to
obtain a consistent formulation.

Applying the prediction also to the inverse dynamics (3.2), we obtain
the following predictive control torque:

τ k = B̂(q∗k+d)vk + n̂(q∗k+d, q̇
∗
k+d) + J∗Tk+dF̂

∗
e,k+d (3.77a)

vk = v0(σ̇∗k+d) + vsmc(Σ
∗
q,k+d) (3.77b)

3.7 Simulations

To validate the approach, in MATLAB we performed a series of simulations
on a n = 4 d.o.f. planar manipulator with revolute joints (Fig. 3.2).
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Table 3.1: 4 d.o.f. simulations: robot dynamic parameters.

True (Est.) value Link 1 Link 2 Link 3 Link 4

m (kg) 10 (12) 10 (8) 6 (7.2) 6 (7.2)
I (kgm2) 3 (3.6) 3 (2.4) 2 (2.4) 2 (2.4)
l (m) 1 (1.2) 1 (0.8) 1 (1.2) 1 (1.2)
a (m) 2 (2) 2 (2) 2 (2) 2 (2)
b (Ns) 25 (20) 25 (20) 50 (40) 50 (40)
τc (Nm) 5 (4) 5 (4) 15 (12) 15 (12)
τs (Nm) 20 (16) 20 (16) 40 (32) 40 (32)
α (s/m) 15 (12) 15 (12) 15 (12) 15 (12)

We assumed knowledge of the kinematic parameters (link length a), but
we introduced a severe 20% uncertainty on the other ones, namely link
mass m, link inertia I , and link CoM position l. We considered gravity to
be present in the −y direction, and we introduced joint friction utilizing a
viscous Stribeck model

τf = bq̇ +
(
τc + (τs − τc)−α|q̇|

)
sgn(q̇) (3.78)

with b the viscosity coefficient, τc and τs the Coulomb and static friction
respectively, while α is a parameter that tunes the slope in Stribeck friction
range. A list of the values of true and estimated parameters is given in Table
3.1.

In all tests the objective is to either follow a point-to-point trajectory or
regulate the robot end effector position x ∈ Rm0 to a given set point, with
the desired impedance (Task 0, m0 = 2). The redundancy is resolved by
regulating the orientation φ ∈ Rm1 of the end effector, so that the last link
is parallel to the x axis (Task 1, m1 = 1), and the position x2 ∈ Rm2 of
the third joint to a fixed point (Task 2, m2 = 2), in a descending priority
order (see Fig. 3.2). The tasks and the respective sliding variables have
been defined as in (3.59). For example Task 1 can be written as follows

J1q̈ + J̇1q̇ +Kd1φ̇−Kp1eφ = J1q̈ − b1 = 0 (3.79)

where φ is the orientation angle, eφ = φr − φ the regulation error, J1 ∈
Rm1×n the Jacobian relating joint velocities to angle derivative. Kp1, Kd1

are PD gains, that can be interpreted as stiffness and damping terms, how-
ever external forces are considered only for the higher priority impedance
task. Table 3.2 gives the relevant parameters for each task, as well as the
respective initial and target values for the simulations.
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Table 3.2: 4 d.o.f. simulations: task parameters, initial and target values.

Task i M D /Kdi K /Kpi Initial Target

T0: x 1I2 4I2 4I2

[
0.897
−0.518

]
m

[
2
3

]
m

T1: φ 1 4 4 −1.833 rad 0 rad

T2: x2 1I2 10I2 10I2

[
0

2.828

]
m

[
−1
2.5

]
m

I2 is the 2-by-2 identity matrix

Unless otherwise noted, for the sliding mode control vsmc the super-
twisting integral formulation (3.55) has been used, with gains k1 = 15,
k2 = 50. Moreover, to further smoothen the discontinuity and reduce chat-
tering, we approximated the unit vector computation with the following
expression

Σq

‖Σq‖
≈ Σq

‖Σq‖+ 10−3
(3.80)

For the nominal control v0 we employed the proposed MPC architecture
(3.65), (3.66), with Qi = 1, i = 0, 1, 2. The overall control scheme is
discretized with a sampling time Ts = 4ms.

In all regulation and tracking tests the position error is calculated with
respect to the evolution of a system with the exact desired dynamics. Fur-
thermore, in tracking tests, the reference trajectory has been generated with
a trapezoidal velocity profile (TVP) with maximum velocity ẋmax = 0.6m/s
and maximum acceleration ẍmax = 0.3m/s2.

3.7.1 Impedance control/MPSMC comparison

We first compared the performance of our approach with that obtainable
with standard impedance control (Sec. 3.2). To achieve comparable results
we did not consider any constraint in our architecture so that our control
becomes equivalent to a sliding mode controller with the nominal control
(3.64).

Fig. 3.2 shows the starting and final robot configurations for the two
control strategies, along with each joint trajectory. It is clear that the stan-
dard approach is heavily affected by uncertainties, while with the proposed
one we are able to reach the desired end effector configuration. Fig. 3.3
and 3.4 give a quantitative evaluation for the regulation case. If we look at
the top two plots, the standard impedance controller (blue) exhibits steady
state error, while the proposed approach (dashed green) not only reaches
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Figure 3.2: Robot configuration for the first simulation. The robot base and first joint are
centered in (0, 0). Light gray: the robot initial configuration. Dark gray: the robot
final configurations. In blue and red, the robot end effector and third joint, with the
respective target positions. The proposed controller is able to regulate the robot to the
desired configuration, while the impedance controller visibly fails.

the desired target, but is able to do so with the desired impedance dynam-
ics (black dots). In Fig. 3.5, we are able to achieve small errors for both
regulation and tracking, although we employed very small gains, while the
standard controller shows inferior performance.

Comparing our strategy with and without ISM (red dash-dot), it shows
how at the beginning the absence of the integral sliding mode gives rise
to a reaching phase, with the end effector not behaving as desired during
the transient. This is also visible in Fig. 3.6, where with the ISM we start
already on the manifold and thus with the desired impedance (left), while
without integral strategy we have a transient with σ̇ reaching high values,
and therefore an incorrect impedance profile.

In Fig. 3.5, the comparison between the acceleration profiles for the
first and fourth joints outlines the role of the sliding mode control vsmc, to
balance the uncertainties so that the real system behaves like the nominal
one considered by the MPC component. Indeed, q̈ ≈ v0 for the plots on
the left, with the spikes mostly due to change in sign of the velocity, and
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Figure 3.3: Comparison of the proposed controller with and without ISM and null-space
sliding mode, against the standard impedance controller. End effector Cartesian co-
ordinates. The black dotted nominal dynamics line represents the theoretical desired
task evolution.

thus high non-linearity due to friction.

The benefits of the sliding mode redundancy scheme detailed in Sec.
3.5 are visible when looking at the lower priority tasks in Fig. 3.3 and
3.4. Without null-space projection of the manifolds (yellow), the orienta-
tion task presents an error both during transient and at steady state, although
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Figure 3.4: Comparison of the proposed controller with and without ISM and null-space
sliding mode, against the standard impedance controller. Cartesian coordinates of the
third robot joint. The black dotted nominal dynamics line represents the theoretical
desired task evolution.

the impedance task is perfectly executed. On the other hand, for x2 we un-
derstandably do not reach the desired target with any controller due to the
conflicts with the higher priority tasks (

∑
mi = 5 > n = 4). Nonethe-

less our formulation still rejects the disturbances in all of the configuration
space.
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3.7.2 Interaction with the environment

Figure 3.7: Robot configuration during the simulation with environment interaction.
Gray: the forbidden area. Green: the environment wall. The dotted lines indicate
the trajectory of each joint and the end effector.

In a second simulation, we tested the algorithm in presence of external
interaction. We added a wall in the x − y plane with stiffness coefficient
Ke = 100N/m and damping De = 350Ns/m2 so that the end effector has
to establish contact to reach the target position. The generated force in the
direction normal to the surface is given by

Fe =


−Keδ if δ > 0, δ̇ ≤ 0

−Keδ −Deδδ̇ if δ > 0, δ̇ > 0

0 otherwise
(3.81)

where δ is the penetration of the surface. Moreover, we added a constraint
in the optimization in the form of a virtual wall (3.65d), to define a for-
bidden region that the robot has to avoid with the redundant degrees of
freedom.

Fig. 3.7 shows the 2D plane with the robot trajectory and the environ-
ment (green) as well as the forbidden area (gray). The robot correctly uses
the redundant degrees of freedom to slide on the perimeter of the virtual
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Figure 3.8: Second simulation: regulation. Top: position and orientation. Middle: error
with respect to the desired dynamics. Bottom: contact force.

wall at the expense of the third task, without violating the constraint. The
second task, instead, can still be accomplished, maintaining the horizontal
orientation. From Fig. 3.8 and 3.9, we see how the end effector moves
as requested, keeping a small error with respect to the theoretical evolu-
tion (dotted black), even when contact with the environment is established,
both for tracking and regulation. The requested end effector impedance is
displayed also during contact, keeping bounded interaction forces.
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Figure 3.9: Second simulation: tracking. Top: position and orientation. Middle: error
with respect to the desired dynamics. Bottom: contact force.

The present and the previous simulation illustrate how we can simultane-
ously achieve accurate regulation and tracking performance in free motion,
while exhibiting the desired impedance once contact is achieved. We are
able to do so, even when very small control/impedance gains are used and
in presence of unknown dynamics.
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3.7.3 Torque saturation and joint limits

A third simulation consisted in the introduction of torque saturation and
joint limits in the optimization (3.65b), (3.65c). In Fig. 3.10, we com-
pare the system behavior with (red) and without (blue) the compensation
of τ smc (3.68). If the sliding mode torque contribution is not considered,
the SMC component tries to compensate the error that would appear due
to the saturation, inevitably requesting a control torque much higher than
the prescribed bounds. On the other hand, if τ smc is explicitly taken care
of, the overall torque remains in the requested range, at the cost of an error
arising with respect to ideal unsaturated dynamics. Furthermore, there is
little to no chattering thanks to the second order sliding mode formulation
(3.55) coupled with the smoothened unit vector function (3.80). Note that
some chattering still remains around 3s in both cases, this is however due
to the high friction nonlinearity at low velocity when the robot is about to
stop.

Similarly with joint limits in Fig. 3.11, if the adaptation scheme of Sec.
3.6.3 is not employed (blue), v0 and vsmc generate conflicting control in-
puts. The first one tries to avoid constraint violation, while the second one
tries to ensure adherence to the sliding manifold, inevitably producing an
erratic behavior of the system, with possible constraint violations (bottom
plot). If the sliding surface is adapted (red), the constraints are fulfilled with
a small impedance error, thanks to the exploitation of the robot redundancy.
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3.7.4 Control torque delay
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Figure 3.12: Simulation with torque delay: tracking. Top: sliding manifold phase plane
evolution. Bottom: tracking error comparison.

In a final simulation, we tested the predictive approach of Sec 3.6.4, by
considering a two-step delay d = 2 on the input torque (corresponding to
an actuation time delay of 8ms). The results in Fig. 3.12 illustrate how the
limit cycle that arises from neglecting the delay is quite large (blue), with
a ±20N error with respect to the desired impedance, especially compared
to the behavior when prediction is performed (red). For comparison, the
position error without any delay active on the system is displayed in yellow.
With the prediction we achieve slightly worse results, but with remarkably
less oscillations of the end effector.

In Fig. 3.13, contact with the environment is robustly established even in
presence of delay when the prediction is employed, although there is some
performance deterioration in terms of position and orientation error.
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Figure 3.13: Simulation with torque delay: regulation. Top: position and orientation.
Middle: error with respect to the desired dynamics. Bottom: contact force.

3.8 Experiments

Experiments have been performed on a platform consisting of a YuMi robot
prototype, where only the left 7 d.o.f. arm was considered. In the exper-
iments the arm was controlled to track a reference TVP profile and then
impact against metal slab placed in the middle of the path (Fig. 3.14).

In order to act directly on the motor torques of our setup, the industrial
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Figure 3.14: The experimental setup used to validate the proposed approach.

P-PI control loop was opened and we injected our control torque through
the torque feed-forward channel, which unfortunately presented a built-in
FIR filter with 10Hz cut-off frequency and a 2-step actuation delay. These
dynamics were in part considered by performing a 3-step prediction of joint
measurements to account for the phase loss as described in Sec. 3.6.4.

Due to the absence of force sensors, interaction forces were reconstructed
by employing a momentum observer [84]. Overall, the only available mea-
surements were actuation torques, and joint positions, with joint velocities
obtained by filtered differentiation with a 30Hz second order LPF. The
robots inertia, Coriolis, and gravitational terms were computed based on
the robot CAD drawings, while friction was approximated with a Coulomb
and viscous model, linearized close to zero velocity to avoid discontinu-
ities. The controller was discretized with a sampling time of Ts = 4ms.
For the sliding mode control gains, we selected by trial and error k1 =
[30 30 35 35 20 20 20] and k2 = [35 35 40 40 20 20 20]. The redundancy
was solved by keeping a constant wrist orientation and minimizing joint
velocities.

In a first experiment we employed the classical non-robust impedance
control approach for comparison purposes. We selected the following pa-
rameters: M = 30I3kg, D = 100I3Ns/m, K = 83.3I3N/m. Fig. 3.15
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Figure 3.15: Experiment with the standard impedance controller. Top and middle: end
effector position and velocity (solid) and TVP reference (dotted). Bottom: environment
force acting on the end effector.

presents the experiment results. The performance is unacceptable, and the
controller is not able to provide sufficient tracking accuracy even in ab-
sence of external forces, with the friction terms being the main cause of
task failure. Indeed, if we do not use the friction model for at least partial
compensation, the robot does not move at all by applying only the nominal
control.
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Figure 3.16: Experiment with the proposed approach and tuning. Top and middle: end
effector position and velocity (solid) and TVP reference (dotted). Bottom: environment
force acting on the end effector.

Next we applied the proposed approach and reduced the impedance pa-
rameters by a factor 10. In Fig. 3.16, we see a clear improvement in track-
ing the desired reference, even for such small impedance gains, which is
also confirmed by the small sliding variable values (Fig. 3.17 bottom). Un-
fortunately, some non negligible tracking errors sometimes remain present
(in the order of millimeters), due to the neglected industrial controller dy-
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Figure 3.17: Experiment with the proposed approach and tuning. From top to bottom:
Total motor torque τ s and friction τ fs, auxiliary control comparison, and sliding
variable for the first joint of the robot.

namics, but mostly caused by Coulomb and static friction. In the considered
system a significant part of the total torque is used to overcome these terms
(Fig. 3.17).

After gravity compensation, friction terms dominate the dynamic ones,
as highlighted also by the large sliding mode auxiliary control vsmc com-
pared to the nominal one v0. As the friction model grows more inaccurate
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close to zero velocity, a higher sliding mode control is required, however
a complete rejection is difficult to obtain due to the high non-linearity. Al-
though performance remains acceptable, the use of ad-hoc friction compen-
sation techniques could prove beneficial, if the sliding mode gains cannot
be increased due to torque limitations [85].

When the robot impacts against the metal surface towards the end of the
trajectory, the system behaves as expected. After the initial transient, con-
tact is stabilized as desired, therefore achieving compliance during interac-
tion as well as tracking accuracy in free motion with the same controller.

3.9 Closing comment

In this chapter we discussed the robust control of torque-controlled robots
and proposed a control architecture based on sliding mode and model pre-
dictive control to cope with system uncertainties and other unmodeled ef-
fects such as input filtering and torque actuation delays. We also tackled the
problem of robust impedance control in the operational space for redundant
manipulators. The next chapter will try to apply these results to a full tele-
operation system and give an in-depth stability discussion and guarantees.
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CHAPTER4
Impedance shaping of teleoperators with

time-delay

IN this chapter we apply the robust impedance controller of Chap. 3 to
a bilateral teleoperation system to provide a general control formula-
tion for torque-controlled teleoperators. The objective is to obtain a

controller that allows the exploitation of the optimization control structure
for virtual fixture rendering as presented in Chap. 2 for position-controlled
robots, as well as robustness in presence of contact with the real environ-
ment.

We rely on the MPSMC of Chap. 3 to ensure accurate impedance track-
ing both for master and slave devices and reject the uncertainties of im-
perfect inverse dynamics. Unlike previous approaches in sliding mode
teleoperation, chattering of control torques is alleviated with the integral
second order sliding mode of Sec. 3.4, without the estimation of robot
accelerations. The model predictive optimization-based component of the
controller enforces the desired end effector impedance dynamics of master
and slave manipulators, while taking into account redundancy, control and
kinematic constraints.

Llewellyn’s absolute stability criterion [86] is employed to tune the im-

73



Chapter 4. Impedance shaping of teleoperators with time-delay

pedance parameters in case of communication delays. Such stability analy-
sis will also clarify the importance of accurate impedance tracking in tele-
operation, to maximize transparency properties while retaining stability of
the delayed system. The in-depth discussion of the architecture stability
and transparency properties highlights some tuning aspects that have been
neglected in previous works.

In the resulting "three-plus-one" channel architecture, only the slave
force is fed back to the master station, while velocity, user interaction force
and also a delayed version of slave contact forces are fed forward to the
slave device. Most notably, the inherent robustness also allows the feed-
forward of master accelerations without numerical derivations. The per-
formance of the proposed algorithm is also compared with a time-domain
passivity (TDP) approach.

The remainder of the chapter is organized as follows. In Sec. 4.1 we
present previous attempts on the use of sliding mode control in teleoper-
ation, and Llewellyn’s absolute stability. Sec. 4.2 briefly recalls the ro-
bust inverse dynamics results of Chap. 3. In Sec. 4.3 the hierarchical
optimization-based approach is detailed for master and slave devices. Sta-
bility and transparency properties of the teleoperation controller are dis-
cussed in Sec. 4.4 and 4.5, and compared with a passivity-based algorithm
in simulation (Sec. 4.6). Results of the experimental validation are given in
Sec. 4.7.

4.1 Background

Many approaches have been proposed to overcome stability limitations
while maintaining an acceptable degree of transparency in bilateral teleop-
eration [16, 87]. While the most established techniques resort to damping
injection or wave variables, recent approaches favor time-domain passivity,
in order to reduce performance only upon loss of passivity. In [88] passivity
observers and controllers monitor and dissipate part of the system energy,
when the communication channel displays an active behavior that might
destabilize contact. This fundamentally allows damping injection only in
critical situations, preserving transparency properties otherwise. A two-
layer approach is employed in [89], where virtual reservoirs store surplus
energy that would be otherwise dissipated and drain it when the channel
becomes active, to preserve overall passivity.

Absolute stability criteria are often employed to tune the control gains
so that the system remains stable whatever the external environment and
operator dynamics are, as long as they satisfy a reasonable assumption of
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passivity. In [90], the authors proposed an in-depth analysis of two and
four-channel teleoperation control structures, based on Llewellyn’s crite-
rion and Lawrence formalism. Although four-channel controllers provide
substantially better transparency results, two-channel architectures were
shown to be remarkably more stable and easier to tune, especially position-
force schemes, where only the environmental force is fed back to the user,
removing delay induced forces and slave dynamics reflection. The same
authors analyzed the tuning of three-channel architectures [91], giving in-
sights on the parameters choice depending on the application and the local
feedback controller. Indeed, these provide improved transparency via op-
erator force feed-forward and still manageable tuning, especially if some
environment knowledge is available [92]. Nonetheless, a force/torque sen-
sor becomes necessary also on the master device.

Sliding mode control theory has been applied also in the context of
teleoperation, starting with the work of Buttolo et al. [93]. The authors
discussed the definition of a classical sliding surface with a linear combi-
nation of position and velocity tracking errors. They highlighted the im-
provements with respect to a classical PD controller of a position-position
architecture, but delays were not considered. Cho et al. tackled the commu-
nication delay problem in [76], where they defined a sliding surface based
on the integral of the desired impedance relation, in order to obtain both
accurate tracking of the master and compliance during contact. A simi-
lar approach has been proposed in [94], but with a higher order sliding
mode to avoid chattering. The method unfortunately requires the use of
an observer to estimate the acceleration for the sliding surface computa-
tion. While previous attempts considered simple 1 d.o.f. devices, an oper-
ational space sliding mode was applied to a multi-dof teleoperator in [95],
without considering redundancies. In all these works, some critical lim-
itations in the choice of impedance parameters for both master and slave
were neglected. A mixed sliding mode/fuzzy logic controller was proposed
in [96], to reduce the chattering effect while still employing a first order al-
gorithm, while the four-channel scheme of Hace et al. [97] was completely
chattering-free but did not converge to the desired sliding manifold in finite
time.

4.2 Robust inverse dynamics

Here we briefly recall some of the equations presented in Chap. 3 and apply
the robust control framework to a teleoperation system. For both master
and slave devices we consider generic n d.o.f. robots, possibly redundant,
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characterized by model (3.1)

B(q)q̈ + n(q, q̇) = τ − JT (q)F (4.1)

with F ∈ Rm a vector of external forces, which can be environment contact
forces for the slave (F e) or forces applied by the user for the master (F h).
Substituting the nominal inverse dynamics control torque (3.2) in (4.1) we
obtain the partially feedback-linearized dynamics (3.3)

q̈ = B−1B̂v +B−1η̃ (4.2)

The system is fully decoupled only with perfect knowledge of the dynam-
ics. Therefore, in a teleoperation system, the application of a standard im-
pedance controller does not guarantee neither a zero tracking error of the
slave device with respect to the master, nor the enforcement of the desired
dynamics, possibly invalidating absolute stability properties, and resulting
in instability due to communication delay.

In the following we will employ the integral second order sliding mode
formulation proposed in Sec. 3.4.2 and 3.4.3 to obtain a robust feedback
linearization, with

Σq(t) = q̇(t)− q̇0(t), q̇0(t) =

∫ t

t0

v0dτ + q̇(t0) (4.3)

v = v0 +vsmc(Σq) = v0− k1

√
|Σq|� sgn(Σq)− k2

∫ t

t0

sgn(Σq)dτ (4.4)

By doing so, what remains is to select the desired impedances for master
and slave to obtain v0.

4.3 Master/slave impedance control

After applying control (4.4), we can simply consider the nominal system
(3.32) for both master and slave robot. The impedance controllers are de-
tailed here.

4.3.1 Master device

For the user operated master device we consider an impedance model where
the slave interaction force is used for haptic feedback. This allows to avoid
the reflection of slave dynamics onto the master, as well as high robustness
in free motion. Then:

Mmẍm +Dmẋm +Kmxm = F h − kfF d
e (4.5)
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where Mm, Dm and Km are the desired inertia, damping and stiffness
respectively, with subscript m indicating master quantities. xm is the end
effector position, while F h is the force applied by the user on the master
end effector. F d

e(t) = F e(t− d2) is the force exerted on the slave, with d2

the slave-to-master delay, and kf a scaling factor.
Considering the relation between master end effector acceleration and

joint velocity and acceleration via the robot Jacobian ẍm = Jmq̈m+J̇mq̇m,
using (3.32), and then substituting in (4.5), we obtain the impedance equa-
tion Im = 0

Im = MmJmv0,m − bm = 0 (4.6)

bm = −MmJ̇mq̇m −Dmẋm −Kmxm + F h − kfF d
e

Therefore, the least squares solution of (4.6) gives the nominal auxiliary
control enforcing the desired impedance

v0,m = J †mM
−1
m bm (4.7)

With reference to Lawrence formalism, the transfer functions of the slave
signals to master torques are the following

τm,F e = C2(s)F e = −kfB̂mJ
†
mM

−1
m F ee

−sd2 (4.8)

τm,ẋs = C4(s)ẋs = 0 (4.9)

4.3.2 Slave device

In the design of the slave impedance we must ensure the correct tracking
of the reference master trajectory and compliance in case of contact forces.
Hence, analogously to (2.7), we select

M s
¨̃x+Ds

˙̃x+Ksx̃ = −F e (4.10)

where subscript s indicates slave quantities, and x̃ = xs − kpx
d
m, with

kp a scaling factor accounting for the possibly different robot workspaces.
xdm(t) = xm(t − d1) is the delayed master position with d1 the master-to-
slave delay.

Similar to the master case, we have

Is = M sJ sv0,s − bs = 0 (4.11)

bs = −M sJ̇ sq̇s +M skpẍ
d
m −Ds

˙̃x−Ksx̃− F e

While selection of the slave impedance as in (4.5) resembles a two-channel
position-force architecture, the presence of the master acceleration in the
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Chapter 4. Impedance shaping of teleoperators with time-delay

previous equation is critical. To solve this problem we can simply compute
the acceleration from (4.5)

ẍdm = −M−1
m

(
Dmẋ

d
m +Kmx

d
m − F d

h + kfF
dd
e

)
(4.12)

where F dd
e (t) = F e(t − d1 − d2) is the twice delayed slave contact force

forwarded by the master and necessary for a correct computation of the
acceleration. Substituting the previous equation in (4.11), the nominal aux-
iliary control is obtained as in (4.7) via least squares. Such control depends
on the master position/velocity and operator force, plus the additional feed-
forward of the delayed slave external force. Overall, we obtain a ”three-
plus-one” channel controller. This gives the following remaining transfer
functions of the Lawrence scheme

τ s,F h = C3(s)F h = kpB̂sJ
†
sM

−1
m F he

−sd1 (4.13)

τ s,ẋm = C1(s)ẋm = kpB̂sJ
†
s

(
M−1

s Ds+ (4.14)

−M−1
m Dm +

M−1
s Ks −M−1

m Km

s

)
ẋme

−sd1

τ s,F de = C+(s)F d
e = −kpkfB̂sJ

†
sM

−1
m F

d
ee
−sd1 (4.15)

Note that the computation of the master acceleration in (4.12) is valid
only because the sliding mode cancels out the disturbance terms remaining
from the inverse dynamics, and (3.32) is enforced. If a robust feedback
linearization is not employed at master side, the accuracy of (4.12) depends
on the magnitude of the uncertainties.

4.3.3 Teleoperation optimal controller

To take into account redundancies and control constraints, we employ the
optimization-based approach first seen in Sec. 2.3 and detailed in Sec. 3.6
in its model predictive form.

Since the objective is to ensure the end effector impedances (4.5), (4.10),
in a first optimization stage we minimize the impedance errors (4.6), (4.11)
subject to the desired constraints (e.g. control, kinematic, and hard virtual
fixtures), noticing that they are the manifold derivative used in Sec. 3.6

v0
0,∗ = arg min

v0,∗

‖I∗‖2
Q∗

(4.16a)

s.t. τ ∗ ≤τ ∗(v0,∗,vsmc,∗) ≤ τ ∗ (4.16b)
q∗ ≤ q∗(v0,∗) ≤ q∗ (4.16c)

Av0,∗ ≤ b (4.16d)
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4.4. Teleoperation stability

Given p other tasks and soft virtual fixtures specifications Ai
∗v0,∗ ≤ bi∗

with decreasing priority as in Sec. 2.3, a cascade of optimizations guar-
antees virtual fixtures satisfaction and solves the robot redundancy (3.66).

{vi0,∗,wi∗
∗ } = arg min

v0,∗,wi∗

‖wi
∗‖2
Qi∗

(4.17a)

s.t. constraints up to task i− 1 (4.17b)

wi−1
∗ = wi−1∗

∗ (4.17c)

Ai
∗v0,∗ ≤ bi∗ +wi

∗ (4.17d)

where (4.17c) takes into account the higher priority layers, maintaining
their optimality. The solution to the lowest priority optimization v0,∗ = vp0,∗
is the final nominal auxiliary control that enforces the desired impedance
and solves the robot redundancy subject to the specified constraints, and
possibly implements desired virtual fixtures.

4.4 Teleoperation stability

Impedance parameters tuning for the proposed teleoperation framework is
discussed in the following, based on stability and transparency require-
ments.

Given the local controllers of Sec. 4.2 and 4.3, we can assume that,
from the user and the environment perspective, the overall system can be
described by the impedance equations (4.5), (4.10). For simplicity we con-
sider diagonal parameter matrices and study the scalar case without loss of
generality. We may highlight the relation between efforts (forces) and flows
(velocities) as follows

Zmẋm = Fh − kfe−sd2Fe (4.18)

Zsẋs − kpe−sd1Zsẋm = −Fe (4.19)

where Zm = Mms + Dm + Km/s and Zs = Mss + Ds + Ks/s are the
master and slave impedances, respectively, with s the Laplace variable. The
system can be represented as a two-port network element, described by[

Fh
−ẋs

]
= H

[
ẋm
Fe

]
(4.20)

withH the hybrid matrix

H =

[
h11 h12

h21 h22

]
=

[
Zm kfe

−sd2

−kpe−sd1 Z−1
s

]
(4.21)
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Chapter 4. Impedance shaping of teleoperators with time-delay

We apply Llewellyn’s absolute stability criterion to prove the system sta-
bility independently of operator and environment, as long as they exhibit
passive behavior.

System (4.21) is said to be absolutely stable if and only if

• h11 and h22 have no poles with positive real part

• each pole of h11 and h22 on the imaginary axis is simple and with
positive real residual

• at all frequencies: Re(h11) ≥ 0 and
2Re(h11)Re(h22)−Re(h12h21)− |Re(h12h21)| ≥ 0

where h∗∗ indicates the element of matrixH .
The first two conditions are satisfied by choosing impedances with pos-

itive parameters, while Re(h11) = Dm ≥ 0 is also easily fulfilled. The last
condition implies the following inequality

Λ(ω) =
2DmDsω

2

D2
sω

2 + (Msω2 −Ks)2
+ kpkf (cos(drtω)− 1) ≥ 0, ∀ω

(4.22)

with drt = d1 +d2 the round-trip delay. In absence of delay it is straightfor-
ward to see that the second term disappears and (4.22) is always satisfied
for positive dampings. On the other hand, in presence of delay, there exists
a frequency where Λ crosses zero and becomes negative. Indeed, by tak-
ing lim

ω→∞
Λ(ω), the first term approaches zero, while the second one is not

defined and oscillates between 0 and −2kpkf . This is particularly critical
if contact with high stiffness environments is made, since they may excite
those frequencies where Λ is negative, and stability would not be guaran-
teed anymore. Moreover, since lim

ω→0
Λ(ω) = 0, depending on the function

convexity close to steady state, we may have Λ < 0 at a low frequency
range. Therefore, it is necessary to define tuning guidelines to avoid these
two phenomena.

4.4.1 Low frequency

To keep Λ > 0 near steady state, since its first derivative in the origin is
always zero, we have to ensure that the second derivative of Λ is sufficiently
large and positive in ω = 0. That is

∂2Λ(ω)

∂ω2

∣∣∣∣
ω=0

=
4DmDs

K2
s

− kpkfd2
rt � 0 (4.23)
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4.4. Teleoperation stability

From the previous equation we obtain an upper bound on Ks by taking the
worst case round-trip delay d̄rt and assuming that the other parameters have
already been chosen

Ks � 2
√
DmDs/(kpkf d̄2

rt) = Kc (4.24)

Intuitively, higher delays or an increase of the feed-forward coupling terms
require a smaller stiffness of the slave end effector. Fig. 4.1 shows the
effect of this constraint at low frequencies.

4.4.2 High frequency

In order to obtain a relation between the zero-crossing frequency and the
parameters, we take the lower envelope of Λ which removes the delay de-
pendency

Λ(ω) =
2DmDsω

2

D2
sω

2 + (Msω2 −Ks)2
− 2kpkf (4.25)

Solving the biquadratic equation Λ(ω) = 0 and taking the solution with
largest positive value (the other positive one is relative to the low frequency
case), we obtain the relationship between the crossing frequency and the
tuning parameters

ω0 = f(Dm,Ms, Ds, Ks, kp, kf ) (4.26)

A sensitivity analysis of Λ and ω0 is proposed in Fig. 4.2). A larger Dm

increases Λ and the crossing frequency improving stability, however a too
high master damping should be avoided as it interferes with the operator
maneuvers. Since there is no dependence on Mm and Km, they can be
chosen as desired. As for Ms, a lower slave mass increases ω0, but a lower
limit exists, due to the intrinsic robot elasticity [55]. A small Ds increases
the curve peak, while a higher value has a flattening effect, however ω0 is
not monotonic with the damping and a trade-off value should be selected.
Finally, Ks affects the curve mostly at low frequency, with little variation
of ω0. Small kp and kf improve stability, however their choice is usually
dictated by task and robot workspaces. Note also that scaling the slave
parameters by the same factor has the inverse effect of Dm.

Given these considerations, we should acknowledge that no tuning ex-
ists, such that the system is guaranteed to be absolutely stable for all envi-
ronment and user impedances. Indeed, it is always possible to find a stiff
enough environment and a user with a sufficiently compliant grip so that
frequencies above ω0 are excited and instability ensues (Fig. 4.4), although
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Figure 4.1: Llewellyn’s absolute stability condition. Λ(ω) with optimal tuning (4.31)
(Bm = 50, Ms = .5, Bs = 39, Ks = 759) compared to the case with Ks violating
(4.24), on the right the same comparison with filtered force feecback. The impedance
natural frequency is highlighted.

the crossing frequency can be arbitrarily increased to improve robustness.
To solve this problem we propose a modification of the force feedback.

4.4.3 Force feedback filtering

By filtering the force feedback with a second order filter, the h12 entry of
the hybrid matrix (4.21) is modified as follows

h12 =
kf

(1 + sτ)2
e−sd2 (4.27)

where τ is the filter time constant. Llewellyn condition (4.22) becomes

Λ(ω) =
2DmDsω

2

D2
sω

2 + (Msω2 −Ks)2
+

kpkf
1 + ω2τ 2

· (4.28)

·
(

(1− ω2τ 2) cos(drtω)− 2ωτ sin(drtω)

1 + ω2τ 2
− 1

)
≥ 0, ∀ω

At low frequency we obtain a similar constraint on Ks

Ks � 2
√
DmDs/(kpkf (2τ + d̄rt)2) = Kc,τ (4.29)

At high frequency, both the first term and the trigonometric one become
infinitesimals of the same order, therefore it is sufficient to choose τ so that
they decrease at least at the same rate to avoid any zero crossing, obtaining
the following condition

τ ≥Ms

√
kpkf/(DmDs) = τc (4.30)
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Figure 4.2: Llewellyn’s absolute stability condition. Sensitivity analysis of (4.22) for
varying parameters with the respective high frequency cross-over.

By filtering, we ensure the absolute stability requirement at all frequen-
cies, thus guaranteeing a stable behavior for every passive environment and
user. Theoretically, the remaining parameters can be chosen as desired,
even though with a transparency trade-off.

Finally, in free motion Fe = 0, and equivalently kf = 0, in Λ(ω) only the
first term of (4.22) appears, which is positive at all frequencies. Hence, the
system in free motion is always absolutely stable for positive parameters.

Although all tunings are acceptable with force feedback filtering as long
as (4.29), (4.30) are satisfied, to confer robustness in presence of neglected
dynamics, the parameters should be obtained by solving the following non-
linear optimization problem, where we try to maximize the crossing fre-
quency of the unfiltered scheme

max
Dm,Ms,Ds,Ks

ω0 (4.31a)

s.t. 0 < Dm ≤ Dm (4.31b)
0 < M s ≤Ms (4.31c)
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Figure 4.3: Proposed approach transparency characteristic. Transmitted impedance
transfer function for varying slave impedance scaling factors in free motion and with
rigid environment, without (left) and with (right) filtering.

0 < Ds (4.31d)
0 < Ks � Kc,τ (4.31e)
τ = τc (4.31f)

Ds = 2
√
MsKs (4.31g)

with Dm and M s the maximum master damping and minimum slave in-
ertia allowed. The last equality guarantees well-damped poles, while τc is
the smallest time constant that avoids any zero crossing and filters as little
as possible the force feedback. Fig. 4.1 presents the tuning obtained by
solving (4.31), with and without force feedback filtering and the effect of
the stiffness constraint Ks � Kc,τ .

4.5 Teleoperation transparency

As far as transparency is concerned, to obtain perfect force reflection and
master tracking, the following expression for the hybrid matrix is necessary

H =

[
0 1
−1 0

]
(4.32)

Unfortunately, such result is not attainable due to stability requirements.
Indeed, in presence of delay the Llewellyn function would be always below
zero.

To evaluate teleoperation transparency the transmitted impedance Zt is
usually considered, i.e. the impedance displayed to the user during contact.
GivenZe = Fe/ẋs the environment impedance, with filtered force feedback
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the transmitted one becomes

Zt =
Fh
ẋm

= Zm +
kpkfZsZee

−s(d1+d2)

(Zs + Ze)(1 + sτ)2
(4.33)

It is interesting to investigate the limit conditions, in free motion and with
infinitely rigid environment

Zt0 = lim
Ze→0

Zt = Zm (4.34)

Zt∞ = lim
Ze→∞

Zt = Zm +
kpkfZs

(1 + sτ)2
e−s(d1+d2) (4.35)

Clearly, for maximum transparency Zt should be as close as possible to
Ze, therefore we should aim for a small master impedance, a large slave
impedance across the frequencies of interest, and high frequency filter poles
(small τ ). The force feedback fidelityKt gives the same result, as we would
like Kt ≈ kf

Kt =
Fh
Fe

= kfe
−sd2 +

Zm(Zs + Ze)e
s(d1+d2)

kpZsZe
(4.36)

Kt∞ = lim
Ze→∞

Kt = kfe
−sd2 +

Zme
s(d1+d2)

kpZs
(4.37)

Fig. 4.3 shows the transmitted impedance behavior for varying scaling
of Zs. In free motion the displayed impedance is always the master’s one,
while in contact it is approximately given by the upper envelope of Zm, Zs.
There is no anti-resonant peak if the slave impedance is critically damped,
unless the master zero is at a sufficiently low frequency and their plots
intersect. Clearly, scaling up slave parameters generally provides better
transparency across all frequencies but at the expense of stability. How-
ever, with force feedback filtering, performance after the filter poles is only
determined by the master impedance.

4.6 Simulations

Simulations were performed in MATLAB SIMULINK to compare the be-
havior of our system with and without force feedback filtering, and against
a time-domain passivity (TDP) approach [88]. We modeled the user as a
position regulator [98], while we adopted a spring-damper model with stiff-
ness Ke and damping De for the environment, placing it at xe = 0.1m. The
following parameters were selected based on (4.31): Mm = 0.2Kg, Dm =
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Chapter 4. Impedance shaping of teleoperators with time-delay

Figure 4.4: Simulation with and without force feedback filter. Left: low environment
impedance. Right: high impedance. F d

e is the actual force feedback used by the master.

20Ns/m, Km = 0N/m, Ms = 0.2Kg, Ds = 6Ns/m, Ks = 40N/m,
kp = kf = 1, τ = 0.0189s. A variable communication delay between
20ms and 200ms was added, for a maximum 400ms round-trip delay.

We first compared the same tuning with and without force feedback fil-
tering with two different environments, a compliant one withKe = 600N/m,
De = 50Ns/m and a slightly stiffer one with Ke = 6000N/m, De =
50Ns/m. The results are shown in Fig. 4.4. With compliant environ-
ment both schemes are stable, with the unfiltered one able to provide better
transparency, displaying also the initial contact force spike. However by
increasing stiffness the unfiltered one slowly turns unstable, amplifying the
force spikes and eventually losing contact, while the filtered version main-
tains the same robust behavior.

In the second simulation we considered the TDP approach of [88]. In
TDP the energy flow entering the two-port on master and slave side is mon-
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Figure 4.5: Comparison between the proposed and the TDP approach. Left: master and
slave positions and forces. Right: total system energy (top) and energy components at
the master port, for both approaches.

itored. The following must be ensured to guarantee a passive stable system

E(t) = Em(t) + Es(t) =

∫ t

t0

Fhẋm − Feẋsdτ ≥ 0, ∀t ≥ t0 (4.38)

where Em, Es is the energy entering from the master and the slave port
respectively. From (4.5), (4.10), multiplying by ẋm, ˙̃x and considering only
the non-conservative energy components (superscript nc) we have

Enc
m (t) + Enc

s (t) =

∫ t

t0

(
Dmẋ

2
m + kfF

d
e ẋm

)
dτ+

+

∫ t

t0

(
Ds

˙̃x
2 − kpFeẋdm

)
dτ ≥ 0, ∀t ≥ t0 (4.39)

Due to the presence of delay, inequality (4.39) cannot be monitored as a
whole, therefore an observer must be employed at each side of the system,
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so that the following conditions must be met separately to achieve passivity

Enc,d
s,i (t)− Enc

m,o(t) ≥ 0 at master side (4.40)

Enc,d
m,i (t)− Enc

s,o(t) ≥ 0 at slave side (4.41)

where subscripts i and o indicate positive ingoing and outgoing energy at
each port, and d the delayed communicated energy information. Whenever
(4.40) and (4.41) are not satisfied, F d

e and ẋdm are modified at master and
slave station to dissipate enough energy and maintain passivity. Notice that
thanks to the robust impedance assignment approach, the system energy
can be explicitly computed via the master and slave parameters as in (4.40),
making it possible to compensate for the position drift that usually occurs in
this implementation by adapting the delayed master reference for the slave.

Fig. 4.5 presents a comparison between the TDP approach and the pro-
posed one for very high environment stiffness Ke = 6 · 105N/m, De =
5 · 103Ns/m. While both are stable, TDP sacrifices some transparency
to meet (4.40), lowering the force feedback magnitude (bottom left). How-
ever this is unnecessary, because should we measure the true system energy,
we would see that the system remains passive even without force feedback
modulation (top right). Therefore, we can provide less conservative results,
although passivity is not guaranteed in general.

4.7 Experiments

The approach is validated on the same experimental platform of Sec. 3.8,
consisting of a YuMi dual-arm robot prototype, with 7 d.o.f. for each arm.
The right arm was operated by a user as a master device, while the second
one was employed as the slave manipulator. In the experiments the user
held the wrist of the right arm and moved it in order to interact through the
slave with a stiff metal slab (Fig. 4.6).

Analogously to the experiments of Chap. 3, to compensate the built-in
10Hz FIR filter and the 2-step actuation delay, a 3-step prediction of joint
measurements was performed. Interaction forces were reconstructed with
a momentum observer, joint velocities obtained by filtered differentiation,
and friction approximated with a Coulomb and viscous model.

As in the simulations, we artificially injected a variable communica-
tion delay between the two arms, up to 200ms in each direction, plus the
controllers discretization time of Ts = 4ms. Based on (4.31), we chose
Mm = M s = 3I3kg, Dm = Ds = 10I3Ns/m, Km = 03N/m,
Ks = 8.33I3N/m, τ = 0.3464s, and kp = kf = 1 since the two arms
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Figure 4.6: The experimental setup for the experiments validating the proposed teleoper-
ation scheme.

are kinematically identical. The sliding mode control gains were selected
as follows: k1 = [12 12 14 14 10 10 10] and k2 = [8 7 13 13 10 10 10].
For both arms the redundancy was solved simply by keeping a constant
wrist orientation and minimizing joint velocities.

Fig. 4.7 presents the master and slave positions and contact forces dur-
ing interaction for the proposed tuning. The user was easily able to maintain
a stable contact with the environment surface, while the master position was
tracked in free motion. As seen in Sec. 3.8, steady state tracking error is
sometimes present, with large friction torques dominating the robot dynam-
ics, and the system being mostly driven by the sliding control component
(Fig. 4.8).

In a second experiment, the slave impedance parameters were increased
by a factor of 3, thus violating the criteria of Sec. 4.4. The results in
Fig. 4.9 show the generation of large oscillations that bring the system
close to practical instability, and require additional stabilizing effort from
the user. This behavior validates the robust approach taken against parasitic
dynamics in the definition of (4.31).
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Figure 4.7: Experiment with the proposed approach and tuning. Top: master (solid) and
slave (dashed) end effector position. Bottom: environment force acting on the slave
(solid), and delayed filtered force feedback (dashed).

4.8 Closing comment

We applied the results of the two previous chapters to a bilateral teleopera-
tion system with torque-controlled devices. In particular the virtual fixture-
oriented optimization controller of Chap. 2 and the robust operational space
MPSMC controller of Chap. 3 have been joined together to obtain a robust
bilateral teleoperation architecture. A complete stability and transparency
analysis has been carried out, giving precise guidelines to tune the system
impedance parameters, and the approach viability has been experimentally
tested on a real industrial platform. The following chapter will extend the
proposed architecture to multi-arm robots equipped with vision sensors in
order to endow the system with partial autonomy via shared control and
visual servoing, in presence of complex slave environments.
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Figure 4.9: Experiment with unstable tuning. Top: master (solid) and slave (dashed) end
effector position. Bottom: environment force acting on the slave (solid), and delayed
filtered force feedback (dashed).
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CHAPTER5
Occlusion-free visual servoed teleoperation

UP to now we have analyzed the proposed teleoperation scheme, in
terms of interaction with the environment and force feedback for
the user. It is clear that in a remote control application, the visual

feedback perceived by the user plays a primary role in the correct execution
of the desired task. Even more so, when the environment is highly cluttered
and can compromise the remote camera vision, making the control of the
slave robot extremely difficult.

In the experimental section of Chap. 2, we briefly considered a visual
servoing application. Here we aim to expand the use of visual servoing
to dual-arm systems where one arm is remotely operated, while the other
one is equipped with a camera and in charge of maintaining at all times the
teleoperated tool and goal visible. Such setup enables the shared control of
the platform, by the user through the teleoperated arm, and by the control
system through the autonomous camera. This allows a more user-friendly
teleoperation, since the operator is always aware of the remote location
state, but without the burden of controlling the camera himself.

Furthermore, we assume the environment, as well as operator intentions,
to be dynamic and potentially unknown. For this reason we adopt a reactive
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approach, where risks of occlusion are dealt with on-line, without previous
path-planning. The hierarchical optimization controller of Chap. 2 and 4
is extended with the inclusion of additional occlusion constraints able to
model arbitrary convex occluding objects. Their formulation is derived by
highlighting the analogy between occlusion avoidance in the image space
and collision avoidance in the 3D space.

Finally, a finite state machine (FSM) applies a switching control policy
that performs an evasive camera motion when risk of occlusion is detected,
while keeping an intuitive display of the remote scene and control of the
teleoperated robot for the user.

The approach is validated experimentally with a reaching task executed
on a dual-arm 14 d.o.f. ABB YuMi robot equipped with an eye-in-hand
RGB camera, and one arm teleoperated by a 3 d.o.f. Novint Falcon device.
Robustness is tested against noise on the image features, as well as dynamic
occluding objects and goals. Possible applications may include handling of
hazardous material, and surveying in barely accessible disaster area, where
debris can occlude the camera view.

In Sec. 5.1 a background on visual servoing in teleoperation is given
along with results on current occlusion avoidance techniques. Sec. 5.2
presents the problem settings along with some visual servoing basics, while
Sec. 5.3 introduces the occlusion avoidance constraint and its robust for-
mulation. In Sec. 5.4 we define the FSM responsible for switching the
controller and solving the impending occlusion. Finally, Sec. 5.5 shows
the validation results on our experimental platform.

5.1 Background

In [99] machine vision techniques were used in teleoperation system to
compute a force feedback via virtual fixtures, simplifying a remote main-
tenance task, while Kofman et al. [100] used cameras at the local site to
estimate user hand position and orientation, adapted as reference for the
teleoperated robot, and employed visual servoing to achieve finer semi-
autonomous positioning. Abi-Farraj et al. proposed in [7] a teleoperation
system composed of two independent slave robots controlled via visual ser-
voing for radioactive material handling.

Critical issues arise in visual servoing whenever an object of interest is
occluded either by itself, by another object, or by the robot arm, or the cor-
responding image features escape the camera field of view (FoV). When
this occurs, the relevant object features are lost, which may result in a con-
trol failure, especially if IBVS is used without any recovery technique. In
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a teleoperation setup this is also undesirable since it removes direct visual
feedback of the object in the scene, making navigation more difficult and
less intuitive.

Some authors focused on feature estimation to recover control proper-
ties during occlusions, either by making environment model assumptions
and resorting to Kalman estimators to reconstruct the 3D object state of
motion [101], or by using nonlinear observers to estimate point feature
depth and thus position in the workspace [102]. Other authors adopted a
geometric approach to reconstruct a dynamic 3D object characterized by
both point and line features, by relying on the information from multiple
cameras [103].

Another approach to deal with occlusions is to plan a camera trajectory
that would altogether avoid their occurrence. Kazemi et al. [104] presented
an extensive overview of the main path-planning techniques used in visual
servoing to guarantee occlusion-free and collision-free trajectories, as well
as to consider FoV limitations.

Other authors used potential fields [105] or variable weighting LQ con-
trol laws [106] to preserve visibility and avoid self-occlusions. Although
these approaches are suitable for real-time implementation, they may ex-
hibit local minima and possible unwanted oscillations [107].

Global path-planning can overcome these limitations by computing a
priori occlusion-free trajectories, however it often requires long computa-
tional time and accurate workspace knowledge, unsuitable for reactive mo-
tions in dynamic environments [108]. The applicability of the navigation
functions proposed in [109] is instead limited to simple scenarios.

Time complexity is a major obstacle also in optimization-based path-
planning, where the solver computes a suitably parametrized optimal tra-
jectory, while respecting camera constraints [110]. These approaches have
the merit of considering arbitrary constraints but are hardly applicable in
complex contexts, as the optimization might become non-convex.

Inherently reactive control techniques, such as MPC, are also time de-
manding when increasing the time horizon [111], although a local or global
optimization can be conducted based on the knowledge of the environment.

In [112] the authors proposed a two-step path-planning algorithm merg-
ing together potential fields with convex optimization techniques to ensure
feature visibility in the image plane, while in [113] qualitative visual ser-
voing was proposed to trade-off feature positioning and visibility, by ex-
pressing only a confidence interval for said features. Nevertheless, in a
teleoperation framework the resulting solution without proper redundancy
management could generate undesired camera motions.

95



Chapter 5. Occlusion-free visual servoed teleoperation

Folio et al. [114] proposed a solution to the occlusion avoidance problem
for mobile robots by switching controller whenever an imminent occlusion
is detected. The algorithm tries to push the occluding object outside the
camera FoV via IBVS, however it is limited to planar camera motions and
rotations around the vertical axis.

Quadratic programming techniques have seen increasing popularity also
in visual servoing robotic application. Differently from the discussed global
trajectory optimizers, these solutions find an optimal robot motion in real-
time based on camera sensor measurements. In [115] nonlinear optimiza-
tion was applied to UAVs for visual servoed target tracking in cluttered
environments. These algorithms have been employed also in complex sys-
tems of high dimensionality, such as the whole-body control of a humanoid
robot [116], where visual servoing was integrated with FoV and occlusion
constraints, although in a simple example where the wall obstructing the
robot gaze essentially divided the image plane in two half-planes.

5.2 System requirements and visual servoing

The considered robotic system is composed of two slave robot arms and a
master device (Fig. 5.1). One arm is remotely operated by a user via the
master device that controls the robot TCP velocity. The other arm is au-
tonomous and camera-equipped with the purpose of producing an optimal
view of the workspace for the user by keeping the teleoperated tool and the
goal inside the FoV, as well as avoiding occlusions. The camera feed is the
only visual cue available to the user.

Overall, the requirements for the system during a remote reaching task
can be summarized as follows:

1. Autonomous continuous camera positioning. The user should not
worry about controlling the camera robot.

2. Kinematic coordination (tracking) between master and slave teleoper-
ated robot.

3. Teleoperated TCP and user-selected goal visible at all times in the
camera FoV.

4. Autonomous camera repositioning to avoid occlusions due to addi-
tional objects in the scene.

5. Natural and intuitive camera motion and reference mapping of the
master device in the camera frame. The user should clearly under-
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Figure 5.1: The experimental setup for the proposed visual servoed dual-arm teleopera-
tion scheme.

stand what is happening at the remote scene, and how to influence the
system behavior.

We define the following frames as shown in Fig. 5.1: F is the world frame,
Fm is the master device base frame, Fc is the camera frame, Ft is the tool
frame of the teleoperated arm, Fg is the frame of the goal that the user
wishes to reach, and Fo is the frame of an object that can possibly occlude
the tool or the goal.

For the camera we adopt the standard pinhole model. π identifies the
image plane parallel to the (xc, yc) plane, and λ is the camera focal length.
Given a 3D point P (xc, yc, zc) expressed in Fc, the corresponding point
p(u, v) in π is given by the projection equations

u =
λxc

dxzc
+ ou, v =

λyc

dyzc
+ ov (5.1)

where (dx, dy) are the pixels dimensions in the (xc, yc) coordinates, and
(ou, ov) offset the position of the first pixel.

For camera control and occlusion avoidance we employ IBVS. The reg-
ulation is done directly at the image feature level, for this reason it is neces-
sary to relate the features movements in the image plane to the robot joint
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Chapter 5. Occlusion-free visual servoed teleoperation

velocities. Given a vector of generic image features of an object so, its time
derivative depends on the joint velocities

ṡo = Loẋ
c
c = LoJ

c
cq̇c = P c,oq̇c (5.2)

where Lo is the interaction matrix, J cc the camera Jacobian expressed in Fc
and q̇c the camera robot joint velocities. Note that if the considered features
are those of a moving object, in (5.2) appears an additional term due to the
object own movement. We will show later in Sec. 5.5 that our controller is
robust with respect to this disturbance, even if the object dynamics cannot
be estimated.

Nevertheless, in the particular case where the teleoperated TCP is con-
sidered, the corresponding features are the image point coordinates pt =
[ut vt]

T , and its motion can be compensated since it depends on the arm
joint velocities q̇t.

ṗt = Lt

[
vcc − vct
ωcc

]
= LtJ

c
cq̇c +Lt

[
−Rc 0

0 0

]
J tq̇t =

=
[
P c,t P t,t

] [q̇c
q̇t

]
= P tq̇

(5.3)

where vct is the tool translational velocity expressed in Fc, J t the tool Ja-
cobian in F , andRc the rotation matrix from world to camera frame.

Given the image features reference p∗t , and the error dynamics

ṗt = P tq̇ = kp(p
∗
t − pt) (5.4)

the classic IBVS controller produces the following control law

q̇ = kpP
†
t(p
∗
t − pt) +N tq̇0 (5.5)

where P †t is the pseudo-inverse of P t andN t its null-space projector, kp is
the controller gain, and q̇ the joint reference vector for the low level con-
trollers of the two robots. q̇0 can be used to exploit the remaining degrees
of freedom.

For the considered system, the second requirement is kinematic coordi-
nation between master and slave devices, which can be implemented via
the following error dynamics

ẋt =
[
0 J t

]
q̇ = kp(x

∗
t − xt) + ẋ∗t (5.6)

xt and x∗t are the teleoperated robot pose and its reference, respectively.
Substituting q̇ in (5.6) with (5.5) yields q̇0 by means of the pseudo-inverse,
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and the final joint velocities are obtained by substituting back in (5.5). The
resulting control law will move the camera to regulate pt in the FoV, while
allowing the user to teleoperate the robot as desired.

Unfortunately, as seen in previous chapters, this standard approach does
not consider specifications that do not require an explicit regulation, but
just a generic limitation. This is the case for the considered system, where
we want to ensure that the relevant image features remain inside the FoV
(visibility) and are not occluded by other objects (occlusion avoidance),
but we do not want to explicitly define a reference for these quantities. For
this reason, we employ and adapt the optimization-based formalism de-
tailed in Sec. 4.3 that allows the explicit inclusion of motion constraints
via both equalities (visual servoing) and inequalities (visibility, occlusion
avoidance). Therefore, in the following we will assume to have used the
robust feedback linearization approach (Sec. 4.2), so that the system is
simply described by the integrator chain (3.32), with v0 the auxiliary nom-
inal control, i.e. the robot desired acceleration (for simplicity we drop the
slave subscript s).

5.3 Occlusion avoidance constraint

In this section we present the formulation of the occlusion avoidance con-
straint in a form compatible with the presented optimization problem.

Let us consider the feature point pt for which we want to avoid the oc-
clusion, and the feature points characterizing a potentially occluding con-
vex object. Depending on the object geometry, these points are connected
to each other and they define a polytope in π, that pt is not allowed to en-
ter if its depth is higher than that of the object points. What we need is a
formulation of this requirement in terms of the two robots velocities.

In [117], it has been shown how a safety constraint avoiding collision
between a robot rigid link and the human can be derived from geometric and
kinematic arguments. The authors managed to obtain a minimum distance
criterion in the form of an inequality on robot velocities. Here we translate
this criterion to the image plane. If pt starts from a visible position, we
can avoid the occlusion by having the feature point never "collide" with the
forbidden area.

5.3.1 Constraint definition

Without loss of generality, we consider a single pair of connected object
feature points defining the occlusion area boundary, the final set of con-
straints satisfying the occlusion avoidance requirement will be straightfor-
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Figure 5.2: Pictorial representation of the occlusion avoidance constraint in the image
plane. The gray area identifies the projection of the occluding object.

wardly obtained by applying the following computations for every adjacent
pair.

Fig. 5.2 shows the segment connecting two object feature points pa and
pb along with the point pt that should avoid the occlusion. For simplicity,
we assume the segment’s depth to be less than that of pt, so that an oc-
clusion can indeed occur. If this is not the case, we can just consider the
sub-segment satisfying this condition.

The position and velocity of the generic point ps on the segment can be
expressed as follows

ps = pa + s(pb − pa), ṗs = ṗa + s(ṗb − ṗa) (5.7)

where s ∈ [0, 1]. By applying the minimum distance criterion we have

(pt − ps)T (pt − ps)− tb(pt − ps)T (ṗs − ṗt) ≥ 0,∀s ∈ [0, 1] (5.8)

The first term on the left represents the squared distance between the feature
of interest and each of the points on the segment delimiting the occlusion
area, while the second one is proportional to the projection of the relative
velocity of the two points on the line connecting them. tb is a design pa-
rameter that relates to the maximum time required by the robot to bring to
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5.3. Occlusion avoidance constraint

a halt the features in the image. Substituting (5.7) in (5.8), for the first term
we have

(pt−ps)T (pt − ps) = αs2 + βs+ γ (5.9a)

α = (pb − pa)T (pb − pa) (5.9b)

β = 2(pa − pt)T (pb − pa) (5.9c)

γ = (pa − pt)T (pa − pt) (5.9d)

Similarly, for the second term

− tb(pt − ps)T (ṗs − ṗt) = α′s2 + β′s+ γ′ (5.10a)

α′ = tb(pb − pa)T (ṗb − ṗa) (5.10b)

β′ = tb[(pa − pt)T (ṗb − ṗa) + (pb − pa)T (ṗa − ṗt)] (5.10c)

γ′ = tb(pa − pt)T (ṗa − ṗt) (5.10d)

Then the constraint can be rewritten as

(α + α′)s2 + (β + β′)s+ (γ + γ′) ≥ 0, ∀s ∈ [0, 1] (5.11)

For the previous equation to be valid ∀s ∈ [0, 1] it is sufficient to check the
minima s of the parabola in this interval, given the current feature coordi-
nates and velocities.

Note that, since the segment is not a rigid body in the image plane, it is
possible to have α′ 6= 0, thus we cannot simply evaluate (5.8) by computing
mins‖pt − ps‖ and checking the term on the right side only in s = 0, 1 as
done in [117].

If α + α′ > 0 then the parabola is convex and the minimum is a point
in the [0, 1] interval, else if α + α′ < 0 the parabola is concave and the
minimum is necessarily one (or both) of the segment ends. Notice also
that α + α′ = 0 only if pa and pb are the same point or, given the current
velocities, they will overlap in a time tb.

By applying the relation between feature derivatives and joint velocities
to the segment point features pa, pb, we have

ṗa = P c,aq̇c (5.12)
ṗb = P c,bq̇c (5.13)

For point pt we can proceed similarly, but without loss of generality in the
following we will consider the case where pt is the teleoperated tool point
feature. By substituting the minimum coordinate s, (5.3), (5.12) and (5.13)
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in (5.11) we obtain the occlusion avoidance constraint in the form[
Ac At

] [q̇c
q̇t

]
≥ b (5.14)

Ac = tb
{

(pb − pa)T (P c,b − P c,a)s
2+

+
[
(pb − pa)T (P c,a − P c,t) + (pa − pt)T (P c,b − P c,a)

]
s+

+(pa − pt)T (P c,a − P c,t)
}

(5.15)

At = −tb
[
(pb − pa)T s+ (pa − pt)T

]
P t,t (5.16)

b = −(αs2 + βs+ γ) (5.17)

Note that if pt were the feature of a generic point, in the previous equa-
tion we would have P t,t = 0 and thusAt = 0, this shows that the formula-
tion is general and applicable also to autonomous single-arm VS, without
teleoperator. Furthermore, if the occluding object dynamics are known or
otherwise estimated, they can be directly considered in (5.12), (5.13) by
adding the terms −La[vcaT 0T ]T , −Lb[vcbT 0T ]T , where vca and vcb are the
velocities of the corresponding points on the 3D object. The same can be
argued for the goal if it is the considered feature instead of the teleoperated
TCP. Nonetheless, we will prove that this knowledge is, to a certain extent,
unnecessary, thanks to the inherent robustness of the approach, which is
discussed in the next section.

In order to obtain a constraint depending on the joint accelerations, we
apply Grönwall’s lemma by defining f = Acq̇c +Atq̇t − b, the inequality
ḟ + δf ≥ 0 yields an acceleration-based constraint that satisfies and ex-
ponentially converges to (5.14), where δ is the speed of convergence. The
final acceleration-based constraint is then the following one[
Ac At

] [v0,c

v0,t

]
≥ −δ

([
Ac At

] [q̇c
q̇t

]
− b
)
−
[
Ȧc Ȧt

] [q̇c
q̇t

]
+ ḃ = b′

(5.18)
After repeating the procedure for all the segments defining the occlusion
area, all the resulting inequality constraints can be immediately included in
the optimization to prevent the occlusion event.

5.3.2 Robust reformulation

The obtained constraint ensures occlusion avoidance in a nominal scenario.
In real applications, sources of uncertainty, such as camera calibration and
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measurement noise, might actually produce a violation of the constraint and
possibly an occlusion event. Additionally, the numerical approximations
of the optimization discrete implementation, often produce chattering of
the control variables, due to intermittent constraint activation. In practice
these events make the constraint unreliable, since some non-recoverable
occlusions could occur: the feature of interest might enter the forbidden
region and remain inside, due to the constraint now working on the wrong
side of the segments defining the polytope.

To solve this problem it is necessary to take this uncertainty directly into
account in the constraint formulation. Assuming bounded uncertainties, we
can follow the approach in [47] to confer robustness to the constraint. Given
the vectors ∆p ∈ Dp and ∆ṗ ∈ Dṗ, respectively modeling the point features
relative position and velocity uncertainties, (5.8) can be rewritten as follows

(pt−ps + ∆p)
T (pt−ps + ∆p)− tb(pt−ps + ∆p)

T (ṗs− ṗt + ∆ṗ) ≥ 0,

∀s ∈ [0, 1],∆p ∈ Dp,∆ṗ ∈ Dṗ (5.19)

Then, what we are asking is that the constraint should be satisfied for a
whole set of states and controls, an approach often used in robust MPC.

Note that this is not the same as simply adding a margin to the nominal
constraint. In fact, uncertainty terms that depend on the state and control
appear and cannot be easily bounded. Similarly to the nominal case, by
finding the minimum of (5.19) to obtain the worst case scenario, and ex-
panding the computations, we have

Ac = tb
{

(pb − pa)T (P c,b − P c,a)s
2+

+
[
(pb − pa)T (P c,a − P c,t) + (pa − pt + ∆p)

T (P c,b − P c,a)
]
s+

+(pa − pt + ∆p)
T (P c,a − P c,t)

}
(5.20)

At = −tb
[
(pb − pa)T s+ (pa − pt + ∆p)

T
]
P t,t (5.21)

b = −{(pb−pa)T (pb−pa)s2+2[(pa−pt)T (pb−pa)+tb∆
T
ṗ (pb−pa)]s+

+ (pa − pt + ∆p)
T (pa − pt + ∆p) + tb∆

T
ṗ (pa − pt + ∆p)} (5.22)

Compared to the nominal matrices (5.15), (5.16) we have the following
uncertainty-affected terms

(pa − pt + ∆p)
T (P c,b − P c,a)s (5.23)

(pa − pt + ∆p)
T (P c,a − P c,t) (5.24)

(pa − pt + ∆p)
TP t,t (5.25)

103



Chapter 5. Occlusion-free visual servoed teleoperation

Since these matrices in the end multiply the control variable, the feature
relative position uncertainty essentially describes a distortion of the ac-
tuation channel each control variable is acting on. This affects both the
segment itself (first term) and the point-segment relative velocity (second
term). Clearly, describing this effect with a simple margin is not trivial. In
(5.22), the following terms appear instead

∆T
ṗ (pb − pa)s (5.26)

∆T
ṗ (pa − pt + ∆p) (5.27)

(pa − pt + ∆p)
T (pa − pt + ∆p) (5.28)

which describe the influence of the feature relative velocity on the con-
straint. Also in this case, most of the uncertain terms depend on the state
(segment or point-segment relative position), the usage of a constant margin
would be, first, hard to compute, and second, overly conservative compared
to the proposed approach, since it should bound all possible uncertainty oc-
currences.

Moreover, a simple margin does not help in mitigating the chattering
phenomenon arising in optimization-based controllers, due to the fast ac-
tivation and deactivation of constraints (e.g. caused by numerical round-
ing) [118]. In fact, a constant margin simply moves the constraint, but does
not prevent the true state from crossing the boundary defined by the nomi-
nal constraint and generating chattering. This is instead alleviated with the
presented set-robust formulation.

With this approach we are also implicitly making the constraint more
robust against unmodeled movements of the considered 3D objects, since
they turn out to be additional feature point motions unforeseen by the con-
trol. Additionally, interaction matrix uncertainties are partially considered.
Indeed, for a generic feature point we can write the relation between its
derivative and the robot joint velocities

ṗ = P q̇ = (P n + δP )q̇ = P nq̇ + δP q̇ = P nq̇ + ∆ṗ (5.29)

where P n is the nominal interaction matrix (e.g. the one obtained through
calibration and pose estimation), while δP is the uncertainty on the interac-
tion matrix. Our robust approach is based on the fact that the uncertainties
are bounded, hence also δP . Nonetheless, we must make some further
considerations.

In some entries of P the point z coordinate in the camera frame and
the focal length appear at the denominator of some terms. It is easy to
see that while an overestimation will produce a bounded uncertainty on
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Figure 5.3: The considered dual-arm system in the x − y plane. To avoid the occlusion
the camera pivots around the object.

the affected elements of δP , an underestimation of the pose coordinate
will quickly make these terms diverge to infinity. In our scenario, this will
mean that the controller will opt for a smaller camera movement to avoid
the occlusion, since the object is thought to be near the camera, while in
reality it is far away, thus the resulting motion will not be enough to prevent
the occlusion. However, requiring robustness for all possible calibration
and reconstruction errors is impractical and for reasonable calibrations the
presented approach produces reliably robust results.

Finally, the application of Grönwall’s lemma as in (5.18) gives the new
robust constraint [

Ãc Ãt

] [v0,c

v0,t

]
≥ b̃′ (5.30)

where the tilde indicates matrices accounting for the uncertainty.

5.4 Finite state machine and controllers

The set of constraints derived in the previous section guarantees that the
robot system will not perform a trajectory leading to an occlusion. How-
ever, the simple inclusion of such constraints does not ensure a natural
movement of the camera for a reaching task. In fact, imagine to control
the robot TCP to a point in the image, and teleoperate the arm to induce an
occlusion. Upon constraint activation, the controller will produce a camera
motion around the corresponding object segment in the 3D space to avoid
the occlusion (Fig. 5.3). Although effective, we have no control over this
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Figure 5.4: The finite state machine for the teleoperation system.

motion and no guarantees that it will be optimal from the user point of view
(e.g. instead of going around the object, we could simply go above it, see
Fig. 5.1).

For this reason we divide the reaching task in four different phases,
where each one employs its own controller to regulate different sets of
quantities and generate a user-friendly camera behavior. To model the
phase transitions we employ a finite state machine, as sketched in Fig. 5.4.
Since the control variables are fundamentally joint accelerations, we can
guarantee the continuity of the velocity during the transitions. Therefore,
it is not mandatory to employ task sequencing and smoothing techniques
to avoid mechanical resonances excitation [119], although they can be in-
tegrated in the proposed approach if also continuous accelerations are re-
quired.
In the following we provide a description of each phase.

5.4.1 Setup state: SS

The setup phase is the system starting state. We assume that the user has
previously selected a goal from the image, and that at the start it is visible
in the FoV. At the beginning it is not necessary for the teleoperated TCP to
be in the FoV, since its position can be obtained from the robot joint values
and then projected with (5.1) on the image plane.

In this state we autonomously regulate the tool and the goal to prede-
fined positions in the image without any user input. We divide the image
in four regions, one quadrant will be occupied by the TCP while the op-
posite one by the goal (Fig. 5.5). For the tool pt we choose the nearest
region in the plane, while the goal position is automatically chosen. To per-
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Figure 5.5: Quadrant division of the camera FoV, TCP and goal references, blue circles
and red crosses, respectively.

form the goal regulation, we use the position of its image center of mass
(CoM) pg,com (see [120] for the computation of image moments and their
interaction matrix).

Although such strict regulation is not mandatory, we think that restrict-
ing the features the user is interested in may be beneficial to better under-
stand what is happening at the remote location, since it indirectly favors
more predictable and less sudden camera movements. It also presents a
view of the workspace that is always the same independently of the particu-
lar environment configuration, so that the user can clearly expect quantities
of interest in precise regions of the FoV.

A formulation of these requirements compatible with the optimization
problem can be obtained by defining second order dynamics for TCP and
goal CoM feature regulation errors, et and eg,com respectively. Via the ap-
propriate interaction matrix and robot Jacobian it is possible to make the
control variable dependence explicit within the optimization. This proce-
dure will be used for all the following requirements. As for the constraints,
here we include visibility for the goal (p,p) and robot joint limits (q, q), to
ensure that the goal is kept at all times within the camera FoV. In compact
notation, the optimization has the following cost function and constraints

v0 = arg min
v0

‖et‖2
Qt

+ ‖eg,com‖2
Qg,com

(5.31a)
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s.t. q ≤ q(v0) ≤ q (5.31b)

p ≤ pg(v0) ≤ p (5.31c)

The state machine switches to SA when the regulation errors are below a
certain threshold.

tSS→SA : if ‖et‖ ≤ ethr ∧ ‖eg,com‖ ≤ ethr (5.32)

5.4.2 Approach state: SA
After the setup, teleoperation is enabled and the user can start moving the
robot arm. The inputs in the master device frame Fm are mapped into
references for the TCP expressed in the camera frame Fc for an intuitive
usage of the platform.

In this state, the objective is to have the camera zoom in on the scene by
getting closer as the TCP approaches the goal, thus improving the image
resolution for the user. A solution is to keep regulating these two points
at the respective references used in SS . Furthermore, we prevent any cam-
era rotation around the Fc z-axis to avoid unexpected camera behavior, by
regulating the angle φ to its starting value.

Therefore, if the user does not move the master device, the whole system
remains still. Instead, when the user interacts with the master, the teleoper-
ated robot executes the command while the camera moves mostly along its
z-axis. Note that in the image the TCP projection never moves.

With respect to the previous controller, we add the camera angle φ regu-
lation and the TCP pose tracking of the master, through the desired imped-
ance relation I t,tele (4.10), as well as the tool FoV constraint and occlusion
avoidance (5.19) (Aocc, bocc)

v0 = arg min
v0

‖et‖2
Qt

+‖eg,com‖2
Qg,com

+ ‖I t,tele‖2
Qt,tele

+ ‖eφ‖2
Qφ

(5.33a)

s.t. q ≤ q(v0) ≤ q (5.33b)

p ≤ pg(v0) ≤ p (5.33c)

p ≤ pt(v0) ≤ p (5.33d)

Aoccv0 ≥ bocc (5.33e)

The state machine switches to SC when the regulation error is below a
certain threshold and the goal area ag is large enough, so that no further
zoom in is necessary anymore.

tSA→SC : if ‖et‖ ≤ ethr ∧ ag ≥ ag,thr (5.34)
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5.4.3 Conclusion state: SC
Once the visible goal area is large enough, the camera should stop its ap-
proaching motion. Thus, we unlock the tool feature from its reference and
allow it to move in the image plane while keeping the FoV constraints. As
for the goal, we keep its CoM reference and also regulate its area. This
allows the user to perform the final reaching motion, with a clearly visible
goal, and, in absence of FoV and occlusion constraint activation, a station-
ary view of the scene.

The controller at this stage is then the following

v0 = arg min
v0

‖eg,com‖2
Qg,com

+ ‖I t,tele‖2
Qt,tele

+

+‖eg,area‖2
Qg,area + ‖eφ‖2

Qφ
(5.35a)

s.t. q ≤ q(v0) ≤ q (5.35b)

p ≤ pg(v0) ≤ p (5.35c)

p ≤ pt(v0) ≤ p (5.35d)

Aoccv0 ≥ bocc (5.35e)

In case the user decides to abort the task by moving away from the goal and
trying to leave the FoV, we go back to the setup state SS and regulate again
the tool point feature.

tSC→SS : if FoV constraint is active (5.36)

5.4.4 Occlusion state: SO
Upon activation of the occlusion constraints, the system should be properly
controlled to ensure a smooth camera behavior. Although this is guaranteed
by the state SA and the occlusion constraint alone, the system should be
also put in a configuration that makes the reactivation of the constraint un-
likely, to avoid frequent camera positioning that may confuse the user. In-
deed, while SA guarantees no occlusion, the constraint alone does not influ-
ence that camera in a way that allows the system to explore the workspace
and exploit the redundant degrees of freedom to minimize the likelihood of
other occlusions, e.g. consider Fig. 5.3 or the first part of the video accom-
panying the experiments of Sec. 5.5 where SO is absent. This motivates the
addition of a specific state when potential occlusions are detected.

The FSM enters this state during the teleoperation, whenever an occlu-
sion constraint holds with equality sign

tSA→SO , tSC→SO : if occlusion constraint is active (5.37)
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The first action that we can take is to minimize the object area ao. By
reducing the forbidden area, it will be less likely for the TCP to perform a
trajectory that passes through the occluding object projection, thus reducing
the risk of occlusion. However, since this feature is mostly influenced by
the camera motion in its z-axis, we simultaneously limit the camera veloc-
ity vcc,z, to avoid losing resolution by moving away. In fact, while retreating
along the camera optical axis is a motion compatible with the occlusion
constraint, it does not help in dealing with it, as it simply delays its occur-
rence, since the point-object relative positioning in the image remains the
same. Indeed, in this case we want to let the camera exploit the other d.o.f.
(e.g. rotation around the object), to reach a more favorable configuration.

At the same time, we also try to move the object projection away from
the FoV. To ensure this behavior, we compute its CoM po,com, and set its
reference to a region unoccupied by the robot TCP and the goal. In absence
of obstacles to the camera motion, either of the remaining free quadrants
is a possible choice. Instead, if the camera motion is restricted in one way
(e.g. by a table), the positioning is naturally forced to the remaining region.
If the physical obstruction is more complex, the use of a planner based on
the reconstructed environment becomes necessary. Clearly, the presented
one is a greedy heuristic that solves the occlusion locally, disregarding the
effect on objects outside the scene that might later induce a new occlusion.

Notice that by regulating at the same time pt, pg,com, and po,com, we
cannot further influence the camera motion to satisfy other requirements.
In this case we should accept some error in the regulation of the TCP and
goal CoM features to tackle the occlusion, and simply ask to minimize their
velocities ṗt, ṗg,com.

Like in SA and SC , we still allow the teleoperation by tracking the mas-
ter, however we remove the regulation of angle φ to allow more freedom to
the camera. Occlusion constraints are kept in order to guarantee occlusion-
free behavior also in this state. The optimization problem is thus the fol-
lowing one

v0 = arg min
v0

‖ṗt‖2
Qt

+ ‖ṗg,com‖2
Qg,com

+ ‖I t,tele‖2
Qt,tele

+

+‖eo,com‖2
Qo,com

+ ‖ao‖2
Qo,area + ‖vcc,z‖2

Qc,z (5.38a)

s.t. q ≤ q(v0) ≤ q (5.38b)

p ≤ pg(v0) ≤ p (5.38c)

p ≤ pt(v0) ≤ p (5.38d)

Aoccv0 ≥ bocc (5.38e)
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Table 5.1: Occlusion-free teleoperation: normalized weight parameters and thresholds.

Parameter Value

Qt 1 · 40−2I2px
−2s2

Qg,com 1 · 40−2I2px
−2s2

Qt,tele 1 · 0.05I3m
−2s2

Qo,com 0.8 · diag(640−2, 480−2)px−2

Qo,area 1 · 62500−2px−4

Qc,z 0.1 · 0.05−2m−2s2

ethr 5px

ag,thr 14025px2

ao,thr 62500px2

In is the n-by-n identity matrix

Since in this case we are regulating multiple quantities, it is necessary to
accurately choose the weightsQi to achieve the desired behavior. A possi-
ble tuning is provided in Sec. 5.5.
To determine when the camera has dealt with the occlusion, as a heuristic
we check the existence of a straight path in the image plane from pt to a
point on the goal pg and that the occluding area is small enough. From this
state the system can switch either to SA or SC , depending on the goal area.

tSO→SA : if ∃ straight path from pt to pg ∧ ao < ao,thr ∧
∧ occlusion constraint is not active ∧ ag < ag,thr

tSO→SC : if ∃ straight path from pt to pg ∧ ao < ao,thr ∧
∧ occlusion constraint is not active ∧ ag ≥ ag,thr (5.39)

5.5 Experiments

We validated the presented approach on an experimental platform consist-
ing of an ABB YuMi dual-arm robot with 7 d.o.f. for each arm as slave
robot, and a Novint Falcon 3 d.o.f. master device. The right arm of YuMi
is equipped with a 640px× 480px resolution Microsoft LifeCam RGB we-
bcam. All the image processing, as well as the camera calibration, is done
with the OpenCV libraries, while for the optimization problem we employ
the qpOASES solver [121].

Due to the limited number of degrees of freedom available on the master,
we teleoperated only the position of the slave robot by mapping the master
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Chapter 5. Occlusion-free visual servoed teleoperation

(a) Position at the end of SS and at the start of SA. The blue trails show the TCP and the goal CoM being
brought to reference. The TCP starts from outside the FoV.

(b) The user tries to go behind an object while in SA. In the FoV, the object apparent motion towards the TCP
activates the constraint and the transition to SO , while the goal CoM is regulated to reference.

Figure 5.6: Occlusion-free teleoperation experiment

position to the slave TCP velocity expressed in the camera frame. The
devices are connected to two real-time Linux PCs and communicate via
TCP/IP. The controller runs at a frequency of 250Hz, and produces the
joint reference values for the ABB industrial low-level controller, while the
image processing is performed at 20Hz.

We placed two objects in the robot workspace, a small one acting as the
reaching task goal, and a larger potentially occluding object. Since depth
information is not provided, we assume to know the 3D model of the two
objects to estimate their pose by solving the Perspective-n-Point problem
from camera measurements and thus compute the interaction matrices.

In the image plane, FoV constraints were placed at distance of 32px
and 24px from the true limits, while we set the TCP and the goal CoM
reference respectively at a distance of [80, 60]px and [400, 300]px from the
FoV boundary, depending on the starting configuration of the system (Fig.
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(a) During the occlusion the user can still teleoperate the robot, however the controller moves the camera to
reduce the risk of occlusion and return to SA, by minimizing the object area and moving its CoM out of the
FoV. The tool and goal CoM displacement from their reference is minimal.

(b) When the TCP is close enough to the goal, the system enters SC . Then the user can freely move the robot in
the FoV while the camera provides a high resolution and constant view of the scene.

Figure 5.7: Occlusion-free teleoperation experiment

5.5). For the goal reference area in SC we set a∗g = 16500px2. ag,thr was
chosen smaller than the reference to prevent the camera from pulling back
after the transition to SC . Table 5.1 shows weights and thresholds used.

Fig. 5.6 and 5.7 show the camera FoV with feature trails and the robot
workspace during each phase of one of the experiments1. In Fig.5.6a the
image features are regulated to the respective positions (SS) and the user
is ready to start the teleoperation to reach the orange goal (SA). Notice in
Fig. 5.6b how the TCP is moving while its projection is regulated in the
FoV. The occlusion constraint activates due to the apparent motion of the
object trying to occlude the tool, the system then switches to SO. Fig. 5.7a
shows the trail of the four vertices of the superior face of the object. The
camera combines a motion around the occluding segment in the workspace

1Video available at https://youtu.be/FUMXeglkqdo.
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Chapter 5. Occlusion-free visual servoed teleoperation

Figure 5.8: Occlusion-free teleoperation experiment. Master (dashed) and slave (solid)
velocities expressed in Fc. The black dashes mark the start and the end of SO, while
the red ones the switch from SA to SC .

and one upward to avoid the occlusion and minimize the object area while
moving it towards the edge of the FoV. The designed behavior brings the
camera in a more favorable position to complete the task and returns to state
SA. Finally, when the goal resolution is high enough, the final movement
begins with the switch to SC (Fig. 5.7b). Notice that the movement above
the object performed by the camera is induced by the activation of state SO,
and, due to the state exit conditions, it stops when the path towards the goal
becomes clear, therefore avoiding long camera readjustments.

Master and slave velocities are plotted in Fig. 5.8. We achieve kinematic
coordination even during the occlusion phase, although some small mis-
matches are expected due to the weighing used in the optimization, com-
promising among the tasks when no more d.o.f. are available. The user
experience with the system is smooth, since no teleoperation interruption
due to the camera control is perceived.

As mentioned in Sec. 5.3.2, our formulation can implicitly deal with
object motions not pre-compensated in (5.8). Thus, in another experiment
we tested the robustness of the approach to unmodeled dynamics, mov-
ing the object by hand towards the TCP feature point, causing an artificial
occlusion. Fig. 5.9 shows such experiment demonstrating the approach
effectiveness even for perturbed and unexpected conditions.

In Fig. 5.10, 5.11, 5.12, additional experiments in other system config-
urations are reported, highlighting the behavior for different initializations.

In configuration A (Fig. 5.10) the occlusion constraint activates for the
first time in the third figure, and the controller tries to push the occluding
object in the lower right corner. The system returns to the Approach phase,
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Figure 5.9: The object is moved during SA to induce an occlusion of the TCP. The con-
troller is able to robustly deal with object dynamics not explicitly taken into account in
the constraint derivation by moving the camera to bring the object away from the tool.
The reaching task can then resume as in the nominal conditions.

however the user tries again to bring the TCP behind the object (fourth
figure), the controller solves the occlusion risk by pushing the object in
the same quadrant as before, and then enters the Conclusion phase (fifth
figure). Note that pushing the occluding object in the upper left corner
would not have solved the Occlusion state, since the camera arm would
have collided with the table. In configuration B (Fig. 5.11) the camera
is mounted sideways. Similarly to configuration A, the user tries to bring
the TCP behind the green object, which is however pushed in the lower
right quadrant (second figure). The remaining path towards the goal is then
occlusion free. Again, pushing the object to the top left would have resulted
in a camera collision with the environment. Finally, in C (Fig. 5.12) the
camera is upside down, and the object is pushed to the top right quadrant.
Since the camera is closer to the object, the movement is faster to guarantee
the occlusion prevention.
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5.6 Closing comment

In this chapter we discussed the extension of the proposed teleoperation
controller to a dual-arm system equipped with a camera. The shared con-
trol architecture with an autonomous camera and a teleoperated arm allows
easy and intuitive navigation in cluttered environments with obstacles that
can occlude the user’s field of view. The occlusion avoidance requirement
has been synthesized in terms of optimization constraints, with a high level
state machine that governs the camera motion depending on constraint ac-
tivation and system state. The robustness has been proven experimentally
in presence of uncertain measurements and dynamic environments, as well
as in a number of different system configurations.

The shared control approach presented here can be considered a reactive
form of cooperation between user and system autonomy through the cam-
era. The camera arm only reacts to the input provided by the user through
the master device and has no proactive role in the completion of the task.
The next chapter will deal with this aspect of shared control by trying to
predict and infer the user intention to subsequently provide active assis-
tance to the user to complete a task, possibly with full autonomy. To do
so, the considered experimental domain will shift to a simpler human-robot
cooperation setup, where the user is directly in contact with the robot and
executing a hands-on task.
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Figure 5.10: Occlusion-free teleoperation experiment. Configuration A.
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Figure 5.11: Occlusion-free teleoperation experiment. Configuration B.
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Figure 5.12: Occlusion-free teleoperation experiment. Configuration C.
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CHAPTER6
User intention estimation

IN previous chapters we saw how a human-robot shared control architec-
ture for teleoperation can be designed, first by means of virtual fixtures
using a constrained controller (Chap. 2 and 4), and then by letting the

slave be partly user-controlled and partly autonomous through the use of
visual servoing (Chap. 5).

While we considered a reactive behavior of the autonomous components
of the manipulators, it is meaningful to investigate if and how it is possible
to predict the user plans, in order to seamlessly blend user commands with
robot autonomy. In return, this may allow to better assist the operator in
accomplishing his tasks, and reduce his cognitive and physical burden when
using the system. In this sense, the teleoperation system can offer a better
telepresence experience.

Here we present some preliminary results on user intention estimation
and assistance. Instead of strictly considering teleoperation systems we
give a broad overview of the approach by focusing on hands-on collabora-
tive human-robot tasks.

We employ two Recurrent Neural Networks (RNNs) to predict the user
motion in a manual guidance task (Fig. 6.1), and infer which is the most
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probable goal in the workspace that the user wants to reach. The neural
network output is used in conjunction with a standard admittance controller
to provide assistance to the user during task execution. This is achieved
by helping the user drive the robot towards the intended goal, and relieve
him/her from excessive physical efforts due to the stability requirements of
the interface parameters. Instead of conducting an experimental campaign
to collect training data, previous studies on human upper limb motion [122]
are exploited to automatically generate it. This assumption is then validated
on an experimental setup with a 6 d.o.f. ABB IRB140 industrial robot.
Unlike previous attempts [123, 124], the approach is able to discern also
when the user wants to reach a point in the workspace that is not among the
predefined ones.

The chapter is arranged in the following way. Sec. 6.1 reviews some
techniques present in the literature for intention estimation and assistance.
In Sec. 6.2 the intention estimation scheme with RNNs and the reasoning
behind training data generation are presented. In Sec. 6.3 the shared control
scheme is defined, comprised of a standard admittance controller and an
assistance control action obtained from the neural network outputs. Sec.
6.4 gives the experimental results.

6.1 Background

Variable impedance control has been used since the ’90s to modify online
the displayed damping to further reduce physical effort or allow both wide
fast movements and accurate positioning during the interaction [125, 126].
In [127] the authors proposed a variable impedance controller for coopera-
tive object lifting where the damping parameter is the result of an optimal
control policy aimed at reproducing natural minimum-jerk trajectories. An
estimation of human arm stiffness is used in [128] to scale the damping
factor and allow a more accurate completion of a cooperative calligraphic
task.

Nonetheless impedance control approaches do present some limitations
when stability is concerned, due to the non-collocation of sensing and ac-
tuation produced by compliant robots, measurement filtering, operator re-
sponse delays and human arm stiffening [129–131]. In [132] the authors de-
veloped an instability detection method to reactively adapt mass and damp-
ing in order to recover stability, and they also compared different adaptation
techniques (i.e. varying one of the two parameters or their ratio). Similarly
in [133] it was proposed to increase the apparent mass upon instability de-
tection to avoid sluggish movements due to high damping, stability of the

122



6.1. Background

Figure 6.1: Experimental setup for the manual guidance task. The dots indicate possible
goals in the workspace.

adaptation is assured with a tank-based passivity formulation.
Endowing the robot with proactive capabilities could improve the user

interaction experience. It is however of paramount importance for the robot
to correctly obtain an estimation of user intentions and act accordingly.
In [134] the user force is monitored and the robot stiffness is decreased or
increased whenever a sudden increment or reduction in the applied force is
measured, in turn this amounts to a damping parameter proportional to the
user interaction rate of change. Maeda et al. [135] estimated human mo-
tion with weighted least-squares to obtain in real-time the desired minimum
jerk trajectory and subsequently feed the robot controller with human-like
reference signals, making the robot actively participate in the operation.
Other authors focused on mapping human intentions to robot motions by
switching controllers whenever the user wants to perform a rotation or a
translation of the held object, by relying on force measurements and kine-
matic constraints of the task [136].

In teleoperation scenarios, Dragan et al. [123] estimated the user inten-
tion probability of grasping an object among a set, using Bayesian infer-
encing. Given a cost function, a probability distribution is induced over the
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possible trajectories, and a most likely desired goal is obtained and then
used to develop a shared control architecture. Similarly, in [124] the same
approach is used in conjunction with Partially Observable Markov Decision
Processes in shared workspace collaboration. Unfortunately the choice of
the cost function is often non-trivial, although it might be learned via In-
verse Optimal Control, and lacks modeling of those cases where the user
actually does not intend to grasp any of the objects in the scene. Bayesian
intention inference has also been used to predict the intended goal of an
agent moving among static obstacles [137].

Machine learning has seen increasing popularity in teaching by demon-
stration scenarios, to encode prescribed behaviors in the robot motion. In
[138] demonstrated motion trajectories are encoded using Dynamical Move-
ment Primitives and locally weighted regression along with stiffness infor-
mation for the autonomous execution of assembly tasks. Hersch et al. [139]
presented a system for skill acquisition by combining dynamical systems
with Gaussian mixture modeling and regression based on training data, for
reaching and grasping tasks. The same methods have been subsequently
used to learn cooperative behaviors for human-robot object carrying tasks
[140]. Soft and hard virtual fixtures have been proposed by Raiola et al.
[141] to guide the user towards desired locations and perform co-operative
pick-and-place, by determining the most likely workspace spot based on
a learned Gaussian mixture. These demonstration-based techniques have
been successfully employed also in telerobotics to endow the system with
shared control capabilities, relieving the user of some of the control burden,
by recognizing his/her intention from data [142, 143]. Fuzzy learning has
been exploited in variable admittance control to modify online the damping
parameter and achieve natural minimum jerk profile movements based on
the measured interaction force and velocity [144].

Among these approaches, neural networks have seen widespread use
in robotics. Object handling behaviors have been generated in [145] us-
ing RNNs: the authors were able to train the network to switch between
behaviors by continuously updating the input bias value depending on the
object tracking error signal. Li et al. [146] made use of Radial Basis Neu-
ral Networks to compute the user equilibrium trajectory points and actively
apply them as references to a robot impedance controller to achieve faster
point-to-point motions while preserving stability. In [147] neural networks
have been applied to the development of a virtual F/T sensor for lightweight
sensor-less robots to detect user motion intent and act accordingly during
human-robot physical interaction. Finally, feed-forward neural networks
have been used for robot-human tool handover tasks to compute biologi-
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cally inspired trajectories for the robot, and allow, on the user-side, easier
understanding of the robot intentions [148].

6.2 Intention inference with neural networks

In this section we present a Recurrent Neural Network architecture that
has been designed to predict user’s motion and infer the user-desired goal
region during a human-robot cooperative task. Specifically, we consider a
hand guiding application, where the user interacts with the robot by moving
its end effector or payload to areas in the workspace where some tasks have
to be performed (e.g. assembly of heavy parts). We make the assumption
that the user is always in contact with the robot, so that the robot tool and
the user hand positions are constrained by each other.

The architecture consists of two RNNs. The first RNN objective is to
provide a prediction of the future user movements given its history. The
second one, instead, performs a trajectory classification, identifying the
most probable goal or working area that the user wants to reach among a
set of predefined ones (marked with G1, G2, G3 in the experimental setup
of Fig. 6.1), while any other point is classified as a generic null goal G0.
The inputs to this RNN are both the trajectory history and the prediction
made by the first neural network. The outcome of the classification is then
used to provide assistance to the operator.

6.2.1 Training data generation

Machine learning algorithms require the collection of a significant amount
of data in order to be trained. Often, such as in the application consid-
ered in the following, data collection is costly in terms of time. We would
need a certain number of users to perform multiple reaching trajectories
to properly characterize the neural network, which seems impractical in
real world application. To circumvent this problem we make use of pre-
vious studies on motion of the upper limbs. Viviani et al. [122] showed
how reaching trajectories in humans follow the so-called two-thirds power
law, concerning the relation between trajectory curvature and velocity, and
a minimum-jerk profile. Given this result we argue that artificially gener-
ated trajectories that respect these rules should provide enough information
to approximately model human hand motion and thus produce an accurate
enough estimation of human intention. In the following we generate mini-
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Figure 6.2: Some of the generated human-like paths from the training set.

mum jerk trajectories, thus minimizing the cost functional

C =

∫ tf

t0

‖...x(t)‖2dt (6.1)

where t0 and tf are the start and final time of the trajectory, respectively,
while ...

x(t) is the jerk vector.
500 point to point trajectories were generated starting from random points

in a cubic workspace of 1m3, sampled with uniform probability and ending
in one of the defined goals (G1,G2,G3) or another random point (G0) with
equal probability. The movement duration was sampled uniformly from a
window of 1 to 10 seconds. Along with the trajectory, we defined for each
goal a probability pGi that was set to 1 if that goal was the trajectory target
and 0 otherwise. Since a real movement would not necessarily end exactly
at the goal position, once a goal was selected we sampled the actual target
location from a Gaussian distribution with mean µGi equal to the goal po-
sition and standard deviation σGi of 3cm; whenever a goal G0 was selected
within 3σGi of one of the predefined goals, the value was discarded and
re-sampled.

Additionally, to model a decision of the user to change target, we gener-
ated another 500 trajectories were the actual goal changed on-the-fly during
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Figure 6.3: The Simple Recurrent Network (SRN) trained for the 1-step ahead trajectory
prediction.

motion, essentially defining a trajectory with a via point. The goal proba-
bilities were modified accordingly at the same time instant of the decision
change. Furthermore, to simulate measurement noise, we added Gaussian
noise with zero mean and σ = 1mm for the position and σ = 3mm/s for
the velocity.

We repeated this training set generation procedure to acquire a second
set for validation and testing purposes. In the end we obtained 2 sets of 1000
trajectories with the respective time histories of position, velocity, and goal
probabilities spanning from 1 to 10 seconds in the whole workspace. Fig.
6.2 shows some of the generated paths.

6.2.2 Trajectory prediction

To capture the trajectory dynamics and take into account its time history
while avoiding the definition of a large number of inputs, we trained a Sim-
ple Recurrent Network (SRN) to predict the user motion. The generated
trajectories were re-sampled at a frequency of 5Hz, while the network was
trained to perform a 1-step ahead (200ms) prediction.

The network topology is shown in Fig. 6.3. We defined three layers
of six neurons each, with the position entering the first layer and the ve-
locity the second. The sigmoidal outputs have been combined and used as
inputs to the third layer producing the prediction of both position and veloc-
ity. We trained the network using the Levenberg-Marquardt algorithm with
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Figure 6.4: Trajectory prediction comparison with and without velocity input for the y-
axis of a sample trajectory from the validation set. Ideal prediction in black dashes.

truncated back-propagation through time, by minimizing the mean squared
error of the prediction over the Ns samples of the 1000 training trajectories

MSE = min
Ns∑
i

‖ξi − ξ̂i‖2 (6.2)

where ξi is the normalized ideal target prediction, while ξ̂i the network
prediction output. The second set of trajectories was equally split between
validation and testing, and the training was stopped when no improvement
of the validation MSE occurred for 6 consecutive epochs. We obtained a
validation MSE value of 2.9 · 10−6 for our best training attempt. Fig. 6.8 in
the middle shows the position prediction compared with the target values
for one of the trajectories.

Since the network should be able to generalize and achieve an accurate
prediction based simply on the position data, the inclusion of the velocity
as an input to the SRN may seem unnecessary. It was observed, however,
that the use of velocity information provides on average slightly better re-
sults. Indeed, we tested the proposed architecture against a similar one with
just the position as input and a hidden layer of 12 neurons. Over 100 train-
ing attempts an average of 3.1 · 10−6 validation MSE was achieved for the
network in Fig. 6.3, and 1.2 · 10−5 for the network without velocity input.

Fig. 6.4 shows a comparison of the prediction given by the two networks
for a sample trajectory. The absolute prediction error is consistently less for
the proposed architecture, since the network does not have to implicitly re-
construct the velocity to perform the prediction, which is instead provided
similarly to a feed-forward action, this is more critical when higher order
derivatives become important (e.g. at 2swhere motion stops). Moreover, in
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Figure 6.5: The SRN (top) and LSTM (bottom) RNN architectures used to classify the
trajectories and provide goal probability. Both inputs and outputs of the first network
are used as inputs to these ones.

the considered application knowledge of the velocity from joint measure-
ments is a reasonable assumption.

6.2.3 Trajectory classification

A second RNN was trained to model a probability distribution over the
trajectories and provide an estimation of the most probable goals up to that
time instant. A SRN was first designed, characterized by a hidden layer
of 25 neurons and an output layer with as many neurons as the number
of goals with a softmax output. The inputs are the current position and
velocity as well as the predicted state from the previous network. Both
the output probability and the hidden layer state were fed back as inputs to
mimic Bayesian inferencing (Fig. 6.5 top). In this framework, the posterior
probability of goal Gi given the current trajectory is proportional to the one
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Figure 6.6: Confusion matrix and ROC plot of the SRN (top) and LSTM network (bottom)
for goal probability estimation. The last column of the confusion matrix shows the
precision of each goal prediction, while the last row shows for each goal the number
of correct identifications (recall), the last element gives the overall accuracy of the
predictions.

of observing the trajectory givenGi, times the prior probability ofGi being
the intended goal

p(Gi|x0:t) ∝ p(xt|Gi,x0:t−1)p(Gi|x0:t−1) (6.3)

While in the Bayesian framework Markov assumptions are often needed to
simplify the problem [149], with a Recurrent Neural Network we can take
into account the trajectory history. The network will adapt by weighing dif-
ferently the various time instants, as it is clear that older samples may have
no impact on the current user intention. Moreover we can also consider
those cases when the user does not want to reach any of the default goals
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Figure 6.7: Log-scale loss function history for the LSTM network during training.

(G0).
Since the problem is inherently a classification one, we trained the net-

work by minimizing the cross entropy of the goal probability distributions

Hc = min−
Ns∑
i

Ng∑
j

pi,Gj log(p̂i,Gj) (6.4)

where pi,Gj is the probability for sample i to belong to class Gj as de-
fined during data generation, and p̂i,Gj is the network actual output goal
probability. As before one set was used for training while the other for val-
idation, and the network was trained by using Stochastic Gradient Descent
with momentum in batches of 100 trajectories. The top of Fig. 6.6 presents
the confusion matrix and the receiver operating characteristic for validation
data. While we can correctly classify about 88% to 91% of the predefined
goals (G1, G1, G3), it is more difficult to discern whether the user wants to
reach another point in the workspace (G0).

In order to assess if a longer memory could improve the classification ac-
curacy for trajectories heading towards null goals (G0), we substituted the
recurrent layer with a Long Short-Term Memory (LSTM) one and removed
the output feedback (Fig. 6.5 bottom). Fig. 6.6 shows the resulting con-
fusion and ROC plots for the validation set, which exhibit a clear increase
of the overall accuracy up to 93%, especially thanks to a 20% reduction of
false positives and a 12% increase in sensitivity when predicting G0. Fig.
6.7 shows the loss function history during training.

To compare the performance obtained with the SRN and LSTM and
evaluate the impact of the additional trajectory prediction input, we re-
trained each network 100 times, with and without this input. The results
are shown in Table 6.1. We observed an increase of 3.63% to 5.92% in the
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Table 6.1: Classification accuracy comparison w/ and w/o prediction input for 100 trained
networks each. Confidence intervals and p-values are obtained by performing a two-
sample Welch’s t-test∗ on the accuracy increase.

µ± σ C.I. at 95% p-value

Simple RNN
Acc. w/o pred. 75.35± .05% [

3.63 5.92
]

% 4.3 · 10−14

Acc. w/ pred. 80.13± .03%

LSTM RNN
Acc. w/o pred. 91.18± .01% [

0.26 1.02
]

% 1.1 · 10−3

Acc. w/ pred. 91.82± .01%

Simple RNN vs. LSTM RNN
SRN acc. w/o 75.35± .05% [

14.8 16.8
]

% 7.2 · 10−59

LSTM acc. w/o 91.18± .01%
SRN acc. w/ 80.13± .03% [

11.0 12.4
]

% 9.2 · 10−6

LSTM acc. w/ 91.82± .01%
∗For large sample sizes the test is robust against non-normality.

number of correctly classified trajectories when using the prediction with
the SRN. This could be due to an anticipatory effect given by the predic-
tion, allowing the network to understand that the system is about to reach
a state where an intention change is likely to occur, thus starting to up-
date the goal probabilities in advance. Compared to the SRN, the LSTM
achieves an accuracy increase of over 10%, although the effect of the pre-
diction input is reduced, as it is probably overshadowed by the whole past
history that is now considered by the LSTM. Still, in 40.4% of the cases,
the LSTM with prediction input detected a change of intended goal earlier
than the one without, and at the same instant in 36.3%, with an overall 0.29
to 0.59-step average earlier detection (C.I. at 95%, p-value = 1.9 · 10−8). A
multi-step prediction input might possibly further improve the result.

Fig. 6.8 at the top shows a trajectory from the test set going from the
starting position at rest to G2 and then to G1. At the bottom, we can see
the estimated probability for each goal compared with the true one. Note
that there is a slight estimation inertia due to the LSTM memory, which,
however, also avoids updating the probabilities too fast, as noise could pro-
duce abrupt changes of goal estimation despite unaltered user intention. It
is also worth noticing how p̂G2 starts decreasing and p̂G1 increasing, one
step before the actual change of intention, due to the trajectory prediction
used in the classifier.
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Figure 6.8: Intention inference result for a sample trajectory. Top: sample trajectory
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network prediction (dashed colored) compared to the target signal (dashed black) for
the position of the trajectory. Bottom: the network goal probability output history
(solid) compared to the actual intended goal (dashed).
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6.3 Shared control scheme

The intention estimation obtained in Sec. 6.2 is used in conjunction with
a classical admittance controller to provide assistance to the user in com-
pleting the desired reaching task. The objective is to define a controller that
allows the robot and the human to share control of the robot end-effector.

Most methods in the literature [123] rely on defining an arbitration func-
tion α that depends on the estimation reliability and basically averages the
control inputs from the human and the robot controller

u = αua + (1− α)uh (6.5)

where u is the actual robot control input, while uh and ua are the user
and the robot desired control, computed from the intention estimation al-
gorithm, with 0 ≤ α ≤ 1. Although blending has been shown to be sub-
optimal in some cases [150], due to the hands-on nature of the application,
in the following we deem more appropriate to adopt a similar approach by
letting the user be able to always intervene in full capacity, with the robot
aiding in the completion of desired motions

u = αua + uh (6.6)

6.3.1 Admittance controller

We assume the robot to be position-controlled with shared control at veloc-
ity level (u = ẋr), and equipped with a F/T sensor to measure the forces
applied by the human on the robot. We will also consider only translations,
while the robot orientation will be kept constant.

An admittance dynamic relation is defined by the following equation

Mẍrh +Dẋrh = F h (6.7)

where M > 0 and D > 0 are the admittance controller desired mass and
damping matrices, F h the vector of forces exerted by the human on the
robot, and ẋrh (uh) the resulting reference robot Cartesian velocity. At each
control cycle k we can compute the desired accelerations ẍrh,k and velocities
ẋrh,k by integration.

Based on the results of Sec. 6.2, assume that we have computed a suit-
able velocity for the assistance control αua = ẋra (see Sec. 6.3.2). There-
fore we can obtain the overall reference velocity and acceleration by sum-
ming them up (6.6)

ẍr = ẍrh + ẍra (6.8a)
ẋr = ẋrh + ẋra (6.8b)
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Since we want the robot to follow this reference in the Cartesian space, for
simplicity we first compute the joint acceleration reference with a second
order inverse kinematics and then integrate twice to get the reference joint
position

q̈ = J−1

([
ẍr

0

]
+

[
Kd(ẋ

r − ẋ)

−Kdφ̇

]
+

[
0

Kp(φ
r − φ)

]
− J̇ q̇

)
where J is the robot Jacobian, Kd and Kp are positive definite matrices,
and φr and φ are the robot reference and current orientation. The result-
ing robot motion will track the Cartesian velocity reference while keeping
constant orientation.

6.3.2 Assistance controller

To aid the user during cooperative tasks, at each iteration we compute an
assistance control ẋra. The idea is to exploit the information given by the
neural network trajectory classifier, and generate a control action that is
coherent with the one issued by the user (6.8), in such a way that less effort
is required and the task can also be completed autonomously if the user
stops providing any input.

For instance, let us consider an assistance of the following form

ẋra = αẋmax∗a,k nḠi (6.9)

where α is a scaling factor, ẋmax∗a,k the assistance maximum intensity, and
nḠi a unit vector describing the assistance direction.

Given the network estimated p̂Gi, if the most probable goal is one of the
predefined ones (e.g. G1—3) and its probability is above a certain thresh-
old, we can infer what the user desired goal is. Thus, we take the maximum
absolute value of the assistance control as follows

ẋmaxa,k =

{
max{ẋmaxa,k−1, ẋ

r T
h,knḠi} F T

hnḠi ≥ 0

max{0, ẋr Th,knḠi} otherwise
(6.10)

where nḠi is the unit vector going from the current position to the goal
with the highest probability Ḡi. In this way we assist with an end effector
velocity at most equal to the one given by the admittance filter in the goal
direction. If the user applies a force that tries to pull the robot away from
the predicted goal, the assistance is reduced and eventually vanishes, so that
he/she always has control of the robot motion. Near the goal location xḠi
the maximum assistance is smoothened to zero depending on the distance
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from the goal, with the following logistic function

ẋmax∗a,k =
2ẋmaxa,k

1 + e

(
− 2k
ẋmax
a,k
‖xḠi−x‖

) − ẋmaxa,k (6.11)

where k is the slope of the function in x = xḠi. Note that this is equivalent
to the definition of a potential field with minimum in the estimated goal and
a saturation given by (6.10), more complex behaviors can be encoded for
example with Dynamical Systems [139]. ẋmaxa,k is also reset to zero when
the estimated goal Ḡi changes.

If the null goal G0 is the most probable or the highest predefined goal
probability is below the threshold, we simply take the RNN trajectory pre-
diction xk+1 as a temporary goal and compute the maximum assistance as
follows

ẋmaxa,k =

{
max{ẋmaxa,k−1, ẋ

r T
h,knxk+1

} F T
hnxk+1

> 0

max{0, ẋr Th,knxk+1
} otherwise

(6.12)

where nxk+1
is now the unit vector from the current position to the pre-

dicted one xk+1.
Notice that, while in (6.10), if F T

hnḠi = 0 we can still apply an assis-
tance control to reach the goal autonomously (e.g. the user has let go of the
robot and F h = 0), in (6.12) if F T

hnxk+1
= 0 the assistance quickly decays

to zero and stops the robot if the user is not interacting anymore.
Other authors showed how the assistance aggressiveness influences the

user preferences depending on the prediction correctness [123]. For this
reason, the arbitration parameter α is selected as a function of the reliabil-
ity of the goal estimation. To do so we use the entropy as a measure of
uncertainty: a high entropy will suggest a less accurate estimate and low
values of α, resulting in a less aggressive assistance, and vice versa for low
entropy. The arbitration α is defined as

α = 1− H
Hmax

= 1 +

∑Ng
i p̂Gilog(p̂Gi)

log(Ng)
(6.13)

whereH/Hmax is the normalized entropy.
Based on (6.10), (6.11), (6.12) and (6.13) we can compute the final as-

sistance control action via (6.9). ẋra is then used together with the output of
the admittance controller in (6.8), while ẍra can be computed numerically to
provide a feed-forward action. Fig. 6.9 shows the overall control scheme.
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Figure 6.9: Block diagram of the overall control scheme.

6.4 Experiments

The proposed approach was tested on a system consisting of a 6 d.o.f. ABB
IRB140 industrial robot equipped with a Robotiq FT300 F/T sensor. Three
goal regions were set up in the robot workspace as shown in Fig. 6.1.

Fourteen subjects, with variable previous experience with robots, were
enrolled to participate in the experimental validation of the system. The
users were asked to perform a manual guidance task twice, moving the
robot end effector towards the goals in a given order (Fig. 6.10), with and
without the assistance control action. Time was given to gain confidence
with the setup, but they were not informed in which occasion the assistance
was enabled.

The admittance controller parameters were chosen conservatively to guar-
antee stability robustness during the interaction for all users. Lower values
exhibited the onset of loss of passivity (oscillations) when some users stiff-
ened their grip. We set

M = 10I3, D = 50I3

where I3 is the 3-by-3 identity matrix. The controller has been imple-
mented with a cycle time Ts = 4ms.

Fig. 6.10 shows the path executed by one of the users during an exper-
iment. The subjects performed a motion towards each goal in succession,
starting from G1 and returning to a null goal G0 after each movement.
During a final movement from G0 to G1 the user changed on-the-fly the
intended goal and turned towards G2.

Fig. 6.11a shows the velocity of the robot during the experiment with
assistance. The dashed lines indicate the robot velocity without the contri-
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Figure 6.10: Paths executed by one of the participants during the experiment, with and
without assistance.

bution given by the assistance, thus considering only the user input via the
admittance relation (6.7). It is clear that ẋra facilitates the reaching motion,
as the user needs to apply less force to produce the same end-effector veloc-
ity. The correct position prediction in Fig. 6.11b confirms the assumption
made in Sec. 6.2.1 about the minimum jerk nature of human arm motion.
Note that while the controller works at a frequency of 250Hz, the neural
network performs a 200ms ahead prediction at the reduced rate of 5Hz.

We compared our goal estimation approach with the Bayesian one used
in [123], with the sum of squared velocities as cost function. Fig. 6.12
illustrates the estimated goal probabilities for the two algorithms. Although
pinpointing the instant where the user changes objective is rather difficult
compared to the synthetic data where accuracy could be computed exactly,
the proposed approach correctly performs a sharp prediction before the goal
is reached, as confirmed also by the arbitration parameter in the bottom
figure. Furthermore, we can also understand when the user does not want
to reach any of the defined goals, while it is often unclear with the standard
Bayesian formulation.

Nonetheless, four of the participants stated that they perceived no major
differences in robot behavior between the approach with assistance and the

138



6.4. Experiments

0 10 20 30 40 50

Time [s]

-0.2

-0.1

0

0.1

0.2
ẋ
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(b) Robot end effector trajectory during the task with assistance, and trajectory prediction generated by the RNN.

Figure 6.11: Data for one of the subjects during an experiment with assistance.

one without, while four others noticed a clear guidance. Two remarked
that the difference was clearer in configurations near the goals, which is
compatible with Fig. 6.11a, and with the fact that the arbitration parameter
α inevitably grows larger when getting close to a goal, due to the greater
confidence of the neural network (Fig. 6.12). Only two subjects reported no
difference in effort, while the others described a reduction of fatigue with
the assistance.

To quantitatively evaluate the difference between the proposed approach
and the standard one without assistance, we monitored the energy used by
the subjects while interacting with the system during the experiments. Note
that in deceleration the energy extracted by the user is negligible since the
damper dissipates most of it. By employing the assistance control action
we should expect a decrease in expended energy to perform the same task,
resulting in lower user fatigue levels.
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Figure 6.12: Data for one of the subjects during an experiment with assistance. Top:
estimated goal probability with the Bayesian approach used in [123]. Middle: esti-
mated goal probability with the proposed algorithm. Bottom: arbitration parameter
computed according to (6.13) for the two approaches.

Fig. 6.13 shows the energy spent by the users normalized over the path
length for the two cases, with a decrease in effort required for the proposed
approach. The same figure on the right, shows a box plot of the percent-
age energy reduction, confirming that the robot is indeed helping the user
during the task. By performing a Wilcoxon signed-rank test we obtain a
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Figure 6.13: Expended energy comparison with and without assistance. Left: energy per
unit path length expended by the subjects during the experiments with and without the
proposed approach. Right: box plot of the energy reduction percentage. The whiskers
show the minimum and maximum values of the data, while the ’+’ represent the out-
liers.

p-value = 1.2 · 10−4 with a confidence interval at 95% on the mean en-
ergy reduction of [9.3; 15.3]%, rejecting the null hypothesis of no change
in expended energy.

The reason why some subjects did not report any difference is probably
due to the fact that they did not have time to interact with the system con-
tinuously for prolonged periods. Notice that the highest reduction of 22.8%
was obtained by the user with more expertise with robotic systems, while
the lowest of 3.4% by the one with no previous experience. The results
agree with the ones obtainable with variable impedance techniques, how-
ever note that, with the proposed approach, once the robot understands the
human intention it is able to autonomously complete the movement without
any user intervention (i.e. uh = 0).

6.5 Closing comment

In this chapter we discussed a possible integration of the shared control ap-
proach proposed in Chap. 5. While in the previous chapter the autonomous
behavior was a reactive response to user inputs, here we tried to infer the
user intention via neural networks and generate an assistance control that
actively helps the user in completing a task. Although these results have
been validated only preliminarily on a scenario involving direct coopera-
tion, encouraging findings have been obtained in regards to prediction and
inference of human intention, as well as reduction of user fatigue through
active assistance, which may be easily extended to teleoperation systems.
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CHAPTER7
Conclusions

THE purpose of this work is to provide a contribution to the research
area of robotic teleoperation. Although in many aspects robotics
has been striving for fully autonomous systems, the demand for user

presence, safety, and complex decision making of remote control applica-
tions in highly complex environments and scenarios, make the human-robot
control loop of telerobotics a flourishing area of study.

This research provides contributions to a broad range of teleoperation
aspects by presenting a complete control framework, spanning from the
local low level controller of master and slave devices, to the high level
human-robot shared control through visual and virtual force cues, passing
through the stability analysis of the closed-loop delayed remote interaction.
Moreover, preliminary results on human intention inference promise to fur-
ther increase the synergy between operator and robotic platform.

In the first part (Chap. 2), we preliminarily focused on systems charac-
terized by impedance-type master devices and position-controlled slaves.
We first presented a teleoperation controller based on hierarchical optimiza-
tion to obtain kinematic correspondence between master and slave devices,
that has the advantage of allowing the simultaneous definition of hard and
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soft virtual fixtures. Differently from previous approaches, the controller
structure is exploited, so that it naturally provides a method for haptic ren-
dering and virtual kinesthetic feedback, based on a physical interpretation
of the optimization problem. Control parameters tuning is based on their
physical meaning, simplifying the procedure especially for the cost func-
tions relative weightings.

Since the position control loop assumption reveals to be limiting when
considering interaction with real environments and a desired dynamics pro-
file, in Chap. 3 a novel robust controller is proposed for constrained redun-
dant robots. The properties of sliding mode control theory are exploited to
obtain a robust operational space formulation of impedance control. Slid-
ing manifold projection, permits to completely reject disturbances and un-
certainties for the whole kinematic chain, while preserving task hierarchy.
The model predictive control component simultaneously satisfies inequal-
ity constraints and enforces task priority, minimizing the deteriorating ef-
fects of actuation delay and filtering via sliding manifold prediction. The
controller properties have been analyzed through simulations, and their ef-
fectiveness experimentally validated on a real industrial platform.

In Chap. 4 these results are applied to achieve desired master and slave
impedances, and combined with the optimization-based controller for vir-
tual fixtures and task priority enforcement. The in-depth stability analysis
considers the manipulators impedance tuning and highlights robust abso-
lute stability conditions, that guarantee system reliability in presence of
variable communication delay. Compared to time-domain passivity tech-
niques the controller provides slightly better results, although under differ-
ent assumptions on user and environment dynamics.

Visual feedback has been integrated in Chap. 5 on a dual-arm teleop-
erated slave. The shared control of the platform allows robust occlusion
avoidance in cluttered environments by means of visual servoing, while
maintaining the same operative complexity for the user. The designed con-
straints and finite state machine ensure a natural interaction between the
user and the system, as well as occlusion-free task execution. The robust
formulation of the optimization problem guarantees performance also in
presence of measurement noise and unmodeled object dynamics.

A proactive shared control has been considered to further enhance human-
robot cooperation, although presently only for hands-on applications. In the
last chapter (Chap. 6) a neural network architecture for human intention
estimation and assistance has been discussed. The exploitation of previous
studies on human motion let us avoid conducting a data collection cam-
paign and generate required training data offline. The output of the trained
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network provides the likelihood that the user wants to reach a particular
goal, based on the trajectory history and prediction. This information is
used to integrate an additional controller that assists the user in completing
the task. Experimental data shows a reduction of the energy spent by the
users to perform the operation, reducing fatigue with respect to standard
admittance control techniques.

7.1 Further developments

Presently, a drawback in the proposed teleoperation architecture lies in the
necessity of force/torque sensors both on slave and master devices, in or-
der to discriminate between external forces and residual robot uncertain
dynamics. Although estimation procedures exist [84], they are heavily
affected by model accuracy. Finding suitable sliding mode control gains
may also require some trial and error tuning, even though adaptive algo-
rithms could be employed [63, 64]. Although experiments on a real plat-
form showed the approach effectiveness of the local controllers, and of the
overall teleoperation scheme, some obstacles regarding static friction com-
pensation still have to be addressed to achieve accurate impedance con-
trol [85].

While the analysis of the delayed closed-loop system provided suffi-
cient stability conditions to obtain a stable interaction, it did so by con-
sidering passive terminations of the two-port. Less stringent results may
be obtained by removing these assumptions as proposed in [151]. This re-
laxation is already embedded in passivity-based techniques, however their
implementation may impact negatively on transparency even when there is
no reason to do so, depending on their tuning (Sec. 4.6). Moreover, future
work may consider variable impedance parameters to improve the system
performance and their impact on the user experience. Another possible line
of research may investigate the estimation of the user end-point impedance
and their grip strength, which plays a crucial role in limiting the choice of
impedance parameters (Sec.2.4.1). In [152], model matching and EMG sig-
nals were used to open the control loop and avoid the stabilization problem,
but at the price of completely sacrificing kinesthetic feedback. Nonlinear
model based state observers may help overcome these difficulties.

In the visual servoing integration, we assumed to know the objects 3D
models to compute the respective interaction matrices, however an accurate
model is not necessary. Indeed, even in presence of unknown environment,
one can generate a convex volume containing the object (e.g. by fitting a
superquadric on a point cloud, as done in [153]), and then discretize it by
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selecting a set of connected points on its surface that will become point fea-
tures in the image plane. To avoid constraint activation when the point of in-
terest is closer to the camera than the potentially occluding object, a sensor
providing depth information is necessary, if no a priori model is available.
Future endeavors should also consider multiple objects and efficient solvers
due to the growing computational time required by the optimization [115].
In the experiments only occlusions related to the TCP were considered for
simplicity, although the whole approach can be applied also to the goal. Ad-
ditional validation may include concurrent TCP and goal occlusions, even
though some configurations may require the temporary relaxation of one of
the constraints in order to complete the task. Moreover, simple reaching
motions were considered, without particularly complex high level decision
making on the user part, which may lead one to think that full automation
could be possible. To better highlight the necessity of human intervention
in such scenarios, further improvements may include grasping as well as
manipulation or assembly of a priori unknown objects.

The shared control properties of the proposed approach have been an-
alyzed in terms of reactive control to user inputs, where the system au-
tonomous behavior is strictly a response to user decision making. These
results have been extended to proactive autonomy in Chap. 6, where the
robot tries to understand the user intention and anticipate him/her by pro-
viding an assistance that can ultimately also conclude the task.

Nonetheless, this has been tested only on a hands-on cooperative sce-
nario, further work should try to apply the presented results to a full tele-
operation system, possibly including feature information from the camera.
Another aspect that should be considered is that an a priori definition of
possible goal regions is required. Although the addition of new goals does
not require new data collection and training can be immediately done of-
fline, the estimation network should be modified to cope with goals that
can be defined and modified in real-time and extend the approach to more
challenging scenarios. More complex assistance controllers may also be
considered, e.g. by employing Gaussian mixture models to teach the robot
human-like assistance behaviors [154].
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