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In this work we present a novel methodological framework aimed at clustering cross-sectional datasets of Input-Output Tables. InputOutput Tables collect monetary transactions amongst the various sectors of an economic system over a period of time, usually a country considered for a year. To this aim, we apply Non-negative Matrix Factorisation (NMF) to reduce the dimensionality of the dataset. A small number of fundamental "Archetypes" is identified and countries are characterised as the expression of such Archetypes. NMF allows us to decouple the clustering problem into two different parts. The interpretation of the clusters is based on the interpretation of the Archetypes. We consider each Archetype as an economic network and interpret it on the basis of a Random Walk Centrality measure inducing a ranking of its nodes. Such centrality is defined based on the Mean First Passage Time (MFPT) computed considering the propagation of a small and indivisible supply-side shock hitting another sector. Clustering is computed considering the economies as the expression of the different Archetypes. We implement a k-medoid algorithm and compare two different metrics: the well-known Euclidean metric and the Aitchison metric. The Aitchison metric belongs to the framework of compositional data analysis, a branch of statistics whose focus is the analysis of the parts constituting the datapoint notwithstanding the total. This allows for a characterisation of countries considering the mix that originates them. The analysis is conducted on the OECD Input-Output Table database.

Il presente lavoro di tesi definisce una metodologia innovativa finalizzata al clustering di dataset cross-sectional di tavole Input-Output. Una tavola Input-Output offre una rappresentazione schematica di un sistema economico, registrando le transazioni tra vari settori di un'economia lungo un arco di tempo, mediante flussi monetari. Il problema che ci proponiamo di risolvere presenta svariati fattori di complessità. Anzitutto, per rendere le tavole raffrontabili, gli istituti che si occupano della loro pubblicazione armonizzano i dati a scapito di una significativa perdita di dettaglio rispetto alle misurazioni nazionali. Una seconda problematica è costituita dalla difficoltà di interpretazione di un cluster, una volta che questo sia stato individuato. Ogni nazione, infatti, è il frutto di un processo storico unico e particolare, del quale le tavole Input-Output provano a catturare l'aspetto economico. Questo rende l'interpretazione del clustering particolarmente difficile, dal momento che non ci è possibile validare i nostri risultati con una misura della loro bontà diversa dall'omogeneità interna e dal rapporto tra questi e le nostre aspettative.
La nostra analisi propone una soluzione alle problematiche evidenziate mediante una decomposizione del problema in due parti. Attraverso una tecnica di riduzione dimensionale nota come Non-negative Matrix Factorisation, ipotizziamo che sia possibile individuare un numero ridotto e significativo di "archetipi". I vari paesi che analizziamo vengono quindi considerati come espressione di diversi livelli di attivazione di questi archetipi.
L'interpretazione degli archetipi avviene considerando ciascuno di questi come un network economico. Ogni network viene caratterizzato in relazione alle sue modalità di reazione a uno shock economico lato domanda, considerando come centrali quei settori raggiunti più velocemente.
Il clustering avviene quindi considerando i paesi in questo nuovo sistema di coordinate. A questo fine, vengono considerate due metriche diverse. La prima metrica è la ben nota distanza euclidea: in questo caso ci aspettiamo che due paesi appartenenti allo stesso gruppo mostrino attivazioni di intensità simile per tutte le componenti. La seconda metrica che utilizziamo è la metrica di Aitchison. Tale metrica appartiene all'insieme di tecniche statistiche afferenti al campo della statistica composizionale. In questo caso, la distanza viene calcolata considerando i rapporti tra le varie attivazioni e prescindendo dai valori complessivi di queste ultime. L'ipotesi che sottende questo metodo è che l'informazione non sia contenuta nei dati in quanto tali, ma nelle proporzioni tra le parti che li compongono. Il clustering viene effettuato mediante un algoritmo k-medoids, in modo da trovare, per
ogni cluster, un prototipo che ne rappresenti i membri.
L'analisi dei dati è stata condotta sul dataset di tavole Input-Output elaborato dall'OCSE (Organizzazione per la cooperazione e lo sviluppo economico), nella sua terza revisione.

The structural analysis of the differences between countries plays a fundamental role in economic analysis. In this work, we aim at finding groups of countries that share similarities amongst each other. This particular problem is known in statistics and machine learning with the name of clustering.

The main idea behind clustering is that of finding a particular representation of the data at hand, in order to extract some meaning that can be useful in the domain under analysis.

We will consider datasets containing monetary transactions between different economic sectors to describe the system under scrutiny, collected yearly and for each country. Such data carry the name of InputOutput Tables. In particular, we will consider the data published by the OECD.

The problem is intrinsically complex for three different orders of reasons. First of all, the data we will analyse are the result of the aggregation and harmonisation of different datasets prepared by national statistical offices. This means that we will be dealing with data that underwent significant processing and are the result of statistical procedures that originally might have differed for their precision, design priorities and methodologies. Even though the existence of an international and homogenous dataset, comprising a vast number of countries, allows for direct analyses of different economic realities, a major drawback is given by the fact that such uniformity comes at the expense of detail. Input-output tables are as significant as the amount of detail they convey, as different countries can be better characterised when considering the subtle nuances that distinguish them. This is especially true when the analysis is led on groups of states that share common characteristics, such as, for instance, the members of the EU. A second issue is given by the fact that there exists no intuitive or straightforward way to interpret a cluster of countries, as each member of the cluster is described by an entire Input-Output Table, whose dimensions render direct comparisons unfeasible. The information contained in such tables cannot be easily summarised by means of some synthetic indicator, f.i. the column-wise mean of a table would be inadequate because it would imply loosing all the details on the specific relationships between different sectors. Moreover, as the aim of this work is to find groups of countries with common characteristics based on pure quantitative information, it can be rather difficult to assess the quality of the groupings found without considering the particular and unique historical, social and economic peculiarities that each country presents. In this sense, the work hereby presented
should be considered as a novel instrument of research, whose aim is that of providing a tool to corroborate existing knowledge or to defy it. The problem we are considering is complex and there exists no easy nor straightforward solution to it. The third issue is then a direct consequence: we need to develop a framework, however simple, to extract information from the data in order to validate the results of the analysis and to grasp its limits. We need to develop a narrative to understand what makes a given country different from another one, balancing the trade-off between a too narrow approach, which would result in an outcome of little or no interest, and the temptation to be as general as possible, risking of losing any interpretative key.

For all of the above problems, a solution is here presented. To deal with the complexity of the data, we will limit the scope of the analysis to cross-sectional datasets of geographical areas of increasing complexity. We will abstain from making any sort of consideration regarding the dynamics of the system. We will consider the datasets, cut according to a specified year, as closed and isolated systems.
To assess the differences between countries we will interpret them as economic networks, in which each sector will be considered as a node and each connection between such sectors as an edge. Such systems will be described by analysing the different reaction they yield when hit by a supply-side shock. We will try to identify whether there exist some sectors that are central to the economic system under scrutiny by measuring the rapidity at which they are reached by a shock emerging from any other given sector.

What is more, given the high complexity of the dataset, we will perform a dimensionality reduction by means of Non-negative Matrix Factorisation (NMF). The main assumption we will make is that there exists a fixed and small number of fundamental economic structures, which we shall name "archetypes". We expect each country to be an expression of those archetypes. To put it in other words, we will try to assess if it is possible to individuate a fixed number of basic ingredients on one hand and a list of different recipes on the other. Should this approach succeed, it would provide us with an extremely flexible methodological framework, as it allows to decouple the problem into two parts and therefore customise the analysis according to one's interests. In this work, as previously stated, such archetypes will be characterised in view of their response to small supply-side shocks, and their central sectors will be ranked accordingly. Clustering will then be conducted considering how different countries vary in this new set of coordinates and looking for groups of countries that are somehow "close by". As for the definition of closeness, two main approaches will be discussed. The first one will employ the standard Euclidean distance: two points will be regarded as close to each other if the square difference of their components is not too big. This means considering the activation of various archetypes taking into account
their magnitudes. The second approach, the so-called compositional approach, will instead consider a different definition of distance. In this second case, we will consider two countries to be close if they are the result of two mixes that are not too different in their relative ratios. In other words, we will assume that it is in the particular composition of the ingredients that lies the key to assess diversity.

To the best of our knowledge, the approach here presented is original, despite elaborating on both well-established and modern tools of economic analysis. Input-output tables are considered a classical tool of economic analysis and have been widely employed since their introduction in the late 1930s ([50]). However, the contamination between such classical framework and more recent developments in statistics is recent. Non-negative Matrix Factorisation has been applied to Input-Output tables in ([75]) and ([44]), considering China and Japan respectively. To the best of our knowledge, the application of NMF to a datasets comprising more countries is novel. The interaction between input-output tables and network analysis has been discussed and analysed in various works and notably in ([10]), [59]), ([88]) and ([72]). As far as interactions between compositional data analysis and input-output tables are concerned, in ([87]) a model to extend time series forecasting to input-output tables is developed and some assumptions on the entries of the tables are made comparing them to the hypotheses underlying compositional data analysis. Yet the tentative direct application of the compositional framework to a problem of input-output tables appears to be original.

This work is organised as follows: in Chapter 2 we introduce inputoutput tables, together with the underlying microeconomic foundations. A theoretical model to justify the renewed interest in inputoutput tables is also presented, followed by the definition of a random centrality measure to assess the impact of shocks. In Chapter 3, we introduce NMF and the main aspects and limitations of this technique. In Chapter 4, the elements of compositional data analysis are presented, as well as the clustering algorithm that will be employed in the analysis. In Chapter 5 we present the datasets and the results of our analysis. Finally, in Chapter 6, we discuss possible further developments for this work.

### 2.0.1 Profit, technology and firms

This section aims at briefly introducing the basics of microeconomic theory. The material in this section is based on ([83]). Another exhaustive reference is ([58]).

Firms are egoistic and rational agents that possess the technological know-how required to transform some combinations of inputs into outputs under certain conditions of cost, time, location and availability of resources. Suppose, for instance, that we are in an economy with $n$ possible goods to serve as input and output. We denote with $x_{j}^{i}$ the input of good $\mathfrak{j}$, with $\mathfrak{j}$ that spans from 1 to $n$, and with $x_{j}^{o}$ the output of the same good. The net output for the $j$-th good is the difference between the two quantities, i.e. $x_{j}^{o}-x_{j}^{i}$. When the net output is positive, we have a net producer, otherwise a net consumer. It is straightforward to define a production plan as a vector $x \in \mathbb{R}^{n}$ of feasible net outputs. The production possibilities can be expressed through $X \subseteq \mathbb{R}^{n}$, the set of all such vectors. It might be that due to certain reasons some production plans are not "immediately" available, but will eventually be. To take this possibility into account, we define another vector $z \in \mathbb{R}^{n}$ of costraints on the usage of some goods and therefore have $X(z) \subseteq X$.

From now on, we will simplify this framework by hypothesising that firms only produce as their output a single good. This allows us to rewrite a production plan as the juxtaposition of outputs and inputs, i.e. $(y,-x)$ where we have that $x \in \mathbb{R}^{n-1}$ (we change the sign notation, denoting the input vector with a negative sign and the output with a positive one).

Definition 2.1 (Input Requirement Set). The input requirement set is defined as

$$
\mathrm{V}(\mathrm{y})=\left\{x \in \mathbb{R}_{+}^{n-1} \text { s.t. }(\mathrm{y},-\mathrm{x}) \in \mathrm{X}\right\}
$$

We will assume that $\mathrm{V}(\mathrm{y})$ is a closed, nonempty set for all $\mathrm{y} \geqslant 0$.
For the sake of completeness, we also define an isoquant.
Definition 2.2 (Isoquant.). An isoquant is defined as

$$
\mathrm{Q}(\mathrm{y})=\left\{x \in \mathbb{R}_{+}^{n-1} \text { s.t. } x \in \mathrm{~V}(\mathrm{y}) \text { and }\left(\forall \mathrm{y}^{\prime}>\mathrm{y}, \mathrm{x} \notin \mathrm{~V}\left(\mathrm{y}^{\prime}\right)\right)\right\}
$$

Notice that Definition 2.1 gives an account of all the possible bundles that lead to a production of at least $y$, whereas from Definition 2.2 we obtain the set of bundles required to produce exactly $y$.

Now, suppose we fix $x$ to some value. We assume that there is no technological waste, that is firms produce the maximum quantity of output given some input. This leads to the following definition.

Definition 2.3 (Production function.). We define as production function the function that associates to every level of input the maximum output.

$$
f: x \mapsto \max _{y}\{(y,-x) \text { s.t. }(y,-x) \in X\}
$$

The extension to the short-run case is immediate. We now introduce the two production functions we will use throughout this work. For the sake of simplicity, in the rest of the section we will assume such functions to only take two inputs. Notice that this reduces $z$ to a vector $z=\left(z_{1}, z_{2}\right)$.

Example 2.1. Cobb-Douglas technology.
Let $\alpha$ be a parameter such that $0 \leqslant \alpha \leqslant 1$, then we have:

- $X=\left\{\left(y,-x_{1},-x_{2}\right) \in \mathbb{R}^{3}\right.$ s.t $\left.y \leqslant x_{1}^{\alpha} x_{2}^{1-\alpha}\right\}$
- $X(z)=\left\{\left(y,-x_{1},-x_{2}\right) \in \mathbb{R}^{3}\right.$ s.t. $\left.\left(y \leqslant x_{1}^{\alpha} x_{2}^{1-\alpha} ; x_{i} \leqslant z_{i}, i=1,2\right)\right\}$
- $f\left(x_{1}, x_{2}\right)=x_{1}^{\alpha} x_{2}^{1-\alpha}$
- $V(y)=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}_{+}^{2}\right.$ s.t. $\left.y \leqslant x_{1}^{\alpha} x_{2}^{1-\alpha}\right\}$
- $Q(y)=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}_{+}^{2}\right.$ s.t. $\left.y=x_{1}^{\alpha} x_{2}^{1-\alpha}\right\}$

Example 2.2. Leontief technology. Let $\alpha>0$ and $\beta>0$ be two parameters. The Leontief technology is defined as

- $X=\left\{\left(y,-x_{1},-x_{2}\right) \in \mathbb{R}^{3}\right.$ s.t. $\left.y \leqslant \min \left\{\alpha x_{1}, \beta x_{2}\right\}\right\}$
- $X(z)=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}_{+}^{2}\right.$ s.t. $\left.\left(y \leqslant \min \left\{\alpha x_{1}, \beta x_{2}\right\} ; x_{i} \leqslant z_{i}, i=1,2\right)\right\}$
- $f\left(x_{1}, x_{2}\right)=\min \left\{\alpha x_{1}, \beta x_{2}\right\}$
- $\mathrm{V}(\mathrm{y})=\left\{\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right) \in \mathbb{R}_{+}^{2}\right.$ s.t. $\left.\mathrm{y} \leqslant \min \left\{\alpha \mathrm{x}_{1}, \beta \mathrm{x}_{2}\right\}\right\}$
- $\mathrm{Q}(\mathrm{y})=\left\{\left(\mathrm{x}_{1}, x_{2}\right) \in \mathbb{R}_{+}^{2}\right.$ s.t. $\left.y=\min \left\{\alpha x_{1}, \beta x_{2}\right\}\right\}$

We will only consider "smooth" functions (and usually with two input factors) in dealing with the problem, that is functions that are at least twice differentiable with continuous derivatives.
This leads to another important definition.
Definition 2.4 (Marginal product of factors). Let $\mathrm{f}: \Omega \subseteq \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a production function such that $f \in \mathrm{C}^{2}(\Omega)$. The marginal product of the factor $x_{i}, i=1,2$, is then defined as

$$
M R_{i}=\frac{\partial f\left(x_{1}, x_{2}\right)}{\partial x_{i}} .
$$

We assume that, for $i=1,2$,

$$
M R_{i}=\frac{\partial f\left(x_{1}, x_{2}\right)}{\partial x_{i}} \geqslant 0
$$

and

$$
\frac{\partial M R_{i}}{\partial x_{i}}=\frac{\partial^{2} f\left(x_{1}, x_{2}\right)}{\partial x_{i}^{2}} \leqslant 0
$$

This means that augmenting the exploitation of a factor always yields to some increase in output, but that this increase slowly diminishes. This is called in economics the law of diminishing marginal returns.

### 2.0.1.1 The technical rate of substition

Let $f$ be a production function of the kind considered above and $y^{*}$ be some feasible output level such that we have $y^{*}=f\left(x_{1}^{*}, x_{2}^{*}\right)=f\left(x^{*}\right)$. We want to understand if it is possible to increase the amount of input 1 and decrease the amount of input 2 without variations in the output, i.e. we want to determine the technical rate of substitution between the factors. We can apply the implicit function theorem. We have that, at least in some neighbourhood $\mathcal{U}\left(x_{1}^{*}\right)$,

$$
f\left(x_{1}, x_{2}\left(x_{1}\right)\right) \equiv y
$$

so that, by differentiating,

$$
\frac{\partial f\left(x^{*}\right)}{\partial x_{1}}+\frac{\partial f\left(x^{*}\right)}{\partial x_{2}} \frac{d x_{2}}{d x_{1}}=0
$$

and therefore

$$
\frac{d x_{2}}{d x_{1}}=-\frac{\frac{\partial f\left(x^{*}\right)}{\partial x_{1}}}{\frac{\partial f\left(x^{*}\right)}{\partial x_{2}}}
$$

We can, in a similar fashion, find the other rate of substitution.

### 2.0.1. 2 Returns to scale

Suppose we produce some output given some fixed input. We are interested in finding out what happens by using $t$ times the initial output. We have three possible cases. If $f(t x)=t f(x)$, i.e. if the function is homogeneous of degree 1 , we have constant return to scale. Of course, we have increasing return to scale whenever $f(t x)>\operatorname{tf}(x)$ and decreasing return to scale when $\mathrm{f}(\mathrm{tx})<\mathrm{tf}(\mathrm{x})$.

It might be that a technology exhibits increasing returns of scale for a while and then start presenting decreasing return to scales: we neglect those cases and just limit ourselves to production functions that fall into one of those three categories.

### 2.0.1.3 Profit Maximisation

Economic profit is defined as the difference between revenues and costs. All costs should be considered. Firms, being rational and egoistic agents, have to decide which policy will allow them to maximise their profit. In doing so, they face two order of constraints:

- Technological constraints are those constraints due to the technological feasibility of plans.
- Market constraints concern the effect of the behaviour of other agents on that of the firm.

In our discussion, we shall consider firms as price-takers. Firms will consider prices to be an exogenous, given variable. This is a direct consequence of the assumption of perfect competition we now make.

Definition 2.5 (Profit function). Let $p=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ be a price vector of non-negative elements. The profit function is defined as

$$
\begin{equation*}
\pi(p)=\max _{x \in X} p^{t} x, \tag{2.1}
\end{equation*}
$$

In our case, firms only produce single-good outputs. We can therefore reformulate (2.1) as

$$
\begin{equation*}
\pi(p, w)=\operatorname{maxpf}(x)-w^{t} x \tag{2.2}
\end{equation*}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right)$ is the vector of input goods, $w=\left(w_{1}, \ldots, w_{n}\right)$ is the vector of costs of factors and $p$ reduces to the price of the output good.
The optimum of this function is found at $\chi^{*}$ satisfying

$$
\begin{equation*}
p \nabla f\left(x^{*}\right)=w . \tag{2.3}
\end{equation*}
$$

From (2.3) we see that first-order conditions imply that at the optimum the price of factors has to be equal to its marginal product value.

### 2.1 CONSUMER BEHAVIOUR

We consider consumers facing possible different choices of bundles, belonging to some set $X$. We usually take $X$ to lie in the positive orthant of $\mathbb{R}^{k}$. Consumers are endowed with a preference relation $(X, \succeq)$, where $x \succeq y$ means that bundle $x$ is at least as good as $y$ in the eyes of the consumer.

We assume four properties ([2]) regarding the preference relation.

- Completeness. For all $x \in X$ and $y \in X$, either $x \succeq y, y \succeq x$ or both.
- Reflexivity. For all $x \in X$, it holds $x \succeq x$.
- Transitivity. For all $x, y, z \in X$, if $x \succeq y$ and $y \succeq z$, then $x \succeq z$.
- Continuity. For all $y \in X$, the sets $\{x: x \succeq y\}$ and $\{x: x \preceq y\}$ are closed sets. Moreoever, $\{x: x \succ y\}$ and $\{x: x \prec y\}$ are open sets.

Such properties allow to summarise the preference relation by means of a utility function: a function $u: X \rightarrow \mathbb{R}$ with the property that $x \succeq y$ if and only if $\mathfrak{u}(x) \geqslant \mathfrak{u}(y)$. The properties also imply that the utility function is continuous ([84]).
It is possible to define a marginal rate of substitution following what has already been done regarding production function.

### 2.1.0.1 The Consumer Problem

In this work, we shall assume that consumers are rational agents endowed with a utility function over a set of bundles. It is a natural consequence, thus, that they will find the bundle maximising their utility, i.e. their optimal bundle.

Let $m$ be the monetary budget of the consumer and let $p=\left(p_{1}, \ldots, p_{k}\right)$ be a vector of prices. The problem can be formulated as

$$
\begin{equation*}
\max u(x) \tag{2.4}
\end{equation*}
$$

such that $p^{t} x \leqslant m$ and $x \in X$.
The problem can be solved applying the well-known theory of Langrage multipliers and namely by solving

$$
\begin{equation*}
\mathcal{L}=u(x)-\lambda\left(p^{t} x-m\right) \tag{2.5}
\end{equation*}
$$

It is of interest to notice that at the optimum we have

$$
\frac{\frac{\partial u\left(x^{*}\right)}{\partial x_{i}}}{\frac{\partial u\left(x^{*}\right)}{\partial x_{j}}}=\frac{p_{i}}{p_{j}}
$$

In this simple framework, the problem was of easy solution because of the various hypotheses we have made. For a thorough treatment of utility functions and consumer behaviour, we refer the reader to ([83]).

### 2.2 INPUT-OUTPUT ANALYSIS

We now briefly introduce input-output analysis, relying heavily on ([61]), ([74]) and ([3]). Two other important works are those by ([63]) and ([41]). Input-output analysis (or interindustry analysis, as it is also called) is an analytical framework developed by the economist W .

Leontief $([50,51])$ in the late 1930 and has since played a fundamental role in economic analysis. The model is widely employed today: the United Nations (UN) has published a handbook on input-output analysis ${ }^{1}$ and the European Statistical Office (Eurostat) is working on new methodologies ${ }^{2}$ to collect and use data. The idea of a fine-grained accounting of interindustry activities, however, dates back way before Leontief. Input-output tables can be considered as a formalisation of a concept developed in 1758 by the French economist François Quesnay: the tableau économique ([71]). Quesnay's work received mixed reviews, ranging from the enthusiasm of Marx ([57]) to the disdain of Gray ([35]). A fundamental contribution to the development of input-output analysis came from the work of Léon Walras, who applied ideas stemming from Newtonian physics to develop a theory of economic equilibrium. In ([85]), Walras introduced the idea of a set of coefficients to relate input factors and output: an idea not too dissimilar from the technical coefficients of input-output analysis we shall introduce.
The fundamental characteristic of industrial economies is the rapid and continuous flux of goods and means of payments (money) amongst the various actors constituting the system. As opposed to economic systems of self-consumption, in which markets only serve the scope of allocating surpluses, in industrial economies production is not decided on the basis of a direct need, but rather upon the expectation of a future demand. Goods, or commodities, are produced to be sold, so that specialised sectors do not usually consume the entire output of their own production. A consequence of this organisation of production has been the separation of those deciding what to produce from those offering their workforce to produce it. An industrial economy can thus be represented as a circular system, at least at this level of approximation: on one side we have workers, willing to offer their labour, on the other one we have entrepreneurs, who need workforce to produce the various commodities as it is depicted in Figure 2.1.


Figure 2.1: Physical flow between workers and entrepreneurs.

Parallel to this physical flow, there exists a monetary one. Workers buy commodities by paying them and receive wages in exchange for their workforce. This second flow is reported in Figure 2.2.

This basic scheme can be further sophisticated, for instance by considering that a part of the flow of commodities is absorbed by

[^0]

Figure 2.2: Financial flow between workers and entrepreneurs.
entrepreneurs, in order to satisfy their own demand and to invest in new means of production. The purchasing power of entrepreneurs is given by the fact that commodities are sold at a price which is higher than that of production: they profit from the difference between revenues and costs. Another way to sophisticate the model is to consider different sectors operating within the system, grouping them according to some classification scheme. This implies considering pairwise connections between the sectors, namely the interindustry flows. It is important to notice that such flows require the identification of an economic area (usually a country) and a given period of time (usually a year) to be well-defined.

### 2.2.1 An example

To introduce input-output tables, we consider an economy with only two sectors: agriculture and manufacturing. We can create a table of the requirements for the output of the agricultural sector as we did in Table 2.1. On the rows of Table 2.1 we have the sectors of the economy: reading them across the columns we know the destination of the output of that particular sector (whether it is agriculture, manufacturing or labour) to a another sector of the economy.

|  | Agriculture | Manufacturing |
| :---: | :---: | :---: |
| Agriculture (kg) | $\mathrm{q}_{11}$ | $\mathrm{q}_{21}$ |
| Manufacturing (kg) | $\mathrm{q}_{21}$ | $\mathrm{q}_{22}$ |
| Labour (hrs) | $\mathrm{L}_{1}$ | $\mathrm{~L}_{2}$ |

Table 2.1: Requirements table for a two sector economy in physical terms.
Of course, for a system to reproduce over time, we need to have that the total amount of commodities produced by each sector should not be inferior to that required by the various sectors. We can therefore consider Table 2.2.

As we pointed out before, we can build the financial version of Table 2.2, considering the monetary exchanges occurred between the various agents of the economic system. We report this in Table 2.3. We see that the column-wise and the row-wise sums, once a sector has been fixed, give the same results: this is because we have added a profit row. If entrepreneurs sell the total amount of good they

|  | Agriculture | Manufacturing | Final Demand | Production |
| :---: | :---: | :---: | :---: | :---: |
| Agriculture | $\mathrm{q}_{11}$ | $\mathrm{q}_{12}$ | $\mathrm{y}_{1}$ | $\mathrm{q}_{1}$ |
| Manufacturing | $\mathrm{q}_{21}$ | $\mathrm{q}_{22}$ | $\mathrm{y}_{2}$ | $\mathrm{q}_{2}$ |
| Labour | $\mathrm{L}_{1}$ | $\mathrm{~L}_{2}$ |  |  |
| Final Production | $\mathrm{q}_{1}$ | $\mathrm{q}_{2}$ |  |  |

Table 2.2: Input-Output transaction table in physical terms.
produce to intermediate sectors and to the final market, they profit from an amount equal to the difference between what they have paid to produce and the total revenue.

|  | Agriculture | Manufacturing | Final Demand | Production |
| :---: | :---: | :---: | :---: | :---: |
| Agriculture | $z_{11}$ | $z_{12}$ | $\mathrm{f}_{1}$ | $\mathrm{x}_{1}$ |
| Manufacturing | $z_{21}$ | $z_{22}$ | $\mathrm{f}_{2}$ | $\mathrm{x}_{2}$ |
| Wages | $\mathrm{l}_{1}$ | $\mathrm{l}_{2}$ |  |  |
| Profit | $\mathrm{n}_{1}$ | $\mathrm{n}_{2}$ |  |  |
| Final Production | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ |  |  |

Table 2.3: Input-Output transaction table in financial terms.

### 2.2.2 Input-Output Table

We are now ready to give a more general and formal definition of input-output tables. To do so, we will rely heavily on both ([74]) and ([6o]). An input-output model is constructed starting from a welldefined geographic area and given period of time. The usual choice is a pair nation-year. The economy under analysis has to be divided into a number of sectors. It is possible to set the level of detail: we can have industries in the usual sense, such as "wood", at a finer level of detail ("surfboards") or at a lager one ("manufacturing"). The model is constructed registering the flow in monetary terms between different sectors during the fixed amount of time. Monetary records are usually kept because of the difficulties arising when keeping physical ones, due to the single-output approximation we make for every sector. Let $\mathrm{I}=\{1,2, \ldots, n\}$ be the set of indices associated with each sector. We define $z_{i j}$ as the monetary value of the transactions occurred between sector $i$ and sector $\mathfrak{j}$. If we let $f_{i}$ be the final demand for sector $i$ and $x_{i}$ the total quantity of commodity $i$ we have produced, we obtain that for every $i \in I$,

$$
\begin{equation*}
x_{i}=\sum_{j=1}^{n} z_{i j}+f_{i} \tag{2.6}
\end{equation*}
$$

If we set $x=\left(x_{1}, \ldots, x_{n}\right), f=\left(f_{1}, \ldots, f_{n}\right), \mathbf{Z}=\left(z_{i j}\right)_{i, j \in I}$ and we indicate by $\mathbf{1}$ the vector of length $n$ composed by 1 s , we can rewrite in a more compact form the previous equation as

$$
\begin{equation*}
x=\mathbf{Z 1}+\mathrm{f} \tag{2.7}
\end{equation*}
$$

The fundamental assumption we make in input-output analysis is that, for every $j \in I$,

$$
\begin{equation*}
z_{\mathfrak{i j}}=\phi\left(x_{\mathfrak{j}}\right), \forall \mathfrak{i} \in \mathrm{I} \tag{2.8}
\end{equation*}
$$

This means that the total flow from sector $i$ to sector $j$ is a function that takes as an argument the output of the destination sector. As for the explicit form of this relationship, we define the following.

Definition 2.6 (Technical Coefficient). We define as technical coefficient the ratio

$$
\begin{equation*}
a_{i j}=\frac{z_{i j}}{x_{j}}, i, j \in I . \tag{2.9}
\end{equation*}
$$

We therefore have

$$
\begin{equation*}
z_{i j}=a_{i j} x_{j} \tag{2.10}
\end{equation*}
$$

Notice that because of (2.10) we see that we have constant return to scale: the proportion between output and amount of input is fixed.

Another hypothesis we make is that inputs are absorbed with constant proportions. Let $\mathrm{I}(\mathrm{j})=\mathrm{I} \backslash\left\{i: \mathrm{a}_{\mathrm{ij}}=0\right\}$. Mathematically, this means

$$
\begin{equation*}
x_{j}=\min _{i \in I(j)}\left\{\frac{z_{i j}}{a_{i j}}\right\} \tag{2.11}
\end{equation*}
$$

that is to say we have a Leontief production function.
Definition 2.7 (Matrix of Technical Coefficient). Let $\mathbf{A}=\left(a_{i j}\right)_{i, j \in I}$. We call $\mathbf{A}$ the ( $\mathrm{n} \times \mathrm{n}$ ) matrix of technical coefficients.

We are now able to rewrite (2.7) as

$$
\begin{equation*}
x=\mathbf{A} x+f . \tag{2.12}
\end{equation*}
$$

Rewriting, we obtain

$$
(\mathbf{I}-\mathbf{A}) x=\mathrm{f}
$$

and if $(\mathbf{I}-\mathbf{A})$ is invertible,

$$
\begin{equation*}
x=(\mathbf{I}-\mathbf{A})^{-1} \mathrm{f} . \tag{2.13}
\end{equation*}
$$

Definition 2.8 (Leontief inverse). Let A be the technical coefficients matrix. If $(\mathbf{I}-\mathbf{A})$ is invertible, we define $\mathbf{L}=(\mathbf{I}-\mathbf{A})^{-1}$ to be the Leontief Inverse.

From (2.13), we see that the Leontief inverse is the matrix relating the input required by the economic system in order to produce some given final demand vector. Regarding the existence of a Leontief inverse, in ([39]) conditions are derived regarding the positivity of all principal minors of $\mathbf{I}-\mathbf{A}$. Weaker conditions have also been derived in ([30]). Mathematically, the problem is known as the inversion of M-matrices ([62]).

### 2.3 THEORETICAL MOTIVATION

Input-output tables have also recently found new applications in the theory of production networks. This is due to two main recent developments. On one hand, the field of network and complex network analysis has led to the introduction of new conceptual frameworks in economic analysis, especially as far as shock propagation is concerned ( $[16,64])$. Moreover, the increasing accuracy of databases has greatly broadened the ability of economists and statisticians to verify their theories and to validate models at a greater level of accuracy.

### 2.3.1 Modelling production networks

To provide the analysis with some theoretical motivation, we present here a simple production network model from ([17]) and ([18]). We consider an economy of $n$ industries, denoted by $\{1,2, \ldots, n\}$. Each industry is assumed to produce a different output. Commodities produced by industries, or sectors, can be either consumed by households or can be used as an intermediate good by some other sector. Firms employ a Cobb-Douglas production function (which we will be using for its tractability), with constant return to scale, to transform both the intermediate good and labour into their output product. In particular, considering industry $i$, we obtain

$$
\begin{equation*}
y_{i}=z_{i} \zeta_{i} l_{i}^{\alpha_{i}} \prod_{j=1}^{n} x_{i j}^{a_{i j}}, \tag{2.14}
\end{equation*}
$$

where $l_{i}$ is the labour requirement, $x_{i j}$ is the amount of commodity $j$ used to produce $i, \alpha_{i}$ is the share of labour employed by industry $i$, $z_{i}$ is the Hicks-neutral productivity shock and $\zeta_{i}=\alpha_{i}^{-\alpha_{i}} \prod_{j=1}^{n} a_{i j}^{-a_{i j}}$ is a normalisation constant, depending only on the parameters of the model.

Notice that, for each $\mathfrak{i} \in\{1,2, \ldots, n\}$, the exponents $a_{i j}$ in (2.14) quantify if and how much sector $i$ requires from sector $j$. The exponent
is zero if good $j$ is not used for the production of good $i$. In general, it needs not hold $a_{i j}=a_{j i}$. We also notice that $a_{i i}$ measures the importance of good $i$ for the production of itself. The hypothesis of constant returns to scale implies that $\alpha_{i}+\sum_{j=1}^{n} a_{i j}=1$.

In addition to the firms, we populate our model with households and select a representative household. We imagine that this representative household will supply inelastically one unit of labour and will be endowed with a utility function

$$
\begin{equation*}
u\left(c_{1}, c_{2}, \ldots, c_{n}\right)=\sum_{i=1}^{n} \beta_{i} \log \left(\frac{c_{i}}{\beta_{i}}\right), \tag{2.15}
\end{equation*}
$$

where $c_{i}$ is the amount of good $i$ consumed and $\beta_{i} \geqslant 0, i=1, \ldots, n$, measure the shares of the various good within the utility function of the household, constrained such that $\sum_{i=1}^{n} \beta_{i}=1$.

Equations (2.14) and (2.15) fully specify the environment.
The competitive equilibrium of the economy is defined as a collection of prices and quantities such that

1. the representative household maximises her utility
2. the representative firm for each sector maximises its profit
3. market clears (i.e. no goods are left unsold)

First of all, we need to define some key concepts that will play a role in our subsequent analysis. Given the fact that we have decided to adopt Cobb-Douglas technologies and preferences, we can consider matrix $\mathbf{A}=\left\{\mathrm{a}_{\mathrm{ij}}\right\}$ as a summary of all the reciprocal linkages between industries. This means that coupling A with a fully specified vector of shocks $z=\left(z_{1}, \ldots, z_{n}\right)$ we obtain a sufficient statistic regarding the production side of the economy insofar described.

We also notice that A can be naturally considered as an adjacency matrix, inducing a graph that can be considered as a production network.

We also define Domar weights as the fraction of sales of a industry $i$ as a fraction of the GDP.

Definition 2.9. Domar weights.
$\lambda_{i}=\frac{p_{i} y_{i}}{G \operatorname{DDP}}$, where $p_{i}$ is the price of output $i$ and $y_{i}$ is the output of industry $i$.

We can now proceed and compute the equilibrium. Firms will maximise their profits. That is to say, every firm $i$ will seek to maximise the function $\pi_{i}=p_{i} y_{i}-w l_{i}-\sum_{j=1}^{n} p_{j} x_{i j}$, while taking the prices $p=\left(p_{1}, \ldots, p_{n}\right)$ and wages $w$ as given.

First order conditions for firm $i$ are given by $x_{i j}=\frac{a_{i j} p_{i} y_{i}}{p_{j}}$ and $l_{i}=\frac{\alpha_{i} p_{i} y_{i}}{w}$. We can insert these results into Equation (2.14) and take the logarithm to obtain

$$
\log \left(\frac{p_{i}}{w}\right)=\sum_{j=1}^{n} a_{i j} \log \left(\frac{p_{j}}{w}\right)-\epsilon_{i}
$$

where $\epsilon_{i}=\log \left(z_{\mathrm{i}}\right)$ is the $\log$-productivity shock to firms in industry i. We notice that the relationship has to hold for every sector $i$. This means that if we define $\hat{p}_{i}=\log \frac{p_{i}}{w}$ as the relative price of good $i$ and consider $\hat{\mathfrak{p}}=\left(\hat{p}_{1}, \ldots, \hat{\mathfrak{p}}_{n}\right)$ and $\epsilon=\left(\epsilon_{1}, \ldots, \epsilon_{n}\right)$, we can write the whole system of equations as

$$
\hat{p}=\mathbf{A} \hat{p}-\epsilon,
$$

where A, as it was already states, is the matrix of technological coefficients.
As a consequence, we see that, at the equilibrium, the vector of relative prices is given by

$$
\begin{equation*}
\hat{p}=-(\mathbf{I}-\mathbf{A})^{-1} \epsilon . \tag{2.16}
\end{equation*}
$$

In $(\mathbf{I}-\mathbf{A})^{-1}$ we immediately recognise the Leontief inverse $\mathbf{L}=$ $\left\{l_{i j}\right\}$ and thus that $\mathbf{L}=\sum_{k=0}^{+\infty} \mathbf{A}^{k}$.
Such decomposition shows that entry $l_{i j}$ accounts not only for the relevance of sector $\mathfrak{j}$ for sector $\mathfrak{i}$ as a direct supplier, but also as an indirect one. From the property expressed above, we see that

$$
l_{i j}=a_{i j}+\sum_{r=1}^{n} a_{i r} a_{r j}+\ldots
$$

The first term considers the role of $\mathfrak{j}$ as a direct supplier of $\mathfrak{i}$, the second one consider the role of $\mathfrak{j}$ as a supplier of $\mathfrak{i}$ 's suppliers and so on. This means that over the production network, $l_{i j}$ accounts for every directed walk from industry $j$ to industry $i$ over the network. This is what we will have in mind in deriving a random-walk centrality measure for economic networks later.
First-order conditions for the representative household show the she demands $c_{j}=\beta_{j} \frac{w}{p_{j}}$ units of $\mathfrak{j}$. The market clearing condition impose $y_{j}=c_{j}+\sum_{i=1}^{n} x_{i j}$. We can therefore write

$$
p_{j} y_{j}=\beta_{j} w+\sum_{i=1}^{n} a_{i j} p_{i} y_{i}
$$

If we divide both sides of the equation by $w$ and recall that the value added is equal to the income, we obtain

$$
\lambda_{j}=\beta_{j}+\sum_{i=1}^{n} a_{i j} \lambda_{i},
$$

where $\lambda_{i}$ is the Domar weight of sector $i$.
Again, if we let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, we obtain that

$$
\lambda=\left(\mathbf{I}-\mathbf{A}^{\mathrm{t}}\right)^{-1}+\beta,
$$

or, equivalently, $\lambda_{i}=\frac{p_{i} y_{i}}{G D P}=\sum_{j=1}^{n} \beta_{j} l_{j i}$.
From Equation (2.16), we notice that

$$
\log \left(\frac{p_{i}}{G D P}\right)=-\sum_{j=1}^{n} l_{i j} \epsilon_{j} .
$$

This leads to an important result.
Theorem 2.3. The log-output of industry $i$ is given by

$$
\begin{equation*}
\log y_{i}=\sum_{j=1}^{n} l_{i j} \epsilon_{j}+\delta \tag{2.17}
\end{equation*}
$$

where $\delta$ is a constant independent of the shocks.
Theorem 2.3 has some noteworthy implications. Firstly, we notice that the output of industry $i$ depends on more than itself and that input-output linkages are a mechanism of propagation of shocks from an industry to another. Moreover, it shows that propagation patterns are captured by Leontief inverse $\mathbf{L}$ and not by the matrix of technological coefficients A. Propagation can therefore happen directly or indirectly. Finally, we see that the shocks propagate from sectors acting as suppliers to sectors acting as customers and not vice-versa. This is clear when considering the network interpretation of the Leontief inverse.

It is relatively straightforward to grasp the intuition underlying Theorem 2.3. If we imagine that a sector, say $\mathfrak{j}$, is hit by a negative shock, then its production level is affected. This implies a reduction in the total output and thus an increase in the price $p_{j}$. As a first direct consequence, customers of $\mathfrak{j}$ are also affected, for they have to pay more to obtain the same amount of input. This shock will then reverberate to the customers of $j$ 's clients and, as it should be clear, a cascade of down propagations will occur. It is the complex effect of this initial shock that is captured by the coefficients in Leontief inverse matrix.

One may wonder why shock propagation only happens downstream and not the other way round. This is a consequence of the hypotheses of the production model, namely Cobb-Douglas technologies, a single
factor of production (labour) and constant returns to scale. The price $p_{i}$ of industry $i$ equals its marginal costs, in turn depending only on its suppliers and its productivity coefficients. To put it in another way, we see that Domar weights do not depend on shocks.
We are now interested in analysing the macroeconomic effects of shocks in production networks (at least in this simple model). Considering Equation (2.16), we multiply every $\hat{p}_{i}$ by $\beta_{i}$ so that summing we obtain

$$
\log (\mathrm{GDP})=\sum_{i, j=1}^{n} \beta_{i} l_{i j} \epsilon_{j}+\sum_{i=1}^{n} \beta_{i} \log p_{i}
$$

We also notice that we can choose a consumption good bundle whose price is given by

$$
P_{c}=\prod_{i=1}^{n} p_{i}^{\beta_{i}}
$$

because the numéraire implies that $\sum_{i=1}^{n} \beta_{i} \log p_{i}=0$.
Theorem 2.4. The log-real value of the economy is given by

$$
\begin{equation*}
\log (\mathrm{GDP})=\sum_{i=1}^{n} \lambda_{i} \epsilon_{i}, \tag{2.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{i}=\frac{p_{i} y_{i}}{G D P}=\sum_{j=1}^{n} \beta_{j} l_{j i} . \tag{2.19}
\end{equation*}
$$

Theorem 2.3 is important for two main reasons. First of all, we see from Equation (2.17) that the log-output is a linear combination of the productivity shocks, where the coefficients are Domar weights. This means that Domar weights are a sufficient statistics to assess how a shock in a given industry will impact the overall production. Moreover, we see that in our model Domar weights take a simple form: they depend on the preferences and on the relative coefficients of $L$. That is to say, $\lambda_{i}$ depends on the production network. In this network, the downstream propagation of a shock hitting a sector is related to the importance of the customers of that sectors and, proceeding downstream, to the importance of all the indirect customers.

### 2.3.1.1 Demand-side Shocks

Following ([1]) and ([17]), we now wish to assess what happens whenever a demand-side shock hits the economy.

We incorporate government purchases in our model, considering $g_{i}$ as the exogenous purchase of good $i$. As a consequence, market clearing conditions become

$$
y_{i}=c_{i}+g_{i}+\sum_{j=1}^{n} x_{i j}
$$

To simplify the derivation of the result, we assume that $z_{i}=1$, for all $i \in\{1,2, \ldots, n\}$.

We now need to solve the equation. First-order conditions are given by

$$
x_{i j}=a_{i j} p_{i} \frac{y_{i}}{p_{j}}
$$

and

$$
l_{i}=\alpha_{i} p_{i} \frac{y_{i}}{p_{j}}
$$

We plug those results into Equation (2.14) and solve. We obtain that for all $i \in\{1,2, \ldots, n\}, p_{i}=w$. The first difference we notice is that demand-side shocks have no impact whatsoever on relative prices. On the other hand, we see that the budget constraint of a representative household is given by $\sum_{i=1}^{n} p_{i} c_{i}=w-T$, where $T=\sum_{i=1}^{n} p_{i} g_{i}$. This is the government budget, financed by a lump tax on households. We can rewrite market clearing conditions as

$$
y_{i}=\beta_{i}\left(1-\sum_{j=1}^{n} g_{j}\right)+g_{i}+\sum_{j=1}^{n} a_{j i} y_{j} .
$$

If we let $\mathbf{1}=(1, \ldots, 1)$ be the $n$-dimension vector of components equal to 1 , we can write in matrix form

$$
y=\left(\mathbf{1}-g^{\mathbf{t}} \mathbf{1}\right) \beta+g+\mathbf{A}^{\mathrm{t}} \mathbf{y},
$$

where $g=\left(g_{1}, \ldots, g_{n}\right)$ is the vector of government demands.
This system of equations leads to the following.
Theorem 2.5. The output of sector $i$ is

$$
\begin{equation*}
y_{i}=\sum_{j=1}^{n} l_{j i} g_{j}+\left(1-\sum_{k=1}^{n} g_{k}\right)\left(\sum_{j=1}^{n} l_{j i} \beta_{j}\right) . \tag{2.20}
\end{equation*}
$$

We immediately notice a difference between Theorem 2.5 and Theorem 2.3: demand-side shocks are propagated considering $l_{j i}$, whereas supply-side shocks are propagated through $l_{i j}$. In other
words, demand-side shocks propagate upwards: to direct and indirect suppliers.

We can see this noticing that whenever a positive demand shock hits a sector, the sector in question increases the demands of input goods. This, in turn, increase the demands of its suppliers and the demand of theirs suppliers and so on.

### 2.3.1.2 The Network Origins of Aggregate Fluctuations

We have tried to show how production networks contribute to the propagation of shocks because of their specific configuration. The question of whether localised shocks can cause fluctuations at an aggregate level has long been debated in economics. Dating back to ([55]), the idea that macroeconomic shocks could have an aggregate impacts was always deemed unlikely. The main argument was that of diversification: if $n$ sectors are hit by different shocks, the standard deviation of the aggregate fluctuations would be proportional to $\frac{1}{\sqrt{n}}$. However, this argument ignores the role played by linkages. We have tried to shed some light on the effect such connections play, especially in economies with particular configurations.

### 2.4 VERTEX CENTRALITY IN INPUT-OUTPUT NETWORK

We are now interested in considering production networks as graphs. This will be useful mainly to derive a centrality measure, that is to say a measure allowing us to understand which sectors of an economy play a role whenever a shock hits an industry. To this aim, we will follow ([10].)

A vast number of centrality measures has been developed ([64]). However, there are three characteristics about graphs induced by production networks that makes it hard to apply what already exists in the literature. First of all, standardised data are usually completely connected. This renders measure based on shortest paths of little help. Moreover, they are directed because of the supplier-customer nature. Finally, self-loops play a fundamental role in some specific sectors.

We define a graph $G=(V, E)$, where $V=\{1, \ldots, n\}$ is the set of nodes, each one corresponding to a sector of the economy, and $\mathrm{E} \subset(\mathrm{V} \times \mathrm{V})$ is a linkage between sectors. To each $(i, j) \in E$, we assign a weight $a_{i j}$ corresponding to respective entry of the matrix $\mathbf{A}$ of the technical coefficients. To express missing edges, we set whenever necessary $a_{i j}$ to zero.

Definition 2.10 (Strength of a node). Let $i$ be a node in V. We denote its strength as

$$
k_{i}=\sum_{j=1}^{n} a_{i j}
$$

Definition 2.11 (Neighbourhood of a node). Let $i \in V$ be a node. We define its neighbourhood as

$$
N(\mathfrak{i})=\{\mathfrak{j} \mid(\mathfrak{i}, \mathfrak{j}) \in E\}
$$

To model the movements of goods between sectors of an economy, we consider a random walk ([12]). A random walker, in graph theory, starts out walking at a given position, to select an edge incident to the one she is currently at. Such choices are made based on a probability distribution determined by the weight of the edges. The walker proceeds until either she runs out of time or a destination is reached ([11]).

Here, we are interested in the transition probabilities of the output produced by a sector as it flows from a given sector to the others. Thus, we normalise according to the rows of our table. To this aim, we create a matrix $\mathbf{K}$ that is equal to the various $k_{i} s$ on the diagonal and zero otherwise. We use this matrix to compute the transition matrix

$$
\mathbf{M}=\mathbf{K}^{-1} \mathbf{A}
$$

Following the ideas in ([9]), we wish to develop a centrality measure accounting for the response of sectors in case of a shock. Such shocks are considered as a change occurring in an exogenous variable that has repercussion on the endogenous variable under scrutiny. In this setting, we shall consider as exogenous prices, technologies, firms, the distribution of profits, the government and its policies and final demand. We consider to be endogenous the flow of goods between sectors, with the relative payments.

Shocks are traced from the sector where they have origin, until the end of their random journey, after which they are assimilated by final demand. Thus, the target of the random walk is here the sector after which the shock is absorbed by final demand.

As an example, we consider an extra euro of production in some sector, say the naval industry, fixing as a target the agricultural sector. The extra production could be due, for instance, to a government programme. Such production will be randomly sold to another sector, according to the patterns deduced from $\mathbf{A}$. Thus, this supply shock becomes the input of another sector. Of course, this extra euro of revenue will increase the payments to capital, labour and the indirect business taxes. This extra euro will lead to a surplus production of the same amount. This extra output will then be sold again. This will continue until eventually the shock reaches our target sector: agriculture. We can average over all pairs of shocks origins and targets to get a sense of how central a particular sector may be.

Notice that we are going to assume that shocks are indivisible. There are two main arguments for that. First and foremost, input-output models requires shocks not to be too strong. This is because a strong
shocks would inevitably change the very nature of the economic systems under consideration. Thus, by assuming that shocks are small we are considering the case of shocks whose strength can somehow exist within the system without disrupting it. Moreover, if we allow shocks to be divisible, we also have to provide the model with a specification of how such divisions occur. The first idea might be that of assuming shocks split up at each node according to the transition matrix $\mathbf{M}$. Yet, this means the shock immediately spreads out on the densely connected graph. Alternatively, we might consider a shock starting at some sector. At each transition, a split occurs and the fractional effects accumulate over all the industries. Such quantities will sooner or later reach a steady-state, as the absolute size of the shock is conserved. Such steady-state would be independent of the initial state. This could naturally induce a centrality measure. However, the proportion of divisible shock found in a node would be the same as the likelihood of finding an indivisible shock there. We can therefore consider our measure as a proxy of a steady-state distribution. Considering indivisible shocks also provides us with a centrality measure arising from an intuition of closeness of a node with respect to the others.

### 2.4.0.1 Random Walk Centrality

The main idea behind this measure of random walk centrality is the mean first-passage time (MFPT) ([II]).

Definition 2.12. Let $s \in V$ and $t \in V$. We define as

$$
\mathbb{P}(s \xrightarrow{r} t)
$$

to be the probability that a random walker going from $s$ to $t$ employs exactly $r$ steps to move from her source to the destination.

Definition 2.13. Mean First-Passage Time. Let $s \in V$ and $t \in V$. The mean first-passage time from node $s$ to node $t$ is defined as

$$
\begin{equation*}
H(s, t)=\sum_{r=1}^{+\infty} r \mathbb{P}(s \xrightarrow{r} t) \tag{2.21}
\end{equation*}
$$

Notice that for all $t, H(t, t)=0$ as $\mathbb{P}(t \xrightarrow{r} t)=0$ for all $r \geqslant 1$.
To consider the first visit of a target node $t$, we consider an absorbing random walk. That is to say, we assume that node $t$ can never be left once it has been reached. To this aim, we modify $\mathbf{M}$, deleting its $t$-th row and $t$-th column. We obtain a $(n-1) \times(n-1)$ matrix which we will call $\mathbf{M}_{-\mathrm{t}}$.

Thus, taking entry $(s, \mathfrak{j})$ of $\left(\mathbf{M}_{-t}\right)^{r-1}$ we obtain the probability of starting in $s$ and being in $j$ after exactly $(r-1)$ steps, without passing from $t$. Suppose to have a random walk starting from $s$ and reaching $t$ in $r$ steps. We have that

$$
\mathbb{P}(s \xrightarrow{r} t)=\sum_{i \neq t}\left\{\left(\mathbf{M}_{-t}\right)^{r-1}\right\}_{s i} m_{i t}
$$

We can combine this with Equation (2.21) to obtain

$$
H(s, t)=\sum_{r=1}^{+\infty} r \sum_{i \neq t}\left\{\left(\mathbf{M}_{-t}\right)^{r-1}\right\}_{s i} m_{i t} .
$$

Recognising the geometric series for matrices, we obtain

$$
\begin{equation*}
\sum_{r=1}^{+\infty} r\left(\mathbf{M}_{-t}\right)^{r-1}=\left(\mathbf{I}-\mathbf{M}_{-t}\right)^{-2} \tag{2.22}
\end{equation*}
$$

where $I$ is the $(n-1)$-dimensional identity matrix. We know from ([54]) that it is possible to invert $\mathbf{I}-\mathbf{M}_{-t}$ because there are no absorbing states. Thus, we obtain

$$
\begin{equation*}
H(s, t)=\sum_{i \neq t}\left\{\left(\mathbf{I}-\mathbf{M}_{-t}\right)^{-2}\right\}_{s i} m_{i t} \tag{2.23}
\end{equation*}
$$

From a computational point of view, we vectorise (2.23) to obtain vector

$$
H(\cdot, t)=\left(\mathbf{I}-\mathbf{M}_{-t}\right)^{-2} \mathrm{~m}_{-\mathrm{t}},
$$

where $H(\cdot, t)$ is the vector of MFPTs for nodes ending in $t$ (from any other node) and $m_{-t}=\left(m_{1, t}, \ldots, m_{t-1, t}, m_{i+1, t}, m_{n, t}\right)$ is the $t$-th column of $\mathbf{M}$ without its $t$-th row. Notice that if we let $\mathbf{1}$ be the ( $n-1$ )-dimensional vector of ones, we obtain

$$
\mathbf{m}_{-\mathrm{t}}=\left(\mathbf{I}-\mathbf{M}_{-\mathrm{t}}\right)^{-1} \mathbf{1}
$$

Thus,

$$
\begin{equation*}
\mathrm{H}(\cdot, \mathrm{t})=\left(\mathbf{I}-\mathbf{M}_{-\mathrm{t}}\right)^{-1} \mathbf{1} \tag{2.24}
\end{equation*}
$$

Notice that the computation of (2.24) can be further sped up employing the Sherman-Morrison algorithm ([34]).
Definition 2.14. Random Walk Centrality. We define as random walk centrality of the nodes in an input-output graph

$$
\begin{equation*}
C_{r w}(i)=\frac{n}{\sum_{j \in V} H(j, i)} \tag{2.25}
\end{equation*}
$$

The indicator of Definition 2.14 has a straightforward economic interpretation. If a shock is about to hit a node with uniform probability, a high random walk centrality of a sector implies that it will be likely be affected in a short time.

### 3.1 LOW-RANK MATRIX APPROXIMATION

The necessity of approximating a matrix by means of another one of lower rank naturally arises in many problems of statistics and machine learning. In the usual context, a matrix $\mathbf{X} \in \mathbb{R}^{\mathfrak{m} \times n}$ is given. Each column of $\mathbf{X}$ represents a data point in a m-dimension space. We are interested in approximating $\mathbf{X}$ through the product of two matrices, $\mathbf{W} \in \mathbb{R}^{\mathfrak{m} \times k}$ and $\mathbf{H} \in \mathbb{R}^{k \times n}$, so that

$$
\begin{equation*}
\mathbf{X} \approx \mathbf{W H} \tag{3.1}
\end{equation*}
$$

In other words, we are willing to find a k-dimensional representation for the data points of $\boldsymbol{X}$. The columns of $\mathbf{W}$ constitute the basis, whereas those of $\mathbf{H}$ the coordinates of each point.

Depending on the exact mathematical formulation of this problem (namely the loss function measuring the error or any constraints on $\mathbf{W}$ or $\mathbf{H}$ ), it is possible to obtain several well-known techniques ([32]). For instance, Principal Component Analysis (PCA) can be seen as a low-rank approximation method where we impose orthogonality to the columns of $\mathbf{W}$ and to the rows of $\mathbf{H}$, considering the Frobenius norm to estimate the error ([42]).

Another example is k-medoids, a vector quantisation technique ([38]), that forces the columns of $\mathbf{H}$ to unary vectors and those of $\mathbf{W}$ to a subset of the columns of $\mathbf{X}$.

### 3.2 NON-NEGATIVE MATRIX FACTORISATION

If we set $\mathcal{N}=\{1, \ldots, n\}$ and $\mathcal{M}=\{1, \ldots, m\}$, we can write $\mathbf{X}=$ $\left\{x_{i j}\right\}_{i \in \mathcal{M}, j \in \mathcal{N}}$. In a similar fashion, we have $\mathcal{K}=\{1, \ldots, k\}$ and $\mathbf{W}=$ $\left\{w_{i j}\right\}_{i \in \mathcal{M}, j \in \mathcal{K}}, \mathbf{H}=\left\{h_{i j}\right\}_{i \in \mathcal{K}, j \in \mathcal{N}}$.

Whenever the data points in $\mathbf{X}$ lie in a space whose components are non-negative, namely when $x_{i j} \geqslant 0, \forall i \in \mathcal{M}, j \in \mathcal{N}$, it is of interest to impose the same constraint on $\mathbf{W}$ and $\mathbf{H}$.

This particular specification of a low-rank matrix approximation is known as non-negative matrix factorisation ([68, 49, 48])

The non-negativity constraint on $\mathbf{W}$ allows to interpret its columns as parts (or archetype or meta-genes). Analogously, the columns of $\mathbf{H}$ can be interpreted as coefficients signalling the importance of an archetype to that particular point.

This is particularly helpful in some statistical problems arising in genomics ([29]), text mining ([27]) and sound recognition ([8])

After the seminal work by ([49]), a plethora of different non-negative matrix factorisation methods have been investigated. Different implementations vary on their different definition of a loss function (3.2.1), update algorithm (3.2.2), stopping criterion (3.2.3) and initialisation method (3.2.4).

### 3.2.1 Loss functions

Loss functions for NMF have all a general form, which we can formulate as

$$
\begin{equation*}
\mathcal{L}(\mathbf{W}, \mathbf{H} ; \mathbf{X})+\rho(\mathbf{W}, \mathbf{H}) \tag{3.2}
\end{equation*}
$$

subject to the already described non-negativity constraints. The first addendum is a loss function measuring the fitness of the approximation. The second addendum is a regularisation term, whose aim is that of enforcing particular conditions (f.i. sparsity) on the solution ([23])
In ([49, 48]), two main proposals regarding the loss functions are made:

1. $\mathcal{L}:(\mathbf{A}, \mathbf{B}) \mapsto\|\mathbf{A}-\mathbf{B}\|_{\mathrm{F}}^{2}$, which is a minimisation according to the well-known Frobenius norm.
2. $\mathcal{L}:(\mathbf{A}, \mathbf{B}) \mapsto \sum_{i j}\left[\left(\mathbf{A}_{i j} \log \frac{\mathbf{A}_{i j}}{\mathbf{B}_{i j}}\right)-\mathbf{A}_{i j}+\mathbf{B}_{i j}\right]$, which is the KullbackLeiber divergence.

As ([48]) points out, despite the problems induced by the loss functions being convex with respect to either $\mathbf{W}$ or $\mathbf{H}$, convexity is not preserved whilst optimising with respect to both. Thus, we aim at reaching a local minimum in our endeavour.

It is possible to further generalise the loss-function to a general $\beta$-divergence, thus obtaining the so-called $\beta$-NMF ([80]).

As far as the regularisation term is concerned, ([4]), ([20]) and ([78]) provide a thorough review of different possibilities. Usually, sparsity is induced by means of a linear combination of both $\ell_{2}$ and $\ell_{1}$ regularisation terms on both matrices (and this is how NMF is implemented in the machine learning library Scikit-learn ([70])). An exception can be found in ([90]), where the regularisation term forces the columns of $\mathbf{W}$ to be orthogonal, as it is used to perform blind source separation.

### 3.2.2 Update Algorithms

NMF problems are usually formulated as non-linear optimisation problems, with an objective function of the kind already described measuring the goodness of the approximation. We will focus on the
most common solutions when dealing with a Frobenius objective function, as it is the algorithm that was implemented throughout the analysis.

As it was pointed out, the intrinsic difficulty of the problem and the necessity of obtaining results in a reasonable time result in the search for a local optimum of the NMF problem.

The optimisation problem becomes that of minimising

$$
\|\mathbf{X}-\mathbf{W H}\|_{F}^{2},
$$

constraining $\mathbf{W}$ and $\mathbf{H}$ to be element-wise non-negative.
Algorithms usually targets stationary points of the problem. We can formulate the well-known Karush-Kuhn-Tucker conditions ([66]) for the problem as ([32]):

$$
\begin{aligned}
& \nabla_{\mathbf{W}}\|\mathbf{X}-\mathbf{W H}\|_{\mathrm{F}}^{2} \geqslant 0 \\
& \mathbf{W} \circ \nabla_{\mathbf{W}}\|\mathbf{X}-\mathbf{W H}\|_{\mathrm{F}}^{2}=0 \\
& \nabla_{\mathbf{H}}\|\mathbf{X}-\mathbf{W H}\|_{\mathrm{F}}^{2} \geqslant 0 \\
& \mathbf{H} \circ \nabla_{\mathbf{H}}\|\mathbf{X}-\mathbf{W H}\|_{\mathrm{F}}^{2}=0,
\end{aligned}
$$

where

$$
\begin{aligned}
& \nabla_{\mathbf{W}}\|\mathbf{X}-\mathbf{W H}\|_{\mathrm{F}}^{2}=-2(\mathbf{X}-\mathbf{W H}) \mathbf{H}^{\mathrm{t}} \\
& \nabla_{\mathbf{H}}\|\mathbf{X}-\mathbf{W H}\|_{\mathrm{F}}^{2}=-2 \mathbf{W}^{\mathrm{t}}(\mathbf{X}-\mathbf{W H}) .
\end{aligned}
$$

Notice that by o we refer to the Hadamard product.
Most algorithms for solving this problem are iterative, as when we fix either $\mathbf{W}$ or $\mathbf{H}$ we obtain a convex problem. The general scheme is the following:

1. Initialisation: select the initial matrices $\mathbf{W}$ and $\mathbf{H}$.
2. Until convergence:
a) Fix $\mathbf{H}$ and find an admissible $\mathbf{W}$ such that $\|\mathbf{X}-\mathbf{W H}\|_{\mathrm{F}}^{2}$ is reduced.
b) Fix $\mathbf{W}$ and find an admissible $\mathbf{H}$ such that $\|\mathbf{X}-\mathbf{W H}\|_{\text {F }}^{2}$ is reduced.

We notice the symmetry between the update of $\mathbf{W}$ and that of $\mathbf{H}$, as up to a transposition they are the conceptually the same problem. Although, at least theoretically, one could solve the non-negative least squares problems exactly at each iteration, it is usually the case that approximate solutions are found. As a consequence, an inexact twoblock coordinates scheme is usually obtained ([32]). To this aim, any non-linear optimisation method can be employed, such as multiplicative updates, Newton methods or block-coordinate descent ([24, 4, 46, 53]). We now briefly introduce some of the main algorithms, following ([32])

### 3.2.2.1 Multiplicative Updates

The main update rule of multiplicative updates is, given $\mathbf{X}, \mathbf{W}$ and $\mathbf{H}$, to do

$$
\begin{equation*}
\mathbf{W} \leftarrow \mathbf{W} \circ \frac{\left[\mathbf{X H}^{\mathrm{t}}\right]}{\left[\mathbf{W H H}^{\mathrm{t}}\right]}, \tag{3.3}
\end{equation*}
$$

where $\frac{[\mathbf{A}]}{[\mathbf{B}]}$ indicates the element-wise division of two matrices. The algorithm was first proposed in ([26]) and consequently modified for use with NMF in ([48]). This algorithm belongs to the class of majorisation-minimisation algorithms (a generalisation of the wellknown family of expectation-maximisation methods). This is because (3.3) is the global minimisers of a function majorising a Frobenius loss function. That is to say, a function which is greater or equal than a Frobenius loss-function and equals to it at the current iterate. Minimising it thus guarantees the loss-function to decrease monotonically. Another way of see (3.3) is as a variation of a gradient descent, as

$$
\mathbf{W} \circ \frac{\left[\mathbf{X H}^{\mathrm{t}}\right]}{\left[\mathbf{W H H}^{\mathrm{t}}\right]}=\mathbf{W}-\left(\frac{[\mathbf{W}]}{\left[\mathbf{W H H} H^{\mathrm{t}}\right]} \circ \nabla_{\mathrm{w}} \frac{1}{2}\|\mathbf{X}-\mathbf{W H}\|_{\mathrm{F}}^{2}\right) .
$$

A third, and perhaps more revealing, way of considering multiplicative updates is by noticing that

$$
\frac{\left\{\left[\mathbf{X H}^{\mathrm{t}}\right]\right\}_{i k}}{\left\{\left[\mathbf{W H} \mathbf{H}^{\mathrm{t}}\right]\right\}_{i k}} \geqslant 1 \Longleftrightarrow\left\{\nabla_{\mathrm{w}} \frac{1}{2}\|\mathbf{X}-\mathbf{W H}\|_{\mathrm{F}}^{2}\right\}_{i k} \leqslant 0 .
$$

This means that for the KKT conditions to be satisfied, we need to have that each entry of $\mathbf{W}$ increases if its partial derivative is negative, decreases whenever it is positive and remains unchanged if it is equal to zero. This poses risks to the convergence of the algorithm as an entry of $\mathbf{W}$ might be zero and its partial derivative be negative. Several solutions have been proposed to deal with the issue, by either changing the step of the upgrade or replacing zero-entries with small values ([52]).

### 3.2.2.2 Alternating Least Squares

The Alternating Least Squares method computes the optimal solution of the problem we obtain by lifting the entry-wise non-negativity constraints on $\mathbf{W}$. We then set

$$
\begin{equation*}
\{\mathbf{W}\}_{\mathrm{ij}} \leftarrow \max \left\{\left\{\underset{\mathbf{A} \in \mathbb{R}^{(n \times k)}}{\arg \min }\|\mathbf{X}-\mathbf{A H}\|_{\mathrm{F}}^{2}\right\}_{\mathrm{ij}}, 0\right\} . \tag{3.4}
\end{equation*}
$$

(3.4) does not guarantee convergence, as the objective function might oscillate between consecutive updates, but the algorithm is computationally cheap with respect to other methods. It is therefore employed in preprocessing.

### 3.2.2.3 Alternating Non-negative Least Squares

Alternating non-negative least squares algorithms aims at finding an optimal solution to the iterative updates of both $\mathbf{W}$ and H. Namely, they seek to find a solution to

$$
\mathbf{W} \leftarrow \underset{\{W\}_{i j} \geqslant 0}{\arg \min }\|\mathbf{X}-\mathbf{W} \mathbf{H}\|_{F}^{2},
$$

or to the respective $\mathbf{H}$ update step. There exist a number of algorithms to compute the optimal solution. In practice, ad hoc active set methods ([47]) have proven to perform well. Other solutions involve the use of projected gradients ([53]), Quasi-Newton methods ([21]) or fast gradient methods ([37]). Active set methods are guaranteed to find a local optimum ([36]). However, as finding the exact solution to non-linear non-negative least squares problems is computationally expensive, it is usually advisable to first perform some steps with a less expensive algorithm (f.i. using alternating least squares or multiplicative updates).

### 3.2.2.4 Hierarchical Alternating Least Squares

Hierarchical Alternating Least Squares (HALS) ([22]) solve the nonlinear non-negative least squares problems of the update phase by decoupling the problem. In other words, each column of $\mathbf{W}$ (or $\mathbf{H}$ respectively) is considered separately. This is due to the fact that the columns of $\mathbf{W}$ do not interact with each other. We thus obtain $k$ different problems (where $k$ is the rank of the NMF). If we let $w_{j}$ be the $k$-th column of $\mathbf{W}$, with $\mathfrak{j}=1, \ldots, k$, and $h_{i}$ be the $i$-th row of $\mathbf{H}$ in a similar fashion, we obtain

$$
w_{j}=\underset{w_{j_{l}} \geqslant 0}{\arg \min }\left\|\boldsymbol{X}-\sum_{k \neq j} w_{k} h_{k}-w_{j} h_{j}\right\|_{F},
$$

HALS also converges to local optima under rather mild conditions ([31]).

### 3.2.3 Stopping criterion

Stopping criteria are usually based on either a time/iteration budget constraint, on the value of the objective function or of its variation, as it is common with non-linear optimisation problems ([66]).

### 3.2.4 Initialisation method

The initialisation of matrices $\mathbf{W}$ and $\mathbf{H}$ is of crucial importance as NMF algorithms converge to local optima.

Several initialisation techniques have been proposed, although they all come with little or no theoretical guarantee.

- Clustering techniques. A clustering technique is employed in order to find k centroids (f.i. k-means methods) and initialise W. Matrix $\mathbf{H}$ is scaled accordingly.
- Singular Value Decomposition. The idea relies upon the well-known singular value decomposition technique or upon its non-negative extension ([13]).
- Column Subset Selection. A subset of $k$ columns of $\mathbf{X}$ is considered as the initial point for $\mathbf{W} . \mathbf{H}$ is then initialised randomly.


### 3.3 RANK SELECTION

Together with convergence to local optima, rank selection is one of the most controversial aspects of NMF. Various solutions have been proposed.

In ([15]), NMF is computed considering several random initial points for growing ranks. Data points are then clustered assigning them based on their biggest loading in the respective activation column in matrix $\mathbf{H}$, assuming the number of cluster equals that of the rank k. An $(m \times m)$ connectivity matrix $C_{k}^{(i)}$ is then built setting entries equal to 1 whenever two points are in the same cluster and 0 otherwise. A consensus matrix $\mathcal{C}_{k}$ is then computed by considering the elementwise averages of the various connectivity matrices. In this way, it is possible to assert the stability of the clusters. Such stability is computed by means of cophenetic coefficients. This idea is also present in ([29]), although consensus matrices are weighted according to the residual error of the NMF inducing them. Moreover, the comparison is also carried out by comparing how well the reconstructed matrix scores against a permutation of the data. ([40]) propose to consider the variation of the residual sum of squares for different ranks (which is equal to the Frobenius loss-function) and try to investigate whether a particular point emerges. Other possibilities involve considering either the opinion of a group of experts in the field, computing a singular
value decomposition of the data matrix and observe the decay of singular values ([6]) or by first performing a $k$-means clustering of the data at hand ([33]).

More sophisticated approached have also been proposed. Bayesian NMF allows to estimate the rank by incorporating prior information into the model ([81]). ([79]) propose a rank selection method obtained through a minimum description length procedure, in which rank is chosen weighing the complexity of the model and its ability to compress the data.

### 3.3.1 Cross-Validation for rank estimation

Cross-validation is a well-known technique employed in supervised learning to estimate parameters ([7]). The main idea behind crossvalidation is to separate a dataset into two fractions: one of the two is employed to train the model and the other part to test its validity. Such estimation is repeated considering subsequent redefinitions of the train and test sets. Two different adaptations of this idea were considered in this work.

In the first case, column $\mathfrak{i}$ of matrix $\mathbf{X}$ was held out. NMF was then computed for the remaining matrix, $\mathbf{X}_{-\mathfrak{i}} . \mathbf{W}_{-\mathfrak{i}}$ and $\mathbf{H}_{-\mathfrak{i}}$ were subsequently computed. Column $\mathfrak{i}$ of matrix $\mathbf{X}, x_{i}$ was then considered. Its activation was obtained by solving

$$
\hat{h}_{i}=\underset{h_{i_{j}} \geqslant 0}{\arg \min }\left\|x_{i}-\mathbf{W}_{-i} h_{i}\right\|_{F}^{2},
$$

to set

$$
\hat{\epsilon}_{i}=\left\|x_{i}-W_{-i} \hat{h}_{i}\right\|_{F} .
$$

The error was computed as

$$
\hat{\epsilon}^{(k)}=\sum_{j=1}^{n} \hat{\epsilon}_{j}^{(k)}
$$

for increasing ks. We show the details of the procedure in Algorithm 3.1.

The second adaption is from ([67]). The main idea is that of censoring a random ( $k \times k$ ) matrix and then reconstructing the censored matrix, thus assessing the error. We show two different versions of this procedure in Algorithms 3.2 and 3.3 .

```
Algorithm 3.1 Cross-Validation for the NMF
    Let \(\mathbf{X}\) be an entry-wise non-negative matrix of dimensions \(m \times n\)
    and let \(\mathcal{K} \subseteq\{1, \ldots, \min \{m, n\}\}\) be a set of ranks. Let \(X_{-i}\) be the
    matrix obtained by removing the \(i\)-th column of \(\mathbf{X}_{i}\) and let \(x_{i}\) be
    the removed column.
    for \(k \in \mathcal{K}\) do
        \(\mathrm{CV}(\mathrm{k}) \leftarrow 0\)
    end for
    for \(k \in \mathcal{K}\) and \(i \in\{1, \ldots, n\}\) do
        \(\mathbf{W}_{-i} \leftarrow \operatorname{NMF}\left(\mathbf{X}_{-i}, k\right)\)
        \(\hat{h}_{i} \leftarrow \arg \min \left\|x_{i}-\mathbf{W}_{-i} h_{i}\right\|_{F}^{2}\)
                \(h_{i_{i}} \geqslant 0\)
        \(\mathrm{CV}(\mathrm{k}) \leftarrow \mathrm{CV}(\mathrm{k})+\left\|\mathrm{x}_{\mathrm{i}}-\mathbf{W}_{-\mathrm{i}} \hat{h}_{\mathrm{i}}\right\|_{\mathrm{F}}\)
    end for
```

```
Algorithm 3.2 Bi-Cross-Validation for the NMF with non-negative
residuals
    Let \(\mathbf{X}\) be an entry-wise non-negative matrix of dimensions ( \(m \times n\) ),
    let \(\mathcal{I}_{l} \subset\{1, \ldots, m\}\) and \(\mathscr{J}_{\mathfrak{l}} \subset\{1, \ldots, n\}\) be, respectively, a row and
    column holdout subsets for \(l \in\{1, \ldots, \mathrm{~L}\}\), where L is a positive
    integer. Let \(\mathcal{K} \subseteq\{1, \ldots, \min \{m, n\}\}\) be a set of ranks.
    for \(k \in \mathcal{K}\) do
        \(\mathrm{BCV}(\mathrm{k}) \leftarrow 0\)
    end for
    for \(l \in\{1, \ldots, L\}\) and \(k \in \mathcal{K}\) do
        \(\mathcal{J} \leftarrow \mathcal{J}_{\mathfrak{l}}\) and \(\mathcal{J} \leftarrow \mathcal{J}_{\mathfrak{l}}\)
        \(\mathbf{H}_{-\mathcal{J},-\mathcal{J}}^{(\mathrm{k})}, \mathbf{W}_{-\mathcal{J},-\mathcal{\jmath}}^{(\mathrm{k})} \leftarrow \operatorname{NMF}\left(\mathbf{X}_{-\mathfrak{J},-\mathfrak{\jmath}}, \mathrm{k}\right)\)
        \(\mathbf{W}_{\mathfrak{J}, \mathfrak{J}}^{(k)} \leftarrow \underset{W_{\mathrm{i} \mathfrak{j}} \geqslant 0}{\arg \min }\left\|\mathbf{X}_{\mathfrak{J},-\mathcal{J}}-\mathbf{W H}_{-\mathfrak{J},-\mathfrak{J}}^{(\mathrm{k})}\right\|_{\mathrm{F}}^{2}\)
        \(\mathbf{H}_{\mathfrak{J}, \mathcal{J}}^{(\mathrm{k})} \leftarrow \underset{\mathrm{H}_{\mathrm{ij}} \geqslant 0}{\arg \min }\left\|\mathbf{X}_{-\mathcal{J}, \mathfrak{J}}-\mathbf{W}_{-\mathcal{J},-\mathfrak{f}}^{(\mathrm{k})} \mathbf{H}\right\|_{\mathrm{F}}^{2}\)
    \(\hat{\mathbf{X}}_{\mathfrak{J}, \mathcal{J}}^{(\mathrm{k})} \leftarrow \mathbf{W}_{\mathfrak{J}, \mathfrak{d}}^{(\mathrm{k})} \mathbf{H}_{\mathfrak{J}, \mathfrak{J}}^{(\mathrm{k})}\)
    \(\operatorname{BCV}(k) \leftarrow \operatorname{BCV}(k)+\left\|X_{\mathcal{J}, \mathfrak{f}}-\hat{\mathbf{x}}_{\mathrm{J}, \mathfrak{f}}^{(k)}\right\|_{\mathrm{F}}^{2}\)
    end for
```

```
Algorithm 3.3 Bi-Cross-Validation for the NMF with simple residuals
    Let \(\boldsymbol{X}\) be an entry-wise non-negative matrix of dimensions \((\mathfrak{m} \times \mathfrak{n})\),
    let \(\mathcal{I}_{\mathfrak{l}} \subset\{1, \ldots, \mathfrak{m}\}\) and \(\mathcal{J}_{\mathfrak{l}} \subset\{1, \ldots, \mathfrak{n}\}\) be, respectively, a row and
    column holdout subsets for \(l \in\{1, \ldots, \mathrm{~L}\}\), where L is a positive
    integer. Let \(\mathcal{K} \subseteq\{1, \ldots, \min \{m, n\}\}\) be a set of ranks. Let \(\mathbf{A}^{+}\)denote
    the Moore-Penrose inverse of \(\mathbf{A}\).
    for \(k \in \mathcal{K}\) do
        \(\operatorname{BCV}(k)=0\)
    end for
    for \(l \in\{1, \ldots, L\}\) and \(k \in \mathcal{K}\) do
        \(\mathcal{J}=\mathcal{J}_{\mathfrak{l}}\) and \(\mathfrak{J}=\mathcal{J}_{\mathfrak{l}}\)
        \(\mathbf{H}_{-\mathfrak{J},-\mathfrak{J}}^{(k)}, \mathbf{W}_{-\mathfrak{J},-\mathfrak{\jmath}}^{(\mathrm{k})}=\operatorname{NMF}\left(\mathbf{X}_{-\mathfrak{J},-\mathfrak{J}}, \mathrm{k}\right)\)
        \(\hat{\mathbf{X}}_{\mathfrak{J}, \mathfrak{J}}^{(\mathrm{k})}=\mathbf{X}_{\mathfrak{J},-\mathcal{J}}\left(\mathbf{H}_{-\mathfrak{J},-\mathfrak{J}}^{(\mathrm{k})}\right)^{+}\left(\mathbf{W}_{-\mathfrak{J},-\mathfrak{J}}^{(\mathrm{k})}\right)^{+} \mathbf{X}_{-\mathfrak{J}, \mathfrak{J}}\)
    \(\mathrm{BCV}(\mathrm{k})=\mathrm{BCV}(\mathrm{k})+\left\|\mathbf{x}_{\mathcal{J}, \mathfrak{f}}-\hat{\mathbf{X}}_{\mathfrak{J}, \mathfrak{J}}^{(\mathrm{k})}\right\|_{\mathrm{F}}^{2}\)
    end for
```

We now wish to introduce the main elements of compositional data analysis. To this endeavour, we will rely on ([69]).

Definition 4.1 (D-part composition). A vector $x=\left(x_{1}, x_{2}, \ldots, x_{D}\right)$ is a D-part composition whenever all its components are strictly positive real numbers and only carry relative information.

By relative information we mean to say that information is contained in the ratios between components of the D-composition and thus the actual numerical values are irrelevant by themselves. This can be due to the fact that the data are closed data ([19]), i.e. bound to sum to some constant $\kappa$, or because there is a straightforward transformation allowing the data to form proportions.

Definition 4.2 (Compositions as equivalence classes). Let $x$ and $y$ be two D-compositions. They are compositionally equivalent if there exists $\lambda \in \mathbb{R}_{+}$such that $x=\lambda y$.

It is therefore possible to express any D-composition by selecting any other D -composition lying in the same equivalence class.

Definition 4.3 (Closure). Let $z$ be a D-composition. We define the closure of $z$ to $k \in \mathbb{R}_{+}$as

$$
\begin{equation*}
\mathcal{C}(z)=\left(\frac{\kappa z_{1}}{\sum_{j=1}^{D} z_{j}}, \ldots, \frac{\kappa z_{D}}{\sum_{j=1}^{D} z_{j}}\right) . \tag{4.1}
\end{equation*}
$$

Remark 4.4. Two D-compositions x and y are compositionally equivalent if and only $\mathcal{C}(x)=\mathcal{C}(y)$, for all $\kappa \in \mathbb{R}_{+}$.

For the reasons reported above, we will henceforth regard compositional data as vectors summing to some $\kappa \in \mathbb{R}_{+}$.

Definition 4.5 (Sample space). The sample space of compositional data is given by the simplex

$$
\mathcal{S}^{D}=\left\{x=\left(x_{1}, \ldots, x_{D}\right) \text { s.t. } x_{i} \geqslant 0, i=1, \ldots, D ; \sum_{j=1}^{D} x_{j}=k\right\}
$$

With an abuse of notation, despite compositions being equivalence classes, we will use the term to refer to members of such classes.

To reduce the dimensionality of compositions, two procedures are usually employed.

Definition 4.6 (Subcompositions). Let $x$ be a D-compositions and let $S=i_{1}, \ldots, i_{s}$ be a subset of its indices. A subcomposition $x_{S}$, with $S$ parts, is defined as

$$
x_{S}=\mathcal{C}\left(\left(x_{i_{1}}, \ldots, x_{i_{s}}\right)\right) .
$$

Definition 4.7 (Amalgamation). Let $x \in \mathcal{S}^{D}$ and let $A=\left\{i_{1}, \ldots, i_{a}\right\}$ be a subset of its indices such that $D-a \geqslant 1$. Let $\bar{A}$ be the set of remaining indices. Then the value

$$
x_{A}=\sum_{j \in A} x_{i}
$$

is the amalgamated part or amalgamated component. The resulting vector $x^{*}=\left(x_{\bar{A}}, x_{A}\right)$ is called amalgamated composition and lies in $\mathcal{S}^{(D-a+1)}$.

### 4.0.1 Principles of compositions analysis

There are three main principles that must hold whenever compositional analysis is employed: scale invariance, permutational invariance and subcompositional coherence. Scale invariance implies that data only carry relative information. In other words, we do not deem totals to be meaningful per se. Analyses should yield the same output notwithstanding totals.

Definition 4.8 (Scale invariant functions.). Let $f$ be a function defined on $\mathbb{R}_{+}^{D}$. We say that f is scale invariant if it is a 0 -degree homogenous function of the parts of $x \in \mathcal{S}^{\mathrm{D}}$. In other words, if we let $\lambda \in \mathbb{R}_{+}$, it holds that for any $x \in \mathcal{S}^{D}, f(\lambda x)=f(x)$.

The second principle is permutational invariance. This means that results should not change whenever the ordering of the parts of the compositions is changed. The third one is subcompositional coherence. In loose words, subcompositions should behave like orthogonal projections do in real analysis. The size of a projected segment can never be greater than that of the segment itself.

### 4.0.2 The Aitchison geometry

We aim at endowing compositions with the algebraic structure of a vector space ([77]).

Definition 4.9 (Perturbation). Let $x \in \mathcal{S}^{D}$ and $y \in \mathcal{S}^{D}$. We define as perturbation the operation

$$
x \oplus y=\mathcal{C}\left(\left(x_{1} y_{1}, \ldots, x_{D} y_{D}\right)\right) \in \mathcal{S}^{D}
$$

We also consider the field $\mathbb{R}$ to define the external operation.

Definition 4.10 (Powering). Let $x \in \mathcal{S}^{D}$ and $\alpha \in \mathbb{R}$. We define as a powering the operation

$$
\begin{equation*}
\alpha \odot x=\mathcal{C}\left(x_{1}^{\alpha}, \ldots, x_{D}^{\alpha}\right) . \tag{4.4}
\end{equation*}
$$

Lemma 4.1 (Abelian Group structure of Perturbation). Let $\mathcal{S}^{\mathrm{D}}$ be a compositional space endowed with $\oplus$, as defined in (4.9). Then, for all $x, y$, $z \in \mathcal{S}^{\mathrm{D}}$ the following holds:

1. Commutative property: $\mathrm{x} \oplus \mathrm{y}=\mathrm{y} \oplus \mathrm{x}$.
2. Associative property: $(x \oplus y) \oplus z=x \oplus(y \oplus z)$.
3. Neutral element:

$$
n=\mathcal{C}((1, \ldots, 1))=\left(\frac{1}{D}, \ldots, \frac{1}{D}\right)
$$

Uniqueness descends from the uniqueness of the barycentre of a simplex.
4. Inverse element: $\mathrm{y}=\mathrm{x}^{-1}$ s.t. $\mathrm{x} \oplus \mathrm{y}=\mathrm{n}$.

Lemma 4.2. Let $\mathcal{S}^{\mathrm{D}}$ be a compositional space, endowed with the internal operation $\oplus,(4.9)$, and the external operation $\odot$, (4.10), defined between itself and the field $\mathbb{R}$. Then, for all $x, y \in \mathcal{S}^{D}, \alpha, \beta \in \mathbb{R}$, the following holds:

1. $\left(\mathcal{S}^{\mathrm{D}}, \oplus\right)$ is an Abelian Group.
2. Associative property: $\alpha \odot(\beta \odot x)=(\alpha \beta) \odot x$.
3. Distributive properties:
a) $\alpha \odot(x \oplus y)=(a \odot x) \oplus(\alpha \odot y)$
b) $(\alpha+\beta) \odot x=(\alpha \odot x) \oplus(\beta \odot x)$.
4. Neutral element: $1 \odot x=x$.

We obtain that $\left(\mathcal{S}^{\mathrm{D}}, \mathbb{R}\right)$ is a vector space.
Remark 4.11. We shall indicate $x \oplus \mathrm{y}^{-1}$ as $\mathrm{x} \ominus \mathrm{y}$.
4.0.2.1 Aitchison Inner Product

Definition 4.12 (Aitchison Inner Product). Let $x \in \mathcal{S}^{D}$ and $y \in \mathcal{S}^{D}$. We define the Aitchison inner product as

$$
\langle x, y\rangle_{a}=\frac{1}{2 D} \sum_{i=1}^{D} \sum_{j=1}^{D} \ln \frac{x_{i}}{x_{j}} \ln \frac{y_{i}}{y_{j}}
$$

Definition 4.13 (Aitchison Norm). Let $x \in \mathcal{S}^{D}$. The Aitchison norm, induced by the inner product is

$$
\begin{equation*}
\|x\|_{a}=\sqrt{\langle x, x\rangle_{a}}=\sqrt{\frac{1}{2 D} \sum_{i=1}^{D} \sum_{j=1}^{D}\left[\ln \left(\frac{x_{i}}{x_{j}}\right)\right]^{2}} \tag{4.6}
\end{equation*}
$$

Proving that $\mathcal{S}^{\mathrm{D}}$ is complete with respect to the Aitchison norm (noting that it is finite-dimensional) ([5]), we then obtain that $\left(\mathcal{S}_{\mathrm{D}},\|\cdot\|_{\mathrm{a}}\right)$ is a Hilbert space ([14]).

Definition 4.14 (Aitchison Metric). . Let $x \in \mathcal{S}^{D}$ and $y \in \mathcal{S}^{D}$. We define the Aitchison metric (or distance) as

$$
\begin{equation*}
\rho_{a}(x, y)=\|x \ominus y\|_{a}=\sqrt{\langle(x \ominus y),(x \ominus y)\rangle_{a}} \tag{4.7}
\end{equation*}
$$

Remark 4.15. A Aitchison space $\left(\mathcal{S}^{\mathrm{D}},\langle\cdot, \cdot\rangle_{\mathrm{a}}\right)$ endowed with the Aitchison metric is a complete metric space.

### 4.0.3 Clustering in the Aitchison geometry

Cluster analysis serves a variety of scopes, which have in common the idea of finding subsets of data points that are somewhat homogenous. This may be of interest because a meaningful representation of the data is sought or to assess if data consist of different subgroups. The mathematical framework in which data needs to be endowed thus vary profoundly depending on the model under scrutiny. We can roughly group clustering techniques into two main categories. On the one hand there are hierarchical clustering techniques. Such techniques begin by considering each point as a cluster. Clusters are then aggregated by iteratively merging clusters that are deemed "closest" to each other, according to a definition of closeness, until a cluster identical to the entire dataset is found (it is also possible to proceed the other way round: from a unique cluster to every point being a cluster). The second category is that considering point assignment: after some initial clusters have been determined, points can be assigned to a cluster to which they belong according to some rules. This second group of clustering techniques usually represent clusters by means of a prototype or centroid ([89]). A well-known example is that of the k-means algorithms. However, the definition of centroids as soon as the usual Euclidean context is abandoned is not necessarily straightforward. A solution has been the generalisation of the definition of centroid to complete metric spaces. If we let $(\Omega, \rho)$ be a complete metric space and $X=\left\{x_{i}\right\}_{i=1}^{n} \subseteq \Omega$ be a sequence of random points, we can define the Fréchet variance of a point $y$ as

$$
\Psi_{X}(y)=\sum_{i=1}^{n}\left(\rho\left(y, x_{i}\right)\right)^{2}
$$

The Karcher means are then the points $\mu$ with the following property:

$$
\mu \in \underset{y \in M}{\arg \min } \Psi_{X}(y) .
$$

Whenever $\Psi_{X}$ admits a global minimiser, f.i. if it is convex, then we have a unique point $\mu$ which we call the Fréchet mean ([65]).

Another possibility is that of considering as prototype of a cluster an element belonging to that cluster. The $k$-medoids, also known as PAM (partitioning around medoids), is an extensions of the k -means algorithm. In this work, the solution proposed in ([45]) was employed and the general form of k -medoids as found in ([38]) is reported as Algorithm (4.1).

```
Algorithm 4.1 K-medoids
    repeat
        For a given clustering \(C\), find the points in the cluster that
        minimise the total distance to other points in that cluster:
```

$$
i_{k}^{*}=\underset{i: C(i)=k}{\arg \min } \sum_{C\left(i^{\prime}\right)=k} \rho\left(x_{i}, x_{i^{\prime}}\right) .
$$

Then $m_{k}=x_{i_{k}^{*}}$, for $k=1, \ldots, K$, are the current estimate of the medoids.
3: Given the current set of cluster centers $\left\{m_{1}, \ldots, m_{k}\right\}$, minimise the total error by assigning each observation to its closest medoid:

$$
C(i)=\underset{1 \leqslant k \leqslant k}{\arg \min } \rho\left(x_{i}, m_{k}\right) .
$$

until assignments do not change.
We notice that the extension to the compositional case is immediate. A compositional space is a Hilbert space and it is therefore a complete metric space with the metric induced by the scalar product. Considering Algorithm (4.1), we only need to exploit the Aitchison distance whenever the analysis is to be carried out within a compositional data framework or a Euclidean distance if it is of interest to work in the usual Euclidean space.

### 5.1 INPUT-OUTPUT ANALYSIS

The vast majority of national statistical offices compute input-output tables. As far as Italy is concerned, input-output tables are published by Istituto Nazionale di Statistica (ISTAT), the national statistical office ${ }^{1}$. National tables usually allow for a good level of detail, considering large number of sectors. However, inter-country analysis is complicated by the fact that different nations employ different classification schemes and techniques to elaborate data. International databases aim at providing inter-country homogenous data. An example, in this sense, is the experimental work Eurostat is conducting, preparing a homogenous database for countries in the EU. At present, there are two major international databases: the World Input Output Database (WIOD) and the database published by the OECD. In this work, the OECD dataset will be analysed.

The OECD input-output dataset ${ }^{2}$ is a relevant part of the Structural Analysis (STAN) exercise, part of the Economic Analysis and Statistic Division, under the OECD Directorate for Science, Technology and Industry. In this work we will consider the Input-Output dataset in its third revision, spanning from the year 1995 to 2011. Domestic input-output tables are computed for the thirty-six members of the OECD, twenty-seven more countries and a fictitious Rest of the World aggregate. The number of sectors in which economies are divided is thirty-four. However, the thirty-fourth sector "Private households with employed persons" will not be considered in the analysis, for it is only traced by a handful of countries. Input-output tables also contain information regarding the payment sector, profits, wages and trade. However, we shall limit the scope of the analysis to the domestic interindustrial tables. The dataset will be therefore composed by sixty-four $(33 \times 33)$ matrices per year. Data were normalised considering the total output of each sector, as described in Chapter 2, yielding a dataset of matrices of technical coefficients. The intrinsic difficulty of the analysis is given by the poor interpretability of clusters. Once a group of countries has been defined, there exists no immediate way of analysing its members. This is due the complex nature of the input-output matrices: a matrix of technical coefficients describes the structural nature of an economy and the nature of that economic is an emerging property of the coefficients. As an example, we see

[^1]in Figure 5.1 and Figure 5.2 that despite the differences between countries or within countries over time, there is no immediate way of understanding which feature should be relevant. The scope of the work was therefore twofold: on one hand it was necessary to find a way to reduce the dimensionality of data and on the other one to define a method to interpret results.
To this aim, a combination of the techniques insofar presented was employed. First of all, technical coefficients matrices were vectorised in a row-wise fashion: subsequent rows were juxtaposed so that data referred to a country and a specific year became a vector. Datasets were created considering both combinations of years and geographical zones, combining the relevant vectors. In particular, the analysis was conducted following a cross-sectional approach and focusing on either the countries in the EU, members of the OECD or considering the whole World dataset. It is important to notice that, as a result, our databases comprise country on the columns and inter-sector interactions on the rows.
Dimensionality reduction was performed by means of the nonnegative matrix factorisation technique as implemented in ([70]). According to the notation introduced in Chapter 3, it corresponds to a Frobenius-like NMF. Updates were computed with a HALS algorithm. The stopping criterion employed considered two conditions: an error tolerance of 0.0001 and a computational budget of 200 iterations. Given the dimensionality of the dataset and the convergence to local optima of NMF, initialisation was set taken into accounts the opinion of a pool of experts. The first iteration, therefore, started from a point of economic interest. As far as rank estimation is concerned, different methodologies were considered. A singular value decomposition was performed for the dataset under scrutiny and the decay of its singular values analysed to establish a range of plausible values. This was corroborated by performing a k-means clustering on the matrices, trying to establish the optimum number of clusters of inter-sectoral relationship considering the well-known Silhouette coefficient, first presented in ([76]). As the output of $k$-means depends on the initialisation point, the algorithm was run 500 times and the best result was stored. To conclude, both the cross-validation and the bi-cross-validation were implemented in Python, relying on the NumPy matrix library ([86]) and the SciPy library ([43]).
NMF, as already described in Chapter 3, yields a low-rank decomposition of a matrix into two parts, which can be read as a matrix of archetypes and as a matrix of activations. This means that we are able to move from a dataset that comprises a large number of countries to a small dictionary of reduced number of fundamental economic systems. Those archetypes can be rewritten in matrix forms, yielding actual technical coefficients matrices because of the non-negativity constraints NMF imposes. The factorisation allows therefore for a
decoupling of the problem into two parts, separating the clustering problem from the interpretation. The basis, formed of a certain number of input-output tables (the archetypes) will give meaning. The activation matrix will be considered to compute differences between countries, considering how different archetypes participate to their definition.

In a way, we might say that instead of analysing a set of buildings we decide to separate them into bricks and compositions. We wish to find some fundamental units such as "fired bricks" or "rock bricks" and then to see if we can distinguish the Pyramids from the Colosseum by seeing what bricks are present in each structure and how they were used.

Yet, as it was already pointed out, the mere decomposition is not sufficient for the interpretation of the results. For this reason, each archetype was considered as an adjacency matrix of a graph, as already described in Section 2.4.0.1. Different sectors were ranked according to the mean velocity at which they are reached by an economic shock spreading from any other node. This allowed to establish a ranking of the sectors with a straightforward and plausible economic interpretation. Furthermore, it greatly simplifies the interpretation of archetypes and their input-output tables, as we move from considering inter-sector relations to analysing a more limited number of actual sectors. Considering economies as the superposition of different types of meta-countries, with particular characteristics which can be analysed with all the techniques developed for input-output tables can be thought of as a way of decoupling an otherwise very difficult problem. In fact, once we know of which "bricks" a building is made of, we can perform any type of test on such "bricks", depending on how we wish to characterise them. The advantage of the non-negativity constraints assumed by NMF are therefore twofold: on the one hand, an economic interpretation is possible, on the other one, the fact that different archetypes are unable to cancel out leads to a factorisation into parts that can unveil the structure of a complex dataset.
As far as the activation matrix is concerned, clustering was conducted considering two different frameworks. In both cases, the k-medoids algorithm described as Algorithm 4.1 was considered. The analysis was carried out in R ([73]) and the implementation of the $k$-medoid algorithm is that found in ([56]). The first approach was compositional, following Chapter 4 . We know a country is represented by a limited number of components, each representing the importance of a particular archetype in its definition. In a compositional approach, we are not very much interested in the magnitude of such components per se, but rather on their relative weights with respective to each other. There are some implication deriving from this decision. For instance, in a compositional approach, a country with equally spread out and yet low activations is substantially identical to another one with equally


Figure 5.1: Heatmap of the log-technical coefficients for China in 1995, 2000, 2005, 2010.
spread out but higher activations. To give a geometric intuition to this assumption, we can imagine to only have two archetypes participating to the definition of an economy. In this imaginary framework, countries will be spread around the positive orthant of $\mathbb{R}^{2}$. We can see that the distance between countries lying on the same line starting from the origin will be null, whereas it will be maximised when countries belong respectively to the abscissae and to the ordinates. A motivation for adopting this approach is represented by the fact that we may not be particularly interested in the particular magnitude of the components, but rather on the resulting mix. To think of it with a metaphor, we can imagine various recipes to fill a glass: the taste of the outcome is not related to the capacity of the glass being filled. From a computational point of view, the dissimilarity matrix based on the Aitchison distance (4.14) was computed once again in R, using ([82]). The other approach is, instead, a standard Euclidean approach. In this case, not only are different level of activations relevant, but also their activation across various components plays a role. It is therefore not necessary that two points lying on the same line be closest than two lying on the axes of the positive orthant of the real numbers. The advantage of this approach is therefore a focus on the specific and absolute magnitude of the activations, at the expense of losing the focus on the relative values.
Clustering was attempted considering cross-sectional datasets. In other words, data were sliced according to a specific year. Moreover,


Figure 5.2: Heatmap of the log-technical coefficients for China, Hong Kong, Italy and the USA in 2011.
the analysis was conducted considering three different geographic zones: the EU, the OECD and the entire dataset. The reason behind the choice of considering increasingly bigger subsets of the original dataset was to maintain complexity lower in a first moment. It is important to notice that, by considering cross-sectional datasets, we are abstracting from any kind of time dependency between different years and refraining from making any consideration whatsoever regarding the dynamics of the phenomena we will analyse.

We remark that cross-sectional datasets were built by vectorising technical coefficients matrix and juxtaposing them. Fixing a year, the dataset $\mathbf{X}$ lied therefore in a space of dimension $\left(33^{2} \times n\right)$, where $n$ depends on the specific zone under scrutiny, namely $n=28$ when we considered the EU, $n=34$ when we considered countries member of the OECD and $n=64$ when we considered the whole World.

In this work, we decided to focus on two years in particular, namely 1995 and 2011, to assess the validity of the method proposed and its limitations, considering three different groups of countries: the EU, OECD members and the entire World.

### 5.2 ANALYSIS OF THE EU CROSS-SECTIONAL DATASETS

We now present the results of the analysis for the EU cross-sectional datasets for the years 1995 and 2011. At first, we will present and
comment the archetypes our analysis yielded. Afterwards, the analysis of the subsequent clusterings will be performed.

The EU datasets comprises twenty-eight countries: Austria, Belgium, Bulgaria, Croatia, Cyprus ${ }^{3}$, Czech Republic, Denmark, Estonia, Finland, Germany, Greece, Hungary, Ireland, Latvia, Lithuania, Luxembourg, Malta, the Netherlands, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, Sweden and the United Kingdom ${ }^{4}$.

### 5.2.1 Archetypes for the EU cross-sectional datasets

The first step in this analysis consisted in the estimation of the rank $k$ of the factorisation. We eventually resolved to set $k=3$.

The results yielded from the singular value decomposition for the year 1995 and 2011 are displayed in Figures 5.3 and 5.4 respectively. Both plots show a significant reduction of the singular values as soon as we consider those succeeding the first one. This indicate an initial rank estimation in-between $k=2$ and $k=5$. We wish to balance two tendencies: the smaller the number of components we consider, the simpler the model, the greater the number, the better its capacity to reconstruct the original matrix. For this reason, we are looking for an "elbow" in the plot: we want to justify complexity with performance, but keep the model as simple as possible.

The second technique employed consisted in computing the Silhouette score to diagnose the efficacy of k-means clusterings with $k$ growing from 2 to 5 . Again, we are willing to find the optimum number of clusters able to summarise sectors well enough to be of interest and yet only considering the fundamental aggregations. We report the full Silhouette plots for $k=3$ in Figures 5.5 and 5.6.

[^2]

Figure 5.3: Singular Values of the SVD computed for the EU cross-sectional dataset in 1995.


Figure 5.4: Singular Values of the SVD computed for the EU cross-sectional dataset in 2011.

## Silhouette analysis | EU | Year: 1995 Clusters: 3



Figure 5.5: Silhouette profiles of the k-means algorithm with 3 clusters for the cross-sectional EU dataset for the year 1995 .

## Silhouette analysis | EU | Year: 2011 Clusters: 3



Figure 5.6: Silhouette profiles of the k-means algorithm with 3 clusters for the cross-sectional EU dataset for the year 2011.

Cross Validation | EU | Year:1995


Figure 5.7: Cross-Validation for the cross-sectional EU dataset for the year 1995.


Figure 5.8: Bi-Cross-Validation with simple residuals for the cross-sectional EU dataset for the year 1995 . We considered $(3 \times 3)$ random submatrices and, for each rank, averaged the results of 1000 random trials. Data are normalised considering the MSE of a rank 0 approximation, i.e. the Frobenius norm of the sampled matrices alone.

Cross Validation | EU | Year:2011


Figure 5.9: Cross-Validation for the cross-sectional EU dataset for the year 2011.

Bi-CV | EU | 1000 Samples | Year: 2011


Figure 5.10: Bi-Cross-Validation with simple residuals for the cross-sectional EU dataset for the year 2011. We considered $(3 \times 3)$ random submatrices and, for each rank, averaged the results of 1000 random trials. Data are normalised considering the MSE of a rank 0 approximation, i.e. the Frobenius norm of the sampled matrices alone.

In this case, we are interested in considering the entire Silhouette profile arising from the k -means clustering because our diagnostic should also be careful as far as the homogeneity of clusters is concerned, given the pivotal importance of rank estimation. From the Silhouette profiles, we find confirmation of the results of the singular value decomposition. Moreover, it is interesting to notice a general tendency of many sectors to be grouped together in a single cluster. This suggests some structural similarities between many inter-sectoral relationship across various countries, both in 1995 and 2011. Such tendency might be due to the fact that our datasets are highly aggregated and only comprise thirty-three sectors: this might have the effect of cancelling out differences between countries and levelling data to the point where it is difficult to differentiate between countries, especially when we are considering technical coefficients matrix, which do not account for magnitudes. This is a major trade-off when dealing with different countries at the same time, as the homogenisation of data comes at the expenses of detail. Cross-validation and Bi-CrossValidation were then computed, as described in Algorithms 3.1 and 3.3. We briefly remark that we decided to implement the algorithm for Bi-Cross-Validation that employs simple residuals for computational reasons, despite its formal inelegance.

The results for the Cross-validation and Bi-Cross-Validation are reported in Figures 5.7 and 5.8 for the year 1995 and in Figures 5.9 and 5.10 for the year 2011. The results of the procedure suggest that the rank should be in-between $k=2$ and $k=5$. However, we would expect at least the plot of the Bi-Cross-Validation to be less noisy and to increase more decisively as $k$ tends to 27 , the number of the countries in the EU dataset. The fact that this does not happen suggest that data are not easily divisible into clusters. The final rank estimation of $k=3$ was made after comparing the results of the techniques insofar presented and after discussing the decision with a panel of experts in economics and industrial engineering to validate it.
We now present the results of the decomposition. As far as the year 1995 is concerned, we report the three archetypes we obtain according to their shock centrality in Figures 5.11, 5.12 and 5.13. We also report the networks induced by the archetypes in Figures 5.14, 5.15 and 5.13, where the dimension of the nodes representing the sectors is proportional to the shock-centrality.
Archetype 1 | Year: 1995 | EU

Figure 5.11: Radar chart showing the shock-induced random walk centrality measure for the archetypes of the cross-sectional EU dataset for the year
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Archetype 3 | Year: 1995 | EU

Figure 5.13: Radar chart showing the shock-induced random walk centrality measure for the archetypes of the cross-sectional EU dataset for the year
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Archetype 2 | Year: 1995 | EU | Network





The first thing we notice is that the "Wholesale" sector appears to be central in all the archetypes. This is reasonable: shocks are very likely to reach this sector in a short period of time. Another sector which appears to be easily reached by shocks is that of "R\&D", research and development. This may be justified by considering that some firms may find difficulties in investing in innovation whenever a shock occurs. Two other sectors tend to present a high vertex centrality: financial intermediation and transports. This seems to suggest that the centrality measure can somewhat capture the most exposed sectors. We can seek further confirmation of this by noticing those sectors that are more peripheral. We consider, as an example, the health and the education sectors. It should not come as a surprise that such sectors tend to be stable under shocks, especially in EU countries, where the organisation of both is usually managed by states.

We notice that the construction sector plays a role in this first archetype. "Construction" is usually considered a proxy to understand how well an economy is scoring, as well as "Transports". We could therefore interpret this first pattern as those part of an economy relevant in assessing growth and the relevance of the tertiary sector to the economy, as also "Real Estate" and "Financial Intermediation" show some degree of centrality. The second archetype yields a more complex economic interpretation. We see activations in sectors connected to the industrial sectors of the economy and the energetic supply one. This pattern might then be considered as connected to the basic industrial structure of an economic system. The third archetype shows a uniform activation across the whole spectrum of the agricultural and food sectors, together with a centrality of the "Energy, gas and water supply" sector. We find a coherence in this mutual activations. This archetype might be capturing the agricultural part of the system.

We repeat the analysis for the year 2011. We report the archetypes in Figures 5.17, 5.18 and 5.19. The networks induced by the archetypes are reported in Figures 5.20, 5.21 and 5.22. The interpretation for 2011 is less straightforward, possibly because the situation it tries to describe is rather different from that of 1995 . We notice that the first archetype shows the usual centrality of the "Wholesale" and "R\&D" sectors. We also notice that "Financial intermediation", "Transport and Storage", "Mining" and "Coke and nuclear fuel" are relevant. The second archetype again points to the basic industrial infrastructure. The third archetype appears to be vulnerable in the usual sectors of "Wholesale" and "R\&D", together with "Real estate". While we would expect some degree of centrality for all the sectors above, it is not immediate to understand the meaning of this particular repartition. The model might be capturing some structural properties of the system
that are not immediately visible or it might be the case that different parts have been distributed in unexpected ways.
Archetype 1 | Year: 2011 | EU
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Archetype 3 | Year: 2011 | EU

Figure 5.19: Radar chart showing the shock-induced random walk centrality measure for the archetypes of the cross-sectional EU dataset for the year


Archetype 2 | Year: 2011 | EU | Network




### 5.2.2 Clustering for the cross-sectional EU datasets

We now focus on the year 1995. We report in Figure 5.23 the heatmap with the activations for the countries in the EU. Moreover, to give a geographical sense of the various clusterings, we report the maps obtained considering both the Aitchison and the Euclidean distances in Figures 5.24 and 5.25. Let us consider the closure of the activations for the centroids obtained with the Aitchison metric of the year 1995, presented in Table 5.1.

First of all, as suggested by the Silhouette coefficient, we notice that the clustering separates between four distinct types of countries. The cluster of countries represented by Spain presents a balance (although somewhat skewed towards the first two components) of the three archetypes. This suggests that countries belonging to this first cluster should be countries with an acceptable growth status, a good industrial infrastructure and a good stability. Spain, the Czech Republic, Finland, Denmark, Austria, Slovenia, Portugal, Italy, Hungary, Sweden, the United Kingdom, Bulgaria, Estonia and Ireland all belong to this cluster. As it was already stated, interpretation of clusters is not straightforward, as each country has its own particular history and characteristics and finding analogies is not intuitive. For instance, in 1995 the Czech Republic was in the middle of its transition from a state-planned economy to a free-market economy and in 1997 it would be shuttered by an economic crisis. Italy was also emerging from its major economic crisis of 1992 at the time, despite its GDP per capita being greater than that of the United Kingdom. The second cluster, represented by Greece, contains Germany, Cyprus, Belgium, Luxembourg and the Netherlands. In this case, we notice that the third archetype does not play a role. It is actually the case that the above countries all experienced similar levels of growth in 1995. The third cluster only contains Romania and Croatia. In this case, we would expect to obtain countries experiencing growth but with some stability problems. Again, it might be possible to consider a connection between this cluster and the effects Romania was suffering from the austerity of the previous years and the same can be said from Croatia. To conclude, we notice that the last and fourth cluster comprises two Baltic republics: Latvia and Lithuania, and Malta. In this case, the second and third archetypes are very relevant. For members of this cluster, we would expect a somewhat stable basic industrial structure, despite low-growth. Again, to fully understand the predictive power of such clustering, a comparison with the histories of such countries is needed. It is immediate to notice, however, that Latvia and Lithuania were experiencing the transition towards market-based economies.

If we consider the Euclidean clustering, reported in Table 5.2, we obtain three clusters. The first clusters comprises Denmark, Finland, Spain, Sweden, Slovakia, Austria, the Netherlands, the United King-

| Medoid | Archetype 1 | Archetype 2 | Archetype 3 |
| :---: | :---: | :---: | :---: |
| Spain | 0.575 | 0.306 | 0.119 |
| Greece | 0.617 | 0.383 | 0.000 |
| Romania | 0.587 | 0.00 | 0.413 |
| Latvia | 0.000 | 0.396 | 0.604 |

Table 5.1: Closure of the activations for the centroids obtained via a k medoids clustering in the Aitchison geometry for cross-sectional EU dataset of 1995.

| Medoid | Archetype 1 | Archetype 2 | Archetype 3 |
| :---: | :---: | :---: | :---: |
| Spain | 0.462 | 0.245 | 0.095 |
| Luxembourg | 0.207 | 0.507 | 0.000 |
| Lithuania | 0.000 | 0.342 | 0.522 |

Table 5.2: Activations for the centroids obtained via a k-medoids clustering in the Euclidean geometry for cross-sectional EU dataset of 1995.
dom, Czech Republic, Portugal, Cyprus, Greece, Poland, Romania, Italy, Slovenia, Croatia, Germany and Bulgaria. In this case, the analysis is less intuitive because of the adopted metric. We can assume that countries belonging to this cluster all have similar values of activation. However, we should also notice that the lower Silhouette coefficient suggests a higher heterogeneity. This is confirmed by the second cluster, containing Malta, Ireland, Luxembourg, Hungary, Belgium and France: France has a negative Silhouette coefficient in this case. The third cluster contains the three Baltic Republic: Estonia, Lithuania and Latvia. This suggests that homogenous country are kept together.

Shifting our attention to 2011, we report the resulting activation heatmap in Figure 5.26. Moreover, we report the maps obtained considering both the Aitchison and the Euclidean distances. It is striking to see that in the compositional case we obtain seven clusters as opposed to the Euclidean one, resulting in three. We report in Table 5.3 the centroid and its activations for every cluster. In the compositional case, we obtain a first cluster composed by Austria, France, Ireland, the Netherlands and the United Kingdom. Those countries are spread out on the first and the third archetype. We expect them to be susceptible to shock affecting the "Wholesale", "R\&D" and "Real Estate" sectors. The second cluster is composed by the Czech Republic, Belgium, Hungary, Estonia, Finland, Germany, Greece, Croatia, Italy, Latvia, Poland, Portugal, Slovakia, Spain and Sweden. In this case, we notice that the first archetype matters twice as much as the other two,

| Medoid | Archetype 1 | Archetype 2 | Archetype 3 |
| :---: | :---: | :---: | :---: |
| Austria | 0.604 | 0.000 | 0.396 |
| Czech Republic | 0.490 | 0.231 | 0.279 |
| Romania | 0.568 | 0.432 | 0.000 |
| Cyprus | 0.000 | 0.945 | 0.055 |
| Denmark | 1.000 | 0.000 | 0.000 |
| Lithuania | 0.000 | 1.000 | 0.000 |
| Luxembourg | 0.000 | 0.000 | 1.000 |

Table 5.3: Closure of the activations for the centroids obtained via a k medoids clustering in the Aitchison geometry for cross-sectional EU dataset of 2011.

| Medoid | Archetype 1 | Archetype 2 | Archetype 3 |
| :---: | :---: | :---: | :---: |
| Spain | 0.478 | 0.098 | 0.189 |
| Cyprus | 0.000 | 0.927 | 0.054 |
| Malta | 0.000 | 0.056 | 0.672 |

Table 5.4: Activations for the centroids obtained via a k-medoids clustering in the Euclidean geometry for cross-sectional EU dataset of 2011.
taken individually. This suggests a predominance of the sectors highlighted in the first archetype, with some exposure on the industrial side. The third cluster comprises Bulgaria and Romania: in this case the vulnerability of industrial sector should be greater. To conclude, Cyprus is grouped with Malta, skewed towards the second archetype. The final three medoids are lone members of their respective cluster: Denmark, Lithuania and Luxembourg.

We notice that our model show an economic situation for 2011 which appears more difficult to analyse. This may be due to the actual economic moment at which data were registered. We also notice a tendency of grouping many countries in a larger cluster, whose components are more spread out. In Table 5.4, we report the medoids and their coordinates for the Euclidean case. The first cluster contains Austria, Belgium, Bulgaria, Croatia, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Ireland, Italy, the Netherlands, Poland, Portugal, Romania, Slovakia, Slovenia, Spain and Sweden. The second cluster comprises Cyprus, Latvia and Lithuania. The third and last one is composed by Malta and Luxembourg. Such a remarkable difference is due to the metric and the different focus each one adopts. The Aitchison metric seems more revealing of the underlying structure of the clustering with respect to the Euclidean one.
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Figure 5.24: Clustering obtained considering the cross-sectional EU dataset for the year 1995, via k-medoids and the Aitchison metric, with the number of clusters induced by the best Silhouette score.


Figure 5.25: Clustering obtained considering the cross-sectional EU dataset for the year 1995, via k-medoids and Euclidean distance, with the number of clusters induced by the best Silhouette score.
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Figure 5.27: Clustering obtained considering the cross-sectional EU dataset for the year 2011, via k-medoids and the Aitchison metric, with the number of clusters induced by the best Silhouette score.


Figure 5.28: Clustering obtained considering the cross-sectional EU dataset for the year 2011, via k-medoids and the Euclidean metric, with the number of clusters induced by the best Silhouette score.

### 5.3 ANALYSIS OF THE OECD CROSS-SECTIONAL DATASETS

The OECD dataset comprises Australia, Austria, Belgium, Canada, Chile, the Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Israel ${ }^{5}$, Italy, Japan, Korea, Latvia, Lithuania, Luxembourg, Mexico, the Netherlands, New Zealand, Norway, Poland, Portugal, the Slovak Republic, Slovenia, Spain, Sweden, Switzerland, Turkey, the United Kingdom.

### 5.3.1 Archetypes for the OECD cross-sectional datasets

The rank estimation process yielded again $k=3$. We report in Figures 5.29 and 5.30 the plots for the years 1995 and 2011 respectively. The Silhouette profiles were reported in Figures 5.31 and 5.32. The results for the Cross-validation and Bi -Cross-Validation are reported in Figures 5.33 and 5.34 for the year 1995 and in Figures 5.35 and 5.36 for the year 2011. We notice a strong similarity between this case and the EU case. Again, we would expect the Bi-Cross-Validation to increase more sharply as we get closer to a model of the same rank of the number of countries under scrutiny. This, together with the Silhouette profiles, again suggests that with a number of sectors this small it is hard to decompose the data.
Focusing on 1995, we report the plots of the archetypes in Figure $5.37,5.38$ and 5.39. The networks induced by the archetypes are reported in Figures 5.40, 5.41 and 5.42. The archetypes for the OECD in 1995 do not suggest any unambiguous interpretation. We find confirmation of what already found in the analysis of the EU dataset, noting that the "Wholesale" and the "R\&D" sectors are the most central sectors when we consider the diffusion rapidity of supply-side domestic shock. The relative isolation of the "Education" and "Healthcare" is also confirmed. This was not necessary, as we difference between OECD are greater than those between EU countries. We notice that the first archetype shows stronger activations the sectors of "Wholesale", "R\&D", "Financial intermediation", "Electricity, gas and water supply", "Chemical" and "Coke and nuclear fuel". The most relevant sectors in the second case are "Transport", "R\&D", "Financial intermediation", "Wholesale". Uniform activations are also presents in the sectors related with the basic industrial infrastructure. The third archetype differs from the first two in its activation of the "Mining" sector.
We report the archetypes for 2011 in Figures 5.43, 5.44 and 5.45. The networks induced by the archetypes are reported in Figures 5.46, 5.47 and 5.48. In this case, the identification of the archetypes seems to

[^3]succeed in identifying different patterns. The first archetype is characterised by the pronounced activation of the "R\&D" and "Wholesale" sector. The second archetype shows strong activations in the "R\&D", "Wholesale", "Real estate" and "Financial intermediation". The third archetype is skewed towards "Basic metals", "Mining" and "Coke and nuclear fuels".

As for why the results are so different, it may be due to significant changes in economic configuration of the OECD countries.


Figure 5.29: Singular Values of the SVD computed for the OECD crosssectional dataset in 1995.


Figure 5.30: Singular Values of the SVD computed for the OECD crosssectional dataset in 2011.

## Silhouette analysis | OECD | Year: 1995 Clusters: 3



Figure 5.31: Silhouette profiles for the k-means algorithm applying with 3 clusters to the cross-sectional OECD dataset fo the year 1995.

## Silhouette analysis | OECD | Year: 2011 Clusters: 3



Figure 5.32: Silhouette profiles for the k-means algorithm applying with 3 clusters to the cross-sectional OECD dataset fo the year 2011.


Figure 5.33: Cross-Validation for the cross-sectional OECD dataset for the year 1995.


Figure 5.34: Bi-Cross-Validation with simple residuals for the cross-sectional OECD dataset for the year 1995 . We considered $(3 \times 3)$ random submatrices and, for each rank, averaged the results of 1000 random trials. Data are normalised considering the MSE of a rank 0 approximation, i.e. the Frobenius norm of the sampled matrices alone.

Cross Validation | OECD | Year:2011


Figure 5.35: Cross-Validation for the cross-sectional OECD dataset for the year 2011.


Figure 5.36: Bi-Cross-Validation with simple residuals for the cross-sectional OECD dataset for the year 2011. We considered $(3 \times 3)$ random submatrices and, for each rank, averaged the results of 1000 random trials. Data are normalised considering the MSE of a rank 0 approximation, i.e. the Frobenius norm of the sampled matrices alone.
Archetype 1 | Year: 1995 | OECD

Figure 5.37: Radar chart showing the shock-induced random walk centrality measure for the archetypes of the cross-sectional OECD dataset for the year
-G66I


Archetype 3 | Year: 1995 | OECD

Figure 5.39: Radar chart showing the shock-induced random walk centrality measure for the archetypes of the cross-sectional OECD dataset for the year



Archetype 2 | Year: 1995 | OECD | Network Coke, nucl. fuel


Archetype 1 | Year: 2011 | OECD

Figure 5.43: Radar chart showing the shock-induced random walk centrality measure for the archetypes of the cross-sectional OECD dataset for the year
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Archetype 3 | Year: 2011 | OECD

Figure 5.45: Radar chart showing the shock-induced random walk centrality measure for the archetypes of the cross-sectional OECD dataset for the year


Archetype 2 | Year: 2011 | OECD | Network

Figure 5.47: Network induced by the second archetype of the cross-sectional OECD dataset for the year 2011. The dimension of the nodes is proportional




| Medoid | Archetype 1 | Archetype 2 | Archetype 3 |
| :---: | :---: | :---: | :---: |
| Spain | 0.266 | 0.351 | 0.384 |
| Mexico | 0.539 | 0.000 | 0.461 |
| Luxembourg | 0.629 | 0.371 | 0.000 |
| Switzerland | 0.000 | 1.000 | 0.000 |

Table 5.5: Closure of the activations for the centroids obtained via a $k$ medoids clustering in the Aitchison geometry for cross-sectional OECD dataset of 1995 .

### 5.3.2 Clustering for the cross-sectional OECD datasets

We report in Figure 5.49 and 5.52 the heatmaps with the activations for the countries for 1995 and 2011.

We now focus on the clustering for the year 1995. We report the centroid obtained within the compositional framework in Table 5.5. We notice that once again the Aitchison distance manages to capture differences between countries. Spain is again a medoid, showing coefficients not too different from those in the previous section. This can be considered as an indication of a sort of equilibrium in the economic structure of the country. Together with Spain, in the cluster we find Austria, Italy, Slovakia, the United Kingdom, Germany, Portugal, the Czech Republic, Poland, France, Sweden, Israel, the United States of America, Denmark, Turkey, New Zealand, Norway, Greece, Australia, Belgium, Slovenia, Finland, Island, the Netherlands, Japan and Chile. This group might seem, at first, somewhat heterogeneous. However, considering the geographical contiguity of the countries analysed and the fact that all of them are either developing or developed countries might be considered as sign of the fact that all of them are an equilibrate superposition of the different shock-patterns. In the second cluster, whose medoid is Mexico, we also find Canada and South Korea. Such countries should differ from the first cluster because of either their vulnerability to shocks affecting the extractive sectors or their relationship with the energetic supplies to their industries. The third cluster comprises Estonia, Luxembourg, Hungary and Ireland. This suggests that all four countries are vulnerable to shocks affecting, in particular, the financial sector and the transport sector, in addition to the usual sectors always showing high shock-centrality. To conclude, the fourth cluster contains Switzerland alone. In this case, a high sensitivity to shocks affecting the financial sector seems to be well-justified, given the particular history of this country.

The medoids induced by the Euclidean clustering are reported in Table 5.6. We here have three clusters. The first one, whose medoid is the United Kingdom, also contains Denmark, the Netherlands, Australia, Austria, Italy, New Zealand, Norway, Chile, Portugal, Spain,

| Medoid | Archetype 1 | Archetype 2 | Archetype 3 |
| :---: | :---: | :---: | :---: |
| United Kingdom | 0.116 | 0.339 | 0.265 |
| Greece | 0.413 | 0.086 | 0.216 |
| Ireland | 0.237 | 0.602 | 0.000 |

Table 5.6: Activations for the centroids obtained via a k-medoids clustering in the Euclidean geometry for cross-sectional OECD dataset of 1995.

Germany, Poland, Slovakia and France. Despite the Silhouette coefficient being worse, we once again find some geographical and economic affinity between countries in this cluster. The second cluster, whose medoid is Greece, contains Japan, Slovenia, Finland, South Korea, Turkey, Israel, Mexico, Hungary, Luxembourg, Canada, the Czech Republic, the United States of America, Belgium and Sweden. The third one, represented by Ireland, contains also Switzerland, Island and Estonia. Again, what we notice is that the Aitchison distance is probably better-suited to cluster the data: it is not the activations per se that are of interest, but rather their relationship with each other.

We now turn our attention to the clustering for 2011. We report in Tables 5.7 and 5.8 the medoids for the clusterings. The first cluster comprises Australia, Austria, Belgium, Chile, Czech Republic, Estonia, Finland, France, Germany, Greece, Hungary, Island, Ireland, Italy. Mexico, the Netherlands, Poland, Portugal, Slovakia, Slovenia, Spain, Sweden, Switzerland, Turkey and the United Kingdom. Such countries show an equal distribution of the activations. We can try to interpret this cluster by noting that this means that such countries show a shock-centrality equally balanced between the extractive, the research and the usual "Wholesale" and "Transport" sectors. The second cluster contains Canada, Japan, South Korea, Norway and the United States of America. In this case, shock centrality is strongest when we consider the extractive and energetic sector, together with the "R\&D", "Financial intermediation" and the "Wholesale" sectors. The cluster of New Zealand and Denmark shows higher centrality for the "Real estate" sector, together with the usually central ones. To conclude, Israel and Luxembourg show activations for the archetype mostly connected with "Mining" and "Coke and nuclear fuel".

To aid the visualisation of the clusters obtained, we present the results for 1995 in Figures 5.50 and 5.51 for the Aitchison and Euclidean distances and in Figures 5.53 and 5.54 for 2011.

| Medoid | Archetype 1 | Archetype 2 | Archetype 3 |
| :---: | :---: | :---: | :---: |
| Czech Republic | 0.346 | 0.335 | 0.319 |
| Canada | 0.501 | 0.000 | 0.499 |
| New Zealand | 0.259 | 0.741 | 0.000 |
| Luxembourg | 0.000 | 0.620 | 0.380 |

Table 5.7: Closure of the activations for the centroids obtained via a $k$ medoids clustering in the Aitchison geometry for cross-sectional OECD dataset of 2011.

| Medoid | Archetype 1 | Archetype 2 | Archetype 3 |
| :---: | :---: | :---: | :---: |
| Spain | 0.357 | 0.207 | 0.210 |
| Slovenia | 0.013 | 0.548 | 0.227 |

Table 5.8: Centroids obtained via a k-medoids clustering in the Euclidean geometry for cross-sectional OECD dataset of 2011.



Figure 5.50: Clustering obtained considering the cross-sectional OECD dataset for the year 1995, via k-medoids and the Aitchison metric, with the number of clusters induced by the best Silhouette score.


Figure 5.51: Clustering obtained considering the cross-sectional OECD dataset for the year 1995, via k-medoids and the Euclidean metric, with the number of clusters induced by the best Silhouette score.



Figure 5.53: Clustering obtained considering the cross-sectional OECD dataset for the year 2011, via k-medoids and the Aitchison metric, with the number of clusters induced by the best Silhouette score.


Figure 5.54: Clustering obtained considering the cross-sectional OECD dataset for the year 2011, via k-medoids and the Euclidean metric, with the number of clusters induced by the best Silhouette score.

The World dataset comprises the countries of the OECD dataset, together with Argentina, Brazil, Brunei Darussalam, Bulgaria, Cambodia, China (People's Republic of), Colombia, Costa Rica, Croatia, Cyprus, India, Indonesia, Hong Kong, Kazakhstan, Malaysia, Malta, Morocco, Peru, Philippines, Romania, Russia, Saudi Arabia, Singapore, South Africa, Chinese Taipei, Thailand, Tunisia, Vietnam and a fictitious Rest of the World aggregate.

### 5.4.1 Archetypes for the World cross-sectional datasets

Rank estimation for the World dataset yielded, once again, $\mathrm{k}=3$. We show in Figures 5.55 and 5.56 the SVD for dataset. The Silhouette profiles are reported in Figures 5.57 and $5 \cdot 58$. To conclude, the plots for the Cross-validation and the Bi-Cross-Validation with simple residuals are presented in Figures 5.59 and 5.60 for 1995 and in Figures 5.61 and 5.62. We see another confirmation of the fact that Cross-Validation and Bi-Cross-Validation seems to fall short of providing us with a definite value for $k$. However, after pooling the various techniques and presenting the result to the panel of experts in economics and industrial management, we decided to maintain the same value.
We report the archetypes found for 1995 in Figures 5.63, 5.64 and 5.65 and the induced networks in Figures 5.66, 5.67 and 5.68. As far as 2011 is concerned, we report the archetypes 5.69,5.70 and 5.71 and the induced networks in Figures 5.72, 5.73 and 5.74.

We begin by noting that the greater variability of the dataset is captured by the composition. Increasing the diversity of the economies under scrutiny allows for a better characterisation of the fundamental elements of the overall system. The first archetype presents major activations in the "R\&D" and "Wholesale" sectors, suggesting a measure of the degree of reached economic development. The second archetypes presents major centrality in the "Financial intermediation", "Mining", "Basic metals", "Coke and nuclear fuels" and "Chemicals" sectors. In this case we notice the centrality of the extractive and basic industrial apparatus together with some financial shock vulnerability. Finally, the third archetype is mostly defined by the "Agriculture", "Coke and nuclear fuel" and "Chemicals" sectors. In this case, we notice a vulnerability on the extractive sector too, albeit related to an apparently less industrialised set of sectors.

Considering the results for 2011, we confirm what already seen in 1995. The decomposition succeeds in separating archetypes that are easy to interpret. We also notice again that the situation in 2011 presents some differences with respect to 1995, even though we do
not attempt to find reasons as for why this might happen. In the first archetype, we see a sharp dominance of the "Mining" and "Coke and nuclear fuel" sector, to an unprecedented level of polarisation. The second archetype is essentially characterised by the "Wholesale" and "R\&D" sector, suggesting a certain level of economic maturity. The third one, to conclude, is significantly marked by the "R\&D", "Wholesale", "Transport" and "Financial intermediation", sectors that are key to assess the economic volatility of growth in an economic system.


Figure 5.55: Singular Values of the SVD computed for the World crosssectional dataset in 1995.


Figure 5.56: Singular Values of the SVD computed for the World crosssectional dataset in 2011.

## Silhouette analysis | World | Year: 1995 Clusters: 3



Figure 5.57: Silhouette profiles of the k-means algorithm with 3 clusters for the cross-sectional World dataset of 1995.

## Silhouette analysis | World | Year: 2011 Clusters: 3



Figure 5.58: Silhouette profiles of the k-means algorithm with 3 clusters for the cross-sectional World dataset of 2011.

Cross Validation | World | Year:1995


Figure 5.59: Cross-Validation for the cross-sectional World dataset for the year 1995


Figure 5.60: Bi-Cross-Validation with simple residuals for the cross-sectional World dataset for the year 1995 . We considered $(3 \times 3)$ random submatrices and, for each rank, averaged the results of 1000 random trials. Data are normalised considering the MSE of a rank 0 approximation, i.e. the Frobenius norm of the sampled matrices alone.

Cross Validation | World | Year:2011


Figure 5.61: Cross-Validation for the cross-sectional World dataset for the year 2011.


Figure 5.62: Bi-Cross-Validation with simple residuals for the cross-sectional World dataset for the year 2011. We considered $(3 \times 3)$ random submatrices and, for each rank, averaged the results of 1000 random trials. Data are normalised considering the MSE of a rank 0 approximation, i.e. the Frobenius norm of the sampled matrices alone.
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Archetype 2 | Year: 1995 | World | Network

Figure 5.67: Network induced by the second archetype of the cross-sectional World dataset for the year 1995. The dimension of the nodes is proportional
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Figure 5.69: Radar chart showing the shock-induced random walk centrality measure for the archetypes of the cross-sectional World dataset for the
ILoz גед久



Archetype 3 | Year: 2011 | World

Figure 5.71: Radar chart showing the shock-induced random walk centrality measure for the archetypes of the cross-sectional World dataset for the
year 2011
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Figure 5.73: Network induced by the second archetype of the cross-sectional World dataset for the year 2011. The dimension of the nodes is proportional



### 5.4.2 Clustering for the cross-sectional World datasets

The heatmaps with the activations are reported in Figures 5.75 and 5.78.

We focus first on 1995. We report in Tables 5.9 and 5.10 the centroids with the respective activations. The compositional clustering yields four clusters. In the first one we find Australia, Chile, Denmark, the Netherlands, Brunei Darussalam, Peru, Saudi Arabia. In the second clusters there are Austria, Belgium, Canada, Czech Republic, Estonia, Finland, France, Germany, Greece, Hungary, Island, Ireland, Israel, Italy, Japan, South Korea, Luxembourg, Mexico, New Zealand, Norway, Poland, Portugal, Slovakia, Slovenia, Spain, Sweden, Switzerland, Turkey, the United Kingdom, the United States of America, Argentina, Bulgaria, Brazil, China, Colombia, Cyprus, Hong Kong, Croatia, Indonesia, India, Lithuania, Malaysia, Romania, Russia, Singapore, Thailand, Tunisia, Chinese Taipei, Vietnam, South Africa and the Rest of the World. The third cluster comprises Latvia, Cambodia and Malta. Finally, the fourth cluster is formed by Morocco and the Philippines.

We notice that the second cluster is the most populated and that it is also the one represented by Croatia, whose components are somewhat equally spread out. This means that the majority of the countries presents a structure which is in between the archetypes. We expect shocks in those countries to be propagated at high velocities to the usual "R\&D" and "Wholesale" sectors. This is also true for the other archetypes. This might suggests that those economies are well-connected, if we consider the industrial relationship between their sectors. The first cluster, represented by Saudi Arabia, is different: in this case, we expect, for instance, "Agriculture" to be a peripheral sector. Again, there may be different reasons as for why this happens. A possibility is that in the above countries this sector is not connected in input to many other, thus suffering less from supply-side shocks. The third cluster is represented by Cambodia. Here we have another case: we expect those countries to be less exposed as far as the basic industrial sectors are concerned. Finally, Morocco and the Philippines adhere almost perfectly to the third archetype: in this case, we can consider them as having as central sectors "Chemical", "Agriculture" and "Coke and nuclear fuel."

The Euclidean clustering in this case yields a different result. The number of clusters is greater and equals seven. As already states, we find neighbourhoods of countries considering the magnitude and order of the various activations. In the first cluster we find Australia, Chile, the Netherlands, Norway, South Korea, Spain, Sweden, Argentina, Brunei Darussalam, Peru, Romania, Saudi Arabia and South Africa. We have a small impact of the first two archetypes, thus expecting less centrality of the respective important sectors. The second cluster is composed by Australia, Denmark, Germany, Italy, Luxem-

| Medoid | Archetype 1 | Archetype 2 | Archetype 3 |
| :---: | :---: | :---: | :---: |
| Saudi Arabia | 0.479 | 0.521 | 0.000 |
| Croatia | 0.391 | 0.319 | 0.290 |
| Cambodia | 0.448 | 0.000 | 0.552 |
| Philippines | 0.000 | 0.080 | 0.920 |

Table 5.9: Closure of the activations for the centroids obtained via a $k$ medoids clustering in the Aitchison geometry for cross-sectional World dataset of 1995.

| Medoid | Archetype 1 | Archetype 2 | Archetype 3 |
| :---: | :---: | :---: | :---: |
| Saudi Arabia | 0.259 | 0.282 | 0.000 |
| Poland | 0.349 | 0.155 | 0.104 |
| Island | 0.330 | 0.027 | 0.274 |
| Greece | 0.239 | 0.243 | 0.206 |
| Malaysia | 0.090 | 0.318 | 0.340 |
| Switzerland | 0.532 | 0.003 | 0.054 |
| Vietnam | 0.052 | 0.012 | 0.842 |

Table 5.10: Centroids obtained via a k-medoids clustering in the Euclidean geometry for cross-sectional World dataset of 1995.
bourg, New Zealand, Poland, the United Kingdom, Russia. In this case, we have a slightly weaker participation of the second archetype and an increase of the first one. The third cluster is composed by Belgium, Estonia, France, Hungary, Island, Ireland, Latvia, Costa Rica, Cambodia, Lithuania, Malta and Singapore. In this case, countries suffer from a minimal participation of archetype 2. In the fourth cluster we have Canada, Czech Republic, Finland, Greece, Israel, Japan, Mexico, Portugal, Slovakia, Slovenia, Turkey, the United States, Bulgaria, Colombia, Cyprus, Croatia, the Rest of the World. We notice that these countries are somewhat equilibrated in their position in the space of the activations. The fifth cluster has as members South Korea, China, Indonesia, India, Malaysia, Morocco, Thailand, Tunisia, Chinese Taipei. We see this cluster present stronger activations towards the second and third archetypes, thus having an economic structure in which the "Financial intermediation", "Mining" and "Agriculture". The sixth cluster is formed Switzerland and Hong Kong. Here we have countries that shows strong activation in the "Wholesale" and "R\&D" sectors. Vietnam and Philippines form the seventh and last cluster, showing a very strong activation for the third archetype.
It is interesting to see that both metrics groups clusters that are separated in terms of ratios: it means countries are scattered into the space in blobs.

| Medoid | Archetype 1 | Archetype 2 | Archetype 3 |
| :---: | :---: | :---: | :---: |
| Greece | 0.317 | 0.358 | 0.324 |
| Cambodia | 0.533 | 0.467 | 0.000 |
| New Zealand | 0.000 | 0.463 | 0.537 |
| Indonesia | 0.413 | 0.000 | 0.587 |

Table 5.11: Closure of the activations for the centroids obtained via a k medoids clustering in the Aitchison geometry for cross-sectional World dataset of 2011.

| Medoid | Archetype 1 | Archetype 2 | Archetype 3 |
| :---: | :---: | :---: | :---: |
| Finland | 0.169 | 0.187 | 0.243 |
| South Korea | 0.548 | 0.172 | 0.074 |

Table 5.12: Centroids obtained via a k-medoids clustering in the Euclidean geometry for cross-sectional World dataset of 2011.

Let us consider the clustering for 2011. We report in Tables 5.11 and 5.12 the medoids for the Aitchison and the Euclidean metrics.

The compositional clustering finds four clusters. The first one is the most numerous and comprises Australia, Austria, Belgium, Canada, Chile, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Island, Ireland, Italy, Japan, South Korea, Lativa, Mexico, the Netherlands,Norway, Poland, Portugal, Slovakia, Slovenia, Spain, Sweden, the United Kingdom, the United States of America, Argentina, Bulgaria, Brazil, China, Colombia, Hong Kong, Croatia, India, Lithuania, Malta, Malaysia, Romania, Russia, Saudi Arabia, Thailand, Tunisia, Chinese Taipei, South Africa. Given the obvious differences between the above countries, it is of interest to see that those countries are represented by Greece, a point whose activations are somewhat equilibrated between the three archetypes. This means that in the above countries we find an equivalent importance, in terms of supply-side shock propagation, of the extractive, tertiary and "Financial intermediation" sectors. It is also interesting to notice that many of the countries in the cluster are actually members of the OECD and the others show geographical contiguity. The second cluster contains Luxembourg, Turkey, Costa Rica, Cyprus, Cambodia, Philippines, Vietnam. Those countries are supposedly countries whose shock-nodes are concentrated on the first two archetypes, thus excluding, somewhat surprisingly for the case of Luxembourg, "Financial intermediation" (although it should be noted we are considering supply-side domestic shocks). The third cluster is composed by New Zealand, Switzerland and Singapore, which all share the shock-central nodes of the second and third clusters, namely the "Financial intermediation" node, which is very much understandable for Switzerland and Singapore and the
"R\&D" and "Wholesale" nodes, perhaps more relevant for New Zealand. Finally, Brunei Darussalam, Indonesia, Morocco, Peru and the Rest of the World are active on the first and third archetype and therefore their "Mining" sector, as well as the "Coke and nuclear fuel" is not very central according to our shock-centrality point of view.

The Euclidean clustering groups countries into two clusters: we expect countries belonging to the same group to be close to each other in the space. The first cluster is formed by Australia, Austria, Belgium, Canada, Chile, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Island, Ireland, Israel, Italy, Latvia, Luxembourg, Mexico, the Netherlands, New Zealand, Norway, Poland, Portugal, Slovakia, Slovenia, Spain, Sweden, Switzerland, the United Kingdom, the United States of America, Argentina, Bulgaria, Brazil, Brunei Darussalam, Colombia, Costa Rica, Cyprus, Hong Kong, Croatia, Indonesia, Cambodia, Lithuania, Malta, Peru, Romania, Russia, Saudi Arabia, Singapore, South Africa, the Rest of the World. In this case, we have a low but equally spread set of activations, indicating a somewhat equilibrated yet weak participation of the archetypes. The second one is formed by Japan, South Korea, Turkey, China, Indonesia, Morocco, Philippines, Thailand, Tunisia, Chinese Taipei and Taiwan. In this case, countries are more concentrated towards the first archetype, with high activation.

We conclude the analysis for the World dataset by showing in Figures 5.76 and 5.77 the clustering yielded by the two different metrics in 1995 and the equivalent results for 2011 in Figures 5.79 and 5.80.



Figure 5.76: Clustering obtained considering the cross-sectional World dataset for the year 1995, via k-medoids and the Aitchison metric, with the number of clusters induced by the best Silhouette score.


Figure 5.77: Clustering obtained considering the cross-sectional World dataset for the year 1995, via k-medoids and the Euclidean metric, with the number of clusters induced by the best Silhouette score.



Figure 5.79: Clustering obtained considering the cross-sectional World dataset for the year 2011, via k-medoids and the Aitchison metric, with the number of clusters induced by the best Silhouette score.


Figure 5.80: Clustering obtained considering the cross-sectional World dataset for the year 2011, via k-medoids and the Euclidean metric, with the number of clusters induced by the best Silhouette score.

### 5.5 SOME CONSIDERATIONS ON THE ANALYSIS

The cross-sectional datasets for 1995 and 2011 for the EU, the OECD and the World datasets have been analysed. The first thing we have noticed is that the identification of the archetypes proved to be more ambiguous in the EU and the OECD datasets. This might be due to the level of sectorial aggregation of the data, which does not allow for a clear identification of the archetypes, as it is suggested by the fact that when we broaden the scope of the analysis such issue seems to be less impactful. Another possibility might be that the shock propagation model we proposed in Section 2.4.0.1 fails to provide meaningful insight on the economies at this level of aggregation. However, the sectors that have usually emerged as central are in line with our expectation, confirming the validity of the approach. We also note that the rank estimation process yielded the same results for the three datasets, albeit with some ambiguities. Rank estimation is one of the most complicated aspects of NMF, especially when such estimation is expected to capture patterns of interpretable meaning. It is for this reason that we decided to be as conservative as possible, pooling the whole spectrum of employed techniques and assessing the validity of the results with a pool of experts. Another possibility could have been that of increasing the rank of the decomposition up to the maximum meaningful number. However, such an approach would deviate from our endeavour of finding a purely quantitative criterion: clustering is useful if it automates a representation of data which is then found to be meaningful. However, the consistency of some archetypes throughout the whole datasets is encouraging, as it shows that we are capturing some actual features of the economic systems we wish to describe. This holds in particular when considering the World dataset in comparison with either the EU and the OECD ones: we are capturing at least in part the structure of countries that are member of the latter two organisations and then noticing different structures in other archetypes. In this sense, despite the limitations given by the presence of archetypes that were not clearly distinguishable, the approach seems to be valid. It would be of natural interest to try and apply it on the other two international Input-Output tables datasets, the WIOD and the Eurostat sets, to compare the results.

Considering the clusterings, we notice that the Aitchison distance appears to be better suited for this kind of analysis. This is probably because, by construction, compositional clusterings aggregate considering ratios and this allows for an easier interpretation of the groups we find, especially if it is not straightforward to understand the role particular magnitudes play, as in this case. Yet, we also notice that it is important to explicitly set what we deem important before performing the clustering as the results can differ greatly according to the metric employed. We also notice that the clustering induced by the Aitchison
metric provides clusters that are more homogeneous with the respect to those obtained considering the Euclidean distance.
Finally, we observe that the main limit of the framework here presented is given by the superposition of the issues affecting the two separate techniques. Despite finding clusters that effectively group together countries with geographical and economic similarities, the interpretation of the results remain somewhat elusive in various cases. This probably constitutes the most interesting finding of this work. On the one hand, this might be due to the fact that subclusters are being wrongly put together. This might be due to an erroneous estimation of the rank $k$ of the NMF or to the scarce efficacy of the k-medoids algorithm in this framework. On the other one, it should be noticed that this is a clustering problem. This means that we do not have access to some "ground truth" and therefore we need to rely on intuition, aided by some measures of quality of the clustering as the one we have used, to assess how well the algorithm is scoring. As a matter of fact, formulating expectations regarding the output is a task beyond the scope of this work. Yet, it is in this lack of expectation that we believe this work can be of use, as it provides with an analysis of various countries based exclusively on their domestic industrial relations and can be interesting when compared with other quantitative or qualitative research methods. We believe this will become increasingly true in the future, as Input-Output Tables datasets gains in accuracy and detail

We have presented a novel methodological framework aimed at clustering Input-Output tables. Given the complexity of the problem, our strategy has been that of decoupling the problem into two parts, separating clustering from interpretation. This was accomplished by employing non-negative matrix factorisation, a dimensionality reduction technique whose non-negativity constraints suited the data. The main drawback of this technique, however, is the estimation of the dimensionality of the low-rank decomposition we are willing to pursue. Despite pooling different techniques and implementing both a Cross-Validation and a Bi-Cross-Validation scheme, the results were mixed. In this sense, it might be interesting to embed the technique into a Bayesian framework in order to exploit prior knowledge in a more rigorous fashion and, possibly, to obtain a posterior distribution for the rank $k$. An alternative might be that of introducing sparsity constraints in the loss function of the NMF: the tuning of the parameters could then be conducted applying the same Cross-Validation algorithms already developed and implemented in this work. The identification of different archetypes also suffered from some ambiguities, especially in the EU case. This may due to the fact the countries belonging to the EU are similar to each other. Yet, this is probably the dataset that allows for the greater level of speculation because of its tight geographical scope. It might therefore be of interest to analyse the experimental Eurostat dataset and assess whether results show variations. The same consideration can be made regarding the WIOD dataset and the new revision of the OECD we have used, covering more recent years. One of the strongest point of our method is, in facts, its generality: any Input-Output tables database can be employed in the analysis. Another direction for the work would consist in pooling datasets for different years, in order to take into account the temporal dimensions. Despite constituting a somewhat unorthodox approach in econometrics, if anything because of its novelty, it might be regarded as an attempt to introduce a comparative static analysis to the data, a method widely employed in economics.

The interpretation of the archetypes was conducted considering their reaction to small supply-side shocks. One of the benefits of this framework is its modularity. Different approaches are possible without changing the substance of the statistical process. In this sense, it might be possible to either sophisticate and elaborate on the model we presented, for instance combining both supply and demand side shocks. Another possibility consists of analysing the archetypes by considering how the economies they describe would evolve over time,
for instance by employing growth models. We opted for a shock measure because of the renewed interest of the scientific community on such approaches in recent times and because of its interpretability.
As far as the actual clustering of the data is concerned, the main limitation of the analysis consisted in the scarce direct interpretability of some clusters. In our view, this problem presents no immediate solution. A tentative solution might consist in comparing the result of this analysis with the results of other and different quantitative analysis that are ordinarily used in economic analysis and to couple them with some historical qualitative consideration to assess the explanatory power of our method.
In this work, we have found the Aitchison metric to yield more homogeneous and interpretable results than a standard Euclidean distance. This was confirmed by the Silhouette coefficients computed in all the cases under scrutiny. We deem the latter a satisfactory confirmation of our hypotheses and intuitions, at least when considering a k-medoids algorithm. There exists, however, a plethora of different clustering techniques that might be of help. Again, we believe that it might be of interest to consider a Bayesian approach to clustering, as it allows to estimate posterior distributions for the number of clusters: a tool that can be of great help in this particular instance. Another possibility would be that of considering algorithms that do not necessarily cluster all the points in the dataset, adapting them to a compositional framework. An example might be the DBSCAN algorithm ([28]). Otherwise, fuzzy clustering algorithms might be key for finding different structures in the same group of states.
A possible objection to the approach followed throughout this work might be the lack of homogeneity in the mathematical assumptions made during the various phases of the analysis, as if assumptions were cherry-picked depending on contingent needs. While this is true, the main design idea behind the analysis was that of trying to cluster data that do not inherently either present an immediate or an intuitive interpretation by following what seemed reasonable. The flexibility that stems from the relaxation of the homogeneity of the mathematical framework was fundamental to shed some light on a problem otherwise of difficult solution. Statistics was applied as a tool, notably given the novelty of this particular approach to this particular problem. This is especially true if we consider that in this work we do not aim at substituting entirely consolidated and widely employed methodologies used in economic analysis, but rather to construct an auxiliary approach.
To conclude, given the computational cost of NMF and CrossValidation, it might be interesting to rewrite the code in a more efficient language, such as $C++$. This might be done expanding already existing tools, such as ([25]).
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We here report all the sectors of the OECD dataset Input-Output Tables.

1. Agriculture, hunting, forestry and fishing
2. Mining and quarrying
3. Food products, beverages and tobacco
4. Textiles, textile products, leather and footwear
5. Wood and products of wood and cork
6. Pulp, paper, paper products, printing and publishing
7. Coke, refined petroleum products and nuclear fuel
8. Chemicals and chemical products
9. Other non-metallic mineral products
10. Rubber and plastics products
11. Basic metals
12. Fabricated metal products
13. Machinery and equipment, nec.
14. Computer, Electronic and optical equipment
15. Electrical machinery and apparatus, nec
16. Motor vehicles, trailers and semi-trailers
17. Other transport equipment
18. Manufacturing nec; recycling
19. Electricity, gas and water supply
20. Construction
21. Wholesale and retail trade; repairs
22. Hotels and restaurants
23. Transport and storage
24. Post and telecommunications
25. Financial intermediation
26. Real estate activities
27. Renting of machinery and equipment
28. Computer and related activities
29. R\&D and other business activities
30. Public administration and defence; compulsory social security
31. Education
32. Health and social work
33. Other community, social and personal services

[^0]:    https://unstats.un.org/unsd/nationalaccount/docs/SUT_IOT_HB_wc.pdf
    https://ec.europa.eu/eurostat/web/experimental-statistics/figaro

[^1]:    1 https://www.istat.it/it/archivio/225665
    2 http://oe.cd/i-o

[^2]:    3 As stated at https://www.oecd.org/sti/ind/input-outputtables.htm, there exist different positions regarding Cyprus. The European Union Member states of the OECD and the EU note that the Republic of Cyprus is recognised by all members of the UN with the exception of Turkey. The information contained in the dataset therefore relates to the area under the effective control of the Government of the Republic of Cyprus. Turkey claims that there exists no single authority representing both Turkish and Greek Cypriot people living on the island. Turkey recognises the Turkish Republic of Northern Cyprus. Turkey claims that until an equitable and lasting solution will be found in the context of the UN, it shall preserve its position regarding the "Cyprus issue".
    4 On 23/07/2016 citizens of the United Kingdom voted to leave the EU. On 29/03/2017 the United Kingdom officially notified the European Council of its intention of leaving the EU by triggering Article 50 of the Lisbon Treaty (https://europa.eu/european-union/about-eu/countries/member-countries/unitedkingdom_en). At the time of this writing, however, the UK remains an effective members of the EU.

[^3]:    5 "The statistical data for Israel are supplied by and under the responsibility of the relevant Israeli authorities or third party. The use of such data by the OECD is without prejudice to the status of the Golan Heights, East Jerusalem and Israeli settlements in the West Bank under the terms of international law." (https://www.oecd.org/sti/ind/input-outputtables.htm)

