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ABSTRACT

With the latest trends in robotics and industrial automation, the terms like col-

laborative robotics, compliant robotics and teleoperation are widespread due to

their evident advantages of better adaptability and productivity over traditional

fully autonomous variants. Thanks to the recent technological developments,

the computational capabilities of the machines disposed to data processing have

enormously increased. While the advantages of operational space control are well-

understood from an analytical point of view, it can be inordinately hard to accu-

rately control complex robots in the face of modelling errors or other sources of

instability. For these reasons, constraint optimal control problem is considered in

this thesis to develop robust control strategy that enables dexterous manipulation

in the task space. The proposed controller is able to guarantee desired impedance

robustly in task space. The crucial components addressed include uncertainties of

the system, joint friction and communication delay in the network that notably

affect the stability of the operation. To address them, a model predictive sliding

mode control has been developed for a generic multi-degree of freedom system.

It is an optimization based controller that solves a quadratic objective function

satisfying constraints as desired by the operation or imposed by the environment.

The experiments validate the effectiveness of the approach and its capability to

achieve robust operation in the presence of extrinsic and intrinsic uncertainties

and the communication delay on the torque channel.
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SOMMARIO

Con le ultime tendenze della robotica e dell’automazione industriale, i termini

come la robotica collaborativa, la robotica compliant e la teleoperazione sono

diffusi a causa dei loro evidenti vantaggi di una migliore adattabilità e pro-

duttività rispetto alle varianti tradizionali completamente autonome. Grazie ai

recenti sviluppi tecnologici, le capacità computazionali delle macchine disposte

all’elaborazione dei dati sono enormemente aumentate. I vantaggi del controllo

dello spazio operativo sono ben compresi, può essere estremamente difficile control-

lare accuratamente robot complessi di fronte a errori di modellazione o altre fonti

di instabilità. Per queste ragioni, in questa tesi viene considerato un problema

di controllo ottimale dei vincoli per sviluppare una solida strategia di controllo

che consenta una corretta manipolazione nello spazio delle attività. Il controller

proposto è in grado di garantire l’impedenza desiderata in modo robusto nello

spazio delle attività. Le componenti cruciali affrontate includono incertezze del

sistema, attrito congiunto e ritardo di comunicazione nella rete che influiscono

notevolmente sulla stabilità dell’operazione. Per affrontarli, è stato sviluppato

un controllo predittivo della modalità di scorrimento per un sistema generico di

grado multiplo di libertà. È un controller basato sull’ottimizzazione che risolve

una funzione obiettivo quadratica che soddisfa i vincoli desiderati dall’operazione

o imposti dall’ambiente. Gli esperimenti convalidano l’efficacia dell’approccio e

la sua capacità di ottenere un funzionamento robusto in presenza di incertezze

estrinseche e intrinseche e il ritardo di comunicazione sul canale di coppia.
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Chapter 1

Introduction

Dexterous manipulation is one of the most impressive characteristic features of

human motor skills. It has the ability to perform highly accomplished movements

with quite an ease. In the robotic community it is widely accepted that dexterity is

desirable and robots with this capability should be developed. Humans employ a

highly compliant operational space control where the prime focus is the task vari-

ables while keeping the redundant degrees-of-freedom compliant to disturbances

or the constraints due to the environment.

Robotics is widely employed to extend these capabilities through interactive

and collaborative robotics. For instance Human-robot Collaboration (HRC), where

a human can control and monitor production while the robot performs strenuous

work. A decisive strategy for the omnipresent Industry 4.0 where both contribute

their specific capabilities. This compliant robot motion is a result of dexterous

manipulation capabilities where the control focus on some selective task variables

while the redundant degrees-of-freedom are kept as compliant as possible. Or,

Teleoperation systems that enable to control remotely located manipulators. A

smooth information exchange is instrumental to realize this so that the operator

is provided with similar conditions as will be felt by being in the remote location.

In short, operational-space control serves as one of the most elegant approaches

to task control due to the potential for dynamically consistent control, compliant
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Introduction

control, force control, hierarchical control, and many other favorable properties.

The operational space impedance controller can be effectively used for dexter-

ous manipulation while overcoming the main problems faced i.e. joint friction,

unmodeled dynamics and occurrences of singularity conditions [46].

The mechanical impedance of the system represents the relationship between

force and velocity during the interaction with the environment. It is possible to

control the value of this impedance to enforce the desired behaviour as required by

the system. A completely assignable end-effector impedance is often desirable for

reliable operation in aforementioned applications. As reported, several factors like

uncertainty in robot dynamic model, joint friction, delay in torque channel etc.

can adversely affect the system performance. The following sections of this work

will provide various strategies explored to deal with the above mentioned problems

and evaluate their relative performance over previously employed strategies. The

primary focus will be the impedance tracking for operational space control.

Figure 1.1: Redundancy increases system dexterity [1]

Impedance control is an approach to the control a manipulator’s dynamic in-

teraction with its environment. It does not simply regulates the position but the

entire relationship between force and position as well as the velocity and acceler-

ation. The inclusion of force information increases the adaptability of robots to

2



uncertain environments.

A substantial body of literature has been published focusing on the control of

impedance of a manipulator. One of the pioneers of this control approach are O.

Khatib, J. Burdick [36], who implemented operational space approach to obtain

nearly perfect decoupling of end-effector motions and forces of the manipulators.

It used a simple mass/spring model to formulate the active force control. While

Neville Hogan presented a unified approach to manipulation as ”impedance con-

trol” [37]. It required the controller to monitor the changes in the environment

continuously to adapt it’s own behaviour. A highly desirable characteristics as

the changes in environmental parameters can be very rapid rendering the system

identification process infeasible. It structured the controller to impress a force in

relation to the motion i.e. it behaves as an impedance. Operational space for-

mulation provides a comprehensive framework to describe end-effector dynamic

behaviour and these advantages have pushed the research further continuously.

An extension to operational space control to redundant manipulators is presented

in [38] that highlighted the coupling between OS dynamics and NS (null-space) dy-

namics. In [41, 42, 43] various approaches using Sliding Mode Control (SMC) and

Model Predictive Control (MPC) have demostrated their effectiveness to counter

uncertainties and disturbances affecting the robot manipulation tasks. A signif-

icant study on these topics has been performed for the decentralized control of

robotic manipulators. In [44] the operational space control is applied to a 7-dof

space robotic manipulator SPIDER that demonstrated it as an effective approach

to position/force control.

Thanks to the technological development of the last few years, diffusion of con-

trol techniques that require high computational capabilities is becoming common

in robotic applications. This is particularly applicable to the optimization based

control fameworks. This has enabled to harness the capabilities of redundant

manipulators to fulfill multiple tasks at the same time. In [39] a control is devel-

oped for redundant manipulators that generalizes the task-priority framework to

inequality task. In [40] a reactive path planner is developed for redundant ma-

3



Introduction

nipulators in dynamic environments with moving obstacles has been developed.

In [45] optimization based approach is used to execute dexterous manipulation

of a redundant manipulator realizing a visual servoing task. The work [3] pro-

vides a comprehensive analysis of decentralized control for enforcing joint space

impedance and the theoretical results are validated on 7 degrees-of-freedom manip-

ulator, ABB IRB14000 YuMi. It also discusses the operational space impedance

tracking. But, the obtained results are implemented on a 2-DOF planar manipu-

lator.

1.1 Motivation and Objective

The main objective of this thesis is to develop an optimization based robust con-

troller that can realize operational space impedance tracking. To robustly impose

the required dynamics, sliding mode control technique is adopted. It is well es-

tablished that it is able to reject the the unmodeled dynamics and uncertainties

and disturbances affecting the system. The previous work by Fabio Allevi [3],

demonstrated this specifically through an implementation on bilateral teleoper-

ation. But, the main focus remained the decentralized control implementation

while the operational space control is considered through a simplistic 2-DOF pla-

nar manipulator model. In this thesis, a comprehensive analysis of operational

space impedance shaping is reported. The effect of communication delay on the

control signal is also considered, as it can significantly affect the controller per-

formance. Finally, the presence of filter on the torque channel is evaluated as

this is a common internal architecture in many industrial robots. This limits the

available bandwidth of the desired control action. Another value proposed in this

work is the extension of stability results to each task space coordinate which is an

instrumental requirement for practical applications. Another interesting variation

to the previously proposed algorithm is explored where the sliding gain of SMC

or gains for STA are adaptive to the measure of uncertainty of the system.

The need for the aforementioned analysis is motivated by the fact that there
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1.1 Motivation and Objective

exist many robotic applications interactive robotics, teleoperation among others

where a desired impedance relationship is to be imposed between end-effector and

the external environment. There is a lack of literature on optimization based

operational space robust controls to realize dexterous manipulation. Moreover,

considerations in the past have been dominated by analysis of simplified mecha-

nisms with little practical applications. In this thesis, methodologies are developed

in the view of one of the world’s first collaborative robots ABB FRIDA.

1.2 Synopsis

This thesis dissertation is organized as follows:

• Chapter 2, Background - Impedance & Robust Control: It presents

a background on the control techniques namely inverse dynamics control,

impedance control and non-linear sliding mode control. A brief introduc-

tion to quadratic optimization formulation (qpOASES ) is then introduced

which will be later used as the logic for generating trajectories as per the

desired end-effector impedance. The figure 1.2 summarizes major obstacles

for our objective (in red) and the possible ways to encounter them (in green).

Finally, the key features of the experimental setup that will later influence

the decisions for control are mentioned.

Figure 1.2: Global scheme with sources of instabilities and the proposed solution

5
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• Chapter 3, Decentralized Control: the focus of this chapter is to intro-

duce a detailed analysis of the decentralized control scheme. The stability

issues due to uncertainties, joint friction and delay on torque channel acting

on the manipulators have been addressed. The development of the control is

performed with step-wise addition of source of instabilities to better capture

their influence on system stability. In particular, non-linear sliding mode

control has been developed that robustly ensures the desired impedance re-

lationship among the kinematic quantities of the system. A comparison

based on various simulations is presented to analyze the obtained results

and highlight the drawbacks.

• Chapter 4, Robust Centralized Control: the results obtained in the

previous chapter form the basis of the further development of the proposed

robust control in operational space. The analysis is divided in two broad

groups:

? Centralized Control without filter on the torque channel

? Centralized Control with the filter on torque channel

In this chapter, the focus is on the first. It introduces the concept of opera-

tional space impedance and methods to control it. It presents a comprehen-

sive analysis null-space robust control and optimal constraint fulfilment. It

also presents a mathematical discussion of the MPC formulation. Finally,

the developed theory is tested on a 7-DOF manipulator model. Various

sources of instabilities like uncertain dynamic model, joint friction and de-

lay on the control signal have been analyzed to develop a robust impedance

controller.

• Chapter 5, Impedance Control with Torque Filtering: The chapter

follows the theory developed in chapter 4 to the presence of filter on the

torque channel. The primary focus is to integrate feedback linearization

with Sliding Mode Control (SMC) to realize the desired operational space

6



1.2 Synopsis

impedance. Two approaches to feedback linearization have been proposed

namely analytical approach and numerical approximation. The results ob-

tained through the classical approach are tested on a 2-DOF manipulator

model on MATLAB-Simulink for a decentralized SMC. A brief extension of

decentralized SMC for third order dynamics is also included here. Finally,

another approach to feedback linearization is presented for operational space

control. The centralized control results have been derived for this new sys-

tem. These results are later implemented on a 7-DOF manipulator model.

A comparison of various control strategies specifically SMC, Predictive SMC

is also presented.

• Chapter 6, Experimental results: The control techniques presented in

the thesis are tested on ABB FRIDA robot. A brief summary of the experi-

mental setup is also provided. The salient considerations of the experiment

and the list of tuning parameters are reported. The results are presented

for the final controller developed in chapter 5 which is a combination of

feedback linearization and sliding mode control.

• Chapter 7, Conclusions: The notable findings, contributions and results

of the thesis are summarized here followed by possible future actions.

7



Chapter 2

Background Impedance & Robust Control

This chapter will introduce the main theoretical concepts. First of all, non-linear

mathematical model of the manipulator is introduced. Then various control tech-

niques relevant for our objective of operational space robust impedance control

are briefly introduced. Feedback linearization control technique is reported as a

unified approach for the development of non-linear controllers. The theory is then

extended to the widely used inverse dynamics control. This is followed by a brief

review of impedance control which when combined with inverse dynamics scheme

can enable us to enforce the desired dynamics on the manipulator system. Then, a

robust control technique namely sliding mode control (SMC) is introduced. The

major drawbacks of SMC are then reported and various strategies to counter

them by transforming SMC have been considered namely continuous approxima-

tion of signum function, Super Twisting Algorithm (STA), Integral Sliding Mode

Control (ISMC) and finally Sliding Mode Model Predictive Control (SMPC). A

comparison among the above techniques is provided through MATLAB - Simulink

simulations for a 7-DOF manipulator model of ABB Yumi shown in figure 2.1. To

realize our objective of dexterous manipulation an objective function needs to be

solved that will serve as an input to the SMC control. This input will be provided

by a quadratic optimization (qpOASES: a QP solver) and so, an introduction to

this QP formulation is also reported at the end.

8



Figure 2.1: 7-DOF manipulator model

2.1 System Analysis

Let’s consider the dynamic equation of a generic manipulator:

B(q)q̈ + n(q, q̇) = τ + J>(q)h (2.1)

where q, q̇, q̈ are joint position, velocity and acceleration vectors respectively.

The term n(q, q̇) = C(q, q̇)q̇ + g(q) contains all Coriolis and centrifugal com-

ponents while B(q) is the inertia term. J>(q)h represents the joint-equivalent

torques due to a generalized force h on the manipulator’s end effector. The

consideration of these forces is essential for full impedance assignment. During

simulations, this can be dealt quite easily with a known force acting on the system.

But in practical applications, this needs to be measured or estimated to enforce

the desired dynamic behaviour. To deal with this multivariable non-linear system,

non-linear control techniques are very useful to achieve global stability results.
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2.2 Feedback linearization

The robot model introduced in equation 2.1 is a multivariable non-linear system.

Feedback linearization provides a unified approach for the design of non-linear

controllers. This in general includes the design of a static state feedback control

law such that the associated feedback system is linear. It has been well studied

already [16, 19, 20]. However, this technique can be used only for time-invariant

systems and robustness cannot be guaranteed. So, it is often used with other

control techniques [21]. A brief review for non-linear affine, time-invariant system

is reported for a SISO system S :

S :

{
ẋ = a(x) + b(x)u

y = c(x)
(2.2)

A theorem for input-output state feedback linearization exists that states if

the system S has a relative degree r in x0, then one can obtain a (locally) linear i/o

map via state feedback. Relative degree r of a system S is given by the minimum

order of the derivative of the output y that is affected directly by the input u.

The control law has the following form:

Relative degree :

{
LbL

k
ac = 0, k = 0, 1, 2, ..., r − 2

[LbL
r−1
a c]x0 6= 0

(2.3)

u =
1

LbLr−1
a c

(v − Lrac)

y(r) =
dry

dtr
= v

(2.4)

Figure 2.2 reports the block diagram for feedback linearization control law.

Note: if r < n where n is system order, there is some hidden dynamics and it

needs to be analyzed using suitable canonical form.

10



2.2 Feedback linearization

(a) Feedback linearization control law: block diagram

(b) Effective block diagram after feedback linearization

Figure 2.2: Feedback linearization for a generic non-linear affine system

Inverse dynamics as feedback linearization

Let’s transform the robot dynamic equations into the general form of non-linear

affine system. This can be obtained by replacing joint positions q as x1 and joint

velocities q̇ as x2. Some algebraic manipulations result in following equations:

ẋ1 = x2 (2.5a)

ẋ2 = −B−1(x1)

(
N(x1, x2) + τf(x1, x2) + τ

)
(2.5b)

where the additional term τf represents the joint friction. The system order is 2

and it can be proved that the relative degree is also 2. Under the assumption of

regularity for a(.), b(.) and c(.) we can use the results of equation 2.9 to get:

τ =
v − L2

ac(x)

LbLac(x)

v = y(2) =
d2y

dt2

(2.6)

11
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solving for the Lie Derivatives, we can obtain L2
ac(x) = −B−1(N + τf and

LbLac(x) = B−1. The final expression for the control law is:

τ =
v +B−1(N + τf)

B−1

= Bv +N + τf

(2.7)

The Inverse Dynamics scheme basically decouples the dynamics of each robot

link though cancellation of non-linear terms.When applied to equation 2.1 yields

n-decoupled linear systems, e.g. q̈ = v if the robot dynamic model is perfectly

known, where v is the auxiliary control input that needs to be designed. However,

in practical cases the dynamic model is affected by uncertainties and its non-linear,

coupled nature presents the main drawback of the scheme. The general scheme

for inverse dynamics architecture is shown in Figure 2.3.

Figure 2.3: Inverse dynamics control scheme

2.3 Impedance control

The objective of this scheme is to achieve desired dynamic behaviour e.g. a second-

order mechanical system characterized by a given mass, damping and stiffness

parameters, known as mechanical impedance. This is exactly what we want to

achieve. The joint space control plot reported in figure 2.4 imposes a given second-

order joint space impedance using a typical choice for impedance control reported

in equation 2.8 combined with inverse dynamics scheme.
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2.3 Impedance control

v = q̈d +KV (q̇d − q̇) +KP (qd − q) (2.8)

This type of control is very useful for interaction control e.g. during teleoper-

ation to enable the operator to react to external stimuli in a predictable and safe

way. An idea to pursue this goal can be to decouple and linearize the non-linear

robot model. As mentioned in the introduction, this will be our main objective.
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Figure 2.4: Joint space impedance control with inverse dynamics
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The figure 2.4 demonstrates the impact of uncertainty on a combined impedance

control and inverse dynamics scheme through a simulation on the 7-DOF manip-

ulator model. In figure 2.4a we can see excellent tracking when the model is

perfectly known while in the figure 2.4b we see the affect of the uncertainty in the

robot dynamic model. As it can be observed the tracking error never goes to zero

and a significant increase in the tracking error magnitude. Being strongly model

dependent inverse dynamics scheme is very sensitive to uncertainties. As it will

be seen later, we will use the solution of the QP formulation with sliding mode

control to compute this control input. The general scheme is shown in figure 2.5.

Figure 2.5: Combined Impedance control and Inverse Dynamics Scheme

2.4 Sliding mode control (SMC)

As we mentioned in the subsection 2.3, the direct implementation of impedance

controller through inverse dynamics is highly susceptible to uncertainties. System

variations and wrong choice of controller parameters can lead to unpredictable be-

haviour of the system. As discussed in 1, to robustly impose the desired dynamics

the non-linear control scheme, Sliding Mode Control, is very effective. SMC be-

long to the class of controllers called Variable Structure Control Systems (VSCS).

For a detailed investigation about SMC following researches by Fabio Allevi [3]

and S. Spurgeon [5] can be referred. The general scheme of VSCS is shown in

figure 2.6. The technique finds application in many fields like robotics, control of

electrical drives among others.
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2.4 Sliding mode control (SMC)

Figure 2.6: VSCS control scheme

The basic idea behind the control scheme is to have different control laws which

are based on a decision rule called switching function. The state-feedback control

law is hence a discontinuous function of time as it can switch from one continuous

structure to another based on the feedback. This evolution of the system as it

slides along the boundaries of different control structures is called sliding mode

and the surface consisting these boundaries is called sliding surface. The main

strength is its robustness and as the sliding mode can be reached in a finite time,

that is even better than asymptotic behaviour. The system evolution on sliding

surface is however characterized by high-frequency non-deterministic switching

control which is often referred as chattering. Due to this discontinuous behaviour,

they need to be designed with care to obtain a moderate control action.

To understand a typical decision rule, let’s consider the system governed by

following equations:

ẋ(t) = f(x, t) +B(x, t)u(t) (2.9a)

x(t) =


x1(t)

x2(t)

...

xn(t)

 ; u(t) =


u1(t)

u2(t)

...

un(t)

 (2.9b)

u(t) = veq − vSMC (2.9c)

The task is to design a stat-feedback control law v(x(t)) that can stabilize the
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system, let say around origin. The designer needs to choose a switching function

σ that in a way represents how far the system is from the sliding manifold. Then

feedback gains are selected to ensure the system intersects the sliding surface

and stays. It should ensure that system is capable to reach the sliding mode

(σ(x) = 0) along system trajectories and the system dynamics are approximated

by σ̇(x) = 0. The control law finally has a form as equation 2.9c which has two

components namely veq which is the equivalent control signal which is required to

maintain the system on the sliding manifold and vSMC which is the discontinuous

part that overcomes the affect of uncertainties or disturbances.

Although, SMC provides advantages in terms of disturbance rejection and

system robustness. But, these advantages are also accompanied by some undesired

behaviours that occur mainly during the sliding mode condition. These are:

• Excessive control signal: The standard SMC control signal is of the form

u(t) = veq−Ksgn(σ) where the gain ’K’ depends on the uncertainty affecting

the system. If uncertainty is too large, this term can even dominate the

equivalent control signal and the only remedy is to obtain more information

about the system to reduce the uncertainty that can allow us to use lower

gains.

• Chattering: It is the undesired stationary oscillations and in intrinsic to

SMC. It affects the control signal as well as other system variables.

• Uncontrolled reaching phase: As the desired impedance is enforced only

during the sliding phase and before that the control has no authority. Hence,

it is desirable to ensure the desired dynamics right from the initial time.

2.5 SMC switching function approximations

In this section, a quick review of various switching functions for sliding mode

control scheme is presented. Simulations on the 7-DOF manipulator model have
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2.5 SMC switching function approximations

been reported for a better understanding while further theoretical details are well

described in [3].

2.5.1 Signum function

A typical choice for the switching function is a signum function (equation 2.10).

It is evident from the choice that we are trying to make σ = 0 as an attractor for

the system.

sliding variable =

{ K, σ > 0

0, σ = 0

−K, σ < 0

(2.10)

We can observe high-frequency oscillations in figure 2.7a with signum function,

this is due to its discontinuous nature. Ideally an infinite switching frequency is

desirable but it is practically impossible due to finite bandwidths of the actuators.

To minimize chattering, the control signal should be smoothed while maintaining

the robustness to disturbance and uncertainty and so we have the continuous

approximations for switching functions. As reported in [7], it is the most logical

and immediate way to address this problem.
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Figure 2.7: Common approximations for switching function, for various δ values

2.5.2 Saturation (Linear) function

This basically considers a linear approximation of the signum function in the

neighborhood of the origin and has the following mathematical form:
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f(σ) =

{
sgn(σ/δ), −δ < σ < δ

sgn(σ), otherwise
(2.11)

The value of δ defines the closeness to the signum function. Evidently, when

δ → 0, linear approximation → sgn(σ). However, we can no longer guarantee the

robustness of the standard SMC scheme. But it can be proved [8], that the system

still remains close to the sliding surface although without actual convergence.

These control systems are often referred to as quasi-sliding mode controllers. A

comparison between figure 2.8a and figure 2.8b shows the apparent advantages of

linear function over signum function.

2.5.3 Sigmoid function

This ensures that also the derivative of switching function is continuous and has

the following mathematical form:

f(σ) = sigmfδσ =
σ

δ + |σ|
(2.12)

The figure 2.7b shows sigmoid function for different values of δ through a

graphical representation. The figure 2.8c reports the joint space tracking error

and makes apparent the advantages of sigmoid approximation. The continuous

approximation also gives a better control signal i.e. chattering reduction.

2.5.4 Higher-order SMC

Higher Order Sliding Mode Control (HOSMC) generalize the idea of basic SMC.

Unlike the standard SMC that acts on the first derivative of the deviation they

also act on the higher order time derivatives of the system deviation from the

constraints. The sliding order defines the degree of smoothness of the system

dynamics in the vicinity of the sliding mode. If desired constraint to be satisfied

is given by σ = 0, then the sliding order is the number of derivatives of σ are zero.

It further minimizes the chattering effect and improves the control with respect

to the previous switching functions (refer figure 2.9).
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Figure 2.8: Joint space impedance tracking error for 7-DOF manipulator model
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Super twisting algorithm (STA)

Super Twisting Algorithm (STA) uses only the knowledge of σ to define a switch-

ing function (equation 2.13) that can guarantee finite time convergence. The

trajectories generated are smoother owing to the presence of the term
√
|σ| as:

v(t) = −k1
√
|σ|sgn(σ)− k2

∫
sgn(σ) (2.13)
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Figure 2.9: Joint space impedance tracking error for 7-DOF manipulator model

with SMC with Super Twisting Algorithm

2.6 Integral sliding mode control

Now chattering can be minimized and sliding mode reachable in a finite time but

we still cannot guarantee the system evolution before that. The problem is already

well studied and can be referred through the literature [11], [12], [13]. The ISMC

technique adjusts the SMC by certain means to ensure the sliding mode right from

the initial time. A general form of the implementation has the following form:

Σ(x(t)) = σ(x(t))− λ(t) (2.14)
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2.6 Integral sliding mode control

where σ is the standard sliding surface and λ is a suitable reaching function.

A comparison between figures 2.10a and 2.10b clearly reveals that with ISMC

sliding mode is enforced right from the initial time i.e. condition σ = 0 is valid

throughout the control period irrespective of the initial state of the system.
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Figure 2.10: Sliding variable evolution during joint space impedance tracking for

7-DOF manipulator (Standard SMC vs ISMC)
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2.7 Sliding-mode Model Predictive Control

In Section 1, we talked about dexterous manipulation. In this context, we not

only want to enforce a desired dynamics but we also but also to respect certain

linear or non-linear constraints that may arise due to the environmental factors

or some operational reasons. This basically led to the integration of robust Model

Predictive Control (MPC) with SMC to what we call Sliding-mode Model Predic-

tive Control (SMPC) [15, 17]. This approach is very powerful because it combines

the compensation of uncertainties and disturbances by SMC while guaranteeing

optimal evolution of the controlled system fulfilling the desired constraints. Thus,

combining the versatility of MPC with robustness of SMC control. This basically

translates the control task into an optimization problem [14]. A general control

scheme of SMPC is shown in figure 2.11.

Figure 2.11: SMPC scheme: MPC + SMC to avoid constraint violation

As mentioned in the previous section, the equivalent control (veq) is calculated

directly from σ̇ = 0 and we will see in next section how to formulate this into a

Quadratic Programming (QP) problem.

2.7.1 QP Formulation

Many practical applications require a solution to optimization problem that can

be either expressed as Quadratic Programming (QP) problems or require their

solutions. qpOASES provides a reliable and efficient way which is an open source
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2.7 Sliding-mode Model Predictive Control

C++ software package. The problem that the qpOASES solver is able to solve

have to be expressed in the following form:

minx

{
1

2
xTHqpx+ xTgqp

}
(2.15a)

s.t. lb ≤ x ≤ ub (2.15b)

lbC ≤ Cx ≤ ubC (2.15c)

where equations 2.15c and 2.15c represent the constraints on the optimization.

Simple algebraic manipulation can show that any task of the form Ax = b can be

performed by carrying out the minimization reported in equation 2.16. As we will

see in the next chapter, we will solver optimization problem using this formulation.

Note: multiple cost functions can be solved together while concatenating the

constraints [14, 18, 22].

minx
1

2
||Ax− b||Q

H = ATQA

g = −ATQb

(2.16)
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Chapter 3

Decentralized Control

In this chapter, a detailed analysis of Sliding-mode Model Predictive Control

(SMPC) is conducted. The previous work by Fabio Allevi [3] has established

conceptual foundations and has experimentally verified the decentralized control

technique based on SMC. But, the discussion presented about SMPC was limited

to the brevity of its advantages. First, a brief theory of decentralized SMC is

presented. Then the effect of delayed torque is summarized. Then a detailed

theory of predictive SMC is reported supported by simulation results. Here, in

particular the implementation of SMC is reported in the presence of uncertainty in

robot dynamic model (matricesB and n) and a delay on the torque communication

channel. Generic mathematical model of the system joint variable predictors

are developed. This model will be later used to compute estimators of different

prediction horizon for the implementation of operational space impedance control

in chapter 4 and chapter 5.

The main objective for this discussion lies in the fact that finite actuator

dynamics and time delay are an additional source of chattering apart from the

discontinuity in the control signal. They can result in the loss of phase margin

and increased oscillations. The results have been verified through simulations on

7-DOF manipulator model of ABB YuMi introduced in section 2.1. Peter Corke’s

Robotic Toolbox for MATLAB has been used to generate this model.
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3.1 Decentralized SMC

3.1 Decentralized SMC

Let’s consider a generic robot model introduced in section 2.1. Applying inverse

dynamics control law (2.7) we will have:

q̈ = v + (B−1B̂ − I)v +B−1ñ = v − η

η = (I −B−1B̂)v −B−1ñ

(3.1)

where ñ = n̂ − n. The equation 3.1 shows its strong coupling with the system

uncertainties due to imperfect dynamic cancellation by inverse dynamics and if

the model knowledge is sufficiently accurate, these terms η can be treated as a

disturbance. As we mentioned in section 2.4, SMC is capable to reject disturbances

while ensuring desired dynamics. Here, we will enforce this in the joint space

independently for each joint through a decentralized scheme:

B̄q̈ + C̄q̇ + ḡq = −JTh (3.2)

where B̄ = diag(b1, b2, ...), C̄ = diag(c1, c2, ...) andḡ = diag(g1, g2, ...) define

the desired dynamics. Note: in further developments we will drop the term for

external forces assuming that a sufficiently accurate force estimation can assist

in it’s successful compensation in the control signal computation. Let’s derive

the control signal for SMC by defining the sliding surface such that σ̇ = 0 is the

desired dynamics.

σ = B̄(q̇ − q̇ref) + C̄(q − qref) +

∫ t

0

(ḡ(q − qref) + J(q(τ ))Th)dτ (3.3)

To impose limits on joint positions, velocities and acceleration we will formu-

late a QP problem for the control signal computation. To achieve this, we will

first express the desired dynamics in the form of equation 2.6 and then use the

obtained H, g and joint limits as the inputs to qpOASES solver.
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3.2 Predictive SMC

In many practical applications, time delay is often encountered and is a significant

source of instabilities and unsatisfactory performance. Hence, the problem of

time delay has received considerable attention and different approaches have been

suggested [23, 24, 25]. It’s strong sensitivity to uncertainties can drastically affect

system performance. Although, SMC has intrinsic capability to keep the system

insensitive to these uncertainties on the sliding surface but it’s applicability has

to be carefully investigated.

3.2.1 Delayed torque: response without prediction

Let’s, consider the presence of a known delay (2 time steps) on the control sig-

nal (torque) of our 7-DOF manipulator model and implement directly the SMC

control based on the σ defined in equation 3.3. We can clearly observe stable os-

cillatory behaviour both in the joint space position response as well as the control

signal in figure 3.2. So, the trajectories start from origin and at steady state end

up in a limit cycle rather than converging back to origin, see figure 3.1.
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3.2.2 Delayed torque: predictive SMC response

If there is a known constant delay d acting on the torque communication channel,

it is possible to overcome this problem by using the predicted values of the joint

variables and the sliding surface, say σ̂(t+d|t). The technique is called Predictive

SMC and a general scheme of implementation is shown in figure 3.3.

Figure 3.3: Predictive SMC: block diagram

For our second order robotic system we expect to have a chain of two inte-

grators after all uncertainties and non-linearities are taken care off by SMC and

inverse dynamics together, q̈ = v. For a delay of d time steps, formulation of a

d-step predictor is reported here which needs discretization of state evolution and

for which we adopted forward euler method because of computational simplicity

as it is explicit.

ż(t) = v(t− d.Ts)

ẑ(k + 1) = z(k) + Tsv(k − d)

ẑ(k + 2) = z(k) + Tsv(k − d) + Tsv(k − d+ 1)

and so on

ẑ(k + d) = z(k) + Tsv(k − d) + ...+ Tsv(k − 1)

(3.4a)
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3.2 Predictive SMC

ẏ(t) = z(t)

ŷ(k + 1) = y(k) + Tsz(k)

ŷ(k + 2) = y(k) + 2Tsz(k) + T 2
s v(k − d)

and so on

ŷ(k + d) = y(k) + d.Tsz(k) + (d− 1)T 2
s v(k − d)+

(d− 2)T 2
s v(k − d+ 1) + ...+ T 2

s v(k − 2)

(3.4b)

ẋ(t) = y(t)

x̂(k + 1) = x(k) + Tsy(k)

x̂(k + 2) = x(k) + 2Tsy(k) + T 2
s z(k)

x̂(k + 3) = x(k) + 3Tsy(k) + 3T 2
s z(k) + T 3

s v(k − d)

and so on

x̂(k + d) = x(k) + d.Tsy(k) +
d(d− 1)

2
T 2
s z(k)+

(d− 1)(d− 2)

2
T 3
s v(k − d) + . . .

+
3.2

2
T 3
s v(k − 4) +

2.1

2
T 3
s v(k − 3)

(3.4c)

replacing z, y, x in equation with q̇, q,
∫
q, we can obtain the d-steps ahead

predicted values of the joint position, velocities and integral of joint position

respectively. To compare the results of predictive SMC from the results reported in

figure 3.2, we have again considered a 2-step delayed torque signal. The equations

for ˆ̇q(k + 2), q̂(k + 2) and ˆ∫ q(k + 2) follow directly from equation 3.4.

ˆ̇q(k + 2) = q̇(k) + Tsv(k − 2) + Tsv(k − 1) (3.5a)

q̂(k + 2) = q(k) + 2Tsq̇(k) + T 2
s v(k − 2) (3.5b)

ˆ∫
q(k + 2) =

∫
q(k) + 2Tsq(k) + T 2

s q̇(k) (3.5c)

Replacing q̇, q and
∫
q in equation 3.3 by their predicted values from equation 3.5

we get:

σ̂(k + 2) = B̄ ˆ̇q(k + 2) + C̄(q̂(k + 2)− qref) + ḡ
ˆ∫
q(k + 2) (3.6)

29



Decentralized Control

as it was reported in section 2.4 the system dynamics is approximated by σ̇ = 0.

The relation can then be expressed in the form A(q)v = b(q) to finally determine

the terms H, g using equation 2.16. Note: we use predicted values to formulate

the QP problem as:

Ĥ = H = I

ĝ = B̄−1(C̄ ˆ̇q(k + 2) + ḡ(q̂(k + 2)− qref))
(3.7a)

qmin ≤ q ≤ qmax

|q̇| ≤ q̇max

|q̈| ≤ q̈max

(3.7b)

The joint limit formulation of equation 3.7b is not suitable to express the

relationships between position, velocity and acceleration. A method that considers

the dynamic properties of velocity provides a more suitable way of expressing joint

limits by utilizing a quadratic relationship between position and velocity. Finally,

we use these as inputs to qpOASES to solve an optimization problem to obtain

v̂eq and SMC contribution to the control signal ûSMC using σ̂. The final torque

to the robot model is the Sliding-mode Model Predictive Control (SMPC) control

law, given by:

v|PredictiveSMC = v̂eq + v̂SMC (3.8)

The figure 3.4 compares the sliding surface and it’s phase plane evolution. It

verifies that predictive SMC successfully eliminates the presence of limit cycles.

Note: the convergence of estimators used relies on the rejection capabilities of

SMC. Also, notice that the sliding surface shown is actually integral sliding mode.
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Figure 3.4: Standard SMC vs Predictive SMC

The figure 3.5 compares the simulations for standard SMC and predictive SMC

via tracking error and control signal (torque) for the first joint position. The oscil-

latory behaviour due to the presence of delay on the torque channel is successfully

eliminated providing smooth control signal as well as joint space tracking. Hence,

predictive SMC evidently improves stability and sliding precision. Unfortunately,

decentralized control presents some major drawbacks:

• It may require very high SMC gains to reject uncertainties due to in-

accurate inverse dynamics. Also, the uncertainties depend on the robot

31



Decentralized Control

configuration which makes it difficult to set the value of SMC gain.
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Figure 3.5: Standard SMC vs Predictive SMC

• It cannot impose desired dynamics directly to the end-effector and hence

we have configuration dependent impedance. For many practical ap-

plications where we require dexterous manipulation of the end-effector e.g.

robot teleoperation, we often desire constant impedance to enhance user

experience. And this limits the applicability of the control architecture.
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Chapter 4

Robust Centralized Control

With the growing interest about robot systems in interactive applications, the

dexterity of manipulation is highly desirable and redundant manipulators offer

potential advantages. In this chapter a detailed discussion about the operational

space control architecture is reported.

Many robots are equipped with internal industrial controllers which can have

filters on the control signal. And often they do not provide the freedom to modify

it. Hence, the operational space control strategies have been divided in two cat-

egories viz. chapter 4: without the consideration of filter on the torque (control

signal) channel and chapter 5: with filter on torque channel. In this chapter, the

effect of uncertain robot dynamic model, delay on torque channel and joint friction

on the system response is reported. The complexity or sources of instability are

added step by step so as to clearly understand the affect of each source separately

to finally address them together through a unified control strategy. An extensive

analysis of the behaviour of robot redundancy has been performed by considering

different optimization for the QP formulation to ensure desired dynamic behaviour

while satisfying different constraints on the joint limits.

All the obtained results have been verified through simulations on 2-DOF

manipulator and then on the 7-DOF YuMi right arm model.
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Robust Centralized Control

4.1 Operational space SMC

By defining control objectives directly in the manipulator operational space the

problems of decentralized control scheme can be resolved. It is able to enforce

a known-constant dynamics to the end-effector which can be defined by mass,

damping and stiffness parameters with clear physical interpretation.

As we did in decentralized scheme, we again start with inverse dynamics to get

the equation q̈ = v − η. Though we have the same equation, but the implemen-

tation for the control is completely different. For decentralized control scheme we

assumed a complete decoupling of joints but for centralized scheme we will define

v using all joint information. Also, we will define the desired dynamics directly

in the manipulator operational space. The desired end-effector impedance can

be a general n-dimensional (1-DOF, 3-DOF for (x,y,z), 6-DOF full end-effector

position and orientation) formulation depending on the degrees of freedom of the

manipulator.

M̄ẍ+ D̄ẋ+ K̄x = h (4.1)

where M̄ = diag(m1, ...,mn), D̄ = diag(d1, ..., dn), K̄ = diag(k1, ..., kn) and h is

the external force acting on the end-effector. The definitions should be adapted

as per the choice of degrees of freedom for the impedance. The objective is to

obtain the desired dynamics rejecting the uncertainties and the coupling due to

imperfect inverse dynamics (defined as disturbances in equation 3.1).

4.1.1 Operational space sliding surface

The steps to obtain the sliding surface will be similar to the ones adopted in

section 3.1. The basic idea remains the same i.e. when the system evolves on

the sliding manifold it follows the desired dynamics. This is possible by ensuring

that σ̇ = 0 on the sliding surface. For the same reasons we will drop the term h

as we can ensure a proper compensation for it in the control signal computation
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4.1 Operational space SMC

through its estimation. The impedance profile can now be written as:

I = M̄ẍ+ D̄ẋ+ K̄x− h (4.2)

and the sliding manifold can hence be expressed by the integration of 4.2:

S =

∫
I = M̄ẋ+ D̄x+ K̄

∫
x−

∫
h (4.3)

using manipulator forward and differential kinematics we can express the Carte-

sian positions, velocities and acceleration in joint coordinates:

x = T (q); ẋ = J(q)q̇; ẍ = J(q)q̈ + J̇(q)q̇ (4.4)

where T (q) represents direct kinematics and J(q) is the Jacobian matrix. Substi-

tuting 4.4 in 4.3 we get:

S = M̄J(q)q̇ + D̄T (q) + K̄

∫
T (q)−

∫
h (4.5)

The kineto-static duality of robotic manipulators i.e. τ = J(q)Th is used to

get Iτ = J(q)T I as impedance is nothing but torque and force balance at the

end-effector. But, due to the dependency on acceleration (ẍ) it cannot be used as

the sliding surface. An alternative operational space sliding surface is defined as:

σop = J(q)TS

= J(q)T

[
M̄J(q)q̇ + D̄T (q) + K̄

∫
T (q)−

∫
h

]
(4.6)

Theoretical proof exists that guarantees desired dynamic convergence, it says

if σop = 0 ∀t ≥ tf then I = 0 ∀t ≥ tf and hence, the correct impedance profile

is traversed. The detailed theoretical discussion has been reported by Fabio Allevi

[3]. Although
∫
Iτ is different from σop but they share the same sliding surface.
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4.1.2 Centralized equivalent control

It is required to maintain the system on the sliding manifold and it will be com-

puted by equating the derivative of sliding variable to zero. This was represented

as veq in section 2.4. But, we can also directly use the impedance profile I as in

sliding mode σop = 0 and σ̇op = 0 but also I = 0. Substituting the kinematic

relationships 4.4 to get the desired impedance profile in terms of joint variables:

M̄

(
J(q)q̈ + J̇(q)q̇

)
+ D̄J(q)q̇ + K̄T (q)− h = 0 (4.7)

The equivalent control law is computed for the system in nominal conditions and

for our 2nd order system we consider a chain of two integrators q̈ = v. Using this

we finally can come up with a formulation that can be used as a cost function for

the quadratic optimization.

M̄

(
J(q)v + J̇(q)q̇

)
+ D̄J(q)q̇ + K̄T (q)− h = 0 (4.8a)

A(q)v = b(q) (4.8b)

where A(q) = M̄J(q) and b(q) = h− M̄J̇(q)q̇ − D̄q̇ − K̄T (q). This leads

us to following two conditions:

• A(q) is invertible square matrix i.e. veq = A(q)−1b(q)

• A(q) is under-determined i.e. it’s rank is less than the manipulator’s DOFs.

In other words dimension of desired impedance is lower than manipulator’s

DOFs. This is the typical case of redundant manipulators. It is possi-

ble to formulate the relation 4.8b as a quadratic optimization problem as:

C = ||A(q)v − b(q)||2.

We are interested in the 2nd case as we can use MPC architecture to use

full capabilities of redundant manipulators by imposing additional constraints to

address our objective i.e. dexterous manipulation in operational space.
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4.2 Kinematically redundant manipulators

4.2 Kinematically redundant manipulators

The presence of obstacles/constraints in a robot workspace can effectively reduce

the number of degrees of freedom but the associated loss of functionality can be

avoided for kinematically redundant manipulators. A manipulator is considered

to be kinematically redundant when it has more degrees of freedom than needed

to execute the given task i.e. the dimension of joint space is greater than the

dimension of the task space. The concept has been widely studied in the past,

[28, 29, 30]. In the next section, a way to exploit robot redundancy by imposing

constraints is reported in brief.

4.2.1 MPC equivalent control

As the redundant system is under-determined it can have infinite equivalent con-

trol vectors. To select one of these solutions, a standard method is to minimize

additional cost function while retaining the main desired properties (equivalent

control from nominal conditions for impedance tracking in our case). A typical

choice for these additional cost functions can be minimization of joint velocities

or penalization of control effort. It can be imposed by:

Cadditional =
1

2
xTQx (4.9)

where x can be velocity or control effort vector and Q is the positive diagonal

weight matrix. Finally, to exploit the redundancy, constraints can be added to

the quadratic optimization. The general form of the optimization formulation is:

min
v
||A(q)v − b(q)||2

s.t. Alow ≤ Av ≤ Ahigh

vlow ≤ v ≤ vhigh

(4.10)

The optimization that is used in the simulations in the next section uses a

combination of two differently weighted cost functions. First, enforces the required
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impedance relation on the robot dynamics and the second minimizes the joint

velocities. Additional constraints on euler angles of the end-effector have been

introduced to solve the problem of redundancy. Using equation 2.6 and 4.8b we

can obtain the first cost function, say H1 that is given by:

H1 = AT
qQ1Aq (4.11a)

g1 = −AT
qQ1bq (4.11b)

Q1 = 1010I3 (4.11c)

The cost function for minimization of joint velocities can be derived by assum-

ing a discrete-time manipulator model reduced to a dual-integrator system under

the presence of SMC.

qk+1 = qk + Tsq̇k +
T 2
s

2
q̈k

q̇k+1 = q̇k + Tsq̈k

(4.12)

From equation 4.12, min||q̇k+1|| can be expressed as Avelv − bvel where

Avel = Ts and bvel = −q̇. The second cost function H2 can be expressed as:

H2 = AT
velQ1Avel (4.13a)

g2 = −AT
velQ1bvel (4.13b)

Q2 = 1010I3 (4.13c)

Finally, the constraints on the euler angles are defined so as to maintain the

initial orientation of the end-effector. The Grönwall’s lemma is used to define

these constraints. First of all, we have:

θ(t) = θp(t) = θinit; θ̇(t) = θ̇p(t) = 0; θ̈(t) = θ̈p(t) = 0 (4.14)

Using Grönwall’s lemma, equalities (4.14) can be written as a unique stable dif-

ferential equation given by:
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4.2 Kinematically redundant manipulators

θ̈(t) = θ̈p(t)− (λ1 + λ2)(θ̇(t)− θ̇p(t))− λ1λ2(θ(t)− θp(t)) (4.15)

This equality (4.15) has to be converted into the form Av = b and in terms

of joint variables before we can finally use it in the optimization problem. This

is possible by using the differential kinematics, θ̇ = JAq̇ where JA is analytical

jacobian. This relation also enables the substitution of θ̈ as θ̈ = JAq̈ + J̇Aq̇.

The constraints are used in the optimization problem in the following form:

A = JA (4.16a)

lbA = ubA = −(λ1 + λ2)JAq̇ − λ1λ2(θ − θinit) (4.16b)

Finally, the joint limits from equation 3.7b along with Hfinal = H1 + H2,

gfinal = g1 + g2 and the constraints (4.16) form the optimization problem that

needs to be solved.

4.2.2 Null space sliding surface

Now we know, there exist an infinite number of control laws that can guarantee

I = 0. This implies there exists a subset of joint space whose projection does

not affect the task space. This is called the null space and it is this motion that

accounts for the satisfaction of constraints while preserving the main objective.

In section 4.1.1 we defined σop without any knowledge of the robot null space

as it was directly derived from the impedance relation in the cartesian space.

From the standard theory of robot null space methods, we can write the sliding

surface in operational space as a combination of a particular and homogeneous

part where the later is the projection in null space.

σ = σop + Pσ0

= JT
∫
I +

(
I − JT (JJT )−1J

)
σ0

(4.17)
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where P is the projection matrix, JJT is a nxn invertible matrix (full rank),

σop is the operational space sliding surface defined in section 4.1.1 and σ0 is a

new sliding surface which is responsible for the disturbance rejection in the null

space. A good choice for σ0 will provide some sort of sensitivity to the null space

disturbances. A typical choice is:

σ̇0 = v − veq

σ0 = q̇ − q̇eq
(4.18)

which represents the difference between the manipulator speed with disturbances

and the one it would have if MPC control law was applied without uncertainty.

With these developments, we are ready to apply SMC techniques to reject uncer-

tainties in the entire joint space of the manipulator.

4.3 7-DOF simulations

The obtained results is implemented to the 7-DOF manipulator model under

consideration. In contrary to the past studies, more realistic scenarios are analyzed

without limiting the model complexity. The complexities will be added in steps so

as to differentiate the corresponding behaviour of various system variables. These

complexities are presence of uncertainties in the dynamic model, delayed torque

and the friction in the manipulator joints. In contrast with the Chapter3 where

we used decentralized SMC, now we have to deal with the redundancy issue and

kinematic singularities which are difficult to compute a-priori. In Chapter 5, there

is an additional consideration for the presence of a filter on the torque channel.

Equation (4.1) defines the impedance being enforced through the diagonal

matrices M̄ = I3, D̄ = 10I3 and K̄ = 8I3. Various continuous approximations

for the switching function and Integral Sliding Mode Control (ISMC) are imple-

mented to improve the performance of the control scheme. The imposed dynamics

is that of an over-damped system where it forces the system to move from initial

configuration q0 = 0 to final position in the task space (x, y, z) = (0.4, 0.1, 0.5).
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4.3 7-DOF simulations

4.3.1 Control with uncertain dynamic model

The uncertainty in the robot dynamic model often limits the robustness of con-

trol as it may lead to degraded performance or unpredictable responses. The

level of uncertainty in the simulation has been defined in the simulation by un-

derestimating the term N(q, q̇) = C(q, q̇)q̇ + g(q) in the inverse dynamics as

N̂(q, q̇) = 0.9N(q, q̇). The figure 4.1 reports the tracking in task space and the

constraint error for the euler angles with SMC.
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Figure 4.1: Operational space control response with sliding mode control)
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Figure 4.2 and 4.3 reports the position evolution in task space and other system

variables like torque, sliding surface and it’s evolution with Sliding Mode Control

with and without uncertainty on the robot dynamic model. Note: in the absence

of SMC the tracking accuracy is extremely bad which is expected as the combined

impedance control and inverse dynamic scheme is highly model dependent. The

results obtained here clearly displays the robustness property of SMC as there is

only a slight drift in the tracking accuracy, only by a tenth order in the magnitude

of tracking error as observed in figure 4.2.
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Figure 4.2: Operational space control response with and without uncertain dy-

namic model (SMC with linear switching function)
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4.3 7-DOF simulations

The control signal are chatter free, thanks to continuous approximations of the

switching function. The required torques are within the limits for each joint and

hence are feasible to apply. The affect of uncertainty is easily noticeable from the

sliding variable evolution. As mentioned in chapter 2, the linear approximation

of SMC causes the loss of convergence properties i.e. it is not valid that the

controlled system reaches σ = 0 in finite time. But as [8] proves that it is possible
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Figure 4.3: Operational space control response with and without uncertain dy-

namic model (SMC with linear switching function)

to remain in the vicinity of the origin, without actual convergence. This is clearly
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visible in figure 4.3b i.e. we do not see finite time convergence to the origin but

the evolution of sliding variable remains in the vicinity of origin.

As it was reported in section 2.5.4 that Super Twisting Algorithm, a higher

order sliding mode algorithm, makes it possible to derive uncertainty boundaries

to guarantee finite time convergence of STA to the origin. The control law defined

in equation 2.13, is implemented with parameters k1 = 1.1
√
W and k2 = 1.5

√
W ,

W is gain. These parameters are tuned based on computer-numerical simulations.
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Figure 4.4: Operational space control response with uncertain dynamic model

(SMC with Super Twisting Algorithm)
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4.3 7-DOF simulations

The control parameters are reported in table 4.1. The parameters (K,ψ)

describe the linear approximation for the switching function, (λ1, λ2) define the

constraint and W is the gain for STA.

K ψ λ1 λ2 W

50 0.2 3 2
[
100 20 120 20 120 20 120

]T
Table 4.1: Control parameters: SMC with uncertain dynamic model

4.3.2 Control with uncertain dynamic model and delay

Accurate tracking in the control of robotic systems can be challenging in the

presence of a time delay and especially detrimental when high accuracy and po-

sitioning is required. There can be various sources of this delay viz. mechanical

latency, processing (signal) latency, communication latency etc. The focus of

this section is to address the communication delay on the control channel. The

control scheme for this step is similar to that of predictive SMC control scheme

(figure 3.3) we used for decentralized control. The system is affected by uncer-

tainty N̂(q, q̇) = 0.9N(q, q̇) and now we know, it can be taken care of by using

sliding mode control. The delay on the torque communication channel will be

handled in a similar way as was done in section 3.2.1 using Sliding-mode Model

Predictive Control (SMPC). Assuming that a known time delay (d=2) affects the

control channel, we can use the results derived from equation 3.5 to compute

the estimation of joint position and velocities using their corresponding d-step

ahead predictors. The rejection capabilities of SMC defines the convergence of

this estimator.

The figure 4.5 reports the tracking in the task space and the constraint error

with Predictive SMC. The results are based on different constraints then the ones

imposed in section 4.3.1, here the joints 5, 6 and 7 are constrained from any

motion. The structure of the optimization remains same as in previous section,

just the constraints are modified. A quick comparison between figure 4.1a and
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4.5a shows higher tracking error when a delay is introduced on the torque channel.

This is due to the added complexity that deviates the system from the nominal

one. The system response without predictive SMC is a complete loss of control.

0 2 4 6 8 10 12 14 16 18 20

time [s]

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

p
o

s
it
io

n
 [

m
]

0 5 10 15 20
-15

-10

-5

0

5
10

-3 Tracking error

(a) Tracking in task space

0 2 4 6 8 10 12 14 16 18 20

-5

0

5
q5

0 2 4 6 8 10 12 14 16 18 20

-1

0

1

2

q6

0 2 4 6 8 10 12 14 16 18 20

-2

0

2

q7

(b) Constrained joints 5,6 and 7

Figure 4.5: Operational space control response with predictive sliding mode con-

trol (Uncertainty + delayed torque)

Figure 4.6 and 4.7 compares the affect of delayed torque signal and uncertainty

in the robot dynamic model with the results obtained in section 4.3.1 i.e. with only

uncertainty in the dynamic model. The results reported in this comparison are

based on the constraints on euler angles i.e. fixed orientation of the end-effector.
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4.3 7-DOF simulations

A lot depends on how the parameters reported in table 4.1 are tuned based on

computer-numerical simulations. The comparison has been reported for Sliding

Mode Control with Super Twisting Algorithm. Due to this additional deviation

from the nominal system, an increase in transient tracking error can be observed

in figure 4.6a. The control signal is fairly smooth, as expected with the STA.

The sliding variables and it’s evolution follows the expected behaviour i.e. a finite

time convergence to the origin but with relatively more deviation from the sliding

manifold.
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Figure 4.6: Operational space control response comparison without and with de-

layed torque with uncertain dynamic model using SMC with STA
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The tuning parameters for SMC control are reported in table 4.2. A trade-

off exists with the gains (K for linear approximation and W for STA) i.e. higher

values of gain result in better tracking accuracy but more oscillating control signal.
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Figure 4.7: Sliding variable comparison for system without & with delayed torque

K ψ λ1 λ2 W Q1 Q2

60 0.2 25 5
[
20 20 20 20 20 20 20

]T
1e10.I3 I7

Table 4.2: Control parameters for Predictive SMC
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4.3 7-DOF simulations

4.3.3 Modified sliding surface

Modified null space sliding surface

We know that, there exist an infinite number of control laws that can guarantee

I = 0 (refer 4.2.2). The choice σ0 = q̇− q̇eq was made in order to ensure the sensi-

tivity to disturbances acting on null space motion. With SMC the system evolves

on the sliding manifold and it can be approximated by a chain of integrators as

in equation 4.12. This gives us another possible choice for σ0:

σ0 = q̇ + Tsv
eq (4.19)
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Figure 4.8: Operational space control with different null-space sliding surface
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where veq is the acceleration computed by MPC control law and q̇ is the actual

manipulator joint velocities. The convergence to the origin implies that at steady

state actual manipulator velocities tend to the ones from MPC control law. The

first choice ensured that by considering the difference between the two and the

later drives the system directly to the ones with MPC control law assuming the

system behaves like a reduced dual-integrator system. Figure 4.8 reports tracking

of x, y and z position of the end-effector in task space and the constraints on

end-effector orientation through euler angles.
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Figure 4.9: Operational space control response with two different null-space sliding

surface (uncertain dynamic model + delayed torque)
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4.3 7-DOF simulations

Figures 4.9 and 4.10 reports a comparison of the two considered choices for

null-space sliding surface. Both perform equally well for the tracking accuracy in

the task space and the system convergence (finite time convergence with STA).

The control signal (torque) is smooth and within the specified limits and hence

is safe for the application. The results have been obtained with same tuning

parameters as reported in table 4.2.
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Figure 4.10: Operational space control response with two different null-space slid-

ing surface (uncertain dynamic model + delayed torque)
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Simplified sliding surface

In section 4.2.2, the sliding surface was defined as a combination of particular and

the homogeneous part that enabled that the system is able to follow the desired

dynamics while rejecting the disturbances in the null space. To drive the actual

manipulator joint velocities towards the ones computed by MPC control law, a

simplified sliding surface σ = σ0 = q̇ − veq has been evaluated in this section.

Figure 4.11 reports the tracking in task space and constraints on the end-effector

orientation with this modified sliding surface.
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Figure 4.11: Operational space control response with simplified sliding surface

(uncertain dynamic model + delayed torque)
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4.3 7-DOF simulations

The evolution of the sliding variables is reported in figure 4.12. As expected

with the Super Twisting Algorithm a finite time convergence of sliding variables to

the origin is observed. The results are quite satisfactory considering the simplicity

of the method and the simplistic idea that on the sliding surface the system should

evolve with the desired dynamics or impedance.
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Figure 4.12: Operational space control response with simplified sliding surface

(uncertain dynamic model + delayed torque)

4.3.4 Control with uncertainty, delay & friction

Friction is one of the most detrimental sources of instabilities especially when

the magnitude of friction torque is comparable to the actuation torque (control

signal). This usually happens at slow speeds. In fact, this was the motivation to

consider the simulations with 5th, 6th and 7th joints constrained from movement,

as the wrist joints have high friction at slow speeds for the 7-DOF manipulator

under consideration. The friction model is already obtained in the previous study

[3] and is expressed as:

τf =

{[
τc + (τs − τc)e−α|q̇|

]
sgnq̇ + κq̇ + η(q + q0), |q̇| ≥ q̇th

τ
+
th−τ

−
th

2q̇th
q̇ +

τ
+
th+τ

−
th

2
, |q̇| ≤ q̇th

(4.20)
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The control scheme used for operational space control for this case is similar

to the one for SMPC with an additional compensation for the joint friction and

is shown in figure 4.13.

Figure 4.13: Operational space control scheme for manipulator with uncertain

dynamic model, delayed torque and joint friction consideration

In figure 4.14a and 4.14b, the position evolution in task space and the con-

straints imposed on the end-effector orientation are reported. The figure 4.14c

shows the control signal and the negative affect of the joint friction is noticeable.

To analyze controller robustness, a 5% of uncertainty in the identified friction

model is considered. The SMC is implemented with Super Twisting Algorithm.

The results in figure 4.14 are obtained with value of the gain W = 2. A com-

parison of the effect of different gains is reported in figure 4.15. The gains k1

and k2 in equation 2.13 are defined as u ∗
√
W and v ∗

√
W respectively, where

u = 3.5 and v = 2.5 are constant gains. There is a clear trade-off between the

impedance tracking and the smoothness of the control signal. High gain ensures

good response to the impedance tracking but higher amplitude of oscillations in

the control signal. The same is also valid for the constants λ1 and λ2 that define

the convergence of the constraints on the end-effector position (equation 4.15).

High values of these constants will ensure effective fulfilment of these constraints

but this will be at the expense of impedance tracking. This impact can be clearly

observed in figure 4.15c where higher values result in faster convergence of the

constraints. But, it also implies too much demand from the optimization that it

affects the minimization of cost function that guarantees the desired dynamics.
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4.3 7-DOF simulations
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Figure 4.14: Operational space control response with uncertain dynamic model,

delayed torque and joint friction consideration for the 7-DOF manipulator model
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Figure 4.15: Comparison of operational space impedance control variables for

7-DOF manipulator model with different tuning parameters
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4.3 7-DOF simulations

Approximation of Super Twisting Algorithm (STA)

In section 2.5.4, STA was introduced as one of the higher order algorithms with

the objective to improve the quality of control signal. As observed in previous

section, even with STA the amplitude of chattering is high. In this section an

approximation of SMC is implemented. In it’s basic form the presence of the

term sgn(σ) is a possible source of discontinuities. Smoothening of this term

is reported in equation 4.21 where the term sgn(σ) is replaced by a continuous

approximation. The objective of these modifications is to improve the quality of

the control signal.

v(t) = −k1
√
|σ|
(

σ

|σ|+ δ

)
− k2

∫
σ

|σ|+ δ
(4.21)

A comparison of torque profiles with standard STA and STA with sigmoid

approximation for the sign function is reported in figure 4.16. Only the first

4 joint torques are reported here. It shows a considerable improvement in the

quality of the control signal for the joint torques. Besides, there is also a slight

improvement in their chattering amplitude.
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Figure 4.16: Control signal comparison of SMC between standard STA and STA

smoothened by sigmoid approximation of sign function (first 4 joint torques)
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It must be noted that, a trade-off exists between the impedance tracking accu-

racy and the quality of the control signal. Higher the value of δ more will be the

deviation from the impedance profile in the transient. The tuning parameters for

the controllers have to be assigned carefully based on computer-numerical simula-

tions. It is a highly iterative method. It may appear that the designed impedance

controller is highly dependent on the identified friction model or highly model de-

pendent. These ambiguities are clarified in the next chapter when the robustness

of the controller is validated.
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Chapter 5

Impedance Control with Torque Filtering

The effect of uncertainty in the robot dynamic model, delay in the communication

of control signal and joint friction was analyzed in the previous chapter. Now,

the analysis is extended to the presence of a FIR-filter on the torque channel. It

critically affects the stability of the entire system operation as it introduces addi-

tional dynamics that significantly lowers the allowable bandwidth of the control

action. It is shown how sliding mode controllers can be implemented to a system

affected by these sources of deviations from the nominal system.

The concept of feedback linearization control is already well explored [32, 33]

and forms a starting point for our approach to the problem of torque filtering. An

extensive analysis of the robot redundancy is performed by considering different

optimization in the QP formulation. Estimated models of the torque filter present

in the ABB YuMi robot is used to perform MATLAB-Simulink experiments. The

controller is developed considering a simple first order low pass filter. The per-

formance of the designed controller is then evaluated against a second order filter

model on the torque channel. An analysis of different prediction horizons for the

estimation of joint positions and joint velocities is also performed to better counter

the affect of delay on the torque channel during the implementation of SMPC.

The objective is to enforce desired impedance (robot dynamics) under the

presence of the aforementioned instabilities. The simulation results are reported
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Impedance Control with Torque Filtering

for 2-DOF planar manipulator model and 7-DOF ABB FRIDA model.

5.1 New system (Robot with torque FIR-filter)

In section 2.1, the dynamic model of a generic manipulator was introduced. As

we mentioned earlier the system is highly non-linear with coupled dynamics. The

presence of filter introduces additional dynamics to the original system that limits

the available bandwidth and in turn serves as an additional source of instability.

The previous work [3] has reported various filter models through experimental

validation. The theory is developed using a generic first order filter while for

simulations, a 1st order low pass filter given in equation 5.1a will be considered.

The 2nd order transfer function in equation 5.1b will be later used to validate the

designed impedance controller for robustness. The final impedance controller is

developed for the system summarized in figure 5.1.

F̂1(s) =
74.93

s+ 72.9
(5.1a)

F̂2(s) =
−24.42s+ 2.486× 104

s2 + 304.3s+ 2.486× 104 (5.1b)

Figure 5.1: Overview: system and sources of instabilities
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5.2 Feedback linearization: Classical approach

5.2 Feedback linearization: Classical approach

Feedback linearization is a common approach for the control of non-linear systems.

It allows to transform a non-linear system into an equivalent linear system through

a change of variables and an appropriate control input. An outer control loop

strategy can then be applied on the resulting linear system. In this chapter, the

strategy will be to implement feedback linearization to the new system (robot +

torque filter) and then use the already established Sliding Mode Control as the

outer control loop. With feedback linearization linear tracking performance with

desired dynamics can be imposed to the non-linear system at hand. The robot

dynamic equation 2.1 with filtered torque can be expressed as:

ẋ1 = x2 (5.2a)

ẋ2 = −B−1(x1)

(
N(x1, x2) + τf(x1, x2) + x3

)
(5.2b)

ẋ3 = ατ − βx3 (5.2c)

where x1, x2 and x3 are robot joint position, joint velocities and the filtered

torque respectively. Here, τ is the input torque signal that is filtered before acting

on the manipulator. These are the three states of the obtained new system under

the assumption of a 1st order FIR-filter on the torque channel.

The system prior to the presence of the torque filter was simply a 2nd order

system. In section 2.2, general form of non-linear affine system was defined. A

non-linear system is affine if it is linear in terms of input. Feedback linearization

can be applied to the systems of that form. To ensure that the transformed

system is an equivalent representation of the original system the transformation

should be a diffeomorphism i.e. it should be invertible and also it’s inverse must

be smooth to preserve the differentiability of original coordinate system in the

new coordinate system. The equation 5.2c comes from a generic first order filter

α/(s+ β) being used for mathematical demonstrations. The above equations can

be expressed in the general form of non-linear affine system as:
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
ẋ1

ẋ2

ẋ3

 =


x2

−B−1

(
N + τf − x3

)
−βx3

+


0

0

α

 τ

y =
[
1 0 0

] 
x1

x2

x3


(5.3)

The system of equations 5.3 is in the form ẋ = a(x)+b(x)u and y = c(x) where

x =
[
x1 x2 x3

]
is the state vector. As reported in 2.2, feedback linearization

produces a transformed system has the output y and it’s n − 1 derivatives for a

generic nth order system. The notion of relative degree gives a way for the input u

to the original system, to enter in this new transformed system. It can be verified

using equations 2.3 that the relative degree of the system is 3 at x0 i.e. origin.

Hence, for the analysis of the system at hand the relative degree is equal to order

of the system. The proof exists to demonstrate the existence of a state feedback

control law through which a (locally) linear i/o map can be obtained. The control

law has the following form determined from equation 2.4:

τ =
v − L3

ac(x)

LbL2
ac(x)

v = y(3) =
d3y

dt3

(5.4)

The Lie derivatives are used to give the structure to the problem. They serve

as a very convenient way to deal with multiple derivatives with respect to either

same or different vector fields. Note: the denominator of the control law will be

matrices for multiple inputs or multiple outputs system, so we will have to use

inverses instead in the given expression. These derivatives can be computed by

using the chain rule as in equations 5.5.
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5.2 Feedback linearization: Classical approach

Lac(x) = x2 (5.5a)

L2
ac(x) = LaLac(x) = −B−1

(
N + τf − x3

)
= ζ (5.5b)

L3
ac(x) = LaL

2
ac(x) =

[
∂ζ

∂x1

x2 +
∂ζ

∂x2

ζ +
∂ζ

∂x3

(−βx3)

]
(5.5c)

Lbc(x) = cxb = 0 (5.5d)

LbLac(x) = Lb

(
cxa(x)

)
= 0 (5.5e)

LbL
2
ac(x) =

∂ζ

∂x3

α = αB−1 (5.5f)

using the results of above expressions in equation 5.4, we can obtain the expression

of the control law from feedback linearization:

τ =
B

α

(
v −

∂ζ

∂x1

x2 −
∂ζ

∂x2

ζ −
∂ζ

∂x3

(−βx3)

)
(5.6)

where ζ = −B−1(x1)(N(x1, x2) + τf(x1, x2)− x3), a variable introduced for

simplification of mathematical expressions. It should be noted that, ẋ2 = ζ. A

scheme of the proposed controller is depicted in figure 5.2.

Figure 5.2: Feedback linearization control scheme with an outer loop for SMC

5.2.1 2-DOF simulation: Feedback Linearization

To illustrate the impact of feedback linearization, a simulation setup in MATLAB-

Simulink is devised. A 2-dof planar manipulator is considered as the objective
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is just to demonstrate the impact of feedback linearization control strategy in

the presence of torque filtering. This simple manipulator has simple expressions

for the dynamic matrices B, C, g and this allows analytical computation of the

feedback linearization control law. The computation for the control law reported

in equation 5.6 is computationally very intensive and is performed using MATLAB

- Symbolic Math Toolbox.

Let’s briefly recall the analytical model of this manipulator. The expressions

computed by feedback linearization are not reported here due to their exorbitant

length.

B =

m1l
2
1 + I1 +m2(a

2
1 + l22 + 2a1l2cosθ2) + I2 m2(l

2
2 + a1l2cosθ2) + I2

m2(l
2
2 + a1l2cosθ2) + I2 m2l

2
2 + I2



C =

−2m2a1l2θ̇2sinθ2 −m2a1l2θ̇2sinθ2

m2a1l2θ̇1sinθ2) 0



g =

(m1l1 +m2a1)gcosθ1 +m2gl2cos(θ1 + θ2)

m2l2gcos(θ1 + θ2)



Figure 5.3: 2-DOF planar manipulator model
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5.2 Feedback linearization: Classical approach

where θ1 and θ2 are the joint positions. a1 and a2 represent the link lengths,

l1 and l2 identify the centre of mass position for each link, m1 and m2 are the

link masses and I1 and I2 are the moments of inertia. A graphical representation

of the manipulator is reported in figure 5.3. The simulation enforces desired

joint impedance to this manipulator and moves it from initial configuration q0 =[
−0.5 1

]
to the final configuration qfinal =

[
0 1.5

]
. Owing to the disturbance

rejection property of SMC, the enforced joint impedance is independent of each

other and is defined by B̄ = diag(4, 1), C̄ = diag(4, 4) and ḡ = diag(4, 4).

The system eigenvalues are assigned to have an approximate second order system

with one very fast pole while other two of comparable magnitudes. Super Twisting

Algorithm is implemented on both joint impedance control.

The figure 5.4 reports a comparison of joint space impedance control for the

2-dof manipulator model when a FIR (estimated 1st order model) is present on

the torque channel. The feedback linearized system when controlled by the exact

same SMC controller as an outer loop gives evidently better results. Note: the

SMC control law for 3rd order impedance tracking for decentralized control is

derived in next subsection. Our objective in this simulation was to validate the

analytical expression obtained through feedback linearization. And this allowed

us to use the formulations for decentralized SMC reported in chapter 3. The input

v in the feedback linearized control law (equation 5.6 is a linear controller and it’s

structure will be discussed in the next section for centralized control which is our

main objective.

5.2.2 Decentralized SMC: 3rd Order Impedance

Following the standard steps for the decentralized control for enforcing joint space

impedance as in chapter 3, an extension of the discussion can be made for imposing

a 3rd order dynamics in joint-space. This is obvious as the new system i.e. robot

with the considered FIR-filter estimation, is a 3rd order system. Taking the

advantage of SMC to reject disturbance, we can specify the desired joint dynamics

independently for each joint:
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P̄ q̃[3] + Q̄ ¨̃q + R̄ ˙̃q + T̄ q̃ = JTh (5.7)

where P̄ = diag(p1, ..., pn), Q̄ = diag(q1, ..., qn), R̄ = diag(r1, ..., rn) and T̄ =

diag(t1, ..., tn) represents the desired dynamics of a generic n-dof system. The

variable q̃ defines the tracking error in joint space.

q̃ = q − qref (5.8)
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Figure 5.4: Comparison of joint space impedance control with & without feedback

linearization in the presence of torque FIR-filter for 2-dof manipulator
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5.2 Feedback linearization: Classical approach

It must be noted that the equation 5.7 is not fully decoupled due to the pres-

ence of the term JTh, the force from the external environment. However, if the

differential kinematic is known with a sufficient accuracy, this term can be calcu-

lated easily. The resultant sliding surface σ can then be defined as:

σ = P̄ ¨̃q + Q̄ ˙̃q + R̄q̃ +

∫ t

0

T̄ q̃(τ )dτ (5.9)

while the equivalent control law can be simply obtained as the standard impedance

control law:

veq = −P̄−1
(
Q̄ ¨̃q + R̄ ˙̃q + T̄ q̃ − JTh

)
(5.10)

The objective of the results reported in figure 5.5 is to demonstrate third order

impedance tracking in a decentralized control setting. For these 2-dof simulations,

the affect due to joint friction and communication delay is not considered. But,

in the next section an all-inclusive analysis of these sources of instabilities is

considered for the impedance tracking in the operational space which is capable

to fulfil our objective of dexterous manipulation. Note: in the next sections

advantages of 3rd order over 2nd order impedance tracking will be demonstrated

with simulations on 7-DOF manipulator model.

It must be noted that the computation of analytical expression for the feedback

linearization is too intensive and for a 7-dof freedom case it is not possible to do

this computation. Also, it is not scalable or extendable as for the accommodation

of any change, the entire computation has to be repeated again. The expressions

are exorbitantly lengthy and makes it difficult to comprehend the model. The nu-

merical approximation of the spatial derivatives present in the feedback linearized

control law seems to be a possible alternative, but a simplistic approximation for

these vectorial derivatives result in infeasible computation due to numerical er-

rors. So, in the next section an alternative approach to implement the feedback

linearization is introduced. The overall control scheme for the implementation of

feedback linearization is also explained in the next section.
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Figure 5.5: 3rd Order joint space impedance control with feedback linearization

(2-dof robot model with the 1st order filter model for torque FIR-filter)

5.3 Feedback Linearization: Simplified Method

Let’s consider the system defined by equations 5.2. It is possible to see the vector

relative degree of the system is 3. Let’s rewrite the equation 5.2b replacing x1

and x2 by q̇ and q̈ respectively.

B(q)q̈ +N(q, q̇) + τf = x3 (5.11)

68



5.3 Feedback Linearization: Simplified Method

differentiating this equation once, we have:

Ḃ(q)q̈ +B(q)q[3] + Ṅ(q, q̇) + τ̇f(q, q̇) = ẋ3 (5.12)

replacing the term ẋ3 using equation 5.2c, we have:

Ḃ(q)q̈ +B(q)q[3] + Ṅ(q, q̇) + τ̇f(q, q̇) = −βx3 + ατ (5.13)

The state feedback control law can then be defined as:

q[3] = −B−1
(
Ḃ(q)q̈ + Ṅ(q, q̇) + τ̇f(q, q̇) + βx3

)
+B−1τα

τ =
B

α

[
B−1

(
Ḃ(q)q̈ + Ṅ(q, q̇) + τ̇f(q, q̇) + βx3

)
+ v

] (5.14)

Hence, the obtained control law transforms the original system to the form

q[3] = v. This basically makes the transformed system a chain of integrators. In

fact this was exactly the final result of the classical approach of feedback lineariza-

tion reported in section 2.2 that we applied in the previous section to the 2-dof

manipulator model. This allows us to control the system by the means of linear

controller composed of state feedback and feedforward action. A scheme of the

proposed controller is depicted in figure 5.6.

v = q
[3]
d +

2∑
i=0

Kqi(q
[i]
ref − q[i]) (5.15)

where Kqi are diagonal gain matrices, i = 0, ..., 2 such that:

λ3 + λ2kq2j
+ λkq1j

+ kq0j
= 0 (5.16)

are Hurwitz polynomials with j = 1, ..., n, where kqij are the j-th term of the

diagonal gain matrices Kqi and q
[i]
ref are the desired joint position and their time

derivatives up to the 2-nd order. By means of this linear controller, it is possible

to achieve the asymptotic tracking of the trajectories as it is basically driven by
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how far the actual joint variables are form the desired ones. The state of the

linearized system is z =
[
q q̇ q̈

]T
.

It must be noted that the method saves us from the analytical computations

of the classical approach to feedback linearization. But, the simplified method

requires the information of joint acceleration and computation of derivatives of

dynamic matrices. This problem is handled through numerical differentiation of

joint velocity and dynamic matrices.

Figure 5.6: Feedback Linearization control scheme summary

The gain matrices Kqi are obtained from the solution of the Continuous Alge-

braic Ricatti Equation (CARE). To proceed with this computation, let’s rewrite

the transformed system in a matrix form:


q̇

q̈

q[3]

 =


0 1 0

0 0 1

0 0 0



q

q̇

q̈

+


0

0

1

 v
= Az +Bv

(5.17a)

y = q =
[
1 0 0

] 
q

q̇

q̈


= Cz

(5.17b)

The MATLAB function care allows us to find the unique stabilizing solution

to the continuous-time algebraic Ricatti equation knowing the matrices A, B and

C. It also computes the gain matrix directly.
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5.3 Feedback Linearization: Simplified Method

5.3.1 7-DOF simulation: Simplified feedback linearization

for 2nd order operational space impedance tracking

The simulations have been performed on the 7-dof manipulator model that was

also used in section 4.3. The dynamic matrices and vectors B(q), C(q, q̇) and

g(q) are computed directly using the Peter Corke’s Robotics for MATLAB as a

MATLAB-Simulink library.
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Figure 5.7: Operational space impedance tracking (2nd Order dynamics): SMC

with linear approximation, feedback linearization simplified method
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The uncertainty in the manipulator dynamics model is introduced by under-

estimating the dynamic vector N(q, q̇) = C(q, q̇)q̇ + g(q) in the feedback lin-

earization control law as N̂(q, q̇) = 0.9N(q, q̇). The desired 2nd order dynamics

is defined with the diagonal matrices M̄ = I3, D̄ = 10I3 and K̄ = 8I7. Thus,

the imposed impedance relation is that of a over-damped system.
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Figure 5.8: Operational space control: SMC with sigmoid approximation

The control effort and the tracking error for centralized SMC for each joint

is reported in figures 5.7, 5.8 and 5.9. The results account for all the considered

sources of instability viz. uncertain dynamic model, delay, joint friction and filter
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5.3 Feedback Linearization: Simplified Method

on the torque channel. The MPC equivalent control law is computed with the

constraint of constant end-effector orientation expressed through euler angles.

They provide a comprehensive comparison of various SMC approximations for the

switching function viz. linear approximation, sigmoid approximation and Super

Twisting Algorithm.
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Figure 5.9: Operational space control: SMC with STA

The state feedback linearized control law is designed considering the 1-st order

FIR model. Recalling the estimated joint friction model reported in equation 5.1a

and 5.1b, the results also reflect on the robustness of the designed controller by
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presenting the operational space impedance tracking when the FIR-filter model

is different from the one on which the controller is designed. Note: the torque

signals reported are the filtered by 1-st order FIR-filter. To summarize the above

results, a progressive improvement in the torque profile is observed while using

linear to STA approximation of SMC. But, this improvement is at the expense of

tracking error.

5.3.2 Predictive SMC analysis: Operational space control

We saw that implementation of predictive SMC in section 3.2 for decentralized

control and it has significantly better results. The predictive control scheme was

then implemented for operational space control in chapter 4. Now, let’s explore

further how a change in prediction horizon for the estimation of joint position

and joint velocities affect the operational space impedance control. In equation

3.4, we reported the d-step ahead predictors for joint variables. Using equation

3.4a and 3.4b, we can obtain the expression for 4-step ahead predictors for joint

position and joint velocity. Note: these general equations can also be used for the

case of 3rd order impedance tracking but in this section we will impose a second

order dynamics and we will only use the first two set of equations.

ˆ̇q(k + 4) = q̇(k) + Ts
(
v(k − 4) + v(k − 3) + v(k − 2) + v(k − 1)

)
(5.18a)

q̂(k + 4) = q(k) + 4Tsq̇(k) + T 2
s

(
3v(k − 4) + 2v(k − 3) + v(k − 2)

)
(5.18b)

As we used an explicit numerical approximation (Forward Euler Method), we

can directly use them as estimators using the information till the current time

step i.e the the quanitities are a-priori known. The rejection capabilities of SMC

dictates the convergence of these estimators. The figure 5.10 and 5.11 presents

a comparison of 2-step and 4-step prediction horizons for the SMC with Super

Twisting Algorithm. There is an evident improvement in the tracking error and

the quality of the control signal. Besides, a faster convergence to the sliding

manifold is observed with the 4-step ahead prediction.
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Figure 5.10: Comparison of 2nd order operational space impedance tracking with

2-step and 4-step ahead prediction (Predictive SMC with Feedback Linearization)
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Figure 5.11: Comparison of centralized control with 2-step and 4-step ahead pre-

diction for joint variables (Predictive SMC with Feedback Linearization)

There is also a significant improvement in the satisfaction of enforced con-

straints in the MPC formulation for centralized equivalent control law.

5.4 Centralized SMC: Extension to 3rd Order

Impedance Tracking

The filter on the torque channel of the manipulator system results into a 3rd

order dynamical system. So let’s extend the theory of operational space control

for imposing a 3rd order dynamics given by:

P̄ x[3] + Q̄ẍ+ R̄ẋ+ T̄ x = h (5.19)

where P̄ = diag(p1, ..., pn), Q̄ = diag(q1, ..., qn), R̄ = diag(r1, ..., rn) and T̄ =

diag(t1, ..., tn) are diagonal matrices that define the impedance profile. Depending

on the requirement the value of n can be 1 for single spatial coordinate, 3 for x, y,

z position or 6 for full end-effector position and orientation. External force h will

not be considered during the simulations while for the practical implementation
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5.4 Centralized SMC: Extension to 3rd Order Impedance Tracking

this external force will be estimated. The desired impedance profile can then be

expressed as:

I = P̄ x[3] + Q̄ẍ+ R̄ẋ+ T̄ x− h (5.20)

Performing integration on both sides we get:

S =

∫
I = P̄ ẍ+ Q̄ẋ+ R̄x+ T̄

∫
x−

∫
h (5.21)

This step in case of 2nd order dynamics resulted in an expression independent

of acceleration. But now, we have dependency on the acceleration as well. So,

we will use the joint variable prediction equations to compute the prediction of

joint accelerations. Using manipulator forward and differential kinematics, we can

express the obtained expression in terms of joint variables:

x = T (q) (5.22a)

ẋ = J(q)q̇ (5.22b)

ẍ = J̇(q)q̇ + J(q)q̈ (5.22c)

x[3] = J(q)q[3] + 2J̇(q)q̈ + J̈(q)q̇ (5.22d)

Using the same arguments as in section 4.1.1, we can finally derive the opera-

tional space sliding surface as a function of joint space coordinates:

σop = JT (q)
[
P̄ ẍ+ Q̄ẋ+ R̄x+ T̄

∫
x−

∫
h
]

(5.23)

The defined sliding surface still guarantees I as the sliding manifold and that

can be verified through following theorem that is based on Rouche-Capelli Theo-

rem.

Theorem: (Dynamics convergence) Consider an n-dof manipulator, with Jaco-

bian rank equal to dimension of impedance relation operating in a set defined by

joint positions far away from kinematic singularities. If σop = 0 ∀t ≥ tf , then

I = 0 ∀t ≥ tf and correct impedance profile is tracked.
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Proof: Let’s write the hypothesis: σop = JT (q)
∫
I = 0, then if the matrix

JT (q) fulfills the assumption:

rank JT (q) = n = dimI ∀q ∈ Q

then, there exists a unique solution which corresponds to:

∫
I = 0 ∀t ≥ tf =⇒ I = 0 ∀t ≥ tf

This is a sufficient condition. Although, σop is different from
∫
JT I but they

share the same sliding manifold. Note: the theorem is valid also when the manip-

ulator is redundant.

Centralized equivalent control

Now, let’s transform the sliding surface as the function of joint variables using

equation 5.22. As we have defined the sliding surface, we need to compute the

equivalent control law veq by equating the sliding variable to zero. Note: we

can use directly I = 0 as it is valid on the sliding manifold. For simplification

dependency on q is not shown in the following expressions.

P̄
(
Jq[3] + 2J̇ q̈ + J̈ q̇

)
+ Q̄

(
Jq̈ + J̇ q̇

)
+ R̄Jq̇ + T̄ T (q)− h = 0 (5.24)

with nominal condition for the manipulator model as q[3]=v, we can compute

equivalent control by substituting this in equation 5.24 and we will have the

following form:

A(q)v = b(q) (5.25)

where,

A(q) = P̄ J(q)

b(q) = −T̄ T (q)− R̄Jq̇ − Q̄
(
Jq̈ + J̇ q̇

)
− P̄

(
2J̇ q̈ + J̈ q̇

) (5.26)
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5.4 Centralized SMC: Extension to 3rd Order Impedance Tracking

The matrix A(q) can be invertible or under-determined. But, we will use MPC

formulation (||A(q)v − b(q)||2) which can accomplish our objective of dexterous

manipulation. This can then be used to express in a compatible qp formulation

using equation 4.11 to define Heq and geq.

5.4.1 Predictive SMC

The 2-step and 4-step predictors for joint variables will be different from the ones

we used so far. As the centralized equivalent control is now q[3] = v which was

earlier q̈ = v when we were imposing a second order dynamics. The predictor

equations can be obtained directly from the d-step ahead predictor equations 3.4.

2-step ahead predictor equations

ˆ̈q(k + 2) = q̈(k) + Ts

(
v(k − 2) + v(k − 1)

)
(5.27a)

ˆ̇q(k + 2) = q̇(k) + 2Tsq̈(k) + T 2
s v(k − 2) (5.27b)

q̂(k + 2) = q(k) + 2Tsq̇(k) + T 2
s q̈(k) (5.27c)

4-step ahead predictor equations

ˆ̈q(k + 4) = q̈(k) + Ts

(
v(k − 4) + v(k − 3) + v(k − 2) + v(k − 1)

)
(5.28a)

ˆ̇q(k + 4) = q̇(k) + 4Tsq̈(k) + T 2
s

(
3v(k − 4) + 2v(k − 3) + v(k − 2)

)
(5.28b)

q̂(k + 4) = q(k) + 4Tsq̇(k) + 6T 2
s q̈(k) + T 3

s

(
3v(k − 4) + v(k − 3)

)
(5.28c)

As mentioned earlier the predictors are explicit numerically and hence can be

implemented with the a-priori known information. It must be noted that as the

equivalent control represents q[3], we also need an estimator for acceleration in

addition to the position and velocity.

5.4.2 MPC formulation

In section 2.7.1, the general form of the QP formulation was introduced. We

already formulated the centralized equivalent control requirements as the cost
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function for this optimization. But, to deal with redundancy we to introduce

some constraints or additional cost functions to be minimized. The procedure we

adopted involves the consumption of the remaining degrees of freedom through

minimization of joint velocities. Mathematically, this goal translates into:

min
q[3]
||q̇k+1||

Assuming to work within the pass band of the controller, the discrete time ma-

nipulator is reduced to chain of integrator system:

qk+1 = qk + Tsq̇k +
T 2
s

2
q̈k +

T 3
s

6
q
[3]
k

q̇k+1 = q̇k + Tsq̈k +
T 2
s

2
q
[3]
k

q̈k+1 = q̈k + Tsq
[3]
k

(5.29)

Using this discrete form, finally we obtain a form compatible with the QP formu-

lation:

Hvel = AT
q vel

QvelAqvel

gvel = −AT
q vel

Qvelbqvel

where,

Aqvel =
T 2
s

2

bqvel = −
(
q̇k + Tsq̈k

)
(5.30)

The problem of overall optimization is then defined by:

Htotal = Heq +Hvel

gtotal = geq + gvel

(5.31)

Constraint formulation

In chapter 4 we used two different constraints for the optimization viz. end-

effector orientation and constraint on the motions of 5th, 6th and 7th joints.
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5.4 Centralized SMC: Extension to 3rd Order Impedance Tracking

Let’s formulate the end-effector orientation constraint (through euler angles) when

a third order impedance tracking is performed. The constraint is being applied

directly in the cartesian space while the minimization problem is in the joint space.

This conversion is performed using the Grönwall’s lemma. The constraints can

be defined as:

Θ =
[
φ θ ψ

]
Θ(t) = Θ0

Θ̇ = 0

Θ̈ = 0

(5.32)

where Θ0 can be initial orientation of the end-effector or any other desired value.

Using Grönwall’s lemma, these equalities can be written as the solution of the

differential equation:

Θ[3] = Θ
[3]
0 − (λ1 + λ2 + λ3)(Θ̈− Θ̈0)

−(λ1λ2 + λ2λ3 + λ1λ3)(Θ̇− Θ̇0)− λ1λ2λ3(Θ−Θ0)
(5.33)

where λ1, λ2, λ3 are positive scalar coefficients that define the reaching transient.

Using the following relations from differential kinematics of the manipulator we

can convert this differential equation in terms of joint coordinates. The explicit

dependency of the constraint on v is finally expressed in the form 2.15c (lbA ≤

Av ≤ ubA) as expressed in equation 5.35.

Θ̇ = JAq̇

Θ̈ = JAq̈ + J̇Aq̇

Θ[3] = J̈Aq̇ + 2J̇Aq̈ + JAq
[3]

(5.34)
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ubA = lbA = Θ[3] − (J̈Aq̇ + 2J̇Aq̈)− (λ1 + λ2 + λ3)∗

(JAq̈ + J̇Aq̇ − Θ̈0)− (λ1λ2 + λ2λ3 + λ1λ3)∗

(JAq̇ − Θ̇0)− λ1λ2λ3(Θ−Θ0)

A = JA

(5.35)

where JA is of dimension (3x7) for the 7-DOF manipulator in consideration. This

gives us the constraints in the form of equation 2.15c.

Joint-limits: complementary constraints

Besides, the constraints described earlier, there are constraints due to robot capa-

bilities due to it’s mechanical characteristics. These are constraints on the joint

accelerations, velocities and positions. We defined these limits in equation 3.7 and

in section 4.2.1 we mentioned their importance in computation of MPC equivalent

control law. But the transformation of nominal system from v = q̈ to v = q[3] also

demands a modification in their formulation. The formulation used prior to third

order impedance is:

lb = max

(
− q̈max,

−q̇max − q̇k
Ts

)

ub = min

(
q̈max,

q̇max − q̇k
Ts

) (5.36)

where the maximum and minimum operators are applied element by element.

The parameters qmini
, q̇i are defined as equation 3.7b. It also impose a quadratic

relationship between position and speed as in figure 5.12. Note: the actual con-

figuration bounds are defined by this new quadratic relationship.
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5.4 Centralized SMC: Extension to 3rd Order Impedance Tracking

Figure 5.12: Quadratic relation (qi, q̇i) to set joint limits

Finally, a similar form of equation 5.36 is used to enforce the joint limits when

q[3] is the control signal. We ensure this by replacing q̈max, q̇max/min and q̇k by

q
[3]
max, lb/ub (as computed above) and q̈k respectively.

5.4.3 7-DOF Simulation: 3rd Order Impedance Tracking

Without joint friction

To verify the results obtained in section 5.4, simulations are performed on the 7-

DOF manipulator model used earlier in chapter 3 and 4. Sliding Mode Control is

implemented with Super Twisting Algorithm. ISMC is implemented to guarantee

the desired reaching phase. The sign function in STA is approximated with a

sigmoid function with δ = 0.1. The MPC formulation uses the optimization

with constraints on the end-effector orientation defined by euler angles. The

three constant parameters that define the convergence of these constraints using

Grönwall’s lemma are λ1 = 3.5, λ2 = 2.5, λ3 = 1.1. The approach to feedback

linearization defined in section 5.3 has been adopted. A first order FIR filter is

used as an estimated model of the filter. The diagonal matrices P̄ = I3, Q̄ = 4I3,

R̄ = 5I3 and T̄ = 2I3 define the desired impedance profile, which is an over-

damped system.
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Figure 5.13 reports the position evolution and the tracking error for the task

space. The effectiveness of SMC to reject model uncertainties is verified. Besides,

predictive SMC is able to counter the instabilities due to delay and from our

conclusion of section 5.3.2 we have implemented using 4-step prediction horizon.

All sources of instabilities except joint friction have been considered.
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Figure 5.13: Centralized control: 3rd order impedance tracking on 7-DOF Yumi

Model (Feedback linearization with SMC as the outer loop)

It is worth mentioning here that the approach adopted in chapter 4 (section

4.3) is also implemented here to get the final control parameters i.e. step by step
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5.4 Centralized SMC: Extension to 3rd Order Impedance Tracking

consideration of each source of instability. There is a significant improvement in

the tracking of the desired operational space impedance over the results reported

for second order dynamic relation fulfilment using feedback linearization. This can

be attributed to the fact that it involves intrinsic approximation while assigning

the second order robot dynamics to a third order system. This is ensured by

setting the appropriate eigenvalues in the compuation of gains during the solution

of Continuous Algebraic Ricatti Equation (CARE) for the linear controller that

was introduced in the feedback linearization control scheme 5.6.
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Figure 5.14: Centralized control: 3rd order impedance tracking on 7-DOF Yumi

Model (Feedback linearization with SMC as the outer loop)
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With joint friction

Finally, to observe the affect of joint friction a comparison of results with and

without joint friction consideration for operational space impedance tracking is

reported in figure 5.15 and 5.16.
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(a) Impedance tracking and tracking error without joint friction
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(b) Impedance tracking and tracking error with joint friction

Figure 5.15: Centralized control: 3rd order impedance tracking on 7-DOF Yumi

Model with and without joint friction

In this experiment, only first four joints of the 7-DOF manipulator are used

to enforce the desired third order impedance while the remaining are constrained

from motion. It significantly affects the quality of the control signal and impedance
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tracking. This can be observed by increased chattering in the torque signals,

higher tracking error and evolution of sliding variable.
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Figure 5.16: Centralized control: 3rd order impedance tracking on 7-DOF Yumi

Model with and without joint friction

A comparison between results of section 5.3.1 and 5.4 shows that 3rd order

impedance tracking is better in all aspects with respect to the 2nd order impedance

tracking. This is because the system with torque FIR-filter is actually a 3rd order

system. There is a clear improvement in system evolution to the sliding manifold

and quality of the control signal.
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Chapter 6

Experimental Results

6.1 Experimental Set-up

The strategies developed in this study will be implemented on a dual arm robotic

manipulator but using only a single arm. It is a 7-DOF manipulator, ABB FRIDA.

A visual representation of the manipulator is shown in figure 6.1.

Figure 6.1: ABB FRIDA: experimental set-up

It is also equipped with an internal industrial controller that allows it to per-

form both in joint and operational (Cartesian) space. The control architecture is

constituted by independent PID controllers. The feedback of encoders provides

angular positions q(t) and its derivative to get q̇(t), which is used to close the con-
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6.1 Experimental Set-up

trol loops. A research interface named OPCOM provides a means to interact with

this internal controller directly through MATLAB-Simulink Libraries. In order to

exploit full freedom the internal controller will be deactivated by using all gains

as zero and using directly the torque feed-forward channel. A major concern is

the presence of a FIR-filter that limits the maximum input frequency.

Figure 6.2: Block diagram of Yumi-FRIDA internal control structure

6.2 2nd Order: Impedance Tracking

In this section, the operational space controller results are presented for the left

arm of the ABB FRIDA robot. The experiments are performed with the following

considerations:

• The sequence of task execution is summarized in the state machine, figure

6.3. Only the left arm is used for the impedance control implementation.

Open loop implies that YuMi internal controller is active while closed loop

implies the use of external controller. In closed loop the internal PID is

disabled and the control is performed directly through the torques, τfw.

The abbreviation OTG stands for online trajectory generation.

• The control scheme presented in figure 5.2 is implemented with SMC as

impedance control applied to the feedback linearized system (robot + filter).
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Experimental Results

Figure 6.3: Finite state machine for the impedance control program

• The optimization performed for the compuation of centralized equivalent

control law is based on the first 4 joints while joints 5, 6 and 7 are constrained

from motion. In fact, joint 6 is mechanically fixed.

• The tuning parameters defining for the sliding mode control (via. super

twisting algorithm) and the imposed dynamics in the experiment are re-

ported in table 6.1. The impedance controller is tuned so as to achieve

the 2 stable poles in -5. The initial condition of the left arm is defined as

qstart =
[
0 0 0 0 0 π/2 0

]T
while for the right arm any position far

away from the desired working space of the left arm is chosen.

[
M D K

]
kCARE δ u v W[

1 10 25
] [

4000 800 80
]

0.1 3.5 1.5
[
10 15 15 5 5 5 5

]T
Table 6.1: Tuning parameters chosen for the STA implementation for operational

space impedance tracking with the 2nd order dynamics

90



6.2 2nd Order: Impedance Tracking
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(a) Impedance tracking along x-axis
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(b) Impedance tracking along y-axis
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(c) Impedance tracking along z-axis

Figure 6.4: 2nd Order operational space impedance tracking with SMC applied

as outer control loop to feedback linearized system
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Figure 6.4 shows the tracking of desired dynamics for x, y and z axes. The ob-

tained results validate the robustness of the obtained impedance controller based

on a simple estimated model of the torque filter. The results are significantly af-

fected by joint friction. When the desired dynamics is defined by slower poles i.e.

relatively slow velocities the joint friction may become comparable to the actua-

tion torques to perform the necessary control and that results in poor tracking.
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Figure 6.5: Constraints and control signal for 2nd Order operational space

impedance tracking experiment
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6.2 2nd Order: Impedance Tracking

Figure 6.6 shows the joint position evolution for 5, 6 and 7th joints as they

were constrained from movement and its evident it is satisfied adequately. The

joint torques for first two joints show some oscillations in the transient but that

is mainly due to the joint friction model considered for control design which is

a highly simplistic one. The evolution of sliding variable is reported in the fig-

ure below. Note: there is always a trade-off between satisfying the constraints,

impedance tracking or the quality of control signal.
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Figure 6.6: Sliding surfaces for the first four joints for the 2nd Order operational

space impedance tracking experiment
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Chapter 7

Conclusions

In this thesis, a comprehensive analysis was made for the operational space con-

trol using various non-linear control strategies. An operational space impedance

controller has been developed and the theory is validated through simulations.

The main objective of this thesis i.e. dexterous manipulation, in general refers

to the variety of tasks that a system can accomplish and how well these tasks

can be performed. The designed impedance controller is based on Sliding-mode

Model Predictive Control (SMPC) that uses an optimization of various cost func-

tions and constraints to find an optimal solution. Thus, fulfilling our objective of

dexterous manipulation of robots.

From the work, it emerged how to integrate non-linear techniques namely feed-

back linearization and sliding mode control with an optimization problem to real-

ize operational space impedance shaping with robustness to various uncertainties.

It is shown particularly, the effectiveness of SMC to counter system uncertainties.

A variation of STA with sigmoid approximation of sign function proved particu-

larly effective in obtaining smooth torques. The choice of controller parameters

that define the optimization have clear physical interpretation and this enables

an insightful tuning procedure. This is applicable to either the chosen dynamic

relation, weights of the cost function or the controller gains. Furthermore, the

definition of finite state machine allowed the usage of both internal and external
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controllers and extendability for further adaptation. The robustness of the pro-

posed controller is validated through simulations with a different friction model

and FIR-filter estimated model. Finally, the developed results are implemented

on one of the world’s first collaborative robot, ABB YuMi FRIDA.

Although the results achieved corroborate the proposed methods, the excessive

demand on SMC can be reduced by a better estimation of joint friction. Also, an

exact computation of feedback linearization control law has a potential to produce

better results which needs to be further explored for implementations with higher

degrees of freedom. Finally, the implementation needs to be extended to tasks of

practical significance.

As research in dexterous manipulation continues to advance, we look for further

evolution of concepts and ideas presented in this thesis.
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