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”The internal combustion engine will survive us all”

-Bertel Schmitt-
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Sommario

L’obiettivo di questa tesi è dimostrare che l’applicazione del ciclo
Atkinson-Miller ad un moderno motore ad accensione comandata aspirato,
possa ridurne il consumo specifico di combustibile, e quindi migliorarne
l’efficienza ai carichi parziali, rappresentanti le più comuni condizioni oper-
ative di un motore per applicazioni automobilistiche.
In primo luogo, è stato passato in rassegna l’attuale stato dell’arte dei
motori basati sui cicli Atkinson e Miller, e le loro analogie e differenze sono
state illustrate. Inoltre, sono state descritte delle possibili realizzazioni
meccaniche dei cicli sovraespansi, evidenziandone le fondamentali criticità
e fornendo degli spunti sulla loro applicazione in campo reale.
Dopo aver concluso con successo la fase di validazione del motore ad ac-
censione comandata aspirato Alfa Romeo 2.0 16V in esame, sono stati
analizzati gli effetti derivanti dall’applicazione delle strategie LIVC/EIVC
attraverso un confronto tra il ciclo Otto di base ed il ciclo Atkinson-Miller.
L’analisi si è focalizzata sui maggiori indicatori in termini di qualità delle
prestazioni di un motore: consumo specifico di combustibile ed efficienza
globale.
In ultima istanza, è stato aumentato il rapporto di compressione geometrico
dei cilindri come ulteriore intervento per il miglioramento delle prestazioni.
I dati su cui si è basta questa analisi sono i risultati di simulazioni eseguite
tramite Gasdyn, un codice di calcolo monodimensionale sviluppato presso
il Dipartimento di Energia del Politecnico di Milano.

Parole chiave: modello monodimensionale, motore ad accensione co-
mandata, ciclo Atkinson-Miller, LIVC, EIVC, carichi parziali, consumo
specifico di combustibile, efficienza globale, GCR.

xv



Abstract

The aim of this thesis is to prove that the application of Atkinson-Miller
cycle to a modern naturally aspirated SI engine can improve fuel economy
and total efficiency during part load operations that are actually the most
common working conditions of a city car engine.
First of all, a critical review of current state-of-the-art research on ACE
and MCE is provided. Their similarities and differences are clarified. An
in-depth description of the mechanical realizations for the over-expansion
cycle is made; crucial challenges are pointed out and general recommenda-
tions on real applications are given.
After a successful validation of the 2.0 16V Alfa Romeo SI engine, an anal-
ysis of the outcomes of the LIVC/EIVC strategies’ application is carried
out. It consisted in the comparison between the baseline Otto cycle and
the Atkinson-Miller cycle, focusing on BSFC and total efficiency, the main
indicators of engine performance quality.
Moreover, an investigation on the possible improvements given by an in-
crease of the geometrical compression ratio of the engine is performed.
The data upon which this analysis is based, are the outputs resulting from
the simulations made by Gasdyn, a one-dimensional simulation code devel-
oped by the Internal Combustion Engine Team of the Energy Department
of Politecnico di Milano.

Keywords: one-dimensional model, SI engine, Atkinson-Miller cycle,
LIVC, EIVC, part load, BSFC, total efficiency, GCR.
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Introduction

In 1882, an English engineer named James Atkinson invented the first
Atkinson Cycle Engine. The original ACE, with a long expansion stroke
and short intake and compression strokes, was realized with a complex link-
age mechanism. High thermal efficiency of the original ACE was achieved
at the expense of reduced power density and increased complexity. Minimal
attention from the automotive industry was focused on the ACE for several
years. In recent years, ACEs realized via VVT technology have been widely
applied in hybrid vehicles. Increasing studies involving ACEs have been
published.
A shortage of energy sources and climate warming have attracted global
attention and become a severe problem that impacts the sustainable devel-
opment of humans.
Greenhouse gases (GHGs) are a main factor leading to global climate
warming. Reducing the GHGs and harmful emissions (NOx, HC, etc.)
from the transport sector, especially from vehicles, is a key factor that
eliminates the climate change risk. Vehicle emissions are also the main
contributor leading to haze and photochemical smog. Fossil fuels are the
main energy source, but these have finite reserves. It is particularly crucial
to decrease the degree of vehicle dependence on fossil fuels. Developing
new energy resources and significantly enhancing the energy efficiency of
the conventional ICE are both effective paths and are also necessary to
control GHGs and harmful emissions.
The conventional ICE technology is thought to be approaching its devel-
opment limit. However, the ICE technology is far from its development
plateau. Much effort is being made to improve the fuel efficiency and
reduce harmful emissions.
As the global amount of automobiles increases, the EPA’s (Environmental
Protection Agency) analysis shows that an annual reduction of 5–6% of
GHGs is necessary to achieve the targets: 95 g/km for 2020, 70–75 g/km
for 2025, and 50–55 g/km for 2030.
The 2020 target can be realized through advanced ICE technology while
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2 Introduction

further targets must depend on vehicle electrification (pure electric and
hybrid vehicles).
The primary problems of an electric vehicle (EV) are: low battery energy
density, thus a short range; long charging time; short battery cycle life; and
high cost. A joint report by the EPA, CARB (California Air Resources
Board) and NHTSA (National Highway Traffic Safety Administration)
shows that the conventional vehicle technologies are more cost effective
than any of the other technology options.
Moreover, if the upstream electricity generation and distribution are con-
sidered in the overall life cycle, the advantages of an EV, including energy
savings and emissions reductions, will decrease. In this situation, the ICE-
based vehicles (including a substantial portion of hybrid electric vehicles)
tend to be superior in terms of fuel consumption and GHG emissions.
Therefore, the ICE still has significant potential for energy savings and
emissions reduction.
An ICE in a hybrid vehicle is so crucial that it considerably determines
the vehicle fuel consumption and emissions.
If the hybrid vehicle adopts an over-expansion Atkinson cycle SI engine as
one of primary power sources, significant reduction in fuel consumption
can be achieved. Yoshiharu Yamamoto stated that, “If we hit the 45%
efficiency mark, the ICE will long remain a worthy being.”. One possible
way to increase the efficiency of ICEs is the usage of the Atkinson cycle.
In addition to the ACE described above, Miller Cycle Engine (MCE) is an-
other type of over-expansion cycle engine patented in 1947 by an American
engineer named Ralph Miller. ACE is usually naturally aspirated while
MCE is supercharged but they are basically the same from a thermody-
namic point of view.
The ACE is controlled to cross over the low BSFC region. Under a low
load, the engine is cut off while the driven motor is working to propel the
vehicle. As the load increases, the engine begins to work. If the engine
output power is excessive, mechanical energy from the engine is split into
two parts: a part used to propel the wheel and another part used to propel
the generator to produce electricity that is stored in battery pack. When
running a high load or with high speed, if the required power exceeds
the engine efficient power or the maximum value, the driven motor can
provide the leaving power. The reduced power density for ACE can be
compensated by the driven motor. Therefore, ACE/MCE is the most
suitable for hybrid vehicles.
The preliminary step in the construction of such engines consists in a study
of the complex fluid-dynamics of an internal combustion engine by means
of one-dimensional simulation tools that makes it possible to save time
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and economic resources. The results of this thesis are provided by Gasdyn,
a one-dimensional simulation tool developed by the Internal Combustion
Engine (ICE) Group of the Energy Department of Politecnico di Milano.
This tool is crucial in the prediction of the effects of the application of these
thermodynamic cycles (ACE/MCE) to a baseline Otto cycle, pointing out
the most successful actions in terms of fuel economy and total efficiency
improvements.





Chapter 1

Governing Equations and
Numerical Methods

1.1 Introduction

Internal combustion engines are classified as volumetric machines, hence
they are characterized by unsteady flow at both inlet and outlet section
requiring mathematical models able to properly reproduce such wave
motions.
The first chapter of this thesis aims to present the governing equations
with their simplifying hypotheses and the numerical methods implemented
in Gasdyn, specifically the finite volume 3D Cell Method and the finite
differential Total Variation Diminishing Method developed by Corberan
and Gascòn (CG-TVD).
Finally, the boundary problem is introduced.

1.2 Governing equations

The cyclic opening and closing of the engine valves produces important
pressure and velocity variations in the fluid moving through the ducts
and inside the cylinders resulting in an overall strongly unsteady process:
temperature and entropy gradients are so significant that the fluid shows
high viscosity and compressibility.
Such behavior can be conveniently described by the 3D Navier-Stokes
equations complemented by empirical laws relating the dependence of
viscosity and thermal conductivity to the remaining flow variables and
thermodynamic state relationships.
The complexity of this approach and the huge computational time required

5
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to run this type of simulations has led to the development of 1D models
based on the following assumptions:

• Unsteady flow;

• Compressible fluid: the ideal gas mixture model (specific heats
variable with temperature and chemical composition) or the perfect
gas model (constant specific heat) is adopted;

• One-dimensional flow: the length to diameter ratio L
D

of the pipes
is high enough to assume the flow to be fully developed turbulent,
consequently the longitudinal components of the fluid-dynamical
quantities (pressure p, fluid velocity u, density ρ) can be considered
constant within the cross-section and prevailing over the transversal
ones;

• Variable cross section: small variations of the cross-section area
F along the longitudinal direction x;

• Non-adiabatic process: the heat flux through the walls is not
negligible;

• Non-isentropic flow: viscous forces are not negligible.

Considering Figure 1.1 and adopting the Eulerian approach, the con-
tinuity, momentum and energy equations can be written for the control
volume defined by the dotted line.

Figure 1.1: Control volume for variable area flow.
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Continuity equation The net flow rate at the outlet of the control vol-
ume equals the decrease in mass of the control volume:(

ρ+
∂ρ

∂x
dx

)(
u+

∂u

∂x
dx

)(
F +

∂F

∂x
dx

)
− ρuF = − ∂

∂t
(ρFdx)

(1.1)

Considering only first order small quantities and rearranging:

∂ρ

∂t
+ ρ

∂u

∂x
+ u

∂ρ

∂x
+
ρu

F

dF

dx
= 0 (1.2)

∂ρ

∂t
+

∂

∂x
(ρu) +

ρu

F

dF

dx
= 0 (1.3)

Momentum equation The resultant of pressure and shear forces on the
control surface equals the sum of the rate of change of momentum
within the control volume and the net flux of momentum across the
control surface.
Pressure forces:

pF −
(
p+

∂p

∂x
dx

)(
F +

dF

dx
dx

)
+p

dF

dx
dx = − ∂

∂x
(pF ) dx+p

dF

dx
dx

(1.4)

All forces are assumed to be positive according to the x-direction.
The first two terms represent the pressure on the end sections while
the third one is the pressure component along the x-direction acting
on the lateral surface of the control volume.
Shear forces:

−τwπDdx = −f ρu
2

2
πDdx (1.5)

Where:

• D, equivalent diameter;

• τw, wall shear stress;

• f , friction factor;



8 Chapter 1. Governing Equations and Numerical Methods

Rate of change of momentum:

∂

∂t
(ρuF )dx (1.6)

Net flux of momentum from control surface considering only first
order small quantities:(
ρ+

∂ρ

∂x
dx

)(
u+

∂u

∂x
dx

)2(
F +

dF

∂x
dx

)
− ρu2F =

∂

∂x
(ρu2F )dx

(1.7)

Hence, the momentum equation is:

− ∂

∂x
(pF ) dx+ p

dF

dx
dx− f ρu

2

2
πDdx =

∂

∂t
(ρuF ) dx+

∂

∂x
(ρu2F )dx

(1.8)

Expanding, dividing by F and rearranging the previous equation:

u

(
∂ρ

∂t
+ ρ

∂u

∂x
+ u

∂ρ

∂x
+
ρu

F

dF

dx

)
+ f

ρu2

2

4

D
+
∂p

∂x
+ ρ

∂u

∂t
+ ρu

∂u

∂x
= 0

(1.9)

The first term is identically zero from 1.2, so 1.9 becomes:

∂u

∂t
+ u

∂u

∂x
+

1

ρ

∂ρ

∂x
+G = 0 (1.10)

Where:

G = f
u2

2

u

|u|
4

D
(1.11)

Energy equation The energy equation can be derived by applying the
First Law of Thermodynamics to the control volume as follows:

Q̇− ˙WS =
∂E0

∂t
+
∂H0

∂x
dx (1.12)

Looking at the terms in detail:

E0 =
∂(e0ρF )

∂t
dx (1.13)



1.2. Governing equations 9

is the total stagnation internal energy, where the specific stagnation
internal energy is defined as e0 = e+ 1

2
u2 and

H0 =
∂(h0ρuF )

∂x
dx (1.14)

is the net outflow of stagnation enthalpy across the control surface,
where the specific quantity h0 is related to e0 by the following ex-
pression:

h0 = e0 +
p

ρ
(1.15)

Assuming that the heat transfer is positive if flowing into the con-
trol volume, the total heat transfer rate from/to the control volume is:

Q̇ = qρFdx+ qHRFdx (1.16)

Where:

• q, heat transfer rate per unit time per unit mass of gas;

• qHR, heat released per unit volume per unit time by possible
chemical reactions in the exhaust manifold.

The work done by/on the system ẆS is zero for a gas flowing into a
pipe element of an engine manifold.
Finally, the energy equation can be written as:

qρFdx+ qHRFdx =
∂(e0ρF )

∂t
dx+

∂(h0ρuF )

∂x
dx (1.17)

It is now possible to summarize the governing equations for the one-
dimensional flow of a compressible fluid in a pipe with variable cross section,
wall friction and heat transfer in a set of non-linear hyperbolic partial
differential equations:


∂ρ
∂t

+ ∂
∂x

(ρu) + ρu
F
dF
dx

= 0
∂u
∂t

+ u∂u
∂x

+ 1
ρ
∂ρ
∂x

+G = 0

qρFdx+ qHRFdx =
∂(e0ρF )

∂t
dx+

∂(h0ρuF )

∂x
dx

(1.18)

These three equations contain four unknowns ρ, u, p, and e, then a further
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relationship is required to solve the problem. The properties of the gas
must be related by a state equation, in this case the ideal gas state equation
is sufficiently accurate. Moreover, if the fluid is considered a perfect gas the
internal energy can be expressed as the product of specific heat capacity at
constant volume cv and temperature T . Here there are the two equations
aforementioned:

p

ρ
= RT (1.19)

e = cvT (1.20)

It is now possible to rewrite the energy equation 1.17 as:

qρFdx+qHRFdx =
∂

∂t

[
(ρFdx)

(
cvT +

u2

2

)]
+
∂

∂x

[
(ρuF )

(
cvT +

p

ρ
+
u2

2

)]
dx

(1.21)

Rearranging the 1.21 with the continuity and momentum equations 1.3,
1.10:(

∂p

∂t
+ u

∂p

∂x

)
−a2

(
∂ρ

∂t
+ u

∂ρ

∂x

)
−ρ (k − 1)

(
q +

qHR
ρ

+ uG

)
= 0 (1.22)

Where:

• a =
√
kRT , speed of sound;

• k = cp
cv
, ratio of specific heats.

The traditional Method of Characteristics is based on the non-conservative
form of these equations:


∂ρ
∂t

+ ρ∂u
∂x

+ ρu
F
dF
dx

= 0
∂u
∂t

+ u∂u
∂x

+ 1
ρ
∂ρ
∂x

+G = 0(
∂p
∂t

+ u ∂p
∂x

)
− a2

(
∂ρ
∂t

+ u ∂ρ
∂x

)
− ρ (k − 1)

(
q + qHR

ρ
+ uG

)
= 0

(1.23)

Anyway, they can be expressed in a conservative form that preserves the
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properties of the fluid in a pipe with varying cross-sectional area:


∂(ρF )
∂t

+ ∂(ρuF )
∂x

= 0

∂(ρuF )
∂t

+
∂(ρu2+p)F

∂x
− pdF

dx
+ 1

2
ρu2fπD = 0

∂(ρe0F )
∂t

+ ∂(ρh0F )
∂x

− qρF − qHRF = 0

(1.24)

With this formulation it is possible to describe the discontinuities in the
flow. To write the conservative form it is necessary to identify the groups
of variables conserved throughout the shocks and to collect them in a
common differential operator.
This set of equations can be rewritten in symbolic vector form, useful for
the application of the CG-TVD Method that will be explained later on.
If the cross-sectional area is retained in differential terms, the governing
equations become:

∂W̄ (x, t)

∂t
+
∂F̄ (W̄ )

∂x
+ C̄

(
W̄
)

= 0 (1.25)

(From this point forward, the cross-sectional area will be noted with the
letter A instead of F to prevent the reader from confusing it with the
components of the vector F̄

(
W̄
)
.)

Where the three vectors are:

• W̄ (x, t) =

 ρA
ρuA
ρe0A

, vector of convective fluxes;

• F̄
(
W̄
)

=

 ρuA
(ρu2 + p)A
ρuh0A

, vector on the x-direction;

• C̄
(
W̄
)

=

 0
−pdA

dx

0

+

 0
ρGA

−(qρ+ qHR)A

, vector of source terms (the

first member contains the contributes of pressure force due to section
variation, the second one represents the effects of friction and heat
exchanges).

In a more compact form:

W̄t + F̄
(
W̄
)
x

= C̄
(
W̄
)

(1.26)
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As for the non-conservative equations, a state equation is required to solve
the problem.
These are all the equations used by Gasdyn and solved with numerical
methods such as the finite volume 3D Cell Method and the finite differential
Total Variation Diminishing Method implemented by Corberan and Gascòn
(CG-TVD).

1.3 Numerical methods
Since it is not possible to solve the hyperbolic partial differential equa-

tions derived in the previous paragraph analytically, proper numerical
methods are required. Then, the governing equations must be discretized
to form a set of algebraic relationships that can be solved numerically.
In 1858, Riemann found the first solution to this kind of problems devel-
oping the Method of Characteristics and introducing new computational
perspectives that brought to more advanced numerical methods. Although
the Method of Characteristics is a powerful tool for analyzing non-linear
waves, it presents some limitations:

• Assumption of ideal gas;

• Assumption of linearity in the temporal domain of the solution when
determining the value of physical properties of the fluid between two
nodes of the mesh. It leads to a first order approximation that results
insufficient for gas-dynamic computations;

• Inability to get the discontinuities in the solution such as shock waves
distributed all over the mesh.

The Method of Characteristics remained the most diffused technique due
to its simplicity and its physical approach to solve the hyperbolic problem
until more accurate computational method were implemented.

1.3.1 The 3D Cell Method

Introduction

The 3D Cell is a finite volume numerical method developed specifically
for silencers. It has an excellent ability to conserve the mass along the
ducts, even when the section and the discretization of the geometry change.
The goal is to create an architecture which allows a rapid simulation of
the engine functioning without losing the geometric information. This is
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possible thanks to the decomposition of the components into finite volumes,
which keeps track of real dimensions without making computations too
heavy.

Figure 1.2: Simplified scheme of a complex geometry.

Theory of the numerical method

The grid of this method is composed by two fundamental elements:
cells and ports. Every cell communicates with each other through ports
in every space direction: in this way all the extensive characteristics, like
mass and energy, and all the thermodynamic quantities are evaluated and
associated to the same cells, whereas the fluxes to the ports, projecting
them vectorially along the speed direction.
The Eulerian approach is adopted, therefore fluxes are not projected

Figure 1.3: 3D Cell grid.

on every space direction, but on one coordinate only, along which the



14 Chapter 1. Governing Equations and Numerical Methods

balances are evaluated, keeping into account the geometry of the duct
without making the numerical method too heavy. The heat transfer term
is introduced for each cell as a function of the external surface connected
to local diameter of the component. The pressure loss is a function of port
diameter and length. The aim is to calculate the new variables within cells
at time tn+1 for every timestep but a port balance is also necessary for
following conservative balances. This implies that the fluxes are calculated
using the information at time tn of two adjacent cells, proceeding only half
timestep tn+1/2 at a time. Then the conservation of mass, momentum and
energy inside each cell is evaluated through a port balance, obtaining values
at time tn+1 . In this way the method reaches a second order accuracy
both in space and time.

Figure 1.4: 3D Cell temporal structure.

Continuity equation Mass and energy balances are carried out for each
cell, while momentum conservation is performed for ports only. A
set of Eulerian equations is integrated over volume dV and time dt:∫ t+dt

t

(
∂

∂t

∫
V

ρdV +

∫
V

Div (ρU) dV )dt = 0 (1.27)

According to Gauss Theorem:∫
V

Div (ρU) dV =

∫
S

(ρU× n) dS (1.28)

Resulting in:

ρn+1 = ρn +
1

V

Nports∑
p=1

(ρUA)n+1/2
p ∆t (1.29)
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The surface integral of mass transport through the cell becomes
the summation of the mass flow rates through each face of the cell
oriented according to U in space. The method is 1D, so the vector
U has only one direction and the summation results in a simple
difference between mass flow rates across left and right side of the
cell. Computing directly the mass contained in every single cell
instead of density, the equation becomes:

Mn+1
c = Mc + (FM

n+ 1
2

p,Sx − FM
n+ 1

2
p,Dx)∆t (1.30)

where FM are the mass fluxes on the left and right ports p of each
cell c.

Energy equation Also energy balance is integrated over time and space:

ρen+1 = ρen +
1

V

Nports∑
p=1

(ρUhA)n+1/2
p ∆t+ Es (1.31)

where Es is associated to heat transfer (convective component), while
enthalpy flux is defined as the product of mass flow rate and relative
specific enthalpy h:

(ρUhA)n+1/2 = (ρUA)n+1/2h (1.32)

In this method the internal energy is preserved:

En+1
c = En

c +
(
FH

n+ 1
2

p,Sx − FH
n+ 1

2
p,Dx

)
∆t+ Es (1.33)

FH is the enthalpic flux and Es is evaluated as:

Es = πDc∆xhconv(Twall − Tc) (1.34)

• Dc , diameter and ∆x length of the cell;

• hconv , convective coefficient;

• Twall , external temperature of the duct;

• Tc , temperature of the cell.
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Momentum equation This balance is carried out for ports only. Keep-
ing into account the 1D approximation and integrating it over time
and space, the following equation is obtained:

ρUAn+1/2
p = ρUAn−1/2p +

∆t

∆x

((
ρU2 + p

)n
c,Sx
−
(
ρU2 + p

)n
c,Dx

)
Ap+Ms

(1.35)

• Ap , port area;
• (ρu2 + p) , momentum flux in every cell;

• Ms , source term collecting pressure losses and the method
controlling diffusive term called DTM (Diffusion Source Term),
that reduces oscillations of the solution without modifying the
overall trend.

The pressure is evaluated by means of the perfect gas law, while
velocity through the momentum Qc:

Uc =
ρVcU
ρVc

=
Qc

Mc

(1.36)

Generally, every port is weighed with respect to its distance from
the cell center, evaluating every contribution according to the U-
component entering the p-th face.

ρUAn+1
c = ρUAnc +

Nports∑
p=1

(ρUA
n+ 1

2
p )∆x× np (1.37)

The contribution due to section variation along the direction of in-
terest is also derived:∫ c,Dx

c,Sx

pdA =

∫ p

c,Sx

pdA+

∫ c,Dx

p

pdA (1.38)

The pressure is constant form cell to cell by definition, so:∫ c,Dx

c,Sx

pdA = pc,Dx (Ac,Dx − Ap) + pc,Sx(Ap − Ac,Sx) (1.39)

All the balances are carried out along one direction only, so every-
thing is defined as a difference between port inlet and outlet, while
the momentum of the cell is represented by the port mass flow rate
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arithmetic average:

Qc =
1

2
(FMp,Dx + FMp,Sx)∆xc (1.40)

The definition of the generic port p mass flow rate is:

FMn+1
p = FMn

p + [
(
FQc,Sx − FQc,Dx

)
+ pc,Dx (Ac,Dx − Ap) +

pc,Sx (Ap − Ac,Sx)]
∆t

dxp
+Ms

(1.41)

where FQc is the mechanical energy contribution of each cell.

CFL condition

In the simulation of any component, the choice of ∆x depends on the
size of the smallest element. Therefore, the choice of ∆t is linked to ∆x
by the Courant-Friedrichs-Lewy (CFL) criterion. Practically, for every
geometric element the maximum information propagation speed is defined
as the sum of the speed of sound and its velocity. Dividing ∆x by the
information propagation speed, some times are obtained and the smallest
will be chosen among them.

∆tc =
∆xc

ac + |Uc|
(1.42)

Where ac is the speed of sound of the fluid in the cell.
At this point CFL is used as stability criterion: it is not used ∆tc directly,
but a fraction of it

υ =
∆tfinal

min(∆tc)
with υ < 1 (1.43)

CFL is always < 1 in order to be conservative.

1.3.2 The Corberan-Gascòn Method (CG-TVD)

The CG-TVD method was developed by J.M. Corberan and M.L.
Gascòn in 1994. It is a symmetrical finite differential Total Variation
Diminishing Method that extends the classical Lax-Wendroff scheme and
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conserves average mass flow rate from node to node in the most accurate
way possible (second or even first order accuracy).

Mathematical model

The application of the CG-TVD method to internal combustion engines
starts from the definition of the governing equations for a one-dimensional,
unsteady, non-homeotropic flow in a variable geometry duct in vectoral
form already presented in the previous section.
Considering the 1.26:

W̄t + F̄
(
W̄
)
x

= C̄
(
W̄
)

Where the three vectors are:

• W̄ (x, t) =

 ρA
ρuA
ρe0A

, vector of convective fluxes;

• F̄
(
W̄
)

=

 ρuA
(ρu2 + p)A
ρuh0A

, vector in x-direction;

• C̄
(
W̄
)

=

 0
ρGA− pA′
−(qρ+ qHR)A

, vector of source terms (the first member

contains the contributes of pressure force due to section variation,
the second one represents the effects of friction and heat exchanges).

Then the system is completed by the hypothesis of perfect gas expressed as:

e0 = ρ
u2

2
+

p

k − 1
(1.44)

This method departs from LW formulation in the definition of the vec-
tor of the fluxes W̄ (x, t) by substituting some components with some of
the vector F̄

(
W̄
)
. This adjustment emphasizes the conservation of local

and global mass flow rate, making this method particularly convenient
whenever source terms (especially those linked to section variations which
have the biggest impact on flow rate conservation) are not negligible and
actually characterize the solution.



1.3. Numerical methods 19

The Jacobian matrix of the flux function is defined as:

J =

 0 1 0
k−3
2
u2 (3− k)u k − 1

u
(
k−1
2
u2 −H

)
H − (k − 1)u2 ku

 (1.45)

Where:

• H = a2

k−1 + u2

2
, total enthalpy;

• a =
√
kRT , speed of sound.

J is a strictly hyperbolic matrix that presents three real eigenvalues:

αz =

u− au
u+ a

 (1.46)

The matrix P is composed by the corresponding right eigenvectors:

P =
(
P̄ 1, P̄ 2, P̄ 3

)
=

 1 1 1
u− a u u+ a

uH − ua u2

2
H + ua

 (1.47)

The problem is hyperbolic, hence P diagonalizes J according to the follow-
ing expression:

QJP = diag (u− a, u, u+ a) (1.48)

where Q = P−1 is the inverse matrix of P made up of the left eigenvalues
of J:

Q = P−1 =

− u
2a

+ k−1
4

u2

a2
− 1

2a
− k−1

2
u
a2

k−1
2a2

1− k−1
2

u2

a2
(k − 1) u

a2
−k−1

a2

− u
2a
− k−1

4
u2

a2
1
2a
− k−1

2
u
a2

k−1
2a2

 (1.49)

The numerical progression is solved through the following scheme:

W n+1
j = W n

j − λ
(
GTV D
j+ 1

2
−GTV D

j− 1
2

)
− λ

[
Bj− 1

2
,j −Bj,j+ 1

2

]
(1.50)
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Where:

GTV D
j+ 1

2
=

1

2

{
Fj + Fj+1 −Bj,j+ 1

2
+Bj+ 1

2
,j+1 − Pj+ 1

2
h
(
λD̄j+ 1

2

)
Qj+ 1

2
(Fj+1 − Fj +Bj,j+1)

}
+Pj+ 1

2
ψ̄j+ 1

2

(1.51)

And the components of the vector ψ̄j+ 1
2
are defined as:

ϕkj = sk
j+ 1

2
max

{
0, min

{∣∣∣ϕ̄kj+ 1
2

∣∣∣ , sk
j+ 1

2
ϕ̄k
j− 1

2
, s k

j+ 1
2
ϕ̄k
j+ 3

2

}}
(1.52)

Where ϕ̄k
j+ 1

2

represents the second order contributions vector:

ϕ̄k
j+ 1

2
=

1

2

(
h(λD̄j+ 1

2
)− λD̄j+ 1

2

)
Qj+ 1

2
+ (Fj+1 − Fj +Bj,j+1) (1.53)

h(x) is a matrix computed as:

h(λD̄j+ 1
2
) = diag

(
sign

(
λαz

j+ 1
2

+ λβz
j+ 1

2

))
z=1,2,3

(1.54)

In particular:

α1 = u− a, α2 = u, α3 = u+ a (1.55)

While:

β1 =

(
1
2a

+ k−1
2

u
a2

)
(pA′ (x)− ρGA)− k−1

2a2
(ρq̇A)

− 1
2a
ρA∂u

∂x
+ 1

2a2
∂(pA)
∂x

β2 =
(1− k) u

a2
(pA′ (x)− ρGA)− 1−k

a2
(ρq̇A)

∂(ρA)
∂x

+ 1
a2
∂(pA)
∂x

(1.56)

β3 =

(
− 1

2a
+ k−1

2
u
a2

)
(pA′ (x)− ρGA)− k−1

2a2
(ρq̇A)

1
2a
ρA∂u

∂x
+ 1

2a2
∂(pA)
∂x

If the denominator of βz tends to zero, we can consider βz = 0 and the
propagation speeds are the corresponding characteristic speeds associated
with the homogeneous flow.
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A valid estimation of the source terms Bj,j+1 is the following:

Bj,j+1 =

 0
−pj,j+ 1

2
(Aj+1 − Aj) + (∆x)(ρGA)j+ 1

2

−(∆x)(ρq̇A)j+ 1
2

 (1.57)

In the particular context of the quasi-one-dimensional unsteady flow
through a duct with varying cross-section, it is important to distinguish
between the approximations used for the term related to the variation of
the pipe cross-sectional area, pA′ (x), and those used to approximate the
terms related to the presence of friction forces and heat transfer at pipe
walls, which are less important.
The term pA′ (x) should always be balancing the second component of the
fluxes, therefore treated as a divergence term, as it really is because it
represents the divergence of the surface forces over the lateral walls of the
control volume. Consequently, it is important to approximate the integral
of pA′ (x) between xj and xj+1 as an expression of the form:

pj+ 1
2
(Aj+1 − Aj) (1.58)

Where pj+ 1
2
represents some average of the pressure between pj and pj+1.

In this thesis it has been adopted the arithmetical average for pj+ 1
2
, ob-

taining:

pA′ (x) =
(pj + pj+1)

2
(Aj+1 − Aj) (1.59)

Finally, the values of physical quantities in xj+ 1
2
contained in the expression

of source terms and in the matrices linked to J are defined. The Jacobian
matrix is evaluated in-between two nodes of the mesh, and if its terms are
not constant, they must be estimated with proper averaging techniques.
The authors of the method suggest using Roe’s linearization to obtain an
average in the middle points for u, H, ρ and ρA:
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uj+ 1
2

=
χj+ 1

2
uj+1 + uj

χj+ 1
2

+ 1

Hj+ 1
2

=
χj+ 1

2
Hj+1 +Hj

χj+ 1
2

+ 1

ρj+ 1
2

=
√
ρj+1ρj (1.60)

(ρA)j+ 1
2

=
√
ρjAjρj+1Aj+1

χj+ 1
2

=

√
ρj+1Aj+1

ρjAj

The authors recommend using ρj+ 1
2
, uj+ 1

2
, pj+ 1

2
and Tj+ 1

2
for the source

terms vector too, nevertheless they affirm that there is not a significant
difference in deriving it using a simple arithmetic average.

1.4 The boundary problem
The previous paragraphs have concentrated on methods of solving the

equations of wave motion inside a pipe. It was stated that an important
aspect of the overall calculation of flow in pipes was the interaction of the
flow with the boundaries. Every pipe has two ends associated with it, and
hence has two boundaries. There are various types of boundary and these
must be simulated in a satisfactory manner: the best way to accurately
incorporate the boundaries in all wave action techniques is by the Method
of Characteristics. This is because the only way to get to the end of the
pipe in a logical manner is to go along a wave, i.e. along a characteristic.
Typical boundaries are: open ends, closed ends, inflow boundaries, valve
boundaries, junctions (with or without pressure losses), pulse converters,
orifices or valves in pipes, throttle bodies, turbines and compressors. The
treatment of all these has one feature in common: the boundaries are all
treated as if the flow is quasi-steady, this means that the characteristic of
the boundary is not function of the frequency of the incident waveform.
The assumption of quasi-steady flow implies that the physical size of the
boundary can be neglected when compared with the length of the pipe
connected to it and that the equations of steady flow can be applied locally
to this infinitesimally small region. It also implies that at the boundary
the rate of change of properties with distance is much greater than the
rate of change with time, i.e. ∂P

∂x
� ∂P

∂t
, where P is any property.
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1.4.1 Non-dimensional equations

These wave equations are based on the convention introduced by Ben-
son, and a parameter aA is introduced to define the entropy level in the
duct. Figure 1.5 shows three isobars on an a-s diagram (equivalent to a
T-s diagram) where aA is the speed of sound which would be reached at
the arbitrary reference pressure due to an isentropic change of state from
the pressure p.

Figure 1.5: Isentropic processes depicted on a-s diagram.

For a perfect gas, obeying

p

ρx
= const

The changes of state are given by

ρ

ρA
=

(
p

pref

) 1
x

(1.61)

p

pref
=

(
a

aA

) 2k
(k−1)

(1.62)

Note that the quantity aref is arbitrarily fixed by defining a reference
temperature Tref with respect to the entropy level whereas the value of aA
varies and therefore reflects the entropy level in the duct.
Differentiating the last equations gives:

dp

p
=

2k

k − 1

da

a
− 2k

k − 1

daA
a

(1.63)
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dρ

ρ
=
dρA
ρ
− 1

k

dp

p
(1.64)

Equation 1.63 shows that the change in pressure is no longer related only
to the change in speed of sound but is affected by the change in the level
of entropy defined by daA.
Starting from the compatibility equations:


1
ρa
dp+ du+ 1

ρa
(∆1 + ∆2 + ∆3) dt = 0

1
ρa
dp− du+ 1

ρa
(∆1 + ∆2 −∆3) dt = 0

dp− a2dρ+ ∆1dt = 0

(1.65)

Considering only the right-moving wave characteristic, the differential
terms of the first equation of the set above can be replaced using the
equations 1.63 and 1.64 to give:

2k

k − 1
da+du− 2k

k − 1
a
daA
aA
−k − 1

a

(
q +

4f

D

u3

2

u

|u|

)
dt+

au

F

dF

dx
dt+

4f

D

u2

2

u

|u|
dt

(1.66)

Defining the gas-dynamic non-dimensional quantities

A =
a

aref
, U =

u

aref
, AA =

aA
aref

, Z =
aref t

xref
, X =

x

xref

Enables to rewrite the 1.66 as follows:

dA+
k − 1

2
du = dλ (1.67)

Where:

dλ = A
dAA
AA
− (k − 1)

2

AU

F

dF

dX
dZ − (k − 1)

f

D
xrefU

2 U

|U |

[
1− (k − 1)

U

A

]
dZ+

(k − 1)2

2
q
xref
a3ref

1

A
dZ

(1.68)

The terms of the right-hand side of this equation, which define the change
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of Riemann variable of the flow along the wave characteristic dx
dt

= u+ a,
can be analysed as follows:

• Effect of the variation in the entropy level δλentropy = AdAA

AA
;

• Effect of the pipe area variation δλarea = − (k−1)
2

AU
F

dF
dX
dZ;

• Effect of the pipe wall friction δλfriction = −(k−1) f
D
xrefU

2 U
|U |

[
1− (k − 1) U

A

]
dZ;

• Effect of heat transfer δλheattransfer = (k−1)2
2

q
xref
a3ref

1
A
dZ.

Hence equation 1.68 can be expressed as:

dλ = δλentropy + δλarea + δλfriction + δλheat−transfer (1.69)

Where the total change of the Riemann variable as it propagates across a
mesh is the sum of the separate effects.
The change of Riemann variable along the wave characteristic dx

dt
= u− a

can be expressed as:

dA− k − 1

2
du = dβ (1.70)

dβ = A
dAA
AA
− (k − 1)

2

AU

F

dF

dX
dZ + (k − 1)

f

D
xrefU

2 U

|U |

[
1 + (k − 1)

U

A

]
dZ

+
(k − 1)2

2
q
xref
a3ref

1

A
dZ

(1.71)

dβ = δβentropy + δβarea + δβfriction + δβheat−transfer (1.72)

In the equations 1.68 and 1.71 the quantities A and U can be replaced by

A =
λ+ β

2
(1.73)

U =
λ− β
k − 1

where the Riemann variables are evaluated at points L and R of Figure
1.6 respectively.
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Figure 1.6: Homentropic characteristics shown on the position (x-t) diagram.

To calculate the value of dAA along the pathline characteristic the last
equation of 1.65 is used.

dAA =
(k − 1)

2

AA
A2

xref
a3ref

(
q +

2f

D
a3ref

∣∣U3
∣∣) dZ (1.74)

In this case the entropy level depends only on the fiction and heat transfer
contributions:

dAA = δAfriction + δAheat−transfer (1.75)

1.4.2 Riemann variables at boundaries

The Riemann variables (invariants) are defined as:

λ = a+
k − 1

2
u (1.76)

β = a+
k − 1

2
u (1.77)

In this paragraph λ and β will be renamed λin and λout in order to represent
waves which are approaching and leaving a boundary respectively. The
Riemann variables will also be used in the dimensionless form using a
reference condition for the speed of sound, aref to give:

A =
λin + λout

2
(1.78)

U =
λin − λout
k − 1

(1.79)



1.4. The boundary problem 27

1.4.3 Starred Riemann variables

It is also useful to introduce the concept of the starred Riemann vari-
ables, when examining non-homentropic flows. The only modification
consists in dividing the Riemann variables by their entropy level. A general
Riemann variable entering the boundary is then defined as:

λ∗in =
λin

(AA)in
(1.80)

While that leaving the boundary is:

λ∗out =
λout

(AA)out
(1.81)

This approach takes the change of entropy into the relevant parameter,
the starred Riemann variable, and this is a useful method for dealing with
non-homentropic flows.

1.4.4 Open end boundary

The main feature of a simple open end boundary is that the pressure
at the exit of the pipe is equal to that outside the pipe. The effect of such
a boundary is to invert an incident wave: thus, an incident compression
wave is reflected as a rarefaction wave, and vice versa; it also results in
an increase in the velocity at the end of the pipe. An example of this is
shown in the isometric distance-time pressure diagram in Figure 1.7.

Figure 1.7: Wave reflection at an open end: an isometric illustration in the
distance-time (x-t) plane.

The wave is introduced to the pipe at a and travels towards the open end
at b. The compatibility condition for an open end is that the pressure must
equal the atmospheric, or outside, pressure. This can only be achieved if a
pressure wave is reflected as a rarefaction wave, and vice versa.



28 Chapter 1. Governing Equations and Numerical Methods

1.4.5 Closed end boundary

The important feature of a closed end boundary is that it does not
transmit flow: hence the velocity at the end is zero. A wave reflected
by interaction with a closed end is the same sense as the incident one.
Hence a pressure wave is reflected as a pressure wave of equal magnitude.
This occurs because there can be no flow at the closed end and hence the
incident wave must be sent back into the pipe. The reflection is brought
about by a reversal of momentum and the pressure (or force) must be
increased to a higher level to achieve the wave reversal. This effect can be
seen very clearly in Figure 1.8.

Figure 1.8: Wave reflection at a closed end: an isometric illustration in the
distance-time (x-t) plane.

A pressure wave is introduced into the left-hand end of the pipe, at a. It
travels along the pipe form left to right and reaches the closed end at b.
The reflection of the wave results in an increase in the pressure acting on
the closed end; this is caused by the reversal of the momentum of the wave.
Hence the wave seems to “climb” over itself in reflecting back down the
pipe.



Chapter 2

Overview on the Atkinson-Miller
Cycle

2.1 Introduction

Vehicle electrification has to be addressed to reduce dependence on
fossil fuels and meet future emission regulations. Pure electric vehicles still
have many limitations, but hybrid vehicles are the optimum transference
scheme. An over-expansion cycle (Atkinson or Miller) engine is the most
suitable for hybrid vehicles.
Compared with a conventional Otto cycle engine, an over-expansion cycle
engine can realize a larger expansion ratio and thus, a higher thermal
efficiency while maintaining a normal effective compression ratio to avoid
the knock.
Basics for the Atkinson and Miller cycles are introduced first. An analysis
on mechanical realizations for the over-expansion cycle is conducted. Chal-
lenges for real applications of these mechanical realizations are presented.
After a comprehensive review of the advantages and applications of the
“Atkinson cycle effect” in load control, reducing NOx formation and sup-
pressing the knock, main problems are discussed and some solutions are
provided.

2.2 Theoretical explanation of over-expansion
cycles

The original ACE is a type of full-expansion cycle. Figure 2.1 presents
the p-V and T-S diagrams comparison among the ideal Otto, Miller and

29
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Atkinson cycles. 1–2–3–4O–1 is the Otto cycle process, and 1–2–3–4A–1 is
the Atkinson cycle. For the Otto cycle, the expansion stroke equals the
compression stroke. At the end of the power stroke, the in-cylinder pressure
is obviously higher than the barometric pressure, meaning that working
charges still have considerable potential to make useful work. While the
Atkinson cycle fully expands to 4A with the in-cylinder pressure equal
to the barometric pressure, more thermal energy (1–4O–4A–1) can be
converted to useful mechanical work, resulting in higher thermal efficiency.

Figure 2.1: p-V and T-S diagrams for ideal Otto, Atkinson and Miller cycles.

2.2.1 Atkinson cycle vs. Miller cycle

Figure 2.1 shows the Miller cycle process (1–2–3–4M–5–1), which is
an over-expansion cycle but does not expand to the barometric pressure.
There is no doubt that the Atkinson cycle is more efficient than the Miller
cycle because of the increased work output (5–4M–4A–5). However, in a
practical ACE, the piston is not necessary for expansion to the barometric
pressure. First, a long expansion stroke lengthens the cylinder body,
increasing piston friction loss and engine weight. Then, low in-cylinder
pressure at the end of the expansion stroke will lead to large exhaust
pumping loss because there is not a free exhaust process when the exhaust
valves open. This conversely discounts the thermodynamic merit of the full-
expansion Atkinson cycle. Therefore, the cycle process in a practical ACE
is closer to the ideal Miller cycle that is shown in Figure 2.1. Despite the
fact that in-cylinder gas pressure at 4M is still higher than the barometric
pressure, more thermal energy (1–4O–4M–5–1) is drawn from the working
charges compared with the Otto cycle.
A real MCE generally uses LIVC (or EIVC) to realize the overexpansion
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cycle such as in many modern ACEs. However, ACE is naturally aspirated
while MCE is generally equipped with a super/turbocharger. Thus, the
Miller cycle is essentially the same as the Atkinson cycle.

2.2.2 Thermodynamic analysis

Some assumptions were introduced in the thermodynamic model and
some practical impact factors, such as the fuel vaporization and combustion
process, were ignored. Figure 2.2 qualitatively demonstrates the effects of
compression ratio CR, equivalence ratio Φ and expansion-to-compression
ratio r on cycle efficiency. Within the entire effective range of CR, the cycle

Figure 2.2: Effects of CR, r and Φ on cycle efficiency.

efficiency of the Atkinson cycle is always higher than the Otto and Miller
cycles. However, as the CR increases, the efficiency differences decrease.
There is an optimum CR approximately 20 that maximizes cycle efficiency
of the Atkinson or Miller cycles. As the Φ increases, cycle efficiency of the
Otto cycle obviously decreases.
According to formula:

T4a = T3ER
1−k
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for the Atkinson or Miller cycle engine, a higher expansion ratio contributes
to lower in-cylinder temperature at the end of the expansion stroke, thus
resulting in a lower exhaust temperature, as shown in Figure 2.1(b).
Some important thermodynamic characteristics for the over-expansion
cycles have been summarized:

1. An over-expansion cycle has more work output and higher thermal
efficiency than an Otto cycle at the same operating conditions;

2. There is an optimum compression ratio that maximizes the perfor-
mances of Atkinson or Miller cycles. The effective power, power
density and effective efficiency increase up to an optimum value
and then start to decrease with increasing compression ratio. The
effective power and effective efficiency increase with increasing cy-
cle temperature ratio, cycle pressure ratio and inlet pressure while
decrease with increasing friction coefficient, inlet temperature and
retarding angle of intake valve closing;

3. The equivalence ratio has a significant impact on engine performance.
Under high or full loads, an Atkinson or Miller cycle engine can
implement an equivalence ratio equal or closer to 1, compared with
an Otto cycle engine. The combustion efficiency increases, and the
fuel economy is greatly improved;

4. Partial load efficiency of the over-expansion cycle with the largest
feasible expansion ratio is the highest.

2.3 Methods for realizing the Atkinson cycle
This section mainly studies the types and mechanical realizations of

the Atkinson cycle including the Miller cycle.

2.3.1 Atkinson cycle types

Figure 2.3 shows three types of Atkinson cycles:

1. The original Atkinson cycle is realized by fully expanding to the
barometric pressure to draw the full working potential of in-cylinder
working charges while the intake and compression strokes are the
same as a normal Otto cycle. The engine, with less geometrical
displacement VD, has to be designed as a larger volume VA for a long
expansion stroke.
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2. The Atkinson cycle is realized by retarding or advancing intake valve
closure timing based on a normal Otto cycle: LIVC or EIVC. The
expansion stroke is the same as the Otto cycle, while the effective
compression stroke shortens. In this simple way, an over-expansion
cycle is realized.

3. The expansion stroke length is the same as a normal Otto cycle,
but a higher expansion ratio is realized by reducing dead volume Vcc
as shown in Figure 2.3(b). LIVC or EIVC is carried out to realize
the over-expansion cycle. The reduced ECR resulting from LIVC
or EIVC can be compensated by the increased GCR. In this way, a
greater efficiency improvement can be achieved.

Figure 2.3: Three types of Atkinson cycle.

2.3.2 Mechanical realizations

Type 1 is the first practical ACE arranged as an opposed piston engine,
the Atkinson differential engine. As shown in Figure 2.4(a), a single
crankshaft was connected to two opposed pistons through a toggle jointed
linkage that had a non-linearity. For half a revolution, one piston remained
almost stationary while the other approached it and returned. Then, for
the next half revolution, the pistons changed over which piston was almost
stationary and which piston approached and returned. Thus, in each
revolution, one piston provided a compression stroke and a power stroke,
and the other piston provided an exhaust stroke and a charging stroke.
A later version, also designed by James Atkinson in 1887, is one of the
most familiar ACE structures, as shown in Figure 2.4(b). The piston
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is not directly connected to the crankshaft but is connected through a
unique mechanical linkage. In this way, the engine could implement longer
expansion and exhaust strokes than its intake and compression strokes.

Figure 2.4: Patent drawing of the original Atkinson engine.

Since then, some other novel multi-link mechanical systems have been
designed.
The mechanism shown in Figure 2.5 is a four bar mechanism that connects
the piston to the crankshaft via an oscillating member positioned on the
opposite side of the cylinder relative to the crankshaft. The oscillating
member is supported on an eccentric shaft that rotates at half of the
crankshaft speed in the same direction and is driven by the crankshaft.
The oscillating member, eccentric shaft and crankshaft jointly impact
the piston movement and give rise to a shorter intake and compression
stroke than a long expansion and exhaust stroke. A phasing mechanism
between the crankshaft and the eccentric shaft allows relative angular
motion between them. This relative motion changes the piston position
at TDC and thus changes the combustion chamber volume, allowing the
compression ratio to be altered continuously.
This mechanism realizes the overexpansion cycle as in Type 1 but also
alters the CR by adjusting the combustion chamber volume as in Type 3.
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Figure 2.5: Mechanism for variable compression and stroke ratios.

The multi-link mechanical system shown in Figure 2.6 has been de-
veloped for Honda’s EXlink (Extended Expansion linkage engine), as the
world’s first mass-produced multiple linkage ACE.
A multi-link system is primarily comprised of a trigonal link, a swing
rod, an eccentric shaft, a connecting rod and a crankshaft. In the EXlink
engine, the trigonal link is positioned between the connecting rod and the
crankshaft. The trigonal link is connected to the eccentric shaft through
the swing rod to accomplish the extended expansion linkage mechanism.
The eccentric shaft, driven by the crankshaft, turns at half of the crankshaft
speed in the same direction. This multi-link mechanism allows the pis-
ton’s stroke to lengthen for the expansion/exhaust and shorten for the
intake/compression per cycle. In this way, the Type 1 Atkinson cycle can
be realized in a simpler and more compact structure than the original one
in Figure 2.4.
Shown in Figure 2.7, a crank train concept realized via a planetary gear
mechanism has been researched as an effective measure to realize the
Atkinson cycle (Type 1 ). Because of the defined gear ratios of the sun
wheel (crankshaft), planetary wheel (extender) and annulus gear, piston
motion for the Atkinson cycle could be generated.
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Figure 2.6: EXlink multiple linkage system and piston movement.

The Atkinson cycle piston motion is based on the superposition of the two
movements of the extender and crankshaft. As a result, the dead volume
remains invariable while an almost two times longer expansion stroke than
the compression stroke is achieved. In this way, cylinder pressure at the end
of the expansion stroke as low as the barometric pressure can be realized
to fully extract the working potential of in-cylinder gases.

Figure 2.7: Piston motion and schematic diagram of the IVT Atkinson cycle
concept.

Atkinson or Miller cycles for Type 2 can be realized via LIVC (or EIVC)
based on a baseline Otto (or Diesel) cycle engine. A series of discrete
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LIVC timings can be performed by manually retarding the camshaft or
fabricating some camshafts with different cam profiles, as shown in Figure
2.8(a).

Figure 2.8: Atkinson or Miller cycle realized by LIVC (EIVC)+increased GCR.

Continuously variable LIVC timings can be implemented by a VVT mech-
anism. VVT technology has been widely used in gasoline engines, making
it particularly easy to realize the over-expansion cycle. This type of ACE
or MCE is actually a modified Otto (or Diesel) cycle engine. With a VVT
mechanism, LIVC can be performed by keeping intake valves open longer
than in the normal condition in the compression stroke shown in Figure
2.9. In this way, the expansion ratio, close or equal to the GCR, is larger
than the ECR. The disadvantage is that a reverse flow process decreases
the engine power density.

Figure 2.9: Comparison between the Otto cycle and over-expansion cycle real-
ized via VVT.
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For the EIVC shown in Figure 2.8(a), the intake valves close extremely
early in the intake stroke. Then, pistons continue to run towards BDC,
inducing an internal cooling process. After the BDC, the pistons run
upward, compressing in-cylinder charges. The expansion and subsequent
compression back to the volume at which the intake valves are closed is
relatively energy-free, because both processes are nearly isentropic at such
low temperatures. In this way, the effective expansion stroke is longer
than the effective intake and compression strokes and enables equivalently
realizing the over-expansion cycle.
EIVC will lead to considerable WOT power loss, especially in the high
speed range. Higher intake boost pressure is needed to compensate the
more power loss for EIVC. The efficiency is higher for EIVC because of the
lower compression work compared to LIVC, when backflow to the intake
manifold occurs.
With a partial load, Type 2 can reduce pumping loss and improve fuel
economy. However, the improvement is less as a result of the reduced
ECR and the same expansion ratio as the baseline Otto cycle. The initial
purpose of the Atkinson cycle SI engine is an increased expansion ratio to
enhance thermal efficiency while maintaining a normal ECR to avoid the
knock. The expansion ratio can be increased by lengthening the expansion
stroke (Type 1 ) or reducing the dead volume that is Type 3.
For Type 3, mechanical realization by VVT+increased GCR is the most
frequently adopted technical measure. The combustion chamber volume
is reduced via changing the geometry of the piston top to increase the
expansion ratio while a normal ECR is maintained based on LIVC.
The method using VVT+VCR can achieve optimum performance over the
entire speed and load range. As shown in Figure 2.10, the combustion
chamber volume can be continuously adjusted by changing the position of
the outer piston relative to the inner piston, which is realized by controlling
the oil pressure in the upper and lower oil chambers. In this way, ECR
can remain invariable even though significant LIVC is performed and the
expansion ratio can be the optimum value under any operating condition.
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Figure 2.10: Atkinson cycle realized by VVT+VCR.

2.4 Applications and problems of the Atkin-
son cycle

2.4.1 Engine load control

During most of the operating time (almost more than 50%), conven-
tional automotive engines work at partial load conditions.
It is particularly convenient and flexible to use a throttle valve to regulate
fresh charge amounts. However, the throttle valve causes a large vacuum
in the intake manifold, leading to considerable intake pumping loss. If
the throttling losses can be cancelled out, 15–20% fuel consumption can
be saved. The “Atkinson cycle effect” has been proved to be an effective
method to assist in engine load control and improve partial load fuel econ-
omy by reducing pumping loss.
LIVC or EIVC can be implemented by a VVT mechanism to aid engine
load control. As shown in Figure 2.11, the exhaust-intake pumping loop
area (= PMEP ) decreases because of LIVC or EIVC operation.
At the same engine load IMEPnet (= IMEPgross−PMEP ), the compression-
expansion loop area IMEPgross decreases, meaning that a lesser fuel-air
mixture is required. In this way, the fuel economy is improved because of
the PMEP reduction.
At a constant engine load, a larger throttling width can be implemented
because of the “Atkinson cycle effect”. As a result, the vacuum degree in
the intake manifold decreases, thus reducing the pumping loss.
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Figure 2.11: Comparisons of load control methods: EIVC or LIVC vs. Throt-
tle.

2.4.2 NOx formation reduction

The harmful emission NOx mainly includes NO and NO2; NO is
the predominant oxide of nitrogen that is produced inside the engine
cylinder. In SI engines, NO2/NO ratios are negligibly small. For SI
engines, the reduced ECR by LIVC or EIVC decreases the mixture pressure
and temperature at the end of the compression stroke. Accordingly, the
peak flame-temperature declines. Thus, the Atkinson or Miller cycle, as an
effective way to reduce the peak flame-temperature, is an “internal cooling
cycle”. The NOx formation is particularly temperature-dependent; this is
the original idea for reducing the NOx emissions based on the “Atkinson
cycle effect”.

2.4.3 Knock prevention

The knock is an abnormal combustion phenomenon that is the result
of auto-ignition of the end-gas before the spark-flame front arrives. Its
occurrence mainly depends on the end-gas temperature and pressure as
well as the spark-flame development rate.
The “Atkinson cycle effect” is an effective measure for suppressing the
knock because it can reduce the end-gas pressure and temperature. The
principle for suppressing the knock is the same as that of reducing NOx

formation. Suppressing the knock is the original purpose of introducing
the Atkinson cycle in a SI engine. A normal ECR could be maintained
through LIVC or EIVC.
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2.4.4 Main problems

In an SI engine, the most applicable load ranges for reducing pumping
loss and NOx formation, as well as suppressing the knock, are different. In
the medium to low load range, the effect of pumping loss is more significant
while it is more crucial for NOx and the knock in the high load range.
The primary problems are:

1. LIVC has two contrary effects on thermal efficiency. On one side, it
can reduce pumping loss; on another side, it reduces the ECR and
thus reduces the indicated thermal efficiency.

2. The effectiveness of the “Atkinson cycle effect” on reducing pumping
loss in the high speed range declines because of the shortened time
for a fresh charge to flow back to the intake manifold. Moreover,
the effective LIVC range in reducing the charge amount is limited.
Although EIVC has a larger load regulation range, its disadvantages
are also significant, as described previously.

For the main problems of applying the “Atkinson cycle effect” in Atkinson
or Miller cycle SI engines, a novel load control strategy over the entire load
range is provided.

• Under extremely low loads, advance IVC timing for high ECR and
only use the throttle valve to govern the engine load;

• Around a medium load, perform LIVC operation since pumping loss
is considerable holding a substantial proportion of energy loss in this
load range;

• At high loads, the NOx and knock are crucial and the pumping loss
is not of importance.

2.5 Possible solutions for reduced ECR
Three technical measures can be adopted to address the reduced ECR

and extend the throttling-less load control range:

Mixture heating It is only suitable for medium to low loads. At high
loads, mixture heating is not advantageous because it intensifies
the knock tendency and increases the NOx formation. Within the
medium to low load range, improvement in fuel economy does not
match the reduction of pumping loss.
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Higher GCR It is thought that the thermal efficiency is mainly deter-
mined by the expansion ratio:

ηth = 1− 1

ERk−1

For a modern ACE or MCE, a higher expansion ratio is generally
realized by way of increasing GCR. Therefore, the negative effects of
the ECR reduction can be compensated by the increased GCR.

VCR To maintain an invariable ECR, the clearance volume at TDC can
be accordingly reduced as the load becomes light. A VCR mechanism
can realize continuous compensation for the reduced ECR and can
achieve the highest thermal efficiency improvement by optimizing
the expansion ratio and extending the advantageous less throttling
LIVC range.



Chapter 3

Validation of the 2.0 16V Alfa
Romeo Engine

3.1 Introduction

This chapter opens with a brief description of the software that has
been used to make all the simulations on which this work is based. Then,
the architecture of the engine is described focusing on the most relevant
components for the purposes of this thesis. In the last section the engine
validation process is explained. It consists in comparing the parameters
predicted with a simulation tool with the results obtained through an
experimental campaign made in the Alfa Romeo testbeds before proceeding
with the actual investigation.

3.2 Introduction to Gasdyn

The engine model analyzed in this thesis has been implemented in the
one-dimensional Computational Fluid-Dynamic software Gasdyn, devel-
oped by the ICE team of Politecnico di Milano and based on the numerical
methods previously presented.
The Graphical User Interface used to build up the engine model is called
GasdynPre and consists in a workspace and toolbar containing the set
of elements that can be included in a model (Figure 3.1). This software
can perform a quick optimization of engine parameters like torque, power,
fuel consumption, noise and pollutant emissions and model several layouts
(multi-cylinder, multi-valve, naturally aspirated, turbocharged engines)
and ignition systems (spark or compression ignition).
The simulations run by Gasdyn are of fundamental importance in com-
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Figure 3.1: Gasdyn interface.

paring experimental and predicted data thus calibrating every engine
component to improve the overall performance.
First of all, the engine scheme must be built up properly combining 1D
(ducts) and 0D elements (junctions, volumes, etc. . . ) and other objects
that are a lumped-parameters representation of some components of the
real engine (cylinders, valves, turbine, compressor).
This is a crucial step since it allows to turn the actual 3D engine geometry
into a 1D scheme, thus reducing simulation time without compromising
the reliability of the engine model.
Once the engine architecture is completed and every significant parameter
has been specified, the simulation can start. The required time is propor-
tional to the structural complexity and to the number of engine speeds
simulated, each of which requires a variable number of calculation cycles
so that the numerical results can converge.
Finally, some output files are created. These data can be post-processed
making a comparison between experimental and predicted behaviour of
the engine thus validating it.

3.3 The Engine

In this section the schematic of engine block, intake and exhaust lines
is described. Then experimental data provided by the manufacturer will
be compared with the ones predicted by Gasdyn.
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3.3.1 Engine schematization

This thesis examines an Alfa Romeo, spark-ignition, four-stroke, 16
valves, 4 cylinders engine whose main characteristics are listed below:

Table 3.1: Main engine characteristics

Architecture 4 cylinders, in-line
Combustion Chamber Pent roof, 132◦ angle

Bore 83 mm
Stroke 91 mm

Total Displacement 1968 cm3

Compression Ratio 10
Rod Length 145 mm
Intake Valves 2
Exhaust Valves 2
Firing Order 3-2-4-1

Timing System VVT, two modes
Maximum Brake Specific Power 56 kW

dm3 @103 rps

The architecture of the engine is schematized in Gasdyn as shown in the
following figure:

Figure 3.2: Gasdyn scheme.

Intake Line The intake line is opened by an isentropic inlet followed by
two ducts connected by a simple Benson-type junction that offers the
best modelling of pressure waves along the ducts. After that there
is a plenum schematized as an expanded volume. The intake line
continues with a series of ducts and more Benson junctions until the
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throttle valve is found. Here the air flow is forced to contract due to
the presence of the valve, hence it first compresses and then expands
depending on the valve opening that can actuate a pressure recovery.
At full load the engine operates in WOT (Wide Open Throttle)
conditions:

Figure 3.3: WOT characteristics.

Focusing on the throttle valve, the real opening angle that was found
during a previous study of the same engine is 86◦ instead of 90◦ at
full load.
A junction with a pressure loss coefficient of 4 is set at the entrance of
the intake branches to calibrate pressure waves along the model. The
ducts that connect the main intake route to the different cylinders
are curved and each of them presents a throttle valve that can modify
the air path (VIS, Variable Intake System) if needed.

Engine Head A total of four valves is located on the head of the cylinder:
two for the intake and two for the exhaust line.
Intake and exhaust valves input data at full load, air fuel ratio A/F
and spark advance for each regime are shown in the following figures:



3.3. The Engine 47

Figure 3.4: Intake valve geometry.

Figure 3.5: Intake valve lift.

Figure 3.6: Intake valve area.

Figure 3.7: Exhaust valve geometry.
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Figure 3.8: Exhaust valve lift.

Figure 3.9: Exhaust valve area.

Figure 3.10: Valve timing circular diagram.
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Figure 3.11: Full load A/F ratio and spark advance.

Figure 3.12: Full load A/F ratio.

Figure 3.13: Full load spark advance.
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The throttle valve and the cylinder head are connected through a PID
controller that regulates the opening angle of the valve to achieve
the desired torque for each part load of interest.
A proportional–integral–derivative controller (PID controller) is a
control loop feedback mechanism widely used in those applications
requiring continuously modulated control. A PID controller continu-
ously calculates an error value as the difference between a desired
setpoint (torque) and a measured process variable (opening of the
throttle valve) and applies a correction based on proportional, inte-
gral, and derivative terms (denoted P , I, and D respectively), hence
the name.
In practical terms it automatically applies accurate and responsive
correction to a control function that can be expressed mathematically
as:

u (t) = kpe (t) + ki

∫ t

0

e (τ) dτ + kd
de

dt

Where:

• u, control signal;
• e = r − y, control error;
• r, reference value also called setpoint;

• kp, proportional gain;
• ki, integral gain;
• kd, derivative gain.

The control signal is thus the sum of three terms: a proportional term
that is proportional to the error, an integral term that is proportional
to the integral of the error, and a derivative term that is proportional
to the derivative of the error.
In the following figure the controller parameters used are shown:
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Figure 3.14: Controller parameters.

Anyways, the validation process focuses on the WOT condition; the
PID controller operation will be exploited later when studying part
load conditions.

Exhaust Line The exhaust ducts of each cylinder are joint together
through a Benson-type junction forming a single duct, that in turn
converges with the resulting duct of another cylinder. Such a coupling
is made to reduce the interference between the discharge processes of
each cylinder: pipe exiting cylinder 1 (0◦CA) joins the one coming
from cylinder 3 (360◦CA) and the same for manifolds from cylinders
2 and 4.
At this point only two exhaust ducts are left, both connected to the
pre-catalyst pipes with a Benson-type junction.

Figure 3.15: Exhaust line.

After that, two TWCs (Three-Way-Catalytic Converters) are placed.
It is possible to select many parameters related to them such as the
geometry of the shell, the type of wash coat and insulating material,
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specifics of the substrate and even the composition of the active layer.
In this specific case, the ratio of Pt, Pd and Rh is 5:0:1; the first two
act as oxidants for CO and HC, while the last one reduces NO.
Converters must be placed far enough from the cylinders to keep
their temperature in the correct functioning range and before the
silencer.
Finally, the two ducts left merge into a final pipe that ends with the
silencer which is not simulated by its on model but with experimental
back pressure data.

3.3.2 Model validation

Pressure waves

First, pressure waves in both intake and exhaust ducts are examined,
then some general parameters like volumetric efficiency, brake power, brake
torque, BMEP and total efficiency will be inspected.
Pressure waves are a good indicator of numerical methods accuracy. These
have been measured in WOT conditions and for four different regimes: 1800,
3000, 5000 and 6600 rpm, that is the maximum brake power rotational
speed.
Two measurement points have been chosen to measure the pressure waves
of the intake line: downstream the throttle valve and right before the
intake duct of cylinder 3 (the first one in the firing order) splits into two
separate pipes connected to the intake valves.
The intake pressure waves downstream the throttle valve are reported
below:

Figure 3.16: Intake pressure wave, full load, 1800 rpm.
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Figure 3.17: Intake pressure wave, full load, 3000 rpm.

Figure 3.18: Intake pressure wave, full load, 5000 rpm.

Figure 3.19: Intake pressure wave, full load, 6600 rpm.
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From this plot it is evident that predicted results agree with exper-
imental data especially at low engine speeds, while higher regimes are
characterized by a good but slightly onward shifted trend.
Here a plot of static pressure as a function of rotational speed is provided:

Figure 3.20: Static pressure downstream the throttle valve.

Pressure waves and static pressure in the second measurement point are
displayed as well:

Figure 3.21: Intake pressure wave, full load, 1800 rpm.
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Figure 3.22: Intake pressure wave, full load, 3000 rpm.

Figure 3.23: Intake pressure wave, full load, 5000 rpm.

Figure 3.24: Intake pressure wave, full load, 6600 rpm.
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Figure 3.25: Static pressure in the intake duct of cylinder 3.

A good correspondence between simulated and experimental data is
obtained in the second measurement point too, aside from the pressure
wave at 1800 rpm that presents wider oscillations from 300◦CA forward.
Moving to the exhaust line, the following graphs depict pressure waves
along the duct that connects the pipes exiting cylinder 3:

Figure 3.26: Exhaust pressure wave, full load, 1800 rpm.
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Figure 3.27: Exhaust pressure wave, full load, 3000 rpm.

Figure 3.28: Exhaust pressure wave, full load, 5000 rpm.

Figure 3.29: Exhaust pressure wave, full load, 6600 rpm.
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As it is shown in the graphs, the exhaust pressure waves prediction
worsens as the rotational speed increases. Again, at 5000 and 6600 rpm
the trends do not overlap until 500◦CA is reached.

A good correspondence between experimental and predicted data has
been found for cylinder pressure too:

Figure 3.30: Cylinder pressure wave, full load, 1800 rpm.

Figure 3.31: Cylinder pressure wave, full load, 3000 rpm.
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Figure 3.32: Cylinder pressure wave, full load, 5000 rpm.

Figure 3.33: Cylinder pressure wave, full load, 6600 rpm.
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Main engine parameters

The volumetric efficiency λv is a measure of the effectiveness of the
global intake process. The following plot shows the overall trend of λv
computed as the average of the volumetric efficiency of each cylinder for
the entire range of rotational speeds considered by now. It shows a slight
overestimation of the prediction at high rpm only.
Air mass flow rate is strictly related to volumetric efficiency, its comparison
to experimental data was successful and it is reported as well:

Figure 3.34: Average cylinder volumetric efficiency.

Figure 3.35: Mean mass flow rate aspirated by the engine.
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The filling process influences many other parameters, especially torque;
indeed, it shows a similar trend and a good correspondence with testbeds’
data:

Figure 3.36: Torque curve.

Power curves are obtained multiplying torque curves and rotational speed
and increase throughout the whole engine operating range.

Figure 3.37: Power curve.

The final working parameter shown in this section is BSFC (Brake Specific
Fuel Consumption). It is included in this study because it is strictly related
to the global efficiency of the engine as it is an index of the capability
of the engine to exploit the energy contained into a unit mass of fuel to
produce mechanical energy.
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Figure 3.38: Brake specific fuel consumption.

The plot shows a typical decreasing-increasing BSFC trend for both
experimental and predicted data, but the last one is globally greater than
the first one due to software overestimation.

Pollutant emissions

Finally, pollutant emissions of a single cylinder are examined:

Figure 3.39: NOx cylinder emissions.

NOx prediction shows some discrepancies with respect to the experimental
trend but it is acceptable anyway.
Moving to CO, Gasdyn outputs turn out to be quite accurate:
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Figure 3.40: CO cylinder emissions.

The last pollutant of interest is CO2, whose predicted trend shows an
overall congruence with the experimental one, aside from the low rpm
range that exhibits a slight overestimation of the results.

Figure 3.41: CO2 cylinder emissions.





Chapter 4

Investigation on LIVC/EIVC
and Increased GCR Effects
During Part Load Operations

4.1 Introduction

This chapter discusses the two intake valve closing strategies that can
be used to realize Atkinson-Miller cycles, thus reducing pumping losses
during part load. They are called Early Intake Valve Closing (EIVC) and
Late Intake Valve Closing (LIVC). Both strategies keep the intake valve
opening point in a fixed position, whilst moving the closing point to reduce
pumping losses and hence improve fuel economy.
Since most of the time gasoline engines are not full load operated in vehicle
applications, especially in city traffic, part load operation covers the most
common operation situations. However, engine part load performances
deteriorate due to pumping losses and low thermal efficiency, but Atkinson-
Miller cycles seem to attenuate such drawbacks by increasing the opening
angle of the throttle valve to obtain the same brake torque of the basic
Otto cycle.
Hence this works is focused on part load rather than full load that is
examined in the validation phase only.
To actuate these strategies, it is necessary to find new valve lift profiles
that adapt to the new valve timings, hence a calculation of them has been
done and plotted by the graphs in Figure 4.1 and 4.4.
After choosing the investigation operating points (regimes and loads), the
next step was to find the correct opening angle of the throttle valve to
match the desired brake torque for each of them with the help of the PID
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controller described in Chapter 3.
Then, simulations for each load and IVC were made and both convenient
and inconvenient cases arose and will be explained away later.
Finally, one last modification on the engine was made: the compression ratio
CR was increased from 10 to 13 by modifying some cylinder parameters
and keeping EIVC and LIVC valve lift profiles to combine the effects of
the two modifications.
The results of both actions will be examined within the whole chapter.

4.2 New valve lift profiles

4.2.1 Late intake valve closing

Starting from the original valve lift profile of the Alfa Romeo engine
exported from Gasdyn, a generic LIVC of x◦CA is obtained by extending
the duration of the maximum lift of the base camshaft. After several
simulations it is emerged that the feasible LIVC intervals for the purposes
of this thesis are the following:

Figure 4.1: LIVC valve lift profiles.

Moving to Gasdyn, the new valve lift profiles have been imported from the
Excel files just created, producing the valve timing graphs reported below:
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(a) (b) (c)

Figure 4.2: Valve timings: LIVC20 (a), LIVC40 (b), LIVC60 (c).

Now, the intake valve closes at 616, 636, and 656◦CA instead of 596◦CA
as in the base case, named “ORIGINAL”.

4.2.2 Early intake valve closing

On the other hand, a generic EIVC of x◦CA is realized with a reduced
lift compared to the original profile. Such reduction requires a more com-
plex procedure.
Each curve must have the same shape of the original one; to do so, some
assumptions and conditions are applied.
The lift profile is assumed to be exactly the same at the beginning/end
of the opening/closing event, so within the first and the last 75◦CA for
EIVC60 and EIVC80, and 30◦CA for EIVC100 and EIVC120 the values of
the valve lift are the same.
Then, the central part of the curve is derived through a polynomial ap-
proximation, according to the following conditions:

• The initial point, xstart (76 or 31◦CA), of the polynomial and its
derivative are the same as those of the original profile;

• The final point, xend, of the polynomial and its derivative are the
same as those of the original profile. The positioning of this point
depends on the selected advance:

xend = IV Coriginal − xsame − ADV

Where:

– IV Coriginal = 276◦CA is the crank angle at which the original
Otto cycle closes the inlet valve;

– xsame = 75 or 30◦CA;
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– ADV = 60, 80, 100 or 120◦CA is the advance that can be
adopted.

An illustrative figure is reported below:

Figure 4.3: Different sections of the valve lift curve.

Thanks to these assumptions, a good connection between the first, central
and last portion of the curve is achieved. The derivatives are generated by
using the difference quotient of the original profile around the starting and
ending points of the polynomial approximation:

f ′(xstart) =
f(xstart+1)− f(xstart−1)

xstart+1 − xstart−1

f ′(xend) =
f(xend+1)− f(xend−1)

xend+1 − xend−1

Since there are four necessary conditions, the solution is determined by a
polynomial of third degree:

f(x) = ax3 + bx2 + cx+ d (4.1)

Whose derivative is:

f ′(x) = 3ax2 + 2bx+ c

Applying the aforementioned conditions to f(x), a set of four linear equa-
tions with the four unknowns a, b, c and d can be solved numerically by
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means of the Gaussian Elimination Method.
Finally, the value of the valve lift for each point within the interval
(xend − xstart)

◦CA is computed by the equation 4.1 and the complete
profile in Figure 4.4 is created:

Figure 4.4: EIVC valve lift profiles.

Moving to Gasdyn, the new valve lift profiles have been imported from the
Excel files just created, producing the valve timing graphs reported below:

(a) (b) (c) (d)

Figure 4.5: Valve timings: EIVC60 (a), EIVC80 (b), EIVC100 (c), EIVC120
(d).

Now, the intake valve closes at 536, 516, 496 and 476◦CA instead of 596◦CA
as in the base case.
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4.3 Part load settings

4.3.1 Operating points selection

The main purpose of this work is to prove that the Atkinson-Miller
cycle can improve fuel economy and total efficiency at part load which is
generally characterized by the lowest efficiencies due to strong pumping
losses connected to the throttle valve load regulation.
Therefore, some loads and regimes are chosen for this investigation.
Two low (15 and 30%), an intermediate (50%) and a high (70%) load are
selected to cover almost the entire operating field of the engine. These
percentages are referred to the brake torque at full load, hence, the desired
values Tdesired are computed as:

Tdesired [Nm] = Tfull load
Load%

100

The analysis is carried out by varying the rotational speed for each load;
in particular, 1800, 3000 and 4200 rpm are considered to be representative
of the most common operating conditions for a car equipped with a SI
engine.
The combination of 4 load percentages and 3 regimes gives a total of 12
operating points.

4.3.2 Throttle valve adjustments

Once the desired values of the torque for each point are evaluated, the
corresponding throttle valve opening must be detected with the help of
the PID controller presented in Chapter 3.
To simulate these 12 points in Gasdyn with a single job, a sort of trick
is necessary. In fact, taking as example the 1800 rpm regime family, it is
not possible to select 1800 rpm for each load, hence the operating point
characterized by 1800 rpm and part load 70% corresponds to 1800 rpm in
Gasdyn, the one defined by 1800 rpm and part load 50% is marked out as
1801 rpm and so on. Then, all the target values are inserted in the PID
controller Sensor section.
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Figure 4.6: Sensor section on Gasdyn: Target torque.

A sensor is placed into the cylinder to measure the instantaneous values
of the torque (target parameter) and to communicate them to the controller
with a closed-loop mechanism until they reach convergence (Figure 4.7),
otherwise the PID controller keeps adjusting the throttle valve opening
(actuated parameter) and another simulation cycle begins.

Figure 4.7: Example of convergence output plot.

The maximum number of simulation cycles is set at 100 and the tolerance
at 0.5%, but if the actual parameter (blue line) approaches to the target
parameter (horizontal red line) before the 100th cycle, the controller skips
to the next regime. Anyways, the convergence is not always reached, hence
some errors have to be taken into account.

4.4 LIVC and EIVC application
After setting the controller up, a job that collects every load and regime

is created in Gasdyn for each delay and advance and simulations can be
launched.
The main purpose of these simulations is to prove that the application of
LIVC and EIVC strategies can lead to enhanced fuel economy and higher
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total efficiency. To make different cases comparable with each other, the
torque is kept constant for each delay and advance applied to the same
operating point (same regime and load).
The ideal LIVC strategy allows air to be drawn into the cylinder close
to atmospheric pressure for the entire induction stroke, thus drawing in
the maximum possible air mass. The intake valve is kept open during the
beginning of the compression stroke, allowing some of the trapped air to
flow back out of the cylinder into the intake manifold.
While if EIVC is adopted, the intake valve closes part of the way through
the induction stroke to prevent any further air from entering the cylinder.
Both interventions result in a reduced amount of trapped air.
The expectation of this action is to reduce pumping losses, the greatest
source of efficiency decay, by increasing the opening angle of the throttle
valve to reach the desired torque despite the lower air mass flow rate
aspirated by each cylinder.

4.4.1 Results and discussion

In this section only the most favourable simulations’ outputs are selected
and reported.
In some cases, strong delays or advances did not make it possible to
reach the targeted torque due to an excessive reduction of the effective
compression ratio, therefore they are not discussed.

Part load 15%

(a) (b)

Figure 4.8: Brake torque 15%: LIVC (a), EIVC (b).

As shown by the plot, LIVC20 brake torque perfectly adheres to the
ORIGINAL desired one, while if delays to the intake valve closure are
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applied, the controller output is less precise but still acceptable, nonetheless
it affects other parameters.
The brake specific fuel consumption BSFC [g/MJ] is defined as the amount
of fuel required to produce a single unit of energy and indicates the ca-
pability of the engine to convert fuel’s chemical energy into mechanical
energy.
The third fundamental parameter of this analysis is engine total efficiency,
intended as the ratio of the work produced per cycle to the amount of fuel
energy supplied per cycle that can be released in the combustion process.
BSFC strongly influences total efficiency, according to the formula:

ηtot =
Pbrake

mfuelQLHV

=
1

BSFC QLHV

In fact, they have a specular trend:

(a) (b)

Figure 4.9: BSFC 15%: LIVC (a), EIVC (b).

(a) (b)

Figure 4.10: Total efficiency 15%: LIVC (a), EIVC (b).

In the LIVC20 situation, BSFC is almost equal to that of the ORIGINAL
case at the beginning and at the end of the considered engine speed range;
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a reduction from 173.9 g/MJ to 171.3 g/MJ is obtained at 3000 rpm and
is reflected by an improvement in total efficiency of 0.2% (from 13.4% to
13.6%).
A bigger improvement in fuel economy is recorded for EIVC120 as the
rotational speed increases; in fact, at 4200 rpm BSFC decreases from 174.3
g/MJ to 157.2 g/MJ, leading to an increase of total efficiency from 13.3%
to 14.8%.
An alternative visualization of these improvements is the bottom area of
the cycle p-V diagram that represents the compression work made by the
piston: if this area shrinks, the negative work decreases and the efficiency
grows.

(a) (b)

(c)

Figure 4.11: p-V diagram 1800 rpm 15% (a); LIVC (b), EIVC (c) close-ups.
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(a) (b)

(c)

Figure 4.12: p-V diagram 3000 rpm 15% (a); LIVC (b), EIVC (c) close-ups.

(a) (b)

(c)

Figure 4.13: p-V diagram 4200 rpm 15% (a); LIVC (b), EIVC (c) close-ups.
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As for BSFC and total efficiency plots, the biggest improvement is
observed at 4200 rpm for EIVC120, while for LIVC20 the reduction of the
bottom area is as slight as the fuel economy/total efficiency gain at 3000
rpm.
Some additional considerations can be made for pollutants.

(a) (b)

Figure 4.14: NOx emissions 15%: LIVC (a), EIVC (b).

(a) (b)

Figure 4.15: CO2 emissions 15%: LIVC (a), EIVC (b).

As explained in subsection 2.4.2, NOx formation is aided by high tempera-
tures.
For EIVC100 and EIVC120 a significant reduction of NOx can be noticed
due to the strong advance of the intake valve closure that reduces the
effective compression ratio, thus lowering the in-cylinder temperature at
the end of the compression stroke.
This positive effect does not hold for LIVC20.
Moving to CO2, neither a significant reduction nor an increase is observed,
hence it can be considered constant in each case.
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Part load 30%

(a) (b)

Figure 4.16: Brake torque 30%: LIVC (a), EIVC (b).

In both LIVC cases, the brake torque does not reach perfect convergence
at 1800 and 4200 rpm, but at 3000 rpm a perfect match between all the
curves is found.
For EIVC cases, the accuracy of the prediction increases as the engine
speed grows.
Here the BSFC and total efficiency behaviours are displayed:

(a) (b)

Figure 4.17: BSFC 30%: LIVC (a), EIVC (b).
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(a) (b)

Figure 4.18: Total efficiency 30%: LIVC (a), EIVC (b).

Looking at BSFC plots of the LIVC configurations, the highest discount
in fuel consumption is encountered at 1800 rpm thanks to a delay of
40◦CA, moving from 121.2 g/MJ (ORIGINAL) to 115.9 g/MJ (LIVC40)
and yielding +0.9% in total efficiency (from 19.2% to 20.1%).
The most favourable configuration among all, is EIVC100 that presents a
drop in BSFC of 7.2 g/MJ (from 116.8 g/MJ to 109.6 g/MJ) that translates
into an increase of total efficiency of 1.3% (from 19.9% to 21.2%).
Such improvements are deduced from the reduction of the compression
work area in the p-V diagrams as well:
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(a) (b)

(c)

Figure 4.19: p-V diagram 1800 rpm 30% (a); LIVC (b), EIVC (c) close-ups.

(a) (b)

(c)

Figure 4.20: p-V diagram 3000 rpm 30% (a); LIVC (b), EIVC (c) close-ups.
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(a) (b)

(c)

Figure 4.21: p-V diagram 4200 rpm 30% (a); LIVC (b), EIVC (c) close-ups.

For LIVC20 and LIVC40 a slight increase inNOx emissions is registered.
As expected, the decrease of in-cylinder temperature derived from an
advance of 100◦CA of the intake valve closure carries a reduction in NOx

formation with it. More specifically, the emissions move from 1954.8 ppm
(ORIGINAL case) to 1325.8 ppm (EIVC100).
CO2 emissions decreases for LIVC20 and LIVC40 only, while in EIVC
cases they increase minimally. In both cases they can be considered almost
the same of the ORIGINAL case ones.

(a) (b)

Figure 4.22: NOx emissions 30%: LIVC (a), EIVC (b).
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(a) (b)

Figure 4.23: CO2 emissions 30%: LIVC (a), EIVC (b).

Part load 50%

(a) (b)

Figure 4.24: Brake torque 50%: LIVC (a), EIVC (b).

As shown by the plot, LIVC20 and LIVC40 brake torques do not
adhere perfectly to the ORIGINAL desired one at 3000 and 4200 rpm.
However, as the target value of the torque increases, these errors are less in-
fluential. For example, in the worst case shown in Figure 4.24a, the error is:

err% =
TLIV C40 − TORIGINAL

TORIGINAL
×100% =

(76.774− 74.612)Nm

74.612Nm
×100% = 2.9%

Hence it is acceptable, but it should still be taken into account when
comparisons with other cases are made.
The same applies for EIVC80, while EIVC60 shows a good overlapping
with the ORIGINAL trend.
BSFC and total efficiency plots are presented below:
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(a) (b)

Figure 4.25: BSFC 50%: LIVC (a), EIVC (b).

(a) (b)

Figure 4.26: Total efficiency 50%: LIVC (a), EIVC (b).

Both LIVC configurations lead to a consistent reduction in BSFC aside
from LIVC20 which shows a slight increase at 4200 rpm. In particular,
LIVC40 is characterized by a discount of 3 g/MJ at 3000 rpm.
Similarly, total efficiency spikes at 3000 rpm in both LIVC20 and LIVC40;
the highest improvement is found for the latter: 25.9% with respect to
25.1% of the ORIGINAL case.
EIVC80 BSFC curve lays below the ORIGINAL one within the whole
engine speed range, while for EIVC60 trend, an improvement in fuel
economy arises from 3000 rpm forward. The best situation verifies at 4200
rpm for EIVC80, where BSFC goes from 93.1 g/MJ to 91.1 g/MJ and
total efficiency grows from 25% to 25.5%.
Here, p-V diagrams are reported as an additional representation of the
aforementioned enhancements:
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(a) (b)

(c)

Figure 4.27: p-V diagram 1800 rpm 50% (a); LIVC (b), EIVC (c) close-ups.

(a) (b)

(c)

Figure 4.28: p-V diagram 3000 rpm 50% (a); LIVC (b), EIVC (c) close-ups.
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(a) (b)

(c)

Figure 4.29: p-V diagram 4200 rpm 50% (a); LIVC (b), EIVC (c) close-ups.

Some additional considerations can be made for pollutants.

(a) (b)

Figure 4.30: NOx emissions 50%: LIVC (a), EIVC (b).
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(a) (b)

Figure 4.31: CO2 emissions 50%: LIVC (a), EIVC (b).

EIVC60 and EIVC80 a significant reduction of NOx can be noticed; in
particular, EIVC80 configuration reduces NOx emissions of 483 ppm.
This positive effect does not hold for LIVC20 and LIVC40.
Moving to CO2, neither a significant reduction nor an increase is observed,
hence it can be considered constant in each case.

Part load 70%

(a) (b)

Figure 4.32: Brake torque 70%: LIVC (a), EIVC (b).

Looking at LIVC20 plot, the brake torque reaches perfect convergence.
EIVC60 and the first half of EIVC80 match the ORIGINAL trend as well.
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Here the BSFC and total efficiency behaviours are displayed:

(a) (b)

Figure 4.33: BSFC 70%: LIVC (a), EIVC (b).

(a) (b)

Figure 4.34: Total efficiency 70%: LIVC (a), EIVC (b).

As the part load percentage increases, the advantage derived from a further
opening of the throttle valve becomes less evident; this translates into a
smaller relative BSFC reduction and total efficiency growth as shown by
the graphs above.
In fact, the maximum discount in BSFC among all the selected configura-
tions is recorded for EIVC80 at 4200 rpm and consists in -1.8 g/MJ; the
highest value of total efficiency reached by the same configuration is 28.6%
(+0.6%).
Therefore, an expectable shrinking of compression work area can be noticed
in the p-V diagrams:
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(a) (b)

(c)

Figure 4.35: p-V diagram 1800 rpm 70% (a); LIVC (b), EIVC (c) close-ups.

(a) (b)

(c)

Figure 4.36: p-V diagram 3000 rpm 70% (a); LIVC (b), EIVC (c) close-ups.
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(a) (b)

(c)

Figure 4.37: p-V diagram 4200 rpm 70% (a); LIVC (b), EIVC (c) close-ups.

The only relevant consideration about pollutant emissions concerns the
reduction of NOx release.
In particular, EIVC80 yields the heaviest reduction at 4200 rpm (465.4
ppm).

(a) (b)

Figure 4.38: NOx emissions 70%: LIVC (a), EIVC (b).
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(a) (b)

Figure 4.39: CO2 emissions 70%: LIVC (a), EIVC (b).

4.5 GCR increase

LIVC and EIVC application’s main drawback is the reduction of the
effective compression ratio ECR, that in turn leads to a decrease of thermal
efficiency.
Hence, the final part of this work examines the advantages of coupling
LIVC/EIVC strategies to increased GCR.
Geometric compression ratio can be increased by reducing the volume
of the combustion chamber by increasing another geometrical parameter,
squish width.
A graphical representation of the cylinder head is provided in Figure 4.40:

Figure 4.40: Cylinder head.

A GCR of 13 is obtained for a squish width of 0.014 m.
This value of GCR has been chosen after several attempts to change the
cylinder geometry in Gasdyn, spotting the geometrical limits of the engine.
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4.5.1 Results and discussion

The same amount of simulations as the previous action has been done,
but in this section only the most significant ones are discussed and compared
to the ORIGINAL case.

Part load 15% and 30%

(a) (b)

Figure 4.41: Brake torque 15% CR13 LIVC (a) and 30% CR13 LIVC (b).

With the application to both part loads of LIVC alone, brake torque
does not reach convergence at all due to the excessive reduction of ECR.
If a delay of 60◦CA is coupled with an increase of GCR, brake torque
approaches to the ORIGINAL trend carrying an error of few Nm with it.

(a) (b)

Figure 4.42: BSFC 15% CR13 LIVC (a) and 30% CR13 LIVC (b).
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(a) (b)

Figure 4.43: Total efficiency 15% CR13 LIVC (a) and 30% CR13 LIVC (b).

At part load 15%, the greatest enhancements are obtained at 3000 rpm
(-8.9 g/MJ of fuel consumption and +0.7% in total efficiency).
While at part load 30%, LIVC60 is advantageous from 1800 to 3000
rpm only, then BSFC goes beyond the ORIGINAL value; similarly, total
efficiency is greater than the ORIGINAL one in the first portion of the
engine speed range, then it decreases.
In p-V diagrams, a strong reduction of compression work area can be
noticed:

(a) (b)

Figure 4.44: p-V diagram 1800 rpm 15% CR13 LIVC (a) and 30% CR13 LIVC
(b).
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(a) (b)

Figure 4.45: p-V diagram 3000 rpm 15% CR13 LIVC (a) and 30% CR13 LIVC
(b).

(a) (b)

Figure 4.46: p-V diagram 4200 rpm 15% CR13 LIVC (a) and 30% CR13 LIVC
(b).

As GCR increases, the in-cylinder temperature rises with it, hence, one
main drawback of this action is the higher production of NOx.
On the other hand, CO2 production slightly decreases.
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(a) (b)

Figure 4.47: NOx emissions 15% CR13 LIVC (a) and 30% CR13 LIVC (b).

(a) (b)

Figure 4.48: CO2 emissions 15% CR13 LIVC (a) and 30% CR13 LIVC (b).

Part load 50%

Figure 4.49: Brake torque 50% CR13 LIVC.

LIVC40 brake torque matches the targets.
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(a) (b)

Figure 4.50: BSFC 50% CR13 LIVC (a), total efficiency 50% CR13 LIVC (b).

Intermediate regimes are characterized by appreciable improvements
in both fuel economy and total efficiency: BSFC goes from 92.7 g/MJ to
91.8 g/MJ and total efficiency from 25.1% to 25.3%.
p-V diagrams reflect these enhancements as well:

(a) (b)

(c)

Figure 4.51: p-V diagrams 50% CR13 LIVC, 1800 rpm (a), 3000 rpm (b),
4200 rpm(c).
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An increased NOx production and a minor decrease of CO2 emissions
take place.

(a) (b)

Figure 4.52: NOx emissions 50% CR13 LIVC (a), CO2 emissions 50% CR13
LIVC (b).

Part load 70%

(a) (b)

Figure 4.53: Brake torque 70% CR13 LIVC (a), EIVC (b).

LIVC20 confirms a good correspondence with the ORIGINAL trend,
while EIVC80 brake torque minimally departs from the desired values from
3000 rpm forward.
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(a) (b)

Figure 4.54: BSFC 70% CR13 LIVC (a), EIVC (b).

(a) (b)

Figure 4.55: Total efficiency 70% CR13 LIVC (a), EIVC (b).

Looking at LIVC20 behaviours, the benefits in BSFC and efficiency
deriving from the adoption of new GCR grow as the engine speed becomes
higher (-0.7 g/MJ and +0.2% at 4200 rpm).
The adoption of an advance of 80◦CA in the inlet valve closure is advanta-
geous only for engine speeds higher than 3000 rpm; in particular BSFC
starts falling, reaching its minimum value (81.37 g/MJ) at 4200 rpm, and
total efficiency has a peak at the same rotational speed (28.6%).
p-V diagrams are reported as an additional representation of these be-
haviours:
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(a) (b)

Figure 4.56: p-V diagrams 1800 rpm 70% CR13 LIVC (a), EIVC (b).

(a) (b)

Figure 4.57: p-V diagrams 3000 rpm 70% CR13 LIVC (a), EIVC (b).

(a) (b)

Figure 4.58: p-V diagrams 4200 rpm 70% CR13 LIVC (a), EIVC (b).
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In both cases, NOx production increases as expected.
CO2 emissions are almost the same for EIVC80, while, if a delay of 20◦CA
is applied, they sharply fall.

(a) (b)

Figure 4.59: NOx emissions 70% CR13 LIVC (a), EIVC (b).

(a) (b)

Figure 4.60: CO2 emissions 70% CR13 LIVC (a), EIVC (b).



Conclusions

Based on the research performed for this thesis, the following conclusions
can be given:

1. The engine validation phase was successful, hence Gasdyn simulations
are reliable;

2. During the part load setting phase, a good convergence has been
reached in almost every case, except for those that implied an exces-
sive reduction of ECR due to heavy delays or advances in the intake
valve closure;

3. The greatest relative improvements in fuel economy and total effi-
ciency have been achieved at low loads (15% and 30%), where the
effect of pumping loss reduction is more significant;

4. As expected, NOx emissions decreased thanks to the reduced in-
cylinder temperature as a consequence of lower ECR while CO2

emissions did not face a significant change;

5. The increase of GRC made it possible to adopt delays that were
higher than those applied to the CR10 cases at low loads (e.g. LIVC60
at 15% and 30%).

An extension of this thesis can be made by deriving some engine per-
formance maps of torque, power, BSFC and emissions to make a global
analysis of engine performances.
Possible future works can be based on the introduction of a turbocharger
coupled with efficient intake cooling improving the knocking resistance and
assessing the problem of reduced power density.
Another promising technical measure for achieving optimum performance
within the entire engine speed and load range is VVT + VCR. A VCR
mechanism is crucial, but it increases engine complexity and cost. Some
technical challenges are needed to realize VCR mechanisms.
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