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Summary 

 

This PhD dissertation deals with the integration of a bottoming Organic Rankine 

Cycle (ORC) cycle to recover heat from the flue gases of a commercial micro gas 

turbine (mGT) for the production of electricity. The off-design behavior is modelled 

with a steady-state approach and, in addition, the transient response is analyzed. 

The application of this system aims to instantaneously satisfy the electricity demand 

of a set of 150 houses in Cologne (Germany). 

First, the design of the energy system under study (i.e. mGT coupled with the 

bottoming ORC) is performed. A commercial mGT (on-design electric power output 

equal to about 100 kWe) is selected for this application and a thermodynamic 

optimization of the design of the bottoming ORC is performed aiming to maximize the 

electric power output. The most promising working fluid for the ORC is an 

environmentally friendly one, the R1233zd. The total electric output is equal to 119.7 

kW at ambient temperature of15°C, split in 93.9 kW from the mGT and 25.8 kW from 

the ORC. The ORC equipment is sized subsequently after the complete design. 

Second, the part-load performance of the designed energy system is studied through 

steady-state models developed in Matlab®. The off-design study aims to analyze how 

the system behaves when the operating conditions (i.e ambient temperature, power 

demand) differ from the nominal ones. In addition, the results obtained with the 

steady-state part-load approach are used to validate the dynamic model results once 

steady-state conditions are reached. 

Third, the dynamic response of the energy system is analyzed when the ambient 

temperature and the electricity demand vary along the two most critical days of the 

year (i.e. maximum and minimum load). For that purpose, dynamic models are 

developed in Modelica (in Dymola environment) and validated with the match of the 

results with the steady-state part-load performance. A control system is designed 

aiming to guarantee good operational conditions, controlling the electric output, the 

TOT of the mGT and the TIT of the ORC. 

The dynamic simulations are performed considering a time step of one second, 

however, two types of electricity-demand profiles are imposed: real demand 

conditions and one-minute averaged demand conditions. After analyzing the 

transient response, it is concluded that the proposed system formed by the mGT and 

ORC cannot work in stand-alone conditions to satisfy the demand instantaneously, 

as there is a difference in the demanded electricity and the given electricity. 

Therefore, a fast, parallel system (e.g. a battery or the electric grid) should be coupled 

to fulfill instantaneously the demand. The results show that taking an averaged profile 
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helps to get considerably smoother results, therefore, the equipment would suffer 

less as the temperature gradients are lower. 
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Chapter 1.  Introduction 

Fortunately, learning never ends 

1.1. Primary energy sources and energy 
consumption 

The industrial development of the countries comes with the consumption of primary 

energy resources. With the growth of the population and the industrial development 

of the countries, the demand of energy keeps on increasing.  

Figure 1.1-1 shows how the Total Primary Energy Supply (TPES) has changed along 

the years between 1990 and 2016. The TPES keeps the tendency of increasing along 

the years due to the continuous development, with the exception of the economic 

crisis of 2008. This graphic shows the absolute energy supply divided by the energy 

source. It can be highlighted that the highest share of TPES comes from fossil fuel 

source (i.e. coal, natural gas and primary and secondary oil). Even if the oil (in its 

main form, primary, or as a derivate, secondary) has been the principal source of 

energy, the amount of coal consumption has increased since the year 2001, mainly 

influenced by the high industrial development and energy consumption in Asiatic 

countries (especially in  China) [1], [2]. 

 

Figure 1.1-1 Total Primary Energy Supply divided by source [1], [2] 
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Energy demand has evolved differently across the regions along the years. Figure 

1.1-2 shows how the TPES is distributed among the different regions in a frame of 

time of 45 years. The Organization of Economic Cooperation and Development 

(OECD) is historically an organization of developed countries from different parts of 

the world with high-income economy. As stated before, the economy and the 

industrial development imply a high consumption of energy. Therefore, in 1971, 

nearby the initial creation of the OECD, most of the TPES share was for the countries 

with high development, with more than the 60% of the global amount. The scenario 

has changed over the years, and the countries which are not part of OECD represent 

a continuously growing share of the world energy consumption. For example, in 2016, 

the great industrial development of Asia implies a higher energy consumption in this 

region, almost tripling the share of 1971. 

  
Figure 1.1-2 Total primary energy supply by region [1], [2] 

The population is growing along the years, and the energy consumption per capita is 

also increasing. Also considering the electricity consumption, the continuous 

development has yield to an increase of the consumption higher than 3 MWh/capita 

in 2016, 50% more than the value registered in 1990, around 2 MWh/capita. Figure 

1.1-3 shows how the electricity consumption per capita varies along the years. It 

presents the same tendency to grow as seen in Figure 1.1-1, with the exception of 

2008, in which the economic crisis stopped the development and it is the only moment 

in which a reduction of energy consumption is registered. 
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Figure 1.1-3 Variation of the electricity consumption per capita along the years [1], [2] 

Although the total final consumption has increased over the years, from 4244 Mtoe 

in 1971 to 9555 Mtoe in 2016, so it was multiplied by 2.25, the energy division by 

most economic sectors did not change drastically. It has kept stable over the years, 

with the only significant increase in the energy consumption dedicated to the 

transport [1], [2]. 

  
Figure 1.1-4 Total final consumption by sector 
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1.2. Energy policy in Europe 

It is a fact that the energy consumption is increasing, as it has been shown in the 

previous section. However, the European Commission is building the 2030 climate 

and energy goals to reduce green-house gas emissions, to achieve energy savings 

and to promote the deployment of renewable energy. The energy policy adopted by 

the European Council on 24 October 2014 sets the following achievements by 2030 

[3]: 

- A reduction of at least 40% in greenhouse gas emissions compared to 1990 

levels. This addresses the scarce environmental sustainability of the energy 

system, on both the demand and supply sides 

- An increase to 27% of the share of renewable energies in energy 

consumption. This mostly promotes the security of supply, and consequently 

the political and economic stability of the region 

- An improvement of 20% in energy efficiency as a minimum, aiming at 

achieving 30% if possible. 

- A development to at least 15% of electricity interconnection, aiming at 

opening up the internal market by supporting the diversification of energy 

sources and routes of supply within Europe. 

This framework is more demanding than the previous one, the Europe 2020 Strategy. 

The targets of this framework were:  

- 20% reduction of greenhouse gases emissions by 2020, compared to 1990 

levels.  

- Increase of the production from renewable energy sources, in order for 

renewable energy to achieve 20% share in the overall EU energy 

consumption.  

- 20% reduction in the primary energy consumption, compared to 2020 

projections, through energy efficiency measures.  

By comparing the targets of the both strategy plans, it can be concluded that the aim 

is to reduce drastically the primary energy consumption in terms of improving the 

energy efficiency, the improvement of the sustainability of the energy systems in 

order to importantly reduce the greenhouse gases emissions and a great introduction 

of renewable energy sources (RES) in the share of EU energy consumption. 
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1.2.1. Renewable energy sources 

On one hand, the energy policy promotes the use of RES. In order to do it, the 

European Commission aims at acting in different areas [4]: 

- Further deploying renewables in the electricity sector. In order to fulfill this 

objective, the European Union pursues as its primary objective the 

construction of electricity infrastructure which fits for the large-scale 

installation of renewables. 

- Mainstreaming renewables in the heating and cooling sector. The European 

Commission has imposed to the fuel suppliers to provide a minimum share of 

6.8% of low-emission and renewable fuels by introducing bioenergy in the 

heating and cooling sector. 

- Decarbonizing and diversifying the transport sector (with a renewables target 

for 2030 of at least 14% of total energy consumption in transport) 

- Empowering and informing customers. 

- Strengthening the EU sustainability criteria for bioenergy. The European 

Parliament plays an important role by defining the sustainability criteria in 

order to avoid conflicts of the introduction of biofuels with social sustainability, 

land-use rights and effects on food security and prices.  

- Making sure the EU-level binding target is achieved on time and in a cost-

effective way. 

1.2.2. Energy efficiency 

On the other hand, the energy policy promotes the boosting of energy efficiency. This 

is valuable as it aims at reducing the primary energy consumption and it decreases 

the energy imports.  

As stated by Miguel Arias Cañete, European Commissioner for Climate Action and 

Energy [5]: 

¨The cheapest energy, the cleanest energy, the most secure energy is the energy 

that is not used at all.¨ 

As a consequence of reducing the primary energy consumption, the greenhouse gas 

emissions are reduced as well. Moreover, with the directive of increasing the energy 

efficiency, it is expected the development of innovative technological solutions and 

an improvement of competitiveness of the industry of the European Union [6], [7].  

Figure 1.2-1 shows the number of measures implemented in states members of the 

European Union to boost the energy efficiency classified by the policies adopted by 

topics [8]. It can be highlighted that the measures on energy efficiency and renewable 

energy in buildings account for almost 50% of the total measures implemented. This 

is due to the fact that European buildings represent approximately the 40% of the 



6 
 

total energy consumption of the European Union. Therefore, great improvements in 

energy efficiency in buildings yield to high reductions of energy consumption. 

 

Figure 1.2-1 Measures on energy efficiency in Europe 

In industry, the final energy consumption has decreased by 15% from 2005 till 2013. 

This is a consequence of the awareness that energy is an important cost in the 

process. Therefore, any measure that aims at reducing the energy consumption has 

an important weight in the overall cost of the products. Waste heat recovery is one of 

the measures which has contributed to the reduction of energy consumption, as well 

as the continuous improvement of energy systems efficiency. 

1.3. Energy systems and flexibility 

Due to the energy policies and measures, in which the RES starts playing a significant 

role, the power systems in Europe are suffering a significant change. The introduction 

of weather-dependent sources as wind or solar, with less controllable and predictable 

output than the conventional power plants, is driving changes in the composition and 

operation of the entire power grid [9]–[11].  

Matching the generation and consumption requires flexibility in the system. The term 

flexibility has different meanings according to the different players involved in the 

energy supply. According to planners, it describes the extent to which an electricity 

system can adapt the pattern of electricity generation and consumption in order to 

balance supply and demand. But according to generation companies and power plant 

operators, it defines the ability of a power plant to vary its generation output as fast 

as possible, without harming the components.  

Traditionally, in power systems, the flexibility was provided almost entirely by 

monitoring the supply side and controlling the generation. The complexity increases 
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when the flexibility is needed not only due to a non-constant demand of energy, but 

also an unpredictable energy generation due to variable renewable energy sources.  

Table 1.3-1 describes the different types of flexibility needs due to the addition of 

RES in the energy supply framework [11]. 

Table 1.3-1 Description of the different types of flexibility needs [11] 

Occurrence Yearly Weekly Daily Intra-hour 

Historical 
stakes 

Peak demand 
due to 
temperature 
(heating in 
winter or 
cooling in 
summer) 

Higher demand 
during working 
days compared 
to weekend 

Demand 
variation 
between peak 
and off-peak 
hours 

Unit 
outages 
and 
demand 
forecast 
errors 

New stakes 
with high RES 
shares 

Needs to back-
up renewable 
variable energy 
with firm 
capacity 

Variation of 
wind energy 
generation (at 
national level) 
over periods of 
a few days 

Daily cycle of 
PV generation 

RES 
generation 
forecast 
errors 

Corresponding 
markets 

Capacity 
market or 
scarcity prices 

Day-ahead 
market 

Day-ahead and 
intraday market 

Balancing 
market 

Flexibility 
characteristics 
requirements 

3-6h for 
countries with 
high PV share 
6-12 h 
otherwise 

> 12h 3-6h 
High 
reactivity 

Flexibility 
value 

High in most 
countries as it 
can replace 
investments in 
peak units 

High values for 
country with 
high wind 
energy share 
and low 
interconnection 
capacity 

Low value for 
most countries 
in Europe by 
2030. 
Benefits appear 
for PV shares 
higher than 
12% 

High in 
European 
countries 

 

The need for flexibility over a given period can be defined as the amount of energy 

that has to be shifted in order that the energy demand minus the variable renewable 
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energy generation would be constant. Therefore, the end result is to avoid peaks. 

The need of flexibility depends on the considered time framework. If short amount of 

time is considered, the flexibility characteristics requirements demand high reactivity 

of the system. If the time framework increases, reactivity should be less intense, till 

a certain point, because there may be fluctuations that should be compensated. 

There are three important terms in energy flexibility:  

- Up regulation: which means that the additional power should be provided 

because it is needed to maintain the system balance. 

- Down regulation: which means that the power availability in the system should 

be reduced. 

- Ramping capability: which means how fast flexible resources can change 

demand or supply of power. 

Flexibility plays an important role in the competitiveness of the energy systems, as it 

defines their capability of meeting the demand especially when non-programmable 

renewable energy sources are involved in satisfying the demand. This is particularly 

relevant for the development of smart grids and for off-grid applications (like rural 

villages development). 

1.4. Importance of the research 

In conclusion, the future energy policy will be increasingly oriented towards improving 

the efficiency of energy systems, as well as towards increasing the flexibility i.e. the 

dynamic response of the electricity production to be combined with rising amounts of 

energy produced from renewable sources. Renewable energy sources cause an 

increase of the importance of the small-scale distributed generation with respect to 

the traditional large-scale generation. This is particularly relevant for the development 

of smart grids and for off-grid applications (like rural villages development), in which 

the study of the dynamic behavior is really important. 

The studied energy system in this work is classified as small-scale generation. The 

present research aims to create a methodology to study the dynamic behavior of an 

energy system, starting from the steady-state conditions. 

The energy system that will be analyzed is a plant formed by a commercial micro 

Gas Turbine (mGT) coupled with an optimized bottoming Organic Rankine Cycle 

(ORC). By coupling the mGT with the bottoming ORC, the energy efficiency of the 

overall system increases in comparison to the mGT working by its own. This thesis 

is focused on the proper modeling and simulation of both systems, in steady-state as 

well as in dynamic conditions. 
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By studying the dynamic behavior of the energy system, the response time can be 

analyzed and that would help to study the integration of conventional systems with 

renewable systems. The best way to increase the flexibility in the energy supply is to 

be aware of the dynamics present in the energy system. 

In order to analyze the dynamics of the system, a real electricity-demand profile 

consisting in a set of 150 houses in Cologne (Germany) is studied. By imposing the 

electricity demand, the flexibility of the system formed by the mGT with the ORC can 

be analyzed. The flexibility is analyzed in terms of dynamic response to the 

fluctuations. 



10 
 

  



11 
 

Chapter 2.  Methodology 

Don’t try to be the best, just try to give your best  

2.1. Objectives 

The final objective of the thesis is analyzing the possibility of the implementation of 

the combined system formed by the mGT and the ORC by studying the dynamic 

behavior of the whole system. This would allow determining whether the system is 

able to correctly respond to the electricity demand of the aggregation of a set of 

houses. In order to reach this final objective, different intermediate steps have to be 

completed: 

- Identifying the performance at nominal conditions of a commercial mGT: AE-

T100 (nameplate electric power out equal to 100 kWe). 

- mGT steady-state modeling to study the behavior in part load conditions while 

varying the ambient temperature and the requested power load. 

- Optimizing the design of the bottoming ORC by maximizing the net power 

produced. 

- Steady-state modeling to analyze the part-load behavior of the ORC when the 

mGT operates in off-design conditions. 

- Modeling of the mGT regenerator to obtain the characteristics (i.e. metal 

mass) needed to analyze the dynamic response. 

- Dimensioning the heat exchangers of the bottoming ORC using Aspen 

Exchanger Design& Rating®. 

- Dynamic modeling of the whole system mGT+ORC in Modelica language. 

- Implementing a dedicated control system to handle the operation of the 

mGT+ORC system. 

- Analyzing the system response.  

In Figure 2.1-1, the layout of the system under study is depicted, showing the 

components which have been considered and the numeration of the streams.  
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Figure 2.1-1 Layout of the studied system (mGT+ORC) 

2.2. Description of the structure of the thesis 

In this section, the structure of the thesis is described. As stated before, the main 

objective of this work is the study of the performance of the combined cycle 

composed by a commercial mGT with a bottoming ORC in both steady-state and 

dynamic conditions considering the variation of ambient temperature and electricity 

demand. To reach that goal, a suite of in-house models has been developed. 

In Chapter 3. , after the description of the mGT technology, it is explained the way 

the design model has been developed considering the real performance of the mGT 

AE-T100 as well as the considerations taken to perform the part-load simulations 

while describing the off-design models.  
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Chapter 4.  has the same structure as Chapter 3. . First, an overview of the ORC 

technology is introduced. Once the technology is described, it is presented the way 

the ORC has been designed, considering the optimization process to maximize the 

net power output evaluating the feasibility of different working fluids. In addition, the 

considerations taken to carry out the part load simulations are explained by 

describing the off-design models implemented. 

Chapter 5.  deals with the dynamic modeling and the considerations taken into 

account to study the transient behavior. In addition, in this chapter the control strategy 

and how the parameters of the controllers are obtained are described. 

After the description of how the models are performed, the results are presented and 

discussed in Chapter 6.  

Figure 2.2-1 shows how the solutions of the models are interrelated.  

 

Figure 2.2-1 Description of the interrelations among the models and simulations 
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When looking at the figure, in green is represented the part related to the mGT and, 

in pink, to the ORC. Two design models have been developed in Matlab® for steady-

state conditions. The first one introducing the already-known data (e.g. 

turbomachinery maps, entering air mass flow rate, turbine outlet temperature) to 

validate the performance at nominal conditions of the existing mGT. The second one, 

to optimize the design of the bottoming ORC. Once the nominal performance of the 

mGT has been obtained, a representative pressure drop has been added in order to 

simulate the pressure drop caused by the primary heat exchanger of the bottoming 

ORC. After adding the pressure drop, the corrected values of mass flow rate and 

temperature of the flue gases exiting the turbine of the mGT at nominal conditions 

have been taken as input for the design of the ORC. 

Once the behavior of the whole system at nominal conditions has been determined, 

the heat exchangers could be sized. For the mGT, the regenerator is an existing one, 

therefore, a 3-D model of it has been developed in Matlab® using the characteristic 

dimensions, in order to calculate the volume, surface and steel mass that are 

fundamental to evaluate the dynamic performance of the system (they characterize 

the thermal capacitance). In the case of the ORC, the heat exchangers have been 

sized with Aspen Exchanger Design & Rating® by indicating the design process 

conditions. Moreover, the sized heat exchangers of the ORC have been simulated 

independently to analyze the part load behavior of them in stand-alone conditions 

and retrieve specific correlations that have been used in the part-load system model. 

After the heat exchangers have been sized, steady-state models for the off-design 

conditions have been developed considering the whole system and including the 

information of turbomachinery and heat exchangers at part load conditions. The 

simulations have been performed by varying the ambient temperature and the 

rotational speed of the mGT turbomachinery (as indirect way to evaluate a reduction 

of requested power). The variation of those parameters affects the performance of 

the mGT and, as a consequence, the performance of the bottoming ORC. These 

results have been taken as a reference to validate the performance of the dynamic 

model when reaching steady-state conditions. 

The dynamic model has been developed with an object-oriented language (i.e. 

Modelica, through Dymola platform). Therefore, each component (e.g. turbine, heat 

exchanger) has been modeled independently. Then, the components have been 

coupled together describing the system mGT+ORC. The response of the dynamic 

model reaching steady-state conditions has been validated with the results obtained 

from the steady-state models. Moreover, the solution of the steady-state models 

plays a fundamental role not only for the validation of the dynamic models, but also, 

to evaluate different off-design points in which the dynamic model should be 

linearized. To design the control system, obtaining the transfer functions of the 
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system (i.e. the way the outputs of the process vary with a modification of the inputs) 

was needed. To do so, it was required to perform the linearization of the system at 

different equilibrium conditions (different off-design conditions). 

Finally, the control system has been designed, and the evaluation of the transient 

conditions has been performed by dynamically changing the electricity demand, 

considering the two most critical days of the year. 

2.3. Software 

In order to fulfill the modeling requirements to properly reach the objectives of this 

thesis, five main softwares have been used. On one hand, for the design and part-

load operation models in steady state conditions, the software selected to implement 

the models is Matlab®, which was coupled to REFPROP to calculate the properties 

of the organic fluid. To calculate the properties of the mGT fluids (i.e. air, fuel and flue 

gases), the NASA polynomials formulation was implemented in Matlab®, as they 

properly describe the thermodynamic properties of the fluids involved, facilitating the 

computations. On the other hand, Dymola® has been chosen to develop the dynamic 

models, coupled to CoolProp to evaluate the properties of the organic fluid. The 

motivation to use different software to evaluate the properties of the fluids was the 

proper compatibility between them.  

In addition to the software mentioned above, the dimensioning of the heat 

exchangers of the ORC module has been done by using Aspen Exchanger Design & 

Rating®.  
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Chapter 3.  Micro Gas Turbine 

There are always reasons to feel lucky, make those reasons 

your strengths.  

3.1.  Introduction to the technology 

In this section, a brief introduction to the micro gas turbine (mGT) is reported, 

considering which mGT can be found in the market and the thermodynamics ruling 

the process. In addition, a brief comparison to its main competitor in small scale, 

namely internal combustion engine is reported too. 

3.1.1.  Thermodynamic properties of the ideal cycle and 
modifications from the ideality 

A gas turbine is based on the open Brayton cycle, which ideally consists in 4 

transformations: an isentropic compression till the maximum pressure of the cycle, 

an isobaric heating of the fluid till the maximum temperature of the cycle followed by 

an isentropic expansion till the minimum pressure and the isobaric heat rejection. 

Figure 3.1-1-left shows the layout of the ideal simple gas turbine considering an 

external heat input (no combustion chamber is considered) while Figure 3.1-1-right 

shows the T-s diagram considering air as working fluid, with a molecular mass equal 

to 29 kg/kmol, with a pressure ratio equal to 5, with ambient air temperature of 15ºC 

and the turbine inlet temperature equal to 1000ºC. 

 

Figure 3.1-1 Ideal simple gas turbine layout (left) and T-s diagram (right) using air as 

working fluid considering a pressure ratio equal to 5, air inlet temperature equal to 15ºC and 

turbine inlet temperature equal to 1000ºC 
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The ideal regenerative gas turbine is based on the same basis of the ideal simple 

one, but the hot fluid exiting the turbine preheats the fluid after the compressor in 

order to reduce the heat input. In Figure 3.1-2-left, the layout of the regenerative gas 

turbine is depicted and in Figure 3.1-2-right represents the ideal regenerative Joule-

Brayton cycle in T-s space considering the same assumptions adopted for the simple 

gas turbine and an ideal regenerator. Therefore, considering that the mass flow and 

fluid are the same, the hot fluid is cooled down till the inlet temperature of the cold 

fluid and the cold fluid is heated up till the temperature of the hot fluid at the inlet of 

the regenerator. As it can be seen from both T-s diagrams, considering the same 

assumptions for both cycles, the net work is the same1, while the heat input in the 

regenerative case is lower, implying higher efficiency. 

 

Figure 3.1-2 Ideal regenerative gas turbine layout (left) and T-s diagram (right) using air as 

working fluid considering a pressure ratio equal to 5, air inlet temperature equal to 15ºC and 

turbine inlet temperature equal to 1000ºC 

After defining qualitatively the performance of the cycle, here the evaluation of the 

efficiency of both cycles is developed.  

Considering a perfect gas, with a specific heat (𝑐𝑝) and constant of the gas (𝑅∗), the 

variation of entropy affecting the fluid can be expressed as: 

 𝑑𝑠 = 𝑐𝑝
𝑑𝑇

𝑇
− 𝑅∗

𝑑𝑝

𝑝
 Eq. 1 

By defining θ as 

 Θ =
𝑅∗

𝑐𝑝
 Eq. 2 

 
1 Since the thermodynamic transformations of the ideal regenerative Joule-Brayton cycle are 
reversible, the net work is represented by the area contained by the cycle in T-s space. 
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Considering isentropic conditions, the outlet temperature after the compression can 

be computed with Eq. 3 and, after the expansion, with Eq. 4. 𝛽 is the pressure ratio 

between the pressure at the outlet with respect to the inlet. 

 𝑇𝑜𝑢𝑡,𝑐𝑜𝑚𝑝 = 𝑇𝑖𝑛,𝑐𝑜𝑚𝑝𝛽
Θ Eq. 3 

 

 𝑇𝑜𝑢𝑡,𝑡𝑢𝑟𝑏 = 𝑇𝑖𝑛,𝑡𝑢𝑟𝑏𝛽
−Θ Eq. 4 

 

The efficiency (𝜂) is defined as the ratio between the net work obtained (𝑙𝑛𝑒𝑡) and the 

heat input to the system (𝑞𝑖𝑛). For a simple gas turbine with a perfect gas, it can be 

expressed as: 

 𝜂𝑠𝑖𝑚𝑝𝑙𝑒 =
𝑙𝑛𝑒𝑡
𝑞𝑖𝑛

=
𝑐𝑝(𝑇3 − 𝑇4) − 𝐶𝑝(𝑇2 − 𝑇1)

𝑐𝑝(𝑇3 − 𝑇2)
= 1 −

𝑇4 − 𝑇1
𝑇3 − 𝑇2

 Eq. 5 

 

Considering isentropic conditions for the turbomachinery, it can be expressed as: 

 𝜂𝑠𝑖𝑚𝑝𝑙𝑒 = 1 −
𝑇3𝛽

−Θ − 𝑇1
𝑇3 − 𝑇1𝛽

Θ
= 1 − 𝛽−Θ Eq. 6 

 

For a regenerative Joule-Brayton cycle, also considering a perfect gas as working 

fluid, the efficiency can be expressed as: 

 𝜂𝑟𝑒𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑣𝑒 =
𝑙𝑛𝑒𝑡
𝑞𝑖𝑛

=
𝐶𝑝(𝑇4 − 𝑇5) − 𝐶𝑝(𝑇2 − 𝑇1)

𝐶𝑝(𝑇4 − 𝑇3)
= 1 −

𝑇2 − 𝑇1
𝑇4 − 𝑇3

 Eq. 7 

 

And considering isentropic conditions, it can be expressed as: 

 𝜂𝑟𝑒𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑣𝑒 = 1 −
𝑇1𝛽

Θ − 𝑇1
𝑇4 − 𝑇4𝛽

−Θ
= 1 −

𝑇1
𝑇4
𝛽Θ Eq. 8 

 

Looking at Eq. 6, the efficiency of an ideal gas turbine based on a simple cycle just 

depends on pressure ratio and fluid: an increment of the pressure ratio implies an 

increment of efficiency. When analyzing Eq. 8, the efficiency of an ideal regenerative 

gas turbine depends on the pressure ratio and both on the inlet and maximum 

temperature. Differently from the simple gas turbine, an increment of the pressure 

ratio would deal to a decrease in the efficiency. While an increment of the maximum 

temperature results in an increment of the efficiency.  
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In Figure 3.1-3, how the efficiency varies with the pressure ratio (left) and how the 

efficiency varies with the net specific work (right) are represented considering two 

different maximum temperatures equal to 800ºC (top) and 1000ºC (bottom) for both 

simple (black lines) and regenerative (blue lines) gas turbine. The continuous lines 

represent the ideal cases, while the dashed lines represent a more real behavior 

considering isentropic efficiency of the turbomachinery equal to 90%, pressure drop 

on the heat exchangers equal to 2% with respect to the inlet pressure, and 

effectiveness of the regenerator equal to 90%.  

 

 

 
Figure 3.1-3 Efficiency vs pressure ratio (left) and efficiency vs specific work (right) for 

maximum temperature equal to 800ºC (top) and 1000ºC (bottom) for both simple (black 

lines) and regenerative gas turbine (blue lines) 
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As predicted before, the efficiency of the ideal simple gas turbine does not change 

with the maximum temperature, but the specific work increases with the temperature. 

In the regenerative case, the efficiency decreases with the decrease of the maximum 

temperature. The maximum temperature influences the simple gas turbine when 

considering real conditions, obtaining a higher efficiency with higher values of 

maximum temperature. In addition, the effect of the pressure ratio on the efficiency 

can be seen for both cycles. As stated before, for the ideal regenerative gas turbine, 

the efficiency decreases with the pressure ratio while it increases for an ideal simple 

gas turbine. However, in this last case, the different losses could modify that behavior 

highlighting the presence of an optimum value of pressure ratio which maximizes the 

efficiency. 

Moreover, the net specific work increases with the maximum temperature for both 

cycle configurations. 

3.1.2. Categories of gas turbines 

The gas turbine (GT) technology is classified in five different groups [12]: 

• Frame type Heavy-Duty gas turbines. This type of gas turbine represents the 

largest power generation units, within a range from 3 MW to 480 MW with 

efficiencies varying between 30-46%. They employ axial-flow compressors 

and turbines. 

• Aircraft-Derivative gas turbines. Originated originally as aircraft mover, they 

turned to be also power generation units, with a production between 2.5 MW 

to 50 MW, with an efficiency range from 35-45%. They consist of an aircraft 

derivative gas generator and a free-power turbine. 

• Industrial Type gas turbines. This kind of gas turbine are widely used in 

petrochemical plants. With a nominal power between 2.5 MW and 15 MW but 

penalized in efficiency (with respect to the others mentioned before) at values 

around 30%, which could be boosted using a regenerator. 

• Small gas turbines. In this case, the nominal power ranges between 0.5 MW 

and 2.5 MW. The design of this type of gas turbine includes the use of 

centrifugal compressor (or a combination of centrifugal and axial 

compressors) and a radial-inflow turbine. 

• Micro gas turbines. Within this category, the gas turbines with a nominal 

power lower than 350 kW are included. They use radial-flow turbine and 

compressor and a regenerative cycle.  

The gas turbine used in this work belongs to the latter mentioned category. 
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3.1.3.  Comparison with internal combustion engines 

A good alternative to a combined cycle composed by a micro gas turbine with a 

bottoming ORC for electricity generation, is substituting the GT with a diesel engine. 

Indeed, the diesel engine has the advantage of having a faster starting response with 

respect to the GT and a higher efficiency. However, it has some disadvantages while 

comparing it to a gas turbine [13]: 

• The diesel engine has a higher level of vibration than a gas turbine. 

• The diesel engine cannot compete in terms of NOx emissions, at least without 

a catalyst, as the gas turbine emits one order of magnitude less NOx than the 

diesel engine (~40 mg/Nm3 against 500 mg/Nm3 at 5% O2) [14].  

• Usually, maintenance costs are lower for a gas turbine, mainly due to the 

lower oil consumption and lower wear of components.  

• Typically, the volume occupied by a diesel engine is higher than a gas turbine 

for the same nominal power. 

So even if the efficiency is higher with a diesel engine, it can be considered that the 

increment of efficiency while combining the GT with the bottoming ORC fulfills the 

requirements of high efficiency for electricity generation, while keeping the 

advantages of the gas turbine. 

3.1.4. AE T100 

The gas turbine selected to be studied is the Turbec T100, manufactured by Ansaldo 

Energia (recalled AE T100). The AE T100 is a micro gas turbine designed to produce 

100 kWe when working just in power mode (no cogeneration is considered). There 

are two different models: the AE T100 Power, which just produces electricity, and the 

AE T100 Power and Heat, which produces both electricity and heat (i.e. an additional 

heat exchange is present). With the second one, a higher first principle efficiency is 

obtained, but a penalization exists in the production of electricity due to the additional 

bottoming recovery heat exchanger (i.e additional pressure drops at the turbine 

outlet) [15]. Figure 3.1-4 shows the mGT selected. 

The AE T100 is composed by a single-stage radial centrifugal compressor, a single-

stage radial turbine, a lean premix combustion chamber, a permanent magnet 

electrical generator (which acts as an electric starter when doing the start-up of the 

GT by giving the power needed to the system to be self-stable) and a flue gas-air 

regenerator [15]–[17]. The rotating elements (i.e. electrical generator, compressor 

and turbine) are mounted on the same shaft, and the whole system is contained in 

the same housing. Table 3.1-1 collects the nominal performance of the gas turbine 

under study.  
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Figure 3.1-4 mGT AE T100 [17] 

 

Table 3.1-1 Nominal performances of the AE T100 [17] 

 

 

MICROTURBINE 

Nominal speed 70000 rpm 

Turbine Inlet Temperature ≈ 950ºC 

Turbine Outlet Temperature 645ºC 

Pressure ratio of compressor  ≈ 4.5 

Fuel Natural gas 

PERFORMANCES 

Electrical output 100 kW (±3) 

Electrical efficiency 30 % (±2) 

Exhaust gas flow ≈ 0.79 kg/s 

Exhaust gas temperature ≈ 270 ºC 

Average sound pressure ≈ 72 dB (A) @ 1 m 

NOx ≤ 15 ppm(v) ≈ 31 mg/Nm3 

CO ≤ 15 ppm(v) ≈ 19 mg/Nm3 
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3.2.  Design modeling 

After introducing the technology itself, the way the micro gas turbine has been 

modeled at nominal conditions is described in this section. It is mandatory for the 

completeness of this thesis to know how the micro GT behaves. The technical 

information given by the manufacturer is not enough either to study the part-load 

behavior of the mGT itself and/or to properly design the bottoming ORC plant. 

Therefore, the complete thermodynamic performance should be evaluated. Figure 

3.2-1 shows the layout of the micro GT. 

 

Figure 3.2-1 Layout of the considered micro gas turbine 

The model to evaluate the nominal conditions collects the information available in 

literature [18], [19]. However, not all the information of the performance of the T100 

is given in the literature, namely, the pressure drop of the filter of air entering the 

system and the pressure drop in the regenerator, because the experimental layouts 

do not consider the micro gas turbine T100 in standalone conditions, but usually it is 

modified according to the requirements of the research institution (e.g. coupled with 

volume modules [19], in an hybrid configuration with fuel cell [20], [21] or modifying it 

to operate like micro-Humid gas turbine [22]). Those modifications constitute a 

perturbation of the pressure drops of the system, modifying the performance of the 

gas turbine. Therefore, to validate the performance and establish the whole model of 

the micro gas turbine evaluating each thermodynamic state, the pressure drops are 

considered as independent variables which are modified in order to obtain the 

declared electric power, namely 100 kWe. Figure 3.2-2 shows the concept here 

explained. The nominal conditions already known from literature are taken as 

parameters, a tailored-made model has been developed in Matlab® considering each 

component independently and the pressure drops are the iteration variables to 

validate the nominal conditions. In order to evaluate the properties of the fluids, the 

NASA polynomials formulation is implemented (see Appendix B), as they properly 
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describe the characteristics (i.e. specific heat and enthalpy) of the fluids considered 

in the gas turbine (air, fuel and flue gases)2. 

 

Figure 3.2-2 General logic to evaluate the nominal conditions of the mGT 

In the next paragraphs, each component is described, and the characteristic 

equations are discussed. At the end, the way the equations are coupled together to 

perform the mGT simulation is defined. 

3.2.1. Filter 

Before the compressor, a filter is installed. The main function of the filter is avoiding 

the entrance of particles and bodies that could produce the erosion and damage of 

the compressor blades [23]. However, the filter reduces the performance of the 

system by adding a pressure drop, thus the air entering the compressor (𝑝1) is not at 

atmospheric pressure (𝑝0), but at a lower pressure (See Eq. 9).  

 𝑝1 = 𝑝0 − Δ𝑝𝑓𝑖𝑙𝑡𝑒𝑟 Eq. 9 

In addition, the filter can be considered isothermal as there are no heat exchanged 

and the air is ideal, which means that isenthalpic corresponds to an isothermal. 

 
2 The behavior of air, fuel and flue gases can be approximated as ideal in the range of 
temperature and pressure typical of gas turbine applications 
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Therefore, the temperature of the air entering the compressor is the same as the 

ambient temperature. 

 𝑇1 = 𝑇0 Eq. 10 

 

3.2.2. Compressor 

After the eventual particles have been removed from the air with the filter, the air is 

compressed in a single-stage centrifugal compressor to the maximum pressure in the 

cycle. The way the air is compressed is described by the compressor characteristic 

maps. These maps describe not only how the compressor works at nominal 

conditions, but also at part load operation. Following the common approach in 

turbomachinery, reduced variables are considered: reduced rotational speed (𝑁𝑟) 

and reduced mass flow rate (𝑚𝑟). The definition of these variables is expressed with 

Eq. 11 and Eq. 12. 

 

 

The compressor characteristic maps (shown in Figure 3.2-3) represent two functions 

which correlates the pressure ratio (𝛽) and the isentropic efficiency (𝜂) with the 

reduced mass flow rate and the reduced rotational speed [24], [25]. 

 

Figure 3.2-3 Characteristic map of the centrifugal compressor (left) and efficiency trend 

(right) of the AE T100 for different ratios of reduced rotational with respect to the nominal 

 𝑁𝑟−𝑐𝑜𝑚𝑝 =
𝑁

√𝑇1
 Eq. 11 

 𝑚𝑟−𝑐𝑜𝑚𝑝 = 𝑚̇𝑎𝑖𝑟 ·
√𝑇1
𝑝1

 Eq. 12 
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The compressor characteristic maps are also used for the off-design and dynamic 

model, so in order to have a wider range of values nearby the sub-idle zone, the 

procedure explained in Appendix A is used to extrapolate the original curves at lower 

values of reduced rotational speed.  

The pressure ratio (𝛽) can be expressed as: 

 𝛽𝑐𝑜𝑚𝑝 = 𝑓(𝑚𝑟−𝑐𝑜𝑚𝑝, 𝑁𝑟−𝑐𝑜𝑚𝑝) Eq. 13 

 

 𝛽𝑐𝑜𝑚𝑝 =
𝑝2
𝑝1

 Eq. 14 

 

With the isentropic efficiency, the enthalpy at the outlet of the compressor can be 

calculated. It can be expressed as: 

 𝜂𝑐𝑜𝑚𝑝 = 𝑓(𝑚𝑟−𝑐𝑜𝑚𝑝, 𝑁𝑟−𝑐𝑜𝑚𝑝) Eq. 15 

 

 𝜂𝑐𝑜𝑚𝑝 =
ℎ2𝑖𝑠𝑜 − ℎ1
ℎ2 − ℎ1

 Eq. 16 

 

 ℎ2𝑖𝑠𝑜 = ℎ(𝑝2, 𝑠1) Eq. 17 

 

In addition, the mechanical power absorbed by the compressor is expressed as:  

 𝑃𝑐𝑜𝑚𝑝 = 𝑚𝑎𝑖𝑟 · (ℎ2 − ℎ1) Eq. 18 

 

3.2.3. Regenerator 

The AE-T100 is a regenerative gas turbine, which means that after the air has been 

compressed in the compressor, the air is preheated before entering the combustion 

chamber. In this case, the regenerator is a corrugated heat exchanger, described in 

the section 3.4. On one hand, the presence of the regenerator reduces the amount 

of fuel required in the combustion chamber [12]. On the other hand, to preheat the 

air, a part of the heat of the turbine exhaust flue gases is exploited; thus, reducing 

the available heat that could be exploited by the bottoming cycle. Considering the 

enthalpy of the working fluids (ℎ), the heat exchanged between the two fluids (𝑄) can 

be expressed as: 

 𝑄𝑟𝑒𝑔 = 𝑚̇𝑎𝑖𝑟 · (ℎ3 − ℎ2) = 𝑚̇𝑓𝑙𝑢𝑒 · (ℎ5 − ℎ6) Eq. 19 
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And considering the global heat transfer coefficient (𝑈) and the exchange area (𝐴), 

the exchanged heat can also be expressed as: 

 𝑄𝑟𝑒𝑔 = 𝑈𝐴 · Δ𝑇𝑙𝑚 Eq. 20 

 

Where the logarithm mean temperature difference (Δ𝑇𝑙𝑚) is computed as: 

 
Δ𝑇𝑙𝑚 =

(𝑇5 − 𝑇3) − (𝑇6 − 𝑇2)

ln (
𝑇5 − 𝑇3
𝑇6 − 𝑇2

)
 

Eq. 21 

 

A good parameter describing the performance of the regenerator is the effectiveness 

(𝜖). The effectiveness represents the ratio between the actual heat exchanged and 

the maximum heat that could be exchanged in an ideal heat exchanger (i.e. infinite 

heat exchanger area) [23], [26].  

 𝜖𝑟𝑒𝑔 =
𝑇3 − 𝑇2
𝑇5 − 𝑇2

 Eq. 22 

 

Even if the heat transfer would be better with higher values of effectiveness, 

increasing the effectiveness of the regenerator has the drawback of an increment of 

the surface required, dealing to higher costs, higher pressure drop and higher inertia 

of the system [12]. In this case, the nominal value of effectiveness is equal to 88.9% 

[18].  

Moreover, the pressure drops need to be taken into account as the real regenerator 

is not isobaric. 

 𝑝3 = 𝑝2 − Δ𝑝𝑟𝑒𝑔,𝑐𝑜𝑙𝑑 Eq. 23 

 

 𝑝5 = 𝑝6 + Δ𝑝𝑟𝑒𝑔,ℎ𝑜𝑡 Eq. 24 

For the validation of the micro gas turbine, the regenerator discharges directly to the 

atmosphere and not to the evaporator of the bottoming cycle, so the outlet pressure 

is the atmospheric one. The pressure drop of the filter at the outlet of the mGT is 

included in the pressure drop of the regenerator. 

3.2.4. Combustion chamber 

The heat input to the gas turbine is provided by the combustion chamber. The 

combustion chamber is the component in which the combustion reaction takes place. 

The pressurized air enters the combustion chamber and it reacts with the fuel leading 
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to a flue gas exiting the combustion chamber with a different composition, 

temperature and pressure. In order to take this fact into account, the reaction of 

combustion is implemented, considering a generic natural gas, with the composition 

indicated in Table 3.2-1 [27] and the composition of dry air, indicated in Table 3.2-2.  

Table 3.2-1 Molar composition of the natural gas 

CH4 [% mol] 91.397 

CO2 [% mol] 1.392 

C2H6 [% mol] 4.979 

C3H8 [% mol] 0.79 

C4H10 [% mol] 0.342 

N2 [% mol] 1.1 

 

Table 3.2-2 Molar composition of the air 

O2 [% mol] 20.96 

N2 [% mol] 78.12 

Ar [% mol] 0.92 

 

The combustion is assumed to be complete, as the amount of oxygen is always 

higher than the stoichiometric one required by the fuel. However, in the model both 

reactions, complete and incomplete, have been implemented depending on the 

amount of oxygen entering with the air, here the complete reaction is reported.  

As the natural gas considered consists of a mixture of hydrocarbons (i.e. CH4, C2H6 

etc.) and inert gases (i.e. N2,Ar, CO2) the generic combustion reaction is considered 

See Eq. 25).  

 𝐶 𝛼 𝐻𝛽 +
2𝛼 +

𝛽
2

2
 𝑂2 → 𝛼 𝐶𝑂2 +

𝛽

2
 𝐻2𝑂 

Eq. 25 

 

Where α and β are the mole coefficients which create a fictitious macromolecule 

allowing the definition of a generic combustion reaction. These coefficients take into 

account the number of moles of each substance reacting in one mole of fuel.  

 𝛼 =∑𝑛𝐶,𝑗𝑥𝑗,𝑓𝑢𝑒𝑙

𝐽

𝑗=1

 Eq. 26 
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 𝛽 =∑𝑛𝐻,𝑗𝑥𝑗,𝑓𝑢𝑒𝑙

𝐽

𝑗=1

 Eq. 27 

 

Where  

nC,j is the amount of atoms of carbon in the reactive compound j of the fuel 

nH,j is the amount of atoms of hydrogen in the reactive compound j of the fuel 

xj,fuel is the mole fraction of the reactive compound j in the fuel 

By knowing the coefficients which define the generic fuel, the stoichiometric 

coefficients of production and consumption of reactants can be calculated following 

the reaction in Eq. 25. 

It is possible to evaluate the amount of each component reacting. 

 

In Eq. 28, the mole balance is represented, the number of moles of each substance 

exiting with the flue gases is the amount of it entering with the air and with the fuel 

plus the production of that substance due to the reaction. 𝜈𝑖 represents either the 

production (positive value) or consumption (negative value) coefficient of each 

component. As the evaluation of the consumption and production uses moles, it is 

needed the transformation from mass to moles by using Eq. 29 and Eq. 30. 

 𝑀𝑀𝑓𝑢𝑒𝑙 =∑𝑀𝑀𝑖 · 𝑥𝑖,𝑓𝑢𝑒𝑙

𝐼

𝑖=1

 Eq. 29 

 

 𝑛̇𝑓𝑢𝑒𝑙 =
𝑚̇𝑓𝑢𝑒𝑙

𝑀𝑀𝑓𝑢𝑒𝑙
 Eq. 30 

 

The combustor mass balance is indicated in Eq. 31.  

 

Finally, the combustor energy balance is considered, considering the presence of 

thermal losses equal to 1% of the inlet heat (𝜂𝑐𝑜𝑚𝑏 = 0.99): 

 (𝑚̇𝑓𝑢𝑒𝑙 · ℎ𝑓𝑢𝑒𝑙 + 𝑚̇𝑎𝑖𝑟 · ℎ𝑎𝑖𝑟) · 𝜂𝑐𝑜𝑚𝑏 = 𝑚̇𝑓𝑙𝑢𝑒 · ℎ𝑓𝑙𝑢𝑒 Eq. 32 

 

 𝑛̇𝑖,𝑓𝑙𝑢𝑒 𝑔𝑎𝑠 = 𝑛̇𝑎𝑖𝑟 · 𝑥𝑖,𝑎𝑖𝑟 + 𝑛̇𝑓𝑢𝑒𝑙 · 𝑥𝑖,𝑓𝑢𝑒𝑙 + 𝜈𝑖 · 𝑛̇𝑓𝑢𝑒𝑙 Eq. 28 

 𝑚̇𝑓𝑙𝑢𝑒 = 𝑚̇𝑓𝑢𝑒𝑙 + 𝑚̇𝑎𝑖𝑟 Eq. 31 
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To evaluate the efficiency of the cycle, the heat input is computed with the 

corresponding lower heating value of the fuel (𝐿𝐻𝑉𝑓𝑢𝑒𝑙), which in this case  it 

corresponds to 45.92 MJ/kg: 

 𝑄𝑖𝑛 = 𝑚̇𝑓𝑢𝑒𝑙 · 𝐿𝐻𝑉𝑓𝑢𝑒𝑙 Eq. 33 

 

Pressure drops are computed as: 

 𝑝4 = 𝑝3 − Δ𝑝𝑐𝑜𝑚𝑏 Eq. 34 

 

3.2.5. Expander 

Once the flue gases exit the combustion chamber, they are expanded in the radial 

turbine. The way the turbine behaves is described by the characteristics maps of the 

turbine. Following a procedure similar to the one described for compressor, the 

characteristic maps of the turbine (shown in Figure 3.2-4) represent two functions 

which correlates the reduced mass flow and the efficiency with the pressure ratio and 

the reduced rotational speed [24], [25].  

 

 

Also in this case, reduced variables are used, and to calculate them, the conditions 

at the inlet should be considered as reflected in Eq. 37 and Eq. 38. 

 

 

As in the case of the compressor, also these maps are implemented to study the off-

design performance of the turbine while varying the external conditions and the load. 

As they are used to study the off-design, they have been extrapolated to lower values 

in the sub-idle region following the procedure explained in Appendix A. 

 𝑚𝑟−𝑡𝑢𝑟𝑏 = 𝑓(𝛽𝑡𝑢𝑟𝑏 , 𝑁𝑟−𝑡𝑢𝑟𝑏) Eq. 35 

 𝜂𝑡𝑢𝑟𝑏 = 𝑓(𝛽𝑡𝑢𝑟𝑏 , 𝑁𝑟−𝑡𝑢𝑟𝑏) Eq. 36 

 𝑁𝑟−𝑡𝑢𝑟𝑏 =
𝑁

√𝑇4
 Eq. 37 

 𝑚𝑟−𝑡𝑢𝑟𝑏 = 𝑚̇𝑓𝑙𝑢𝑒 ·
√𝑇4
𝑃4

 Eq. 38 
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Figure 3.2-4 Characteristic map of the turbine (left) and efficiency trend (right) of the AE-

T100 for different ratios of reduced rotational with respect to the nominal one 

The pressure ratio for the turbine can be expressed as: 

 𝛽𝑡𝑢𝑟𝑏 =
𝑝4
𝑝5

 Eq. 39 

 

By knowing the efficiency, the actual enthalpy at the outlet of the turbine can be 

calculated:  

 𝜂𝑡𝑢𝑟𝑏 =
ℎ4 − ℎ5
ℎ4 − ℎ5𝑖𝑠𝑜

 Eq. 40 

  

 ℎ5𝑖𝑠𝑜 = ℎ(𝑝5, 𝑠4) Eq. 41 

 

Once the thermodynamic properties are known, it is possible to compute the 

mechanical power that could be obtained with the turbine: 

 𝑃𝑡𝑢𝑟𝑏 = 𝑚̇𝑓𝑙𝑢𝑒 · (ℎ4 − ℎ5) Eq. 42 

 

3.2.6. Generator 

The net mechanical power of the micro gas turbine considers the power produced by 

the turbine and the one consumed by the compressor, as expressed in Eq. 43. 

 𝑃𝑚𝑒𝑐ℎ = 𝑃𝑡𝑢𝑟𝑏 − 𝑃𝑐𝑜𝑚𝑝 Eq. 43 
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However, the real electrical power produced contemplates the presence of losses 

due to the power electronic conversion (i.e. inverter and rectifier), auxiliary units 

energy demands (which are approximatively constant) and bearing friction. These 

losses can be computed with Eq. 44 [28], [29] 

 𝑃𝑙𝑜𝑠𝑠 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟[𝑘𝑊] = 0.0806 · 𝑃𝑚𝑒𝑐ℎ[𝑘𝑊] + 7.5 [𝑘𝑊] Eq. 44 

 

After computing the losses, the electric power produced by the system can be 

calculated by subtracting the losses to the net mechanical power produced. 

 𝑃𝑒𝑙 = 𝑃𝑚𝑒𝑐ℎ − 𝑃𝑙𝑜𝑠𝑠 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 Eq. 45 

 

Finally, the electric efficiency is defined as the ratio between electric power output 

and the heat input: 

 𝜂𝑒𝑙 =
𝑃𝑒𝑙

𝑚𝑓𝑢𝑒𝑙𝐿𝐻𝑉
 Eq. 46 

 

3.2.7. Micro gas turbine overall system 

Figure 3.2-5 represents the way the model for the validation of nominal conditions of 

the micro gas turbine has been developed. The white boxes represent the equations 

shown in the sections before (from 3.2.1 to 3.2.6); the dark blue boxes, the inputs 

already known of the system; the light blue trapezoids, the thermodynamic states of 

the stream indicated and in green, the unknown variables which are modified to 

obtain the electric power indicated by the manufacturer (100 kWe). 

At nominal conditions, the air inlet conditions are known (i.e. mass flow of entering 

air is equal to 0.8 kg/s, the temperature is equal to 15ºC and the pressure is 1 bar), 

the turbomachinery rotates at 70000 rpm, the effectiveness of the regenerator is 

88.9% and the temperature at the outlet of the turbine is measured and kept fixed by 

the control system at 645 ºC [18]. With these parameters and the characteristic maps 

describing the performance of the turbomachinery (Figure 3.2-3 and Figure 3.2-4), 

the system could be evaluated. However, the pressure drops are variables which 

cannot be found in the literature for the stand-alone micro gas turbine. Therefore, 

they are taken as iteration variables to obtain the electric power declared by the 

manufacturer (100 kWe).  

By knowing the conditions of the air entering the system and by establishing the 

pressure drop in the filter, it is possible to evaluate the conditions at the inlet of the 

compressor using the equations in the section 3.2.1. With the equations indicated in 
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the section 3.2.2, the performance of the compressor is analyzed so the outlet 

conditions can be obtained. 

As the effectiveness of the regenerator at nominal conditions and the outlet 

temperature of the turbine are known, by using Eq. 22 and Eq. 23 the temperature 

and pressure at the outlet of the regenerator in the cold side can be calculated. Once 

the inlet conditions of the combustor have been calculated, it is needed to evaluate 

the performance of the combustion chamber by using the model specified in the 

section 3.2.4. In order to do it, first, an initial value for the outlet temperature of the 

combustor is needed. With this initial value, there is just one value of mass flow of 

fuel which satisfies both the mass and energy balances. However, as the composition 

of the flue gases changes with the amount of fuel introduced, there is an iterative 

process to find that value. Once both mass and energy balances of the combustor 

are satisfied, the conditions of the flue gases are known. Therefore, the reduced 

rotational speed and reduced mass flow can be computed (by using Eq. 37 and Eq. 

38). With them, and the characteristic maps of the turbine, the outlet conditions of the 

turbine are determined. As the outlet temperature of the flue gases exiting the turbine 

is a parameter known, it needs to be checked whether the value of temperature 

obtained with the turbine model is the same or not. If that value does not match, a 

new value of temperature at the outlet of the combustor should be taken into 

consideration, recalculating the required amount of fuel with the model of the 

combustor and afterwards, the performance of the turbine. This process converges 

when the value of temperature matches, indicating the amount of fuel required to 

obtain the performance indicated. At this point, the whole regenerator can be 

evaluated and the outlet temperature, determined.  

Finally, the electric power is evaluated. If it is equal to 100 kWe, the assumed 

pressure drops are the ones taken as nominal. If not, new values of pressure drops 

are assumed, and the process starts again till the convergence. 
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Figure 3.2-5 Extended logic of the evaluation of nominal conditions of the mGT 
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3.3.  Off-design modeling 

During real operation, the ambient temperature changes, as well as the power 

required by the user (e.g. the request of a group of houses). In order to study the 

transient behavior and how the system changes during the day, first, different part-

load cases have been studied in steady-state conditions. This approach helps to 

validate the reached steady-state conditions of the dynamic model. 

A tailored-made model has been developed taking into account the nominal 

performance obtained after the validation of design conditions and a set of non-linear 

equations that characterizes the behavior of each component.  

Table 3.3-1 collects the known thermodynamic properties in off-design conditions. 

Table 3.3-1 Fixed thermodynamic properties of the mGT 

Fluid 
N. 

stream 
Description 

Mass 
flow 

Composition Temperature Pressure 

Air 

0 in, filt 
 

  

 

 

  

 

  

1 in,comp/out filt 
  

2 in,reg cold/out comp 
  

3 in,comb/out, reg cold 
  

Flue 
gases 

4 in,turb/out,comb 
 

  

 

 

  

 

  

5 in,reg hot/out,turb 
  

6 in,evap/ out, reg hot 
  

7 out,evap 
  

Fuel     

  

  

 

There are three different fluids: air, the fuel, and the flue gases resulting after the 

combustion. Among them, the composition of inlet air and fuel are known beforehand; 

but not the one of the flue gases as it depends on the reaction of combustion. 

Regarding to other thermodynamic properties, just the entering conditions of both air 

and fuel do not depend on the performance of the gas turbine, thus, known 

beforehand. In addition, the turbine outlet temperature is controlled at a constant 

value of 645ºC (as stated by the manufacturer). By fixing the TOT, the regenerator 

does not suffer thermal damages. If the TIT is fixed, in partial conditions, the TOT 

would increase so much that the regenerator should be designed for higher 

temperatures or it would suffer thermal damages. Moreover, it is easier to control the 

TOT instead of the TIT as the temperature is lower, so cheaper accurate 

thermocouples can be used for the measurements [19], [30], [31]. The last fixed 

condition is the discharge pressure after the flue gases have heated the working fluid 
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of the bottoming cycle as it discharges to the atmosphere. After analyzing the initial 

conditions, and as it can be seen in Table 3.3-1, there are 16 unknowns which should 

be determined to evaluate the performance of the system.  

Table 3.3-2 Equations defining the part load model of the mGT 

Components Nº equations Description 

Filter 2 
Pressure drop 

Isoenthalpic 

Compressor 2 
Compressor map 

Polytrophic compression 

Regenerator 4 

Energy balance 

Heat transfer equation 

Pressure drop (cold side) 

Pressure drop (hot side) 

Combustion chamber 4 

Mass balance 

Reaction 

Energy balance 

Pressure drop 

Turbine 2 
Turbine map 

Polytrophic expansion 

Evaporator 2 
Pressure drop 

Energy balance with ORC 

Total components equations 16   

 

As there are 16 unknowns, 16 equations are needed to solve the system, which are 

aggregated in Table 3.3-2. Most of the equations described in the table, are described 

in the sections from 3.2.1 to 3.2.6. However, in this case, the pressure drops are not 

the nominal ones, but taking the nominal pressure drop as reference, they depend 

on the variation of the velocity of the fluid (i.e. air and flue gases). Thus, for each 

component, the new pressure drop (Δ𝑝𝑜𝑓𝑓) can be determined by using Eq. 47 with 

the nominal values and the off-design ones of mass flow rate (𝑚̇) and density (𝜌) [24]  

 

Another characteristic equation of the part load behavior is how the heat transfer 

varies with the process conditions with respect to the nominal ones. The heat 

 Δ𝑝𝑜𝑓𝑓 = Δ𝑝𝑛𝑜𝑚 (
𝑚̇𝑜𝑓𝑓

𝑚̇𝑛𝑜𝑚
)
2

(
𝜌𝑛𝑜𝑚
𝜌𝑜𝑓𝑓

) Eq. 47 
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exchanged in the regenerator can be expressed in terms of the global heat transfer 

coefficient, the exchanging surface and the logarithm mean temperature difference, 

as seen in Eq. 48. That expression is valid either for nominal or part load conditions. 

 𝑄ℎ𝑒𝑎𝑡 𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑟 = 𝑈𝐴 · Δ𝑇𝑙𝑚 Eq. 48 

 

It is possible to evaluate the product UA at nominal conditions as all the system is 

already determined. Thus, it is possible to say in a general way, and without additional 

information regarding the part load conditions for that specific heat exchanger that 

the variation of the UA product follows Eq. 49 [24].  

 𝑈𝐴𝑜𝑓𝑓 = 𝑈𝐴𝑛𝑜𝑚 (
𝑚̇𝑜𝑓𝑓

𝑚̇𝑛𝑜𝑚
)
0.6

 Eq. 49 

 

Regarding the part load behavior of the compressor and turbine, they behave in the 

same way as explained in the sections 3.2.2 and 3.2.5, considering the different 

performance maps. 

The part load model is more difficult to solve than the design one, due to the 

dependence of the part-load behavior on the thermodynamic properties at those 

conditions (i.e. pressure drop with mass flow and temperature). This fact converts the 

system in a highly non-linear one. The model implemented follows the logic explained 

in Figure 3.3-1, where the design conditions are introduced to evaluate the off-design 

ones. The part load simulations have been performed by varying the ambient 

temperature and the rotational speed of the turbomachinery (as indirect way to study 

the variation of the electric power produced). The selection of changing the rotational 

speed of the turbomachinery instead of the electric power output is motivated by the 

reduction of iterations for obtaining the solution, as it is easier to study the 

performance of the turbomachinery by knowing the rotational speed, thus, 

interpolating in the characteristic maps. However, the variables indicated in Figure 

3.3-1 are the variables which are modified with the solver function of Matlab® to reach 

the convergence of the whole system respecting the mass and energy balances of 

each component. 
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Figure 3.3-1 General algorithm of the off-design model of the mGT 

 

3.4. Dimensioning of the regenerator 

To analyze the dynamic performance of the system, the thermal capacitance plays a 

fundamental role, as it determines how fast the system reacts. Therefore, the 

dimensions of the regenerator should be determined, namely the volume of the 

channels through which the fluids flow, the mass and volume of the metal through 

which the heat exchange happens and the effective surface of the regenerator. 

The regenerator used in the micro gas turbine AE-T100 is a Stainless steel SS-347 

[32] corrugated plate heat exchanger [33]–[35]. 

To the author’s knowledge, no complete information about the whole regenerator 

geometry can be found in the literature. Moreover, discordances with the calculation 

of lengths and surfaces of a corrugated plate heat exchanger have been found in the 

literature [36]–[39]. Thus, a complete 3D model has been developed with Matlab® 

collecting the information available in the literature and a purely mathematic 

calculation has been conducted to evaluate the real surfaces and volumes. The 

parameters used to do the calculations are shown in Figure 3.4-1 and Figure 3.4-2. 
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Figure 3.4-1 Representation of one channel of the regenerator [40] 

 

Figure 3.4-2 Representation of the channels configuration of the regenerator [38], [41] 

The corrugations are described by a sine curve in the main flow direction (x) and they 

are displaced with the chevron angle (𝛽) in the z direction [40] as in Eq. 50. 

 𝑦 =
𝑏

2
· 𝑠𝑒𝑛 ((𝑥 −

𝜆

4
+ 𝑧 · tan(𝛽)) ·

2𝜋

𝜆
) +

𝑏

2
 Eq. 50 

 

By knowing the three dimensions describing the surface of the corrugations, the 

exchanging area can be computed with of Eq. 51 [42]: 

 

Where 𝑟 is the vector describing the surface of the corrugations and the subscripts x 

and z indicate the partial derivatives of 𝑟 with x and z, respectively. 

 

 ∬𝑑𝑆 = ∬ |𝑟𝑥 × 𝑟𝑧|𝑑𝑥𝑑𝑧 Eq. 51 
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The vector 𝑟 can be expressed as: 

 𝑟 = 𝑥𝑖 + (
𝑏

2
· 𝑠𝑒𝑛 ((𝑥 −

𝜆

4
+ 𝑧 · tan(𝛽)) ·

2𝜋

𝜆
) +

𝑏

2
) 𝑗 + 𝑧𝑘⃗⃗ Eq. 52 

 

To calculate the surface, it is required to calculate the module of cross product of the 

partial derivative of 𝑟 with respect to x and z (|𝑟𝑥 × 𝑟𝑧|). The partial derivatives can be 

expressed as shown in Eq. 53 and Eq. 54. 

 𝑟𝑥 =
𝜕𝑟

𝜕𝑥
= 𝑖 +

𝑏

2
·
2𝜋

𝜆
· 𝑐𝑜𝑠 ((𝑥 −

𝜆

4
+ 𝑧 · tan(𝛽)) ·

2𝜋

𝜆
) 𝑗 Eq. 53 

 

 𝑟𝑧 =
𝜕𝑟

𝜕𝑧
=
𝑏

2
·
2𝜋

𝜆
· tan(𝛽) · 𝑐𝑜𝑠 ((𝑥 −

𝜆

4
+ 𝑧 · tan(𝛽)) ·

2𝜋

𝜆
) 𝑗 + 𝑘⃗⃗ Eq. 54 

 

So the cross product of them (𝑟𝑥 × 𝑟𝑧) is expressed in Eq. 55, with a final result 

declared in Eq. 56. 

 𝑟𝑥 × 𝑟𝑧 =

|

|

𝑖 𝑗 𝑘⃗⃗

1
𝑏

2
·
2𝜋

𝜆
· 𝑐𝑜𝑠 ((𝑥 −

𝜆

4
+ 𝑧 · tan(𝛽)) ·

2𝜋

𝜆
) 0

0
𝑏

2
·
2𝜋

𝜆
· tan(𝛽) · 𝑐𝑜𝑠 ((𝑥 −

𝜆

4
+ 𝑧 · tan(𝛽)) ·

2𝜋

𝜆
) 1

|

|

 Eq. 55 

 

 

𝑟𝑥 × 𝑟𝑧 =
𝑏

2
·
2𝜋

𝜆
· 𝑐𝑜𝑠 ((𝑥 −

𝜆

4
+ 𝑧 · tan(𝛽)) ·

2𝜋

𝜆
) 𝑖 − 𝑗 +

𝑏

2
·
2𝜋

𝜆

· tan(𝛽) · 𝑐𝑜𝑠 ((𝑥 −
𝜆

4
+ 𝑧 · tan(𝛽)) ·

2𝜋

𝜆
) 𝑘⃗⃗ 

Eq. 56 

Therefore, the module of the cross product is expressed in Eq. 57 

 |𝑟𝑥 × 𝑟𝑧| =

√
  
  
  
  
  
  
  
 

(
𝑏

2
·
2𝜋

𝜆
· 𝑐𝑜𝑠 ((𝑥 −

𝜆

4
+ 𝑧 · tan(𝛽)) ·

2𝜋

𝜆
))

2

+ (−1)2

+(
𝑏

2
·
2𝜋

𝜆
· tan(𝛽) · 𝑐𝑜𝑠 ((𝑥 −

𝜆

4
+ 𝑧 · tan(𝛽)) ·

2𝜋

𝜆
))

2 
Eq. 57 
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After substituting the result of Eq. 57 in Eq. 51, it is possible to evaluate the heat 

exchange surface of one corrugated plate.  

The volume of the channels can be directly evaluated by doing the double integral of 

the corrugations equations in both dimensions: x and z. 

 𝑉𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = 2 · ∫ ∫ (
𝑏

2
· 𝑠𝑒𝑛 ((𝑥 −

𝜆

4
+ 𝑧 · tan(𝛽)) ·

2𝜋

𝜆
) +

𝑏

2
)

𝑧

0

𝑥

0

𝑑𝑧𝑑𝑥 Eq. 58 

 

To evaluate the volume of metal between the channels, the thickness should be 

added to the value of y. 

 𝑉𝑚𝑒𝑡𝑎𝑙 = ∫ ∫ (𝑦 + 𝛿)
𝑧

0

𝑥

0

𝑑𝑧𝑑𝑥 − ∫ ∫ 𝑦
𝑧

0

𝑥

0

𝑑𝑧𝑑𝑥 Eq. 59 

 

The nominal parameters of the regenerator of AE-T100 are reported in Table 3.4-1 

[43]. 

Table 3.4-1 Parameters of the regenerator  

Assumptions of the dimensions 

L [mm] 250 

W [mm] 300 

δ [mm] 0,15 

λ [mm] 2 

h [mm] 1 

N plates 770 

β [º] 75 

  



43 
 

Chapter 4.  Organic Rankine Cycle 

The only one who must believe in you is just yourself.  

4.1. Introduction to the technology 

In this section, a brief introduction to the ORC technology is made. Some of the 

available applications are presented, the advantages of the technology are 

highlighted, the main classification of the cycle configurations is presented and a 

remark to the influence of the fluid is done. 

4.1.1. Applications 

There are a lot of applications for which the steam cycles do not offer a viable 

solution, and on those applications, the ORC technology can be a good competitor. 

In Figure 4.1-1, the different applications in which the ORC technology is suitable 

according to the temperature of the heat source and the power output of the module 

are shown in Figure 4.1-1 [44]. It can be highlighted the high potentiality for a wide 

selection of different applications. The case under study in this work is positioned in 

the small waste heat recovery (WHR) classification with a power output below than 

50 kW and with temperature of the heat source between 200°C and 400 °C. 

 

Figure 4.1-1 ORC applications field considering the heat source temperature and the power 

output [44] 
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A brief description of each application is mentioned in the following sections. 

4.1.1.1. Biomass 

The biomass is an energy source originated from living organisms. Even if the fossil 

fuels are also originated from living organisms, the main difference between biomass 

and fossil fuels is the fact that the latter ones have been produced and trapped 

underground in very long times. The main advantage of the biomass is that the power 

production with this source has limited carbon dioxide emissions into the atmosphere 

thanks to its production chain.  

The use of biomass is usually coupled with cogenerative ORC plants, usually with a 

net electrical efficiency in the 15-20% range, able to reach a total first principle 

efficiency of 90%. In Europe, more than 200 ORC power plants fueled with various 

types of solid biomass have been installed, making this application one of the fields 

of major success for ORCs. Many of these power plants are in the MWel power range 

and adopt a superheated cycle configuration. Usually high complexity fluids as 

hydrocarbons, fluorinated fluids, light siloxanes and MDM are adopted in this kind of 

application [45]. 

4.1.1.2. Concentrated solar power 

Concentrated solar power plants use a technology based on the conversion of the 

direct component of solar radiation into medium-high temperature thermal energy 

and then into electricity, heat or mechanical work. To obtain a higher level of energy 

per unit area, mirrors are used. An opportune heat transfer fluid (e.g. molten salts or 

synthetic oil) is heated up in solar collectors and then the fluid transfers the 

accumulated heat to the ORC working fluid [44].  

An interesting application for this kind of system is the stand-alone configuration for 

remote areas, for final users not connected to the electric grid. Usually, the plant size 

is small for those cases. Due to the small capacity of the engines, volumetric 

expanders are usually used [45]. 

Moreover, recently, instead of using a heat transfer fluid, the idea of heating up 

directly the ORC working fluid has been studied. The idea consists in avoiding the 

evaporation in the solar field, and in storing the heated organic fluid directly in tanks. 

Electricity is then produced through a flash triangular cycle or one level cycle with 

laminated admission [46]. 

In addition, there are studies considering the possibility of combining the 

concentrated solar power plant with biomass to provide the heat input to the ORC 

[47]. This gives more flexibility to the electricity production and heat generation, if 

present. 
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4.1.1.3. Geothermal 

The properties of the geothermal fluid strongly depend on the location, characterizing 

the heat source with a temperature which can vary from about 80ºC to 200ºC. ORC 

power plants are mainly adopted for the conversion of liquid-dominated geothermal 

reservoirs characterized by temperatures around 120-150ºC [45]. The geothermal 

fluid may contain a non-negligible amount of incondensable gases, which may 

originate corrosive compounds, dealing to the need of more expensive equipment. 

The most common configuration for the geothermal exploitation is the saturated cycle 

one with an alkane (e.g. propane, isopentane, isobutane) as working fluid, which may 

include a regenerator.  

When two-phase geothermal fluid is extracted from the reservoir, the steam and the 

brine are separated: the steam is used to evaporate the ORC working fluid, while the 

brine is used to preheat the ORC working fluid.  

When working with steam-dominated geothermal reservoirs of large capacity, usually 

steam power plant is used to recover the available heat. However, a bottoming ORC 

system is an optimal solution to increase the overall efficiency, by exploiting the hot 

discharge from the steam turbine. 

4.1.1.4. Ocean Thermal Energy Conversion (OTEC) 

Even if no commercial application exists, ORC power plants could be adopted for the 

conversion of ocean energy deriving from the temperature difference between 

surface and deep water. OTEC engines have a really limited efficiency due to the low 

thermal gradient and, in order to be effective, the minimum temperature difference 

between the ocean surface layers should be around 20°C [45], [48]. 

4.1.1.5. Waste heat recovery 

The potential of recover the waste heat is countless. Nowadays, the use of ORC 

systems has become an efficient and convenient solution to recover part of that 

released heat to produce electricity [45], [48], [49].  

GTs and internal combustion engines (ICEs) are two sources of waste heat. The 

integration of ORCs with ICEs is a common commercial practice to improve the 

power output and efficiency of these systems and it can be found as a commercial 

solution by many ICE manufacturers [50]. Depending on the place where the heat is 

recovered (either from the engine water jacket or from the hot flue gases), the power 

increment would be in a range between the 3% and 10%. Similarly, the waste heat 

of the flue gases of the GTs with a power output range between 3 and 30MWel (too 

small for a steam bottoming cycle) can be recovered by an ORC, with an increment 

of the power output around 20-35% [45], [51], [52]. An example of this is the WHR 

from GTs which mechanically drive the compressors in the natural gas compressor 
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stations [53]. Usually, these stations are isolated so thermal energy is not needed. 

However, a bottoming ORC could mechanically drive a compressor or produce 

electricity. Moreover, the combination of a micro gas turbine with a bottoming ORC 

is of great interest. And it is the application under study in this work.  

In addition to GTs and ICEs, many industrial sectors are characterized by large 

quantities of waste thermal energy available in the process fluids in a wide range of 

mass flow rates and temperatures. After using some part of the available thermal 

energy for the processes, the remaining heat could be exploited to produce additional 

power instead of being released to the environment. The sectors with a relevant 

amount of waste heat, so the more interesting ones, are the cement industry, the 

metal industry (e.g. iron, steel, copper, aluminum), the glass industry, the 

petrochemical sector and food and beverage processing industry. In general, ORC 

technology enables heat recovery from any industrial process where the available 

waste thermal power and temperature are sufficiently high to guarantee a cycle 

design with adequate efficiency at a reasonable cost.  

According to the temperature level, the waste heat sources can be classified in three 

categories: low temperature (<230 °C), medium temperature (230–650 °C) and high 

temperature (>650 °C). The temperature determines the efficiency of the energy 

recovery process. Generally, the steam cycles have been used for the medium and 

high temperature sources and medium to large power, so an innovative cycle cannot 

compete with the maturity of the steam cycles. However, for low and medium 

temperature heat sources and small to medium plant size, the ORC is an optimal 

alternative. 

However, only in recent years this huge potential has attracted interest and the first 

waste heat recovery ORC power plants have been installed, especially in cement 

industry. Waste heat streams are available in a 200-400 ºC range of temperatures 

depending on the cement plant configuration and in a range of available thermal 

powers between 5 and 100 MWth. This range of available thermal energy pushes the 

competition of both technologies. The heat exchangers of the steam cycles are 

cheaper, but a larger number of stages in the turbine is required. Therefore, there is 

a chance of optimizing the ORC system to be competitive in comparison to the small 

steam cycle [45].  

Therefore, ORC growth potential is particularly strong in all those sectors where there 

is the possibility of recovering waste heat and the use of a steam cycle is not 

economically feasible [48], [52].  

4.1.2.  Advantages of the technology 

The steam Rankine cycle is one of the dominant power generation technology. The 

ORC represents a modified version of it in which the working fluid is not water but 
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another fluid. As encountered advantages can be highlighted: the reduction of the 

needed heat for the evaporation process at lower values of temperature and pressure 

with respect to the steam; the use of simple single or double stage turbines due to a 

relatively low pressure ratio between the evaporation and condensation pressure; the 

adaptability to different heat sources with the selection of the optimal fluid; and the 

dry expansion in the turbine avoiding the blades erosion when condensation occurs 

[44], [48], [50], [52], [54]–[56]. 

4.1.3. Selection of the fluid 

The possibility of selecting the proper working fluid which is able to fit the external 

conditions to maximize the electric power by recovering maximum heat available is 

one of the main advantages of the ORC technology. This degree of freedom makes 

the ORC a flexible system in terms of suitability to different heat sources at medium-

low temperature. Therefore, the working fluid has to be carefully selected in order to 

obtain the best performance of the cycle. The optimal working fluid should have [44]: 

- Vapor saturation curve with zero or positive slope (ds/dT), respectively 

isentropic and dry fluids to avoid wet-expansion in the turbine. 

- Suitable molecular mass. Large molecular mass benefits the turbine design 

as the number of stages is reduced (the molecular mass is inversely 

proportional to the turbine enthalpy drop), but it worsens the heat transfer 

coefficients, bringing to larger heat exchangers. 

- Low environmental impacts (low Ozone Depletion Potential (ODP) and low 

Global Warming Potential (GWP). The ODP gives a relative measure of the 

impact on ozone layer degradation when a certain mass of gas is emitted in 

comparison with the effect that the emission of the same amount of CFC-11 

has [57], integrated over time. The GWP measures how much heat the 

emissions of 1 ton of gas will absorb (over a period of time) relative to the 

amount of absorbed energy by 1 ton of carbon dioxide during the same period 

of time [58]. 

- Good safety properties (non-flammable and non-toxic). Hydrocarbons are 

often adopted as working fluid even if they are flammable, bringing 

complications to the system and additional costs related to safety reasons. 

- Suitable thermal stability for the studied application. 

- Suitable molecular complexity (i.e. number of atoms per molecule and the 

structure of the atoms in it). The molecular complexity affects the shape of the 

Andrews curve, with the positive consequences of the dry expansion and 

large fractions of heat input at variable temperature; but with the drawbacks 

of the requirement of a regenerator and small temperature drops in the 

expansion phase. Figure 4.1-2 shows three saturated cycles (with same 

maximum and minimum temperature) considering fluids with different 
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molecular complexity (namely water, benzene and MDM). It can be 

highlighted that the temperature drop between the turbine outlet temperature 

and the temperature of condensation in the case of the MDM is very high, 

pushing to the presence of a regenerator to recover part of the heat. 

 

Figure 4.1-2 T-s diagrams for saturated cycles considering fluids with different molecular 

complexity [44] 

4.1.4. Plant layout 

In comparison to the conventional steam Rankine cycles, the ORC layout is usually 

simplified. The limited power output pushes to less complex layouts. Various 

pressure levels cycles can only be found where the heat source has a high cost (e.g. 

geothermal) that the investment cost of the ORC is not relevant to the overall cost 

and higher efficiencies of the plant would make feasible the exploitation of the source.  

The single pressure level cycle is the simplest layout that can be found, requiring the 

smallest number of components, namely a primary heat exchanger, an expander, a 

condenser and a pump. A regenerator is optional depending on the fluid itself and 

the heat input conditions. The pressure of the saturated liquid exiting the condenser 

is increased with a pump till the maximum pressure of the cycle. Afterwards, if a 

regenerator exists, the fluid is preheated before entering the primary heat exchanger. 

In this latter one, the fluid absorbs the heat available for the heat source till the 

maximum temperature. Once the fluid is heated up till the maximum temperature, it 

is expanded in the expander, producing mechanical work, which is converted into 

electrical work by a generator connected to the shaft. If the regenerator is present, 

the hot fluid exiting the expander is used to preheat the fluid exiting the pump. Finally, 

the cycle is closed with the condenser. This configuration is divided into two families 

depending on the maximum pressure: subcritical and supercritical cycles [44], [49].  

The maximum pressure in a subcritical cycle is lower than the critical one. They are 

the most common ones. Within this category, two subclassifications can be made 

according to the maximum temperature: saturated and superheated. Usually, if the 

working fluid has a critical temperature higher than the temperature of the heat 

source, the superheating penalizes the performance of the cycle, as there is a 
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reduction of the working mass flow rate. If the critical temperature of the fluid is small, 

then superheating is preferred to achieve a higher average temperature of heat 

introduction and reduce the entropy generation in the primary heat exchanger (PHE) 

[44], [45].  

The supercritical or transcritical cycle consists in a cycle with a maximum pressure 

higher than the critical one. In a supercritical cycle, the change of phase from liquid 

to vapor is gradual, improving the heat introduction process. These cycles have the 

advantage that they can properly match the variable temperature heat source, 

reducing the overall logarithmic temperature difference, thus reducing the 

irreversibilities. As main disadvantage, the pressure is usually higher than the 

subcritical cycles. This fact deals to two main consequences: it is required more 

expensive devices and multi-stage centrifugal pumps are used, with a higher power 

consumption. Some examples of experimental plants have been installed [59]–[61], 

however, subcritical cycles are still ruling the ORC market. 

Therefore, currently, the most common configurations are the saturated and 

superheated cycles, while the supercritical cycle configuration are adopted only in 

few cases. As mentioned before, the adoption of two or more pressure level cycles 

is only justified where the heat source cost is so high (e.g. geothermal source), that 

the investment cost of the ORC is not relevant to the overall cost [44]. 

Independently of the maximum pressure of the cycle, regenerative cycles are 

adopted where the working fluid is highly complex, presenting a high turbine 

discharge temperature and a huge difference between the turbine outlet temperature 

and the condensation temperature. 

4.2. Design modeling 

In this section, it will be described how the ORC module is designed considering 

optimal thermodynamic performance maximizing the electric output. The bottoming 

ORC module has been designed considering the flue gas conditions of the mGT at 

nominal conditions (i.e. temperature of flue gases around 275 ºC and mass flow 

around 0.8 kg/s). 

As it has been said before, the bottoming cycle has to be designed and optimized. 

Differently from the micro gas turbine, in which the validation of the performance has 

been performed, in this case, the main objective is to obtain the maximum net power 

output with the exploitation of the heat available. It has to be taken into account, that 

the optimization performed is a thermodynamic one, not an economic one.  

The layout of the system studied is shown in Figure 4.2-1, where the numeration of 

the streams is reported. 
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Figure 4.2-1 Layout of the ORC 

A full tailored-made model has been developed in Matlab® considering each 

component of the system. The independent inputs to the model are the mass flow 

rate and the temperature of the gas turbine exhaust gases and the temperature of 

the cooling fluid of the condenser.  

In order to perform the optimization, three variables are modified, namely the 

maximum temperature of the cycle (T11), the pressure at the inlet of the turbine (p11) 

and the approach temperature difference of the condenser (i.e. difference between 

the temperature at the inlet of the condenser and the outlet temperature of the cooling 

fluid). Water cooled condenser is considered in this study. The cycle optimization, 

once it has been modeled with Matlab®, has been performed by the patternsearch 

algorithm available in the optimization ToolBox of Matlab®. Other authors consider 

more variables (e.g. pinch point temperature) in the optimization [62]–[64]. In this 

work it has been decided to limit the number of optimization variables, as the output 

power of the ORC module is limited in comparison with the whole energy system. 

As stated above, the ORC offers another degree of freedom, namely the working 

fluid. In this case, different fluids have been studied, preselecting them according to 

their maximum stability temperature and their condensation pressure (above 0.8 bar 

at a condensation temperature of 15ºC to avoid air infiltrations). 

The general logic followed by the optimization of the design is shown in Figure 4.2-2. 

In the next sections, the way each component has been designed is described with 

the equations characterizing them. At the end, the way the components have been 

connected is described. 
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Figure 4.2-2 General logic to optimize the design of the ORC 

4.2.1. Turbine 

Considering the temperature (~275 ºC) and mass flow of the exhaust flue gases (~0.8 

kg/s), it is possible to know the thermal input (approximatively 170 kW) to the 

bottoming cycle. With that thermal input, the ORC module designed is a small-scale 

one and the most suitable turbine is a radial inflow one [65].  

Initially, the development of a complete model of the turbine was considered, by 

following the procedure indicated in [66]. However, strong assumptions have to be 

taken to evaluate the losses and to select the proper airfoil of the blades [67]–[70], 

without assuring a proper behavior with the organic fluid if CFD analysis or 

experimental studies are not performed [71], [72]. Finally, it has been selected a 

theoretical work (experimentally verified), which considers the possibility of varying 

the working fluid and predicts the maximum achievable efficiency of a single-stage 

radial inflow turbine evaluating the losses [73]. This work predicts the optimum 

specific speed (𝑁𝑠) and the efficiency of the turbine (𝜂𝑠) considering the size 

parameter (𝑆𝑃) and the volume ratio (𝑉𝑅). This approach allowed the possibility of 
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considering different fluids and obtaining the best design of the turbine while allowing 

the external optimization of the cycle by varying the pressure ratio. 

 

 

Where the volume ratio and size parameter are defined as indicated in Eq. 62 and 

Eq. 63 

 𝑉𝑅 =
𝑉̇𝑜𝑢𝑡,𝑖𝑠𝑜

𝑉̇𝑖𝑛
=

𝜌11
𝜌12,𝑖𝑠𝑜

 Eq. 62 

 

 
𝑆𝑃 =

√𝑉̇𝑜𝑢𝑡,𝑖𝑠𝑜

Δℎ𝑖𝑠𝑜
0.25 =

√
𝑚̇

𝜌12,𝑖𝑠𝑜

Δℎ𝑖𝑠𝑜
0.25  

Eq. 63 

 

Different values of volume ratio and size parameter combination deals to different 

optimum designs by varying the optimum specific rotational speed. Figure 4.2-3 has 

been implemented in the model, predicting the efficiency and the optimum specific 

speed for each couple of VR and SP.  

 

Figure 4.2-3 Efficiency prediction (left) and optimum specific speed (right) for a single-stage 

radial inflow turbine [73] 

At the end, the optimum specific speed and the maximum efficiency are obtained with 

the maps, thus, the optimum single-stage radial inflow turbine design. 

 𝜂𝑠 = 𝑓(𝑉𝑅, 𝑆𝑃) Eq. 60 

 𝑁𝑠 = 𝑓(𝑉𝑅, 𝑆𝑃) Eq. 61 
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The rotational speed at nominal conditions can be calculated by using Eq. 64. 

 
𝑁 = 𝑁𝑠 · 60

Δℎ𝑖𝑠𝑜
0.75

√
𝑚̇

𝜌12,𝑖𝑠𝑜

 
Eq. 64 

 

And with the value of efficiency obtained, it was possible to calculate the enthalpy at 

the outlet of the turbine 

 𝜂𝑡𝑢𝑟𝑏 =
ℎ11 − ℎ12
ℎ11 − ℎ12𝑖𝑠𝑜

 Eq. 65 

 

 ℎ12𝑖𝑠𝑜 = ℎ(𝑝12, 𝑠11) Eq. 66 

 

In addition, the electric power produced by the turbine can be computed as indicated 

in Eq. 67. 

 𝑃𝑡𝑢𝑟𝑏,𝑂𝑅𝐶 = 𝑚̇𝑂𝑅𝐶 · (ℎ11 − ℎ12) · 𝜂𝑚𝑒𝑐,𝑒𝑙 Eq. 67 

 

4.2.2. Pump 

The selected pump is a variable speed centrifugal pump, giving flexibility to obtain 

the required mass flow rate of fluid for the indicated pressure difference. 

The fluid entering the pump is saturated liquid (i.e. condenser outlet). The process of 

increasing the pressure of the fluid is not isentropic, but there are some losses, 

considered by the hydraulic efficiency, as seen in Eq. 68.  

 𝜂𝑝𝑢𝑚𝑝 =
ℎ10𝑖𝑠𝑜 − ℎ9
ℎ10 − ℎ9

 Eq. 68 

 

 

And the electrical consumption of the pump is  

 𝑃𝑝𝑢𝑚𝑝,𝑂𝑅𝐶 =
𝑚̇𝑂𝑅𝐶 · (ℎ10 − ℎ9)

𝜂𝑚𝑒𝑐,𝑒𝑙
 Eq. 70 

 

 ℎ10𝑖𝑠𝑜 = ℎ(𝑝10, 𝑠9) Eq. 69 
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4.2.3. Primary heat exchanger 

The exiting flue gases from the mGT heat up the ORC working fluid till the maximum 

temperature of the cycle. The heat available for the cycle is expressed in Eq. 71.  

 

But as some thermal losses have been considered, the actual heat received by the 

fluid is smaller. 

The pressure drops have been modelled differently considering the status of the fluid, 

for liquid streams, it has been considered an absolute pressure drop, while for vapor 

streams, the pressure drop has been considered proportional to the inlet pressure. 

Moreover, when the fluid evaporates, the pressure drop has been indirectly 

considered with a temperature difference while evaporating [53], [74], [75]. This is the 

most suitable way to evaluate the pressure drops, considering that the model has 

been implemented to evaluate different configurations and different fluids. 

As the optimization has been carried out, the type of cycle was not known 

beforehand, so both, subcritical and supercritical cycles have been considered. When 

the cycle is subcritical, the three main units (i.e. economizer, evaporator and 

superheater) are considered. 

If the cycle is subcritical, the different sections have different pressure drops due to 

the fact that the conditions are different for the liquid (Eq. 74), for the two-phase zone 

(Eq. 73) and for the vapor (Eq. 72). 

 𝑝11 = 𝑝10−11,𝑣 − Δ𝑝𝑠ℎ Eq. 72 

 

 𝑇10−11,𝑙 = 𝑇10−11,𝑣 + Δ𝑇𝑒𝑣𝑎𝑝 Eq. 73 

 

 𝑝10 = 𝑝10−11,𝑙 + Δ𝑝𝑒𝑐𝑜 Eq. 74 

 

If the cycle is supercritical, just one pressure drop is considered (Eq. 75). 

 𝑝11 = 𝑝10 − Δ𝑝𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑟 Eq. 75 

 

Table 4.2-1 collects the values of the pressure drop adopted for both types of cycle: 

subcritical (divided on the three sections) and supercritical. 

 𝑄𝑒𝑣𝑎𝑝 = ṁflue ·(ℎ6 − ℎ7) =
ṁ𝑂𝑅𝐶 ·(ℎ11 − ℎ10)

𝜂𝑒𝑣𝑎𝑝
 Eq. 71 



55 
 

Table 4.2-1 Assumptions of pressure drop adopted at the evaporator [53] 

Δpsh [bar] 0.02·p11 

ΔTeva [ºC] 1 

Δpeco [bar] 0.5 

Δpsupercritical [bar] 0.05·p11 

 

To do the design, a fixed pinch point (Δ𝑇𝑝𝑝,𝑒𝑣𝑎𝑝) has been adopted as a designing 

parameter. As the position of the pinch point was not known at the beginning, 

especially for the supercritical cycles, the heat exchanger has been analyzed by 

dividing it into multiple sections. The way it has been divided considers the same 

enthalpy difference and pressure variation for each section [53], [62], [76]. Therefore, 

the temperature of both ORC fluid and flue gases can be determined and the 

difference between them calculated. This would allow imposing the design pinch 

point wherever it is positioned along the heat exchanger (Eq. 76). 

 

To analyze the part load performance, it is mandatory to compute the heat exchanger 

area. The exchanged heat can also be expressed in terms of the area, the global 

heat transfer coefficient and the logarithm mean temperature difference (Eq. 77). The 

evaluation of the exchanged heat has been done considering the multiple sections in 

which the heat exchanger has been divided. In addition, the global heat transfer 

coefficient depends on the properties of the fluid. Anticipating that the optimal solution 

is a subcritical cycle, here it is explained how it has been computed in the model.  

 𝑄𝑖 = 𝑈𝐴𝑖Δ𝑇𝑙𝑚,𝑖 Eq. 77 

 

The logarithm mean temperature difference can be computed considering each 

calculation section with Eq. 78 

 
Δ𝑇𝑙𝑚,𝑖 =

Δ𝑇𝑖 − Δ𝑇𝑖−1

ln (
𝛥𝑇𝑖
𝛥𝑇𝑖−1

)
 

Eq. 78 

 

Figure 4.2-4 shows how the subdivision of the heat exchanger has been implemented 

and what temperature differences have been considered in Eq. 78. 

 Δ𝑇𝑝𝑝,𝑒𝑣𝑎𝑝 = min(𝑇𝑖,𝑒𝑣𝑎𝑝,𝑓𝑙𝑢𝑒 𝑔𝑎𝑠 − 𝑇𝑖,𝑒𝑣𝑎𝑝,𝑂𝑅𝐶) Eq. 76 



56 
 

 

Figure 4.2-4 Subdivision of the heat exchanger expressed in the T-Q diagram 

Once the heat has been computed, with the values of logarithm mean temperature 

difference, the product of the area and the global heat transfer coefficient can be 

determined. Thus, in order to evaluate the area of each section, the global heat 

transfer can be evaluated with Eq. 79, Eq. 80 and Eq. 81. Three different values have 

to be considered as the cold fluid enters as a liquid, evaporates and then it is heated 

till the maximum temperature, so the convective heat transfer coefficient of the cold 

fluid (i.e. working fluid) cannot be taken as constant. The values of the convective 

heat transfer coefficients (𝛾) and the ratio between the hot and cold surfaces have 

been taken from the design performed with Aspen Exchanger Design & Rating®. The 

assumption of neglecting the conductive resistance and the fouling has been taken 

to calculate the global heat transfer coefficient, as they have less influence for the 

cases under study. 

 

 
𝑈𝑒𝑐𝑜 =

1

1

𝛾ℎ𝑜𝑡 ·
𝐴ℎ𝑜𝑡,𝑒𝑣𝑎𝑝
𝐴𝑐𝑜𝑙𝑑,𝑒𝑣𝑎𝑝

+
1

𝛾𝑙𝑖𝑞,𝑐𝑜𝑙𝑑

  
Eq. 79 

 

 
𝑈𝑒𝑣𝑎𝑝 =

1

1

𝛾ℎ𝑜𝑡 ·
𝐴ℎ𝑜𝑡,𝑒𝑣𝑎𝑝
𝐴𝑐𝑜𝑙𝑑,𝑒𝑣𝑎𝑝

+
1

𝛾𝑒𝑣𝑎𝑝,𝑐𝑜𝑙𝑑

  
Eq. 80 
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𝑈𝑠ℎ =

1

1

𝛾ℎ𝑜𝑡 ·
𝐴ℎ𝑜𝑡,𝑒𝑣𝑎𝑝
𝐴𝑐𝑜𝑙𝑑,𝑒𝑣𝑎𝑝

+
1

𝛾𝑣𝑎𝑝,𝑐𝑜𝑙𝑑

  
Eq. 81 

 

After evaluating the global heat transfer coefficient, it was possible to calculate the 

surface of each section and by adding them, the whole area of the primary heat 

exchanger was determined. 

 
𝐴𝑒𝑐𝑜 =

𝑈𝐴𝑒𝑐𝑜
𝑈𝑒𝑐𝑜

  
Eq. 82 

 

 
𝐴𝑒𝑣𝑎𝑝 =

𝑈𝐴𝑒𝑣𝑎𝑝
𝑈𝑒𝑣𝑎𝑝

  
Eq. 83 

 

 
𝐴𝑠ℎ =

𝑈𝐴𝑠ℎ
𝑈𝑠ℎ

  
Eq. 84 

 

 𝐴𝑃𝐻𝐸 = 𝐴𝑒𝑐𝑜 + 𝐴𝑒𝑣𝑎𝑝 + 𝐴𝑠ℎ   Eq. 85 

 

4.2.4. Regenerator 

The regenerator is an option in the model. As the optimization has been performed, 

the cycle could or not have the regenerator. Usually, the regenerator improves the 

performance of the system, as the fluid is preheated before entering the evaporator, 

and less heat is rejected to the cooling fluid. Therefore, as initial hypothesis, the 

presence of it is always considered. However, the feasibility of it is studied, as it may 

happen that the fluid starts evaporating in the regenerator, damaging it. In that case, 

the regenerator would be deleted as component of the cycle. 

The hot fluid leaving the turbine releases some heat to the pressurized cold fluid 

exiting the pump. The heat taken by the cold fluid is expressed in Eq. 86.  

 𝑄̇𝑟𝑒𝑔 = 𝑚̇(ℎ10 − ℎ9) Eq. 86 

 

However, the heat released with the hot fluid is higher due to the existing thermal 

losses. 

 𝑄̇𝑟𝑒𝑔 = 𝑚̇(ℎ12 − ℎ13)𝜂𝑟𝑒𝑔 Eq. 87 
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Also the pressure drops have been considered for both sides:  

 𝑝10 = 𝑝9 − Δ𝑝𝑟𝑒𝑔,𝑐𝑜𝑙𝑑 Eq. 88 

 

 𝑝13 = 𝑝12 − Δ𝑝𝑟𝑒𝑔,ℎ𝑜𝑡 Eq. 89 

 

Table 4.2-2 collects the values of pressure drop taken for the regenerator. 

Table 4.2-2 Assumptions of pressure drop adopted at the regenerator 

Δpreg,liq [bar] 0.5 

Δpreg,vap [bar] 0.02·p13 

 

As in the evaporator, the pinch point is a design parameter, but the position of it is 

not known since the beginning. Also in this case, the heat exchanger has been 

divided in multiple sections considering the same pressure and enthalpy differences 

for each section. This allows taking into account how the thermodynamic properties 

change through the heat exchanger and computing the real pinch point wherever it 

happens along the regenerator. The first attempt considers that the pinch point at the 

inlet of the regenerator, but that assumption is checked while computing. 

 Δ𝑇𝑝𝑝,𝑟𝑒𝑔 = min(𝑇𝑖,𝑟𝑒𝑔,𝑣𝑎𝑝 − 𝑇𝑖,𝑟𝑒𝑔,𝑙𝑖𝑞) Eq. 90 

 

As it has been done in the primary heat exchanger, the model should evaluate the 

area of the regenerator (using Eq. 77 and Eq. 78). Therefore, after obtaining the 

performance of the process at nominal conditions, the dimensioning of the heat 

exchanger has been done considering a fin-plate heat exchanger with Aspen 

Exchanger Design & Rating® and the convective heat transfer coefficients were 

computed, allowing the calculation of the area with the Matlab® model. 

 
𝑈𝑟𝑒𝑔 =

1

1

𝛾ℎ𝑜𝑡 ·
𝐴ℎ𝑜𝑡,𝑟𝑒𝑔
𝐴𝑐𝑜𝑙𝑑,𝑟𝑒𝑔

+
1

𝛾𝑐𝑜𝑙𝑑

  
Eq. 91 

 

 
𝐴𝑟𝑒𝑔 =

𝑈𝐴𝑟𝑒𝑔

𝑈𝑟𝑒𝑔
  

Eq. 92 
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4.2.5. Condenser 

A water-cooled condenser is chosen to avoid the impact of the ambient temperature 

in the performance of ORC, this could have happened with the selection of an air fan. 

The heat exchanged is indicated for both sides, the hot one (Eq. 93) and the cold one 

(Eq. 94). In this case, the thermal losses have not been included, as the effect of 

them would be improving the performance of the condenser.  

 

In this case, as with the evaporator when the cycle is subcritical, two different 

pressure drops have been considered, taking into account the desuperheating (Eq. 

95) and the phase changing (Eq. 96): 

 𝑝8−13 = 𝑝13 − Δ𝑝𝑑𝑒𝑠ℎ Eq. 95 

 

 𝑇8−13 = 𝑇8 + Δ𝑇𝑐𝑜𝑛𝑑 Eq. 96 

 

Table 4.2-3 collects the values of pressure drop adopted at the condenser. 

Table 4.2-3 Assumptions of pressure drop adopted at the condenser 

Δpdesh [bar] 0.01·p8,13 

ΔTcond [ºC] 0.3 

 

In addition, a modified pinch point (Δ𝑇𝑝𝑝,𝑐𝑜𝑛𝑑
∗ ) has been considered as design 

parameter, imposing the outlet temperature of the cooling fluid equal to the 

temperature in which the condensation starts minus the modified pinch point (Eq. 97). 

 𝑇𝑜𝑢𝑡,𝑤𝑎𝑡𝑒𝑟 = 𝑇8−13 − Δ𝑇𝑝𝑝,𝑐𝑜𝑛𝑑
∗  Eq. 97 

 

One of the parameters modified with the patternsearch algorithm to maximize the 

power output is the approach temperature. The outlet temperature of the ORC fluid 

at the outlet of the condenser has been computed considering the temperature of the 

cooling fluid and the approach temperature. 

  𝑇8 = 𝑇𝑖𝑛,𝑤𝑎𝑡𝑒𝑟 + Δ𝑇𝑎𝑝𝑝𝑟𝑜𝑎𝑐ℎ Eq. 98 

 

 𝑄𝑐𝑜𝑛𝑑 = ṁORC ·(ℎ13 − ℎ8) Eq. 93 

 𝑄𝑐𝑜𝑛𝑑 = ṁwater · 𝐶𝑝𝑤𝑎𝑡𝑒𝑟(𝑇𝑜𝑢𝑡,𝑤𝑎𝑡𝑒𝑟 − 𝑇𝑖𝑛,𝑤𝑎𝑡𝑒𝑟) Eq. 94 
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Following with the motivations indicated while explaining the primary heat exchanger 

and the regenerator, also the area of the condenser has to be computed by the 

model, especially to evaluate the part load performance. In this case, the condenser 

has not been divided into multiple sections to evaluate the pinch point, but just in two: 

the two-phase (Eq. 99) and the desuperheating zone (Eq. 100). 

 𝑄𝑏𝑖𝑝,𝑐𝑜𝑛𝑑 = 𝑚̇𝑂𝑅𝐶(ℎ8−13 − ℎ8) = 𝑈𝐴𝑏𝑖𝑝Δ𝑇𝑙𝑚,𝑏𝑖𝑝 Eq. 99 

 

 𝑄𝑑𝑒𝑠ℎ,𝑐𝑜𝑛𝑑 = 𝑚̇𝑂𝑅𝐶(ℎ13 − ℎ8−13) = 𝑈𝐴𝑑𝑒𝑠ℎΔ𝑇𝑙𝑚,𝑑𝑒𝑠ℎ Eq. 100 

 

The logarithm mean temperature difference can be computed as indicated in Eq. 78 

for both sections, considering the respective temperatures. 

As in the primary heat exchanger, where the fluid is not at the same state, in the 

condenser there is a desuperheating zone, in which the temperature of the vapor is 

reduced till reaching the saturated vapor conditions, and the actual condensing zone, 

in which the fluid changes phase. The convective heat transfer coefficients are 

strongly dependent on the properties of the fluid. Hence, different global heat transfer 

coefficients should be evaluated for each zone considering the design results of 

Aspen Exchanger Design & Rating®. 

 
𝑈𝑏𝑖𝑝,𝑐𝑜𝑛𝑑 =

1

1

𝛾𝑏𝑖𝑝,ℎ𝑜𝑡 ·
𝐴ℎ𝑜𝑡,𝑐𝑜𝑛𝑑
𝐴𝑐𝑜𝑙𝑑,𝑐𝑜𝑛𝑑

+
1

𝛾𝑐𝑜𝑙𝑑

  
Eq. 101 

 

 
𝑈𝑑𝑒𝑠ℎ,𝑐𝑜𝑛𝑑 =

1

1

𝛾𝑑𝑒𝑠ℎ,𝑐𝑜𝑛𝑑 ·
𝐴ℎ𝑜𝑡,𝑐𝑜𝑛𝑑
𝐴𝑐𝑜𝑙𝑑,𝑐𝑜𝑛𝑑

+
1

𝛾𝑐𝑜𝑙𝑑

  
Eq. 102 

 

After computing the global heat transfer coefficients, the areas of both sections can 

be evaluated, obtaining the total area by adding both of them.  

 
𝐴𝑏𝑖𝑝 =

𝑈𝐴𝑏𝑖𝑝
𝑈𝑏𝑖𝑝

  
Eq. 103 

 

 
𝐴𝑑𝑒𝑠ℎ =

𝑈𝐴𝑑𝑒𝑠ℎ
𝑈𝑑𝑒𝑠ℎ

  
Eq. 104 
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 𝐴𝑐𝑜𝑛𝑑 = 𝐴𝑏𝑖𝑝 + 𝐴𝑑𝑒𝑠ℎ   Eq. 105 

 

Finally, the consumption of the pump of the cooling fluid (i.e. water) is computed with 

Eq. 106 

 
𝑃𝑝𝑢𝑚𝑝,𝑤𝑎𝑡𝑒𝑟 =

𝑚̇𝑤𝑎𝑡𝑒𝑟 · Δ𝑝𝑤𝑎𝑡𝑒𝑟
𝜌𝑤𝑎𝑡𝑒𝑟 · 𝜂ℎ · 𝜂𝑚𝑒𝑐−𝑒𝑙

 
Eq. 106 

 

4.2.6. ORC overall system 

Figure 4.2-5 represents the way the model has computed the nominal conditions of 

the ORC module. The white boxes represent the equations shown in the sections 

before (from 4.2.1 to 4.2.5); the dark blue boxes, the inputs of the system (which can 

be both known inputs or inputs from the optimizer); the light blue trapezoids, the 

thermodynamic states of the stream indicated or assumed initial values. 

As stated before, three parameters have been modified by the patternsearch 

algorithm to maximize the net power produced, namely the temperature and pressure 

at the inlet of the turbine and the approach temperature of the condenser.  

On one hand, with the inlet conditions of the turbine and with an initial value of mass 

flow of working fluid, by using the equations shown in section 4.2.1, the radial-inflow 

turbine can be dimensioned, and a value of efficiency is a result from that 

dimensioning. After dimensioning the turbine, the thermodynamic properties at the 

outlet of the turbine can be computed. 

On the other hand, considering the temperature of approach of the condenser and 

the inlet temperature of the cooling fluid, the temperature of the working fluid at the 

outlet of the condenser is determined with Eq. 98. As it is saturated liquid, also the 

condensation pressure is known. Therefore, with the equations shown in the pump 

section (4.2.2) the conditions at the outlet of the pump (inlet of the cold side of the 

regenerator) are known. 

Once the thermodynamic conditions at the outlet of the turbine and at the outlet of 

the pump are computed, the inlet conditions of both sides of the regenerator are 

known. By adopting an initial value of temperature at the outlet of the hot side of the 

regenerator, the whole conditions of the regenerator can be determined by using the 

equations described in section 4.2.4. The pinch point value is checked and the initial 

value considered at the outlet of the hot side is iteratively modified till the convergence 

of the pinch point is reached.  
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After the performance of the regenerator is computed, both sides outlets of the 

regenerator are known. Therefore, the inlet conditions of the evaporator (cold side) 

and the inlet conditions of the condenser (hot side) are determined. 

When taking the inlet conditions of the condenser, with the equations described in 

the section 4.2.5, the mass flow and outlet temperature of the cooling fluid are 

completely determined. 

Finally, the performance of the evaporator has to be evaluated. The mass flow and 

temperature of the hot source are known, as the hot source is the flue gases exiting 

the mGT at nominal conditions. As the inlet conditions of the evaporator are known 

after evaluating the regenerator, with the equations described in section 4.2.3, the 

performance of the evaporator can be established. Once they are determined, the 

pinch point is calculated. If it is the one imposed at the design, the cycle is completely 

determined, if not, the value of mass flow of working fluid adopted at the beginning 

will be modified till the convergence is reached. 

It has to be remarked that following the procedure here mentioned, the performance 

of the cycle is computed. However, this performance changes when modifying the 

three optimization parameters, allowing the maximization of the net power produced 

(computed with Eq. 107). 

 𝑃𝑛𝑒𝑡,𝑂𝑅𝐶 = 𝑃𝑡𝑢𝑟𝑏,𝑂𝑅𝐶 − 𝑃𝑝𝑢𝑚𝑝,𝑂𝑅𝐶 − 𝑃𝑝𝑢𝑚𝑝,𝑤𝑎𝑡𝑒𝑟 Eq. 107 
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Figure 4.2-5 Extended procedure of the sizing of the ORC 
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4.3.  Off-design modeling 

As the performance of the mGT changes with the ambient temperature and the 

electric power requested, the temperature and mass flow of the flue gases exiting the 

mGT change, thus, the thermal input to the ORC varies. Therefore, it is necessary 

not only dimensioning the ORC, but also studying its part load operation, as during 

the real operation the conditions change. 

A tailored-made model has been developed in Matlab® taking into consideration the 

nominal performance obtained after the optimization of the cycle and the set of non-

linear equations that characterizes the whole ORC system. 

Table 4.3-1 collects the thermodynamic properties at initial conditions.  

Table 4.3-1 Thermodynamic properties at initial conditions of the ORC 

Fluid 
N. 

stream 
Description 

Mass 
flow 

Temperature Pressure Quality 

Organic 
fluid 

8 in,pump/ out,cond 

 

  

 

  
 

 

9 in,reg cold/out,pump 
  

  

10 in,evap/out reg cold 
  

  

11 in,turb/out,evap 
  

  

12 in,reg hot/out,turb 
  

  

13 in,cond/out,reg hot 
  

  

Flue 
gases 

6 in,evap hot  

  

 

  

  

7 out, evap hot 
  

  

Water 

  in,cond cold  

  

 

  

  

  out,cond cold 
  

  

 

There are three different fluids also in this case: the organic fluid, the flue gases 

exiting the mGT and the cooling fluid. Differently from the mGT model, the 

composition of all of them is known beforehand. Regarding to other thermodynamic 

properties, once the ambient temperature and rotational speed of the mGT are 

imposed, with the model evaluating the part load performance of the micro gas 

turbine, the flue gases conditions are determined, thus, the hot source of the ORC. 

Moreover, the maximum temperature of the cycle is imposed as it is a variable that 

will be controlled in the dynamic system. In order to maximize the efficiency of the 

cycle, the maximum temperature has been fixed at the nominal value when feasible 
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[69]. However, when the system is far away from nominal conditions and the 

temperature and the mass flow of flue gases decrease, it may happen that keeping 

the same maximum value of temperature is not feasible, therefore, it will be iteratively 

reduced till reaching feasible conditions. In addition, another parameter is fixed, 

which can be either the mass flow of cooling fluid or the condensing pressure. If the 

mass flow of cooling fluid is fixed to the nominal value, then the condensing pressure 

will vary. If the condensing pressure is fixed, then the mass flow of cooling fluid will 

be varied to reach the imposed pressure (case shown in Table 4.3-1). Both cases 

are implemented on the model, giving the possibility to analyze the differences 

between both of them. 

After the imposition of the maximum temperature of the ORC fluid and the 

condensing pressure or mass flow rate of cooling fluid, there are 14 unknowns to 

solve the part load of the ORC. Table 4.3-2 collects the 14 equations to solve the 

system. 

Table 4.3-2 Equations defining the part load model of the ORC 

Components Nº equations Description 

Condenser 4 

Heat transfer equation 

Energy balance 

Pressure drop (hot side) 

Pressure drop (cold side) 

Pump 1 Compression 

Regenerator 4 

Heat transfer equation 

Energy balance 

Pressure drop (hot side) 

Pressure drop (cold side) 

Evaporator 3 

Heat transfer equation 

Energy balance 

Pressure drop (cold side) 

Turbine 2 
Turbine maps 

Polytrophic expansion 

Total components equations 14   

 

Most of the equations described in the table, are described in the sections from 4.2.1 

to 4.2.5. However, in this case, the pressure drops are not the nominal ones, but 

taking the nominal pressure drop as reference, they depend on the variation of the 

velocity of the fluid. Thus, for each component, the new pressure drop can be 
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determined by Eq. 108 using the nominal values and the new ones of mass flow rate 

and density [24]  

 

Another characteristic equation of the part load behavior is the one describing how 

the convective heat transfer varies with the process conditions with respect to the 

nominal ones. Once the heat exchangers have been dimensioned with Aspen 

Exchanger Design & Rating®, different simulations have been performed with that 

software modifying the mass flows of the different fluids, so at part load conditions. 

The off-design coefficients (𝛼) are computed for each coefficient involved in the study, 

so the new heat transfer coefficients can be computed using Eq. 109. 

 𝛾 = 𝛾𝑛𝑜𝑚 (
𝑚̇

𝑚̇𝑛𝑜𝑚
)
𝛼

 Eq. 109 

 

After computing the new convective heat transfer coefficients, the global heat transfer 

coefficients can be calculated at part load conditions with the same equations 

described in 4.2.3, 4.2.4 and 4.2.5. 

Regarding to the part load behavior of the turbine, it has not been considered a 

constant efficiency. Some works describe the part load of the turbine considering the 

geometry of it and evaluating the losses [70], [77]. However, the way the turbine has 

been dimensioned does not consider the size of each component, but the way it 

behaves. Therefore, performance maps have been considered [78]–[82] based on 

similitude theory. The performance maps (Figure 4.3-1) represent two functions 

which correlates the reduced flow coefficient (Eq. 110) with the reduced head 

coefficient (Eq. 111) and the turbine efficiency with the reduced head coefficient for 

different values of reduced rotational speed (Eq. 112). The reduced flow coefficient 

depends on the mass flow (𝑚̇) and density (𝜌) and speed of sound (𝑎) at chocked 

conditions, the reduced head coefficient depends on the isentropic enthalpy 

difference (Δℎ𝑖𝑠𝑜) and the speed of sound of the fluid at chocked conditions and the 

reduced rotational speed (𝑁𝑟𝑒𝑑) depends on the rotational speed and the speed of 

sound of the fluid at chocked conditions. All the parameters can be computed at 

nominal conditions; therefore, the dimensional performance maps can be obtained 

for different designs and fluids.  

 𝑅𝑒𝑑𝑢𝑐𝑒𝑑 𝑓𝑙𝑜𝑤 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
𝑚̇

𝜌∗𝑎∗
 Eq. 110 

 

 Δ𝑝𝑜𝑓𝑓 = Δ𝑝𝑛𝑜𝑚 (
𝑚̇𝑜𝑓𝑓

𝑚̇𝑛𝑜𝑚
)
2

(
𝜌𝑛𝑜𝑚
𝜌𝑜𝑓𝑓

) Eq. 108 
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 𝑅𝑒𝑑𝑢𝑐𝑒𝑑 ℎ𝑒𝑎𝑑 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
Δℎ𝑖𝑠𝑜

𝑎∗2
 Eq. 111 

 

 𝑁𝑟𝑒𝑑 =
𝑁

𝑎∗
 Eq. 112 

 

 

Figure 4.3-1 Dimensionless performance maps of the ORC turbine: reduced flow coefficient 

(left) and efficiency (right) with respect to the reduced head coefficient at different values of 

dimensionless reduced rotational speed with respect to the nominal one 

The part load model is more complicated to solve than the sizing one. This is due to 

the highly dependence of the partial behavior on the thermodynamic properties at 

those conditions (i.e. pressure drop with mass flow and temperature, convective heat 

transfer coefficients with the circulating mass flow and the behavior of the turbine with 

the circulating mass flow too). Thus, the system is highly non-linear. The model 

implemented solves the mass and energy balances with the solver algorithm of 

Matlab® modifying the variables indicated in Figure 4.3-2 till reaching the 

convergence. The part load simulations consider as inputs the mass flow and 

temperature of the flue gases exiting the micro gas turbine resulted after studying the 

part load of it when the ambient temperature and rotational speed is modified. 
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Figure 4.3-2 General algorithm for the off-design model of the ORC 

 

4.4. Dimensioning of the heat exchangers 

Plate fin heat exchangers are characterized by a large heat transfer surface in a 

compact volume. The fins increment additionally the surface with respect to normal 

plate heat exchangers, improving the heat transfer between both sides. The fluid 

flows in the passages created by the two plates where the fins are inserted. There 

are different types of fins available for this type of heat exchanger, namely plain fins, 

offset strip fins and louvered films. Usually, the louvered fins are used for air flows, 

but when single and two-phase applications are considered, the fins used are either 

plain or offset strip ones [83].  

Initially, these compact heat exchangers were developed for the aerospace industry 

due to the large area of heat transfer with low weight and volume. However, plate fin 

heat exchangers are getting more attention also in the industry thanks to their 

compactness and high performance [84]. Moreover, they are suitable for small scale 

ORC modules [44]. Their proper suitability for waste heat recovery from an engine 

with an organic fluid changing phase as well as for the rest of the heat exchangers of 
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the ORC cycle (i.e. condenser and regenerator) has been demonstrated 

experimentally [85], [86]. 

Some works can be found in literature aiming to optimize the dimensioning and 

performance of this type of heat exchangers [87]–[91]. However, for the sizing of all 

the heat exchangers of the ORC module, it has been decided to use Aspen 

Exchanger Design & Rating®. Once the nominal process conditions are known after 

performing the design of the ORC system and the optimal fluid has been selected, 

all the parameters needed to perform the sizing are determined. 

In order to perform the sizing, the process conditions are taken as inputs for the 

sizing. In addition, the maximum values of pressure drop are established and the 

counter-current configuration has been selected. The optimal sizing is performed by 

the software by modifying the different parameters defining the geometry (e.g. length, 

type of fins, number of fins, distributors). The output is the proper sizing of the heat 

exchanger with all the thermodynamic properties of both streams with the 

specification of the convective heat transfer coefficients and fin efficiency. Therefore, 

it can be evaluated how the convective heat transfer coefficient varies according to 

the conditions of the fluid along the heat exchanger. 

Moreover, after sizing the heat exchangers, the part load is studied keeping the 

obtained geometry and modifying first the mass flow of the hot fluid and then, the 

mass flow of the cold fluid. By performing these simulations, a correlation between 

the effective heat transfer coefficient (thus the convective heat transfer coefficient 

affected by the fin efficiency) and the mass flow is obtained (Eq. 109). The results of 

the obtained geometries for the three heat exchangers are described in Chapter 6. , 

while the results correlating the part load effective heat transfer coefficients with the 

mass flow rates are shown in section 6.3.1. 
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Chapter 5.  Dynamics 

The life is dynamic, but sometimes, steady-state conditions are 

needed to get perspective. 

5.1. Introduction 

This chapter describes the way the dynamics of the system has been studied, by 

defining the power system and afterwards, by implementing the preliminary control 

system.  

First, a description of the language used for the modeling (i.e. Modelica) is done. 

Second, the characteristic equations of each component and the relevant 

assumptions to model them are presented. Third, the way each component is 

connected to form the power system is described. And fourth, all the considerations 

adopted to implement a simple control system are specified. 

5.2. Modelica language 

The platform used to model and perform the dynamic simulations is Dymola, which 

uses the Modelica language. The Modelica language is an object-oriented language 

originated to model physical systems considering the algebraic and differential 

equations describing the system. The main features which describe the 

characteristics of the language are mentioned in this section [92], [93].  

The Modelica language is a-casual. This means that the physical model is described 

by the set of equations without specifying how they have to be solved. In addition, 

the boundary conditions are not necessarily declared a-priori. Therefore, modules 

can be created with the set of equations describing the system and the modules can 

be connected if compatible connectors are implemented. It allows a great flexibility 

and the possibility of communicating among different models. 

Moreover, it is based on the concept of transparency, allowing the modeler to see all 

the equations, even those implemented in other libraries by other people, giving the 

possibility to analyze how other people have modeled the component and decide 

whether to use it or modify it according to the specific requirements. 

In addition, the models can be formed by different submodels, having a hierarchical 

structure. It allows creating complex models starting from simple ones. Moreover, 

different complex models can be defined using the same basis describing the 

component (e.g. valves, pumps, compressors).  
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Furthermore, it can be connected to other software (i.e. CoolProp and Refprop) to 

evaluate the properties of the fluids through the ExternalMedia library [94]. 

Finally, it has to be said that all these characteristics lead to the reusability of the 

models. Different systems can be modeled and studied by connecting different 

components.  

5.3. Components modeling  

In this section, the way the components have been modeled is described, starting 

from the equations characterizing the performance of a one-dimensional flow model, 

continuing with the components themselves, and finally, explaining the modeling of 

the overall system.  

5.3.1. Conservation equations 

The mass conservation principle states that the variation of the mass inside a control 

volume is equal to the mass flux entering that volume minus the mass flux exiting 

that volume. By calling V the control volume and S the surface of the control volume 

exchanging mass with the exterior, the mass conservation equation for a 

compressible fluid can be written as expressed in Eq. 113. 

 

The first integral represents the net variation of mass contained inside V during time. 

According to the finite volume method, even if it is a compressible fluid, the density 

is assumed to be constant along the control volume. Considering that the control 

volume does not change with the time and the density evaluated in the cell centre, 

the first term of Eq. 113 can be written as:  

 

Considering that it is necessary to express the fluid property terms as a function of 

the state variables variations to reduce the complexity of the problem and the number 

of variables to be solved, the variation of density with time can be approximated to: 

 

 

 
𝑑

𝑑𝑡
∫ 𝜌
𝑉

𝑑𝑉 +∫ 𝜌(𝑣 ∙ 𝑛)
𝑆

𝑑𝑆 = 0 Eq. 113 

 
𝑑

𝑑𝑡
∫ 𝜌
𝑉

𝑑𝑉 ≅ 𝑉
𝑑𝜌

𝑑𝑡
 Eq. 114 

 𝜌 = 𝜌(ℎ, 𝑝)       →       
𝑑𝜌

𝑑𝑡
=
𝜕𝜌

𝜕ℎ

𝑑ℎ

𝑑𝑡
+
𝜕𝜌

𝜕𝑝

𝑑𝑝

𝑑𝑡
 Eq. 115 
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Therefore, the first term of the mass conservation equation can be written as: 

 

The second term of the Eq. 113 represents the net mass flux through the boundaries 

of the control volume exchanging mass. By separating the inlet and outlet mass 

fluxes, it could be written as:  

 

By substituting the terms of Eq. 113 with the expressions obtained in Eq. 115 and 

Eq. 117, the mass conservation equation for a defined control volume V considering 

one-dimensional flow can be expressed as shown in Eq. 118. 

 

The energy conservation equation states that the total energy of a system is 

conserved, so the only way that the amount of energy could vary is by crossing the 

boundaries of the system. For an open control volume, there are three terms involved 

on exchanging energy: heat transfer through the boundaries, work done on or by the 

system and mass fluxes entering or exiting the system carrying the associated 

energy. Considering that in a pipe the work is equal to zero and the variations of 

kinetic and potential energy are neglected because they are small compared to static 

enthalpy variation, the energy balance can be expressed as stated in Eq. 119. 

 

The first integral represents the variation of energy inside the adopted control volume 

during time. According to the finite volume method, average values can be adopted 

for each control volume. Moreover, the volume does not change in time. Therefore, 

the first term of the energy balance can be written as: 

 

 
𝑑

𝑑𝑡
∫ 𝜌
𝑉

𝑑𝑉 ≅ 𝑉 (
𝜕𝜌

𝜕ℎ

𝑑ℎ

𝑑𝑡
+
𝜕𝜌

𝜕𝑝

𝑑𝑝

𝑑𝑡
) Eq. 116 

 ∫ 𝜌(𝑣 ∙ 𝑛)
𝑆

𝑑𝑆 = 𝑚̇𝑖𝑛 − 𝑚̇𝑜𝑢𝑡 Eq. 117 

 𝑉 (
𝜕𝜌

𝜕ℎ

𝑑ℎ

𝑑𝑡
+
𝜕𝜌

𝜕𝑝

𝑑𝑝

𝑑𝑡
) = 𝑚̇𝑖𝑛 − 𝑚̇𝑜𝑢𝑡 Eq. 118 

 
𝑑

𝑑𝑡
∫ 𝜌𝑢
𝑉

𝑑𝑉 = 𝑚̇𝑖𝑛ℎ𝑖𝑛 − 𝑚̇𝑜𝑢𝑡ℎ𝑜𝑢𝑡 + 𝑄̇
← Eq. 119 

 
𝑑

𝑑𝑡
∫ 𝜌𝑢
𝑉

𝑑𝑉 ≅ 𝑉
𝑑(𝜌𝑢)

𝑑𝑡
= 𝑉 (𝜌 

𝑑𝑢

𝑑𝑡
+ 𝑢 

𝑑𝜌

𝑑𝑡
) Eq. 120 
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As the variation of density is less influent in comparison to the variation of the internal 

energy, it can be neglected. So by substituting the result of Eq. 120 in  Eq. 119, the 

energy balance equation can be written as: 

 

For resolution purposes, the variation of internal energy (u) should be expressed in 

terms of the state variables of the system (i.e. enthalpy and pressure):  

 

The energy balance can be finally expressed as: 

 

Where the heat transfer through the boundaries can be written considering the 

Newton’s law as: 

 

In order to be coherent with the steady-state off-design model, the convective heat 

transfer coefficient is computed considering the nominal one and the variation of the 

mass flow rate with respect to the nominal conditions considering an exponential 

coefficient: 

 

Both the mass and energy balances constitute the behaviour of the fluid flowing. In 

the next sections, the models of each component are described. 

5.3.2. Sink and sources 

In order to impose the boundary conditions for the flow streams, the models sink and 

source of the ThermoPower library are used [95]. There are two types of sink and 

source models implemented: pressure boundaries and mass flow rate boundaries. 

 𝜌𝑉
𝑑𝑢

𝑑𝑡
= 𝑚̇𝑖𝑛ℎ𝑖𝑛 − 𝑚̇𝑜𝑢𝑡ℎ𝑜𝑢𝑡 + 𝑄̇

← Eq. 121 

 𝑢 = ℎ −
𝑝

𝜌
 Eq. 122 

 𝜌𝑉
𝑑ℎ

𝑑𝑡
= 𝑚̇𝑖𝑛ℎ𝑖𝑛 − 𝑚̇𝑜𝑢𝑡ℎ𝑜𝑢𝑡 + 𝑄̇← + 𝑉

𝑑𝑝

𝑑𝑡
 Eq. 123 

 𝑄̇← = 𝛾𝐴(𝑇𝑤𝑎𝑙𝑙 − 𝑇) Eq. 124 

 𝛾 = 𝛾𝑛𝑜𝑚 ∙ (
𝑚̇

𝑚̇𝑛𝑜𝑚
)
𝛼

 Eq. 125 
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The source models impose either the pressure or the mass flow rate (depending on 

the selected model) and the temperature (or enthalpy) of the upstream fluid of a 

component as inlet boundary conditions. 

The sink models just set either the pressure or the mass flow rate (according to the 

selected model). In this case, the temperature (or enthalpy) is an output of the 

simulations.  

5.3.3. Pressure drops 

The dynamic momentum equation has been neglected in all the components, but the 

variations of the pressure along the pipe and components of the cycle have been 

computed with a specific component representing the pressure drop.  

The pressure drops can be classified in two categories: distributed (as a 

consequence of friction with the walls) and concentrated (as a consequence of 

discontinuities in the pipes) pressure drops, depending both of them on the velocity 

of the fluid and the density (see Eq. 126).  

 

In the calculation of the distributed pressure drops appears the dependence on the 

friction factor (𝑓), the hydraulic diameter (𝐷) and the pipe length (𝐿); while the 

concentrated pressure drop depends on the concentrated coefficient (𝐾𝑐) 

In both cases, there is a dependence of the pressure drop on the velocity that could 

be expressed as a dependence of the pressure drop with the mass flow rate: 

 

Considering that the nominal conditions are known, the pressure drops of the 

components are computed with respect to the nominal values. 

 

 

 Δ𝑝 =

{
 

 𝑓
𝐿

𝐷
𝜌
𝑣2

2
     (𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑑)

𝐾𝑐𝜌
𝑣2

2
    (𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑒𝑑)

 Eq. 126 

 Δ𝑝~𝜌𝑣2~
𝑚̇2

𝜌
 Eq. 127 

 𝐾𝑛𝑜𝑚 = Δ𝑝𝑛𝑜𝑚
𝜌𝑛𝑜𝑚

𝑚̇𝑛𝑜𝑚
2  Eq. 128 

 Δ𝑝 = 𝐾𝑛𝑜𝑚
𝑚̇2

𝜌
 Eq. 129 
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Across the component, an isenthalpic process has been considered, as the purpose 

of this model is just to represent the pressure drops. This model was taken completely 

from the library ThermoPower [96].  

5.3.4. Turbomachinery 

The dynamics of the turbomachinery is much faster than the thermal dynamics of the 

heat exchangers. As the main objective of this work is to study the dynamics of the 

overall system, the influence of the transients of the turbomachinery can be neglected 

in comparison to the rest of the components. Therefore, the behavior of the 

turbomachinery (i.e. turbine, compressor, pump) is described by steady-state 

equations [92], [97], [98].  

The equations defining each component are described considering the mass and 

energy balances and the characteristic maps of the turbomachinery. The reader 

should refer to section 3.2.5 for the equations characterizing the turbine of the mGT; 

3.2.2, for the characterization of the mGT compressor; 4.2.1, for the description of 

the ORC radial-inflow turbine. As the dynamics of the pump is also very fast, the way 

it has been modeled is considering that it can be designed as a variable speed pump, 

giving the required mass flow rate of ORC working fluid. Therefore, a further step has 

been considered in the modeling by imposing directly the mass flow rate; as the 

design of the pump is out of the scope of this thesis, it does not affect the dynamic of 

the system. In order to compute the consumption of the pump, the enthalpy difference 

has been computed and constant efficiencies have been assumed. 

5.3.5. Combustion chamber 

The combustion chamber model is based on the base model available in the library 

ThermoPower describing the combustion chamber [95], [96].  

It is assumed that the metal wall temperature and the heat transfer coefficient 

between the wall and the fluid are uniform. The wall is thermally insulated from the 

outside. It has been assumed that inlet gases are premixed before entering in the 

volume. The original model considers that the fuel is composed just by methane, 

carbon dioxide and nitrogen. An extension of this model has been made considering 

the actual composition of the fuel entering the combustion chamber (CH4, CO2, C2H6, 

C3H8, C4H10, N2). The reactions that take place are: 

 𝐶𝐻4 + 2 𝑂2 → 𝐶𝑂2 + 2 𝐻2𝑂 Eq. 130 

 

 𝐶 2 𝐻6 +
7

2
 𝑂2 → 2 𝐶𝑂2 + 3 𝐻2𝑂 Eq. 131 
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 𝐶 3 𝐻8 + 5 𝑂2 → 3 𝐶𝑂2 + 4 𝐻2𝑂 Eq. 132 

 

 𝐶 4 𝐻10 +
13

2
 𝑂2 → 4 𝐶𝑂2 + 5 𝐻2𝑂 Eq. 133 

 

The variation of mass of each component (𝑀𝑖) during time considers the amount of 

that component entering the combustion chamber both with the air and the fuel, the 

amount which is exiting and the production of consumption [99]. 

 

The coefficient 𝜈𝑖 represents either the production or consumption coefficient, which 

is computed in the model according to the stoichiometric coefficients of the reactions 

(Eq. 25 - Eq. 133) considering the molar fraction of each component entering with the 

fuel. 

The overall mass variation in the system could be expressed either by the sum of the 

variation of all the components, or considering the combustion chamber as a black 

box and analyzing the overall inputs and outputs to the system: 

 

Considering the combustion chamber as a well-mixed reactor with uniform conditions 

equal to the ones exiting the combustor, the mass contained can be calculated by 

knowing the density of the flue gases exiting and the volume of the combustion 

chamber (Eq. 150). 

 

The energy accumulated in the combustion chamber (𝐸) is equal to the total internal 

energy that the mass inside the combustion chamber has (Eq. 137). 

 

The variation of the energy accumulated in the combustion chamber considers the 

energy entering and exiting the combustion chamber. The thermal losses have been 

considered by introducing the thermal efficiency (𝜂𝑐𝑜𝑚𝑏 = 0.99): in fact, the possibility 

 
𝑑𝑀𝑖

𝑑𝑡
= 𝑚̇𝑎𝑖𝑟𝑦𝑖,𝑎𝑖𝑟 + 𝑚̇𝑓𝑢𝑒𝑙𝑦𝑖,𝑓𝑢𝑒𝑙 − 𝑚̇𝑓𝑙𝑢𝑒𝑦𝑖,𝑓𝑙𝑢𝑒 + 𝜈𝑖

𝑚̇𝑓𝑢𝑒𝑙

𝑀𝑀𝑓𝑢𝑒𝑙
𝑀𝑀𝑖 Eq. 134 

 
𝑑𝑀

𝑑𝑡
= 𝑚̇𝑎𝑖𝑟 + 𝑚̇𝑓𝑢𝑒𝑙 − 𝑚̇𝑓𝑙𝑢𝑒 Eq. 135 

 𝑀 = 𝜌𝑓𝑙𝑢𝑒𝑉𝑐𝑜𝑚𝑏  Eq. 136 

 𝐸 = 𝑀𝑢𝑓𝑙𝑢𝑒  Eq. 137 
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of directly calculating the losses is not possible, as there is no information about the 

geometry and materials. 

 

5.3.6. Heat exchanger 

All the heat exchangers have been modeled in the same way, considering the method 

of finite volume discretization, with the exception of the condenser of the ORC. The 

heat exchangers have been modeled considering basic models taken from the 

ThermoPower library [100]. 

The schematic representation with the submodels which form the evaporator is 

shown in Figure 5.3-1. The scheme here described of the evaporator is 

representative of all the heat exchangers. 

 

Figure 5.3-1 Model of the evaporator in Dymola 

Before explaining the submodels themselves, a first description is given here. The 

gray icons represent the flue gases, while the blue ones, the ORC working fluid and 

the orange icons represent the heat ports. The lines represent the connection 

between the submodels, with the same colors as the description; therefore, the blue 

lines represent the ORC working fluid flux; the gray ones, the flue gases flux; and the 

orange ones, the heat flux connections. The circle shapes represent the input and 

output mass flux connections with the rest of the cycle. The box with the inclined lines 

 
𝑑𝐸

𝑑𝑡
= 𝑚̇𝑎𝑖𝑟ℎ𝑎𝑖𝑟𝜂𝑐𝑜𝑚𝑏 + 𝑚̇𝑓𝑢𝑒𝑙𝐿𝐻𝑉𝑓𝑢𝑒𝑙𝜂𝑐𝑜𝑚𝑏 − 𝑚̇𝑓𝑙𝑢𝑒ℎ𝑓𝑙𝑢𝑒 Eq. 138 
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is the “CounterCurrentFV” model, the gray box is the “MetalTubeFV” model and the 

blue and grey boxes are the “Flow1DFV” model; all from the ThermoPower library. A 

deep explanation should be given to understand how the combination of all of these 

submodels can model the whole heat exchanger.  

The main model describing the dynamics of the fluid inside the heat exchanger is the 

Flow1DFV model. It describes the flow using a finite volume discretization method 

(FVM). This approach considers that the flow path is divided into different control 

volumes with uniform state properties along the control volume. Each of these 

volumes is governed by fundamental equations and influenced by upstream, 

downstream, and lateral elements (in terms of heat exchange through lateral 

boundaries). Results are improved as the number of discretisation is increased, at 

cost of more computation expenditure. 

For each control volume of the discretization, the thermodynamic conditions are 

computed and the mass and energy balances described in Eq. 118 and Eq. 123 in 

the section 5.3.1 are implemented in the model. Even if the momentum equation is 

implemented in the model Flow1DFV, it has been neglected for the simulations. 

However, the pressure drops have been considered in the whole system (with the 

model described in the section 5.3.3 and the implementation is shown in Figure 5.3-2 

and Figure 5.3-4). This assumption helps the numerical stability of the system while 

simulating, without decreasing significantly the dynamic performance of the whole 

power plant. 

After explaining how the dynamics of the fluid are modelled with the submodel 

Flow1DFV, the way the energy is transferred and accumulated in the solid walls is 

considered with the MetalTubeFV model. This component models the behavior of a 

metal tube wall in terms of energy accumulation and thermal resistance to heat 

transfer processes through the wall itself. 

The MetalTubeFV model also uses the FVM; therefore, it is discretized in the same 

number of discretization elements as the Flow1DFV. For each control volume, the 

wall average temperature 𝑇𝑤  is evaluated with Eq. 139.  

 

The energy balance considers the density (𝜌𝑤𝑎𝑙𝑙)  and specific heat capacity (𝑐𝑤𝑎𝑙𝑙) 

of the wall. As well as the thermal power exchanged through the internal (𝑄̇𝑖𝑛𝑡
← )and 

external (𝑄̇𝑒𝑥𝑡
← ) ports (assuming positive if it enters the component). 

Finally, the last and easiest submodel is the CounterCurrentFV model. It is just a 

mathematical component that has the task of connecting in the right way the control 

 𝜌𝑤𝑎𝑙𝑙𝑐𝑤𝑎𝑙𝑙𝑉
𝑑𝑇𝑤𝑎𝑙𝑙
𝑑𝑡

= 𝑄̇𝑖𝑛𝑡
← + 𝑄̇𝑒𝑥𝑡

←   Eq. 139 
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volumes of the two physical models. When connecting two thermal ports, Modelica 

automatically connects components having the same index in a co-current 

configuration. Hence, to model a counter-current configuration, it is necessary to 

insert an additional mathematical component that writes down the equations arising 

from a thermal connection switching the indexes of one of the components. 

As stated at the beginning of this section, all the heat exchangers are modeled with 

the approach here indicated with the exception of the condenser of the ORC. The 

approach considered to model the condenser assumes that it works at constant 

pressure, the model “PrescribedPressureCondenser” from the ThermoPower library 

has been used. This model acts as a sink of constant pressure. This approach is a 

typical one to model the condenser as the low values of pressure in a condenser, 

modeled in the same way as explained with the evaporator, may deal to numerical 

instabilities [98]. In addition, with the off-design simulations, in the studied range of 

operability in this work, the performance of the ORC increases by keeping the 

pressure constant (varying the mass flow of the cooling fluid), rather than by following 

a sliding pressure strategy in which the condensation pressure varies (keeping 

constant the mass flow of the cooling fluid) [98]. 

5.3.7. Technologies scheme 

In this section, the way the components have been connected together to form both 

power systems (i.e. mGT and ORC) is depicted. 

In Figure 5.3-2 is shown the scheme of the mGT while in Figure 5.3-4 is shown the 

scheme of the ORC.  

The components which constitute the mGT are shown in Figure 5.3-3. The overall 

scheme of the mGT has three inputs (namely the fuel mass flow rate, the ambient 

temperature and the rotational speed of the turbomachinery) which are given from 

outside of the model; and two outputs (namely the electric power produced by the 

system and the TOT).  

While the components which constitute the ORC are shown in Figure 5.3-5. The 

overall scheme of the ORC has two inputs (i.e. the mass flow rate of the ORC working 

fluid and the hot flue gases coming from the mGT) coming from the outside of the 

system and two outputs (namely the net electric power produced by ORC module 

and the TIT).  
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Figure 5.3-2 mGT layout in Dymola 

 

 

Figure 5.3-3 Representation of the mGT components in Dymola 

An explanation of Figure 5.3-2 is given here. The pressure source represents the 

environment, in which the pressure is fixed (ambient pressure is considered as a 

constant along the whole day) and the temperature is given from an external input as 
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it varies continuously, the air mass flow entering the system is determined according 

to the characteristic maps of the turbomachinery. Then the air enters the filter and 

afterwards, the compressor. The pressure drops of the cold side of the regenerator 

and combustion chamber are concentrated in the module pressure drop between the 

compressor and the regenerator to simplify the convergence of the simulations. After 

being preheated in the regenerator, the air reacts with the fuel entering through the 

mass flow source in the combustion chamber. The flue gases are expanded and then, 

they preheat the air exiting the compressor in the regenerator. Also in this case, the 

pressure drops of the regenerator are concentrated and evaluated before entering 

the regenerator. The exit of the regenerator ends on a flux output which will be 

connected to the flux input in the ORC module. The rotational speed of the 

turbomachinery is always imposed through the rotational speed source module. 

After seeing the components forming the mGT, the ORC module is shown in Figure 

5.3-4. 

 

Figure 5.3-4 ORC layout in Dymola 
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Figure 5.3-5 Representation of the ORC components in Dymola 

As it has been done with the mGT, here, an explanation of the ORC module is done. 

The heat input to the system comes with the flux input (which is connected to the flux 

output of the mGT). The pressure drops of the evaporator are concentrated before it, 

and then the flue gases enter the evaporator to heat up the ORC working fluid till the 

maximum temperature. The ambient in which the flue gases are discharged is 

modeled with the pressure sink, by fixing the ambient pressure. If the focus stands 

on the ORC working fluid, it is heated up in the primary heat exchanger till the 

maximum temperature and then it is expanded in the turbine which rotates at the 

nominal rotational speed imposed with the module “Rotational speed source”. The 

pressure drops of the working fluid across the regenerator and the condenser are 

concentrated in the module “Pressure drop”. The hot fluid exiting the turbine enters 

the regenerator to preheat the fluid before entering the evaporator. Afterwards, the 

fluid is condensed in a condenser working at constant pressure. Then the module 

mass flow source imposes the ORC working fluid mass flow rate flowing in the 

system. 

5.4. Control system design 

After explaining the way the system mGT+ORC has been modeled, in this section of 

the chapter, the control system design and the considerations taken into account for 

its modeling are described. The main focus of this part is to design a control system 

which allows the system formed by the mGT+ORC to follow the electricity demand 

while keeping the mGT turbine outlet temperature and the ORC turbine inlet 

temperature at the values guaranteeing the performance dictated in the steady-state 

part (i.e. mGT TOT equal to 645°C and ORC TIT equal to the design one or to a lower 

one if the thermal load to the ORC is really low).  
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5.4.1. Basis of the control system  

A control system has an input, a process and an output. Two types of control system 

can be found: open-loop and closed-loop. Open-loop systems modify the input 

entering the system without monitoring the output response; while closed-loop 

systems modify the input monitoring the response of the output and analyzing 

whether the output is the desired or not, correcting the differences. Therefore, the 

closed-loop systems correct possible disturbances of the system and guarantee the 

output response.  

The main objectives of a control system are three: reducing the steady-state errors 

from the desired response of the output, producing the desired transient response 

and achieving stability [101].  

5.4.2. Linearization of the system 

In order to proceed with the design of the control system, it is more convenient to 

work in the frequency domain rather than the time domain as working in the frequency 

domain provides stability and transient response information. Therefore, from the 

time variant equations, the transfer functions using the Laplace transformations have 

to be obtained. As drawback of working in the frequency domain, it can only be 

applied to linear, time-invariant systems [101]–[104]. 

The dynamic model which has been performed in this work is characterized by non-

linear equations. A generic time-invariant dynamic system can be described by non-

linear differential equations derived from first-principle laws as seen in the sections 

before (i.e. mass, energy and momentum balances). Generally, it can be expressed 

in the state-space3 as: 

 

Where x ϵ ℝn is the state variables vector, u ϵ ℝm is the inputs vector and y ϵ ℝp is 

the outputs vector. Considering that linear multivariable control has been selected to 

design the control system, the time-dependent non-linear system should be 

linearized around a certain equilibrium point. For control purposes, it is needed to 

move from the time domain towards the frequency domain; thus, a linear system is 

needed. A linear system possesses two important properties for the control: 

superposition and homogeneity. The property of superposition means that the output 

 
3 The state-space approach is a unified method for modeling, analyzing and designing the 
systems. It consists of the first-order differential equations from which the state variables can 
be solved and the algebraic output equation from which all other system variables can be 
found. 

 {
𝑥̇ = 𝑓(𝑥(𝑡), 𝑢(𝑡))

𝑦 = 𝑔(𝑥(𝑡), 𝑢(𝑡))
 Eq. 140 
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response of a system to the different inputs is the sum of the effects that each input 

independently has on the output. While the property of homogeneity means that if an 

input is multiplied by a factor, the output will be multiplied by the same factor. To 

linearize the system, the nominal point and different points of off-design have been 

considered as equilibrium points. By using a first order Taylor’s approximation, the 

linearized state equation and the linearized output equation can be as: 

 

Taking into account that at the equilibrium point: 

 

If higher order terms are neglected, with Eq. 141 substituting the considerations taken 

at the equilibrium point shown in Eq. 142, it is obtained the linear system. 

 

Where A ϵ ℝnxn is the system matrix, B ϵ ℝnxm is the input matrix C ϵ ℝpxm is the output 

matrix and D ϵ ℝpxm is the feedforward matrix. All of them are the Jacobian matrices 

evaluated at the equilibrium point.  

Applying the Laplace transformation to the system shown in Eq. 143 to change from 

the time to the frequency domain, it is obtained: 

 

Solving for X: 

 

 

By substituting the result of X: 

 {
Δ𝑥̇ = 𝑓(𝑥̅, 𝑢̅) +

𝜕𝑓

𝜕𝑥
Δ𝑥 +

𝜕𝑓

𝜕𝑢
Δ𝑢 + ℎ. 𝑜. 𝑡

 𝑦̅ + Δ𝑦 = 𝑔(𝑥̅, 𝑢̅) +
𝜕𝑔

𝜕𝑥
Δ𝑥 +

𝜕𝑔

𝜕𝑢
Δ𝑢 + ℎ. 𝑜. 𝑡

 Eq. 141 

 {
𝑓(𝑥̅, 𝑢̅) = 0

 𝑦̅ = 𝑔(𝑥̅, 𝑢̅)
 Eq. 142 

 {
Δ𝑥̇ =

𝜕𝑓

𝜕𝑥
Δ𝑥 +

𝜕𝑓

𝜕𝑢
Δ𝑢

 Δ𝑦 =
𝜕𝑔

𝜕𝑥
Δ𝑥 +

𝜕𝑔

𝜕𝑢
Δ𝑢

→ {
Δ𝑥̇ = 𝐴Δ𝑥 + 𝐵Δ𝑢
 Δ𝑦 = 𝐶Δ𝑥 + 𝐷Δ𝑢

 Eq. 143 

 {
𝑠𝑋(𝑠) = 𝐴𝑋(𝑠) + 𝐵𝑈(𝑠)

𝑌(𝑠) = 𝐶𝑋(𝑠) + 𝐷𝑈(𝑠)
 Eq. 144 

 (𝑠𝐼 − 𝐴)𝑋(𝑠) = 𝐵𝑈(𝑠) Eq. 145 

 𝑋(𝑠) = (𝑠𝐼 − 𝐴)−1𝐵𝑈(𝑠) Eq. 146 
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Considering that the process transfer function relates the output transfer function with 

the input one as shown in Eq. 148.  

 

Figure 5.4-1 represents in a schematic way the process. 

 

Figure 5.4-1 Graphic representation of a process 

The process transfer function can be then identified in Eq. 147 as: 

 

The matrices A,B, C and D are obtained through the “Linearize” command in Dymola. 

(see Appendix C to see how this command is used). Therefore, the process transfer 

function can be known. As the combined cycle mGT+ORC is a multiple input and 

multiple output (MIMO) system, particularly, it has three inputs (i.e. fuel mass flow, 

rotational speed of the mGT turbomachinery and ORC fluid mass flow) and three 

outputs (i.e. the total produced electric power, the mGT turbine outlet temperature 

and the ORC turbine inlet temperature), the transfer function of the process is a 3x3 

matrix. In order to reduce the non-linearities of the plant when controlling it, virtual 

control variables have been used, instead of the values of the inputs themselves. 

These variables are dimensionless and they are a deviation from the variable which 

they are substituting with respect to their equilibrium value. Each element of the 

matrix is a transfer function which indicates how one of the output changes with a 

variation of one of the inputs. Eq. 150 shows each correlation among the inputs and 

outputs of the analyzed system. 

 

 

 𝑌(𝑠) = 𝐶(𝑠𝐼 − 𝐴)−1𝐵𝑈(𝑠) + 𝐷𝑈(𝑠) = [𝐶(𝑠𝐼 − 𝐴)−1𝐵 + 𝐷]𝑈(𝑠) Eq. 147 

 𝑌(𝑠) = 𝐺(𝑠)𝑈(𝑠) Eq. 148 

 𝐺(𝑠) = [𝐶(𝑠𝐼 − 𝐴)−1𝐵 + 𝐷] Eq. 149 

 𝐺(𝑠) =

[
 
 
 
 
 
 
Δ𝑃𝑒𝑙,𝑡𝑜𝑡𝑎𝑙(𝑠)

𝛿𝑚̇𝑓𝑢𝑒𝑙(𝑠)

Δ𝑃𝑒𝑙,𝑡𝑜𝑡𝑎𝑙(𝑠)

𝛿𝑁(𝑠)

Δ𝑃𝑒𝑙,𝑡𝑜𝑡𝑎𝑙(𝑠)

𝛿𝑚̇𝑂𝑅𝐶(𝑠)

Δ𝑇5(𝑠)

𝛿𝑚̇𝑓𝑢𝑒𝑙(𝑠)

Δ𝑇5(𝑠)

𝛿𝑁(𝑠)

Δ𝑇5(𝑠)

𝛿𝑚̇𝑂𝑅𝐶(𝑠)

Δ𝑇11(𝑠)

𝛿𝑚̇𝑓𝑢𝑒𝑙(𝑠)

Δ𝑇11(𝑠)

𝛿𝑁(𝑠)

Δ𝑇11(𝑠)

𝛿𝑚̇𝑂𝑅𝐶(𝑠) ]
 
 
 
 
 
 

 Eq. 150 
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In order to simplify the notation, Eq. 151 substitutes each of the elements of Eq. 150. 

 

The model linearized is shown in Figure 5.4-2. 

 

Figure 5.4-2 System for linearization in Dymola 

The block T100 represents the whole scheme of the mGT (see Figure 5.3-2) and the 

block ORC represents the whole scheme of the ORC (see Figure 5.3-4). The vertical 

gray line connecting both systems is the connection of the flue gases leaving the 

regenerator of the mGT and entering the evaporator of the ORC. The three inputs of 

the manipulated variables (i.e. fuel mass flow rate, rotational speed and mass flow 

rate of the ORC working fluid) are shown as triangles on the left and the three outputs 

that should be controlled (i.e. total electric power, mGT TOT and ORC TIT) as 

triangles on the right. The total electric power produced is the sum of the electric 

power produced by the mGT and by the ORC. The power consumed by the cooling 

system of the ORC is computed with the module water pump consumption and it is 

subtracted from the total production.  

 𝐺(𝑠) = [

𝐺11(𝑠) 𝐺12(𝑠) 𝐺13(𝑠)
𝐺21(𝑠) 𝐺22(𝑠) 𝐺23(𝑠)
𝐺31(𝑠) 𝐺32(𝑠) 𝐺33(𝑠)

] Eq. 151 
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As mentioned before, to reduce the non-linearities of the plant while controlling it, the 

outputs of the controller (i.e. inputs of the system) represent variations from a 

selected equilibrium point to the variable itself. The blocks on the left with the 

horizontal line are constant values obtained from the off-design case. The outputs of 

the controller modify that constant value.  

Different linearizations have been performed considering different off-design 

conditions obtained from the steady-state model. The adopted off-design conditions 

are representative of the process conditions. They are 70000, 65000, 60000 and 

55000 rpm at two different temperatures: 0 and 15 ºC.  

5.4.3. Analysis of mutual interaction 

Once the system has been linearized at different equilibrium conditions, before 

proceeding with the design of the controllers, an analysis of the mutual interactions 

should be done. The control architecture mainly depends on the mutual interaction 

between the manipulated and the controlled variables. The ideal process transfer 

function is a diagonal one, which means that the variation of one of the inputs just 

affects the response of one of the outputs and not the others. That would mean that 

the system is decoupled, and there are no mutual interactions between the 

manipulated and controlled variables. The analysis of the coupling among the 

different variables can be made through the evaluation of the Relative Gain Array 

(RGA) matrix [105]. This matrix also gives information about the optimal pairing 

between the inputs and outputs. It is defined as shown in Eq. 152. 

 

The RGA is a normalized form of the gain matrix which describes the impact of each 

manipulated variable on each controlled variable. Therefore, the diagonal matrix of 

ones is the ideal one. Each element of the matrix can be evaluated by using the gain 

values of the process transfer function as shown in Eq. 153 [103]. 

 

The analysis of the RGA matrix has been performed for the different equilibrium 

points considered to do the linearization [106]. The results are shown in section 

6.4.3.1. By analyzing these results, it can be seen that the system is not decoupled. 

The modification of the mGT rotational speed of the turbomachinery or the fuel mass 

flow rate have a high influence on both the total electric power and the mGT turbine 

outlet temperature. Therefore, it is mandatory to design a decoupled control scheme 

to make it effective. The main function of a decoupler is to decompose the 

 𝛬(𝐺) = 𝐺(0) × (𝐺(0)−1)𝑇 Eq. 152 

 𝜆𝑖𝑗 = (−1)𝑖+𝑗
𝑔𝑖𝑗 det𝐺

𝑖𝑗

det 𝐺
 Eq. 153 
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multivariable process into a series of independent single-loop subsystem. If this 

objective can be achieved and the system can be decoupled, independent control 

loops can be designed and implemented [103].  

Figure 5.4-3 shows the way a decoupler is introduced in the system. 

 

Figure 5.4-3 Reference scheme for the decoupling procedure 

As it has been said before, the ideal process transfer function is a diagonal one, 

therefore, after adding the decoupler a diagonal matrix should be found. The process 

transfer function matrix is replaced by a pseudo-process matrix diagonal by 

construction G(s)K(s)=G’(s) [107] 

 

Since the number of diagonal conditions is just two, and there are four unknown 

elements in the matrix K, it has been imposed that the trace of K(s) is equal to 1 [107]. 

 

The pseudo-process matrix is: 

 

Considering that the dynamic decoupler may not be physically feasible, a static one 

has been chosen (calculated with s=0). Therefore, the transient response may vary, 

but the final result will deal to an uncoupled system. 

 

{
 

 
𝐾11(𝑠) = 1

𝐾22(𝑠) = 1

𝐺11(𝑠)𝐾12(𝑠) + 𝐺12(𝑠)𝐾22(𝑠) = 0

𝐺21(𝑠)𝐾11(𝑠) + 𝐺22(𝑠)𝐾21(𝑠) = 0

 Eq. 154 

 

{
  
 

  
 

𝐾11(𝑠) = 1

𝐾22(𝑠) = 1

𝐾12(𝑠) = −
𝐺12(𝑠)

𝐺11(𝑠)

𝐾21(𝑠) = −
𝐺21(𝑠)

𝐺22(𝑠)

 Eq. 155 

 𝐺′(𝑠) = [
𝐺11(𝑠)(1 − 𝐾12(𝑠)𝐾21(𝑠)) 0

0 𝐺22(𝑠)(1 − 𝐾12(𝑠)𝐾21(𝑠))
] Eq. 156 
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where the values of the static matrix consider the gain values of the original process 

transfer function. 

 

For each linearization, the values of the static decoupler have been calculated. Figure 

5.4-4 shows the decoupler scheme implemented in Dymola. The name of the block 

of the decoupler in Dymola is Ks. 

 

Figure 5.4-4 Decoupler scheme in Dymola 

Average values have been considered taking into account the different linearizations. 

The final values implemented are shown in section 6.4.3.1. The final scheme of the 

overall system that should be controlled is shown in Figure 5.4-5. The Figure 5.4-5 is 

the same as Figure 5.4-2 but in this case, it can be seen the presence of the 

decoupler separating the effects of the two inputs of the mGT.   

 

 𝐺′(0) = [
𝐺11(0)(1 − 𝑘12𝑘21) 0

0 𝐺22(0)(1 − 𝑘12𝑘21)
] Eq. 157 

 𝑘𝑖𝑗 = −
𝑔𝑖𝑗

𝑔𝑖𝑖
 Eq. 158 
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Figure 5.4-5 System for linearization and control in Dymola 

5.4.4. PID controller 

PID controllers are the simplest but most commonly used control architecture in 

industry. Therefore, they have been selected to control the three variables of interest 

(i.e. total electric power, mGT TOT and ORC TIT).  

The PID controller, in the time domain, is given by: 

 

Where 𝑢 is the control signal and 𝑒 is the control error (i.e. the difference between 

the set point and the actual value of the controlled variable). The control signal is the 

sum of three terms: a proportional term, and integral term and a derivative term. The 

proportional action produces an output value that is proportional to the current error 

value. Generally, the higher the proportional gain, the faster is the controller 

dynamics. However, the closed-loop system may suffer of oscillating response or 

even of instability issues if the proportional gain is too high. The integral action 

depends on both the actual and the previous values of the error. The introduction of 

 𝑢(𝑡) = 𝑘𝑝𝑒(𝑡) +
𝑘𝑝
𝑇𝑖
∫ 𝑒(𝜏)𝑑𝜏
𝑡

0

+ 𝑘𝑝𝑇𝑑
𝑑𝑒(𝑡)

𝑑𝑡
 Eq. 159 
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an integral action guarantees zero-error conditions in steady-state. The derivative 

action improves the settling time of the system, but it is rarely used in practice 

because of variable impact on system stability. In this work, the derivative action was 

not implemented as it created an instable system, decreasing the controllability of the 

energy system. 

As PI controllers have been adopted, the proportional gain (𝑘𝑝) and the integral time 

constant (𝑇𝑖) have to be determined for each PI controller. In order to do that, the PID 

tuner tool from Matlab® has been used. It allows tuning the parameters while 

analyzing the step response of the system. The process transfer functions obtained 

from Dymola are introduced in the PID tuner of Matlab®. By modifying the response 

time and the transient behavior, different controller configurations may be obtained. 

The response time can be slower or faster, depending on the requirements of the 

process. A faster controller allows reaching faster the value of the set point indicated, 

but it has the consequence of bigger overshoots. The transient behavior can be set 

to be more aggressive or more robust. An aggressive controller would increase the 

disturbances rejection; however, it has the consequence of higher overshoots. A 

balance should be found in both response time and transient behavior to obtain the 

desired behavior: fast enough but also with not so high value of overshoot.  

Figure 5.4-6 represents the generic way in which the system is controlled. SP is the 

set point indicating the desired value of the controlled variable (y) and the error is the 

difference between the SP and the actual value of the controlled variable. C(s) 

represents the PI controller, K(s), the decoupler and G(s), the process. 

 

Figure 5.4-6 Reference scheme of the control system with decoupler 

5.4.5. Control system layout 

Once the controllers have been tuned, the whole system has been modeled as shown 

in Figure 5.4-7.  

The overall scheme consists in three feedback loops with one controller for each one 

of the loops. The mGT+ORC block aggregates all the elements in Figure 5.4-5. 

The magenta loop represents the loop controlling the electric power by modifying the 

fuel mass flow rate. In the figure, the electric requirement block represents the actual 

electric demand. However, the mGT+ORC system has not been designed to fulfill all 

the electric demand, but most of it. Therefore, taking into account the results from the 

steady-state model at different temperatures, there is a maximum power output that 



93 
 

the mGT+ORC system can give at the nominal rotational speed (i.e. 70000 rpm) at 

the actual ambient temperature. Moreover, it has been set that the system cannot 

give less than the 30% of the maximum power, in order to respect the limitation of 

the minimum mGT power. Therefore, the block SP_filter shown in the figure limits the 

set point of the electric demand considering the physical limitations of the system.  

The cyan loop represents the one controlling the mGT TOT, manipulating the number 

of revolutions of the mGT turbomachinery. The set point is kept constant at the value 

of 645 ºC in every condition. 

The orange loop represents the one controlling the ORC TIT by manipulating the 

mass flow of the ORC working fluid. In this case, the set point of the ORC TIT is not 

constant, but it varies with the partial load degree of the system. As stated in the 

Chapter 4. , while performing the off-design simulations, the value of the temperature 

could not be fixed to the nominal one when the conditions were far away from the 

nominal ones. Therefore, the steady-state results have been introduced to fix the 

right set point in the dynamic model considering the actual ambient temperature and 

rotational speed. 

 

Figure 5.4-7 Overall system with the control architecture 
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Chapter 6.  Results 

Sometimes, you don’t have to work harder, you just have to 

expect less.  

6.1. Introduction 

Along this chapter, all the results obtained from the work of this thesis will be 

presented and discussed.  

The three main sections will be here presented: 

- Section 6.2 collects the results from the design, having the system working at 

nominal conditions. 

- Section 6.3 collects the results from the part load simulations considering 

steady-state conditions and making a deep analysis on them. 

- Section 6.4 collects the results with the dynamic modeling, including the 

tuning of the controllers and the dynamic response of the system while trying 

to satisfy the electricity demand of a set of 150 houses. 

6.2. Design  

In this section, the design of the system is reported. First, the nominal values adopted 

and obtained from the mGT working in stand-alone conditions, matching the values 

declared by the manufacturer, are reported. After obtaining the values of the mGT 

working at nominal conditions, the bottoming ORC is designed. Different fluids have 

been selected for this study and the best fluid within the selected ones is taken as 

working fluid of the ORC. Once the thermodynamic conditions characterizing the 

cycles are known, the geometries of the heat exchangers (i.e. regenerator of the 

mGT, primary heat exchanger, regenerator and condenser of the ORC) are 

determined. 

6.2.1. Nominal conditions of the mGT 

As stated in Chapter 3. , the nominal performance of the existing mGT AE-T100 in 

stand-alone conditions should be completely characterized for two different 

purposes: 

- Study the effect of the addition of the bottoming heat exchanger to recover 

heat from the flue gases with the bottoming ORC  
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- Analyze the part load performance when the conditions differ from the 

nominal ones.  

In order to obtain the nominal conditions, the model described in 3.2 is implemented, 

considering the nominal parameters collected in Table 6.2-1 [17]–[19] and the 

characteristic maps describing the performance of the compressor (Figure 3.2-3) and 

turbine (Figure 3.2-4). 

Table 6.2-1 Assumptions taken at nominal conditions of the mGT 

ɛregenerator [%] 88.9 

ṁair [kg/s] 0.8 

N [rpm] 70000 

TOT [ºC] 645 

pamb [bar] 1.01 

Tamb [°C] 15 

Δpcomb/p3 [%] 5.9 

ηcomb [%] 99 

 

The pressure drops of the components are modified iteratively (as shown in Figure 

3.2-2) to get a proper match with the performance declared by the manufacturer. The 

best match obtained with the different iterations is depicted in Table 6.2-2. 

Table 6.2-2 Performance of the mGT at nominal conditions 

ηcomp [%] 78.58 

ηturb [%] 85.09 

Qin [kW] 339.06 

Pmech [kW] 116.95 

Ploss[kW] 16.93 

Pel [kW] 100.03 

ηel [%] 29.50 

 

The electric power obtained is 100 kW, working in stand-alone conditions, with an 

electric efficiency of 29.50%. The values of these two parameters correspond with 

the ones specified by the manufacturer (the declared electric power is 100±3 kW and 

the declared electric efficiency 30±2%) [17]. The thermodynamic properties 

characterizing the thermodynamic cycle states are collected in Table 6.2-3. 
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Table 6.2-3 Thermodynamic properties of the mGT at nominal conditions 

  p [bar] T [ºC] h [kJ/kg] s [kJ/kgK] ρ [kg/m3] 

0 1.01 15.00 -10.05 6.82 1.24 

1 1.01 15.00 -10.05 6.83 1.22 

2 4.58 210.93 188.44 6.92 3.29 

3 4.49 597.19 601.68 7.55 1.80 

4 4.22 935.58 549.66 8.05 1.21 

5 1.10 645.45 208.13 8.12 0.41 

6 1.01 274.70 -201.32 7.57 0.64 

 

After analyzing the thermodynamic properties, it can be said that the values of 

pressure drops obtained in the components are reasonable as they have the same 

order of magnitude as the ones declared in other works [18], [28], [108], as well as 

the temperatures across the components. The only value which differs from the ones 

declared is the TIT, which is slightly lower (936 °C vs 945°C). However, this value is 

always declared as an approximative one as the only one which can be measured is 

the TOT, fixed at 645 ºC. Therefore, these conditions are the ones taken to 

characterize the AE-T100 and the ones taken to implement the bottoming ORC.  

6.2.2. Optimization of the ORC 

After obtaining the performance of the mGT working in stand-alone conditions, the 

bottoming ORC cycle has been designed to produce the maximum power output. 

6.2.2.1. Performance of the selected fluids 

Different candidates as working fluid have been selected in order to have a 

representative sample. Among them, some refrigerants and some hydrocarbons 

have been considered. On one hand, the main criteria for pre-selecting the 

refrigerants was to have a condensation pressure above 0.8 bar at a temperature of 

15ºC. This criterion aims to avoid infiltrations in the condenser. On the other hand, 

the main criteria for selecting the hydrocarbons were to explore different fluids with 

low environmental impact, previously studied as working fluids in an ORC module 

and with different critical temperature among them, giving the possibility of exploring 

a higher variability of working conditions. The main reason of selecting two different 

criteria stands on increasing the number of possible suitable fluids.  

The properties of the candidates as working fluid are shown in Table 6.2-4 [109], 

[110] and the T-s diagrams for each fluid is depicted in Figure 6.2-1. 
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Table 6.2-4 Properties of the working fluid candidates of the ORC module 

Fluid 
Tcritic 
[ºC] 

pcritic 
[bar] 

Tcond               
at 1bar 

[ºC] 

pcond             
at 15 ºC 

[bar] 
ODP GWP Flammable 

R245fa 154.01 36.51 14.81 1.01 0 950 No 

R1233zd 165.60 35.73 17.97 0.89 0 1 No 

R21 178.33 51.81 8.52 1.28 0.01 210 Yes 

Pentane 196.55 33.70 35.68 0.46 0 0 Yes 

Cyclohexane 280.45 40.81 80.28 0.08 0 0 Yes 

Butane 151.98 37.96 -0.84 1.76 0 20 Yes 

 

The selected refrigerants were: R245fa [49], [68], [79], [111]–[114], R1233zd [115]–

[117] and R21[118]. While the selected hydrocarbons were: pentane [49], [111], 

[119]–[122], cyclohexane [123], [124] and butane [49], [122], [125]. Among them, the 

R245fa and the R1233zd are refrigerants with similar properties (i.e. critical 

temperature and pressure and almost isentropic fluids); however, in terms of GWP, 

the R1233zd has a lower environmental impact in terms of GWP (1 vs 950), that is 

the reason why the R1233zd is getting more relevance as a substitute of the R245fa 

[115], [116]. In addition, the R1233zd is competitive with respect to R245fa in terms 

of prize (20-25€/kg for the R1233zd vs 30-35€/kg for the R245fa) [116]. The R21 is 

a refrigerant which satisfies the requirement of a higher condensation pressure at 

15ºC (1.28 bar), but it is a wet fluid (as it can be seen in Figure 6.2-1), which may 

have the problem of a wet expansion in the turbine. All the hydrocarbons are dry 

fluids (as it can be seen in Figure 6.2-1). 

 

Figure 6.2-1 T-s diagram of the studied working fluids for the ORC 
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Once different fluids have been selected for the study, the optimization of the cycle 

has been implemented considering the model described in 4.2, adopting the pinch-

point temperature difference at nominal conditions indicated in Table 6.2-5. 

Table 6.2-5 Assumptions of pinch-point temperature difference at nominal conditions 

ΔTpp,PHE [ºC] 25 

ΔTpp,reg [ºC] 5 

ΔTpp,cond [ºC] 3 

 

After optimizing the cycle with the different selected fluids, the maximum power that 

can be obtained is shown in Figure 6.2-2. The fluids which have the maximum power 

output are R21 (26.90 kWe), R1233zd (25.77 kWe) and butane (25.52 kWe). As the 

differences on the maximum power output are small, R1233zd has been selected as 

working fluid for the designed ORC module. The motivations driving this decision are 

the consideration of the environmental impact of it (i.e. ODP equal to 0, GWP equal 

to 1) and its non-flammability, with almost the same performance as the best fluid in 

terms of power output. 

 

Figure 6.2-2 Optimization of the nominal ORC performance for the different working fluids 

6.2.2.2. Nominal cycle 

The main focus of this section is to present the characteristics of the designed ORC. 

The optimized ORC module is a regenerative superheated subcritical one, as it can 

be seen in Figure 6.2-4-a. Table 6.2-6 collects the performance of the ORC at design 

conditions. 
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Table 6.2-6 Performance of the ORC at nominal conditions 

ṁORC [kg/s] 0.70 

Pturb,ORC [kW] 28.05 

Ppump,ORC [kW] 1.05 

Ppump,water [kW] 1.22 

Pel,ORC [kW] 25.77 

ṁcooling water [kg/s] 8.16 

ηturb,ORC [%] 83.19 

ηel,ORC [%] 15.55 

ηturb [%] 84.99 

Table 6.2-7 shows the thermodynamic properties of each stream in the ORC 

(following the same numeration as shown in Figure 4.2-1), Figure 6.2-3 shows the 

optimal design for the single-stage radial-inflow turbine and Figure 6.2-4 shows the 

T-s diagram of the whole cycle (a), the T-Q diagram of the primary heat exchanger 

(b), the T-Q diagram of the condenser (c) and the T-Q diagram of the regenerator 

(d).  

The mass flow of working fluid is equal to 0.70 kg/s, producing a nominal electric 

power output equal to 25.77 kW with a cycle efficiency equal to 15.55%. By looking 

at Table 6.2-7, the minimum temperature of the cycle is 26.75ºC, condensing at a 

pressure of 1.38 bar, higher than the atmospheric pressure; therefore, there is no risk 

of fluid infiltration from the outside. The condensation temperature is guaranteed with 

a mass flow rate of 8.16 kg/s of water in design conditions. The maximum 

temperature of the working fluid is equal to 139.82 ºC, which is an acceptable value 

to avoid thermal decomposition [126], [127]. 

Table 6.2-7 Thermodynamic properties of the ORC at nominal conditions 

  p [bar] T [ºC] h [kJ/kg] s [kJ/kgK] ρ [kg/m3] 

8 1.38 26.75 233.05 1.12 1258.56 

9 15.97 27.52 234.49 1.12 1261.14 

10 15.47 56.78 271.28 1.23 1186.85 

11 14.38 139.82 506.88 1.85 68.82 

12 1.44 75.72 465.79 1.88 6.68 

13 1.41 32.52 428.63 1.77 7.62 

 

The design of the single-stage radial-inflow turbine is pushed to the maximum volume 

ratio affordable by the turbine, equal to 9.98, with a size parameter equal to 0.0214 
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m, with an efficiency equal to 83.19% and rotating at a nominal speed equal to 52278 

rpm. The fact that the optimal design has the volume ratio at the maximum value that 

the turbine can give may indicate that a multi-stage radial-inflow turbine could be 

used to increase the maximum volume ratio and thus, giving the possibility of a higher 

enthalpy difference in the turbine. However, as the increment of stages in the turbine 

increases the complexity of the turbine and the contribution for this particular case is 

limited, it has been considered to keep the design as a single-stage radial-inflow 

turbine. 

 

Figure 6.2-3 Efficiency prediction (left) and optimum specific speed (right) at nominal 

conditions for a single-stage radial inflow turbine using R1233zd as working fluid. 

In Figure 6.2-4-a, the T-s diagram of the organic cycle is reported, including also the 

variation of temperature of the flue gases of the mGT and the cooling water. Figure 

6.2-4-b represents the T-Q diagram of the primary heat exchanger (i.e. how the 

temperature varies with the exchanged heat). In this graphic, the three sections of 

heating up the working fluid can be clearly identified: the liquid heats up till it starts 

evaporating, when it evaporates, the temperature remains almost constant (not 

completely constant due to the pressure drops) and after the evaporation, the 

saturated vapor heats up till superheated vapor. Figure 6.2-4-c shows the T-Q 

diagram of the condenser. The working fluid cools down from superheated vapor till 

saturated vapor and it starts condensing at almost constant temperature till reaching 

the condition of saturated liquid, this process happens by releasing the heat to the 

cooling fluid, namely water. Finally, in Figure 6.2-4, the T-Q diagram of the 

regenerator is shown. The hot fluid exiting the turbine preheats the cold fluid before 

entering the primary heat exchanger. 
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a.  b.  

c.  d.  

Figure 6.2-4 T-s diagram (a), T-Q diagram of the primary heat exchanger (b), condenser (c) and regenerator (d) of the ORC at nominal conditions
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6.2.3. Overall system 

Both technologies have been presented in the sections mentioned before. However, 

the performance of the mGT indicated in the section 6.2.1 is related to stand-alone 

conditions, which is not the case under study. The addition of the bottoming heat 

exchanger to recover the remaining heat from the flue gases adds a pressure drop 

(in this case equal to the 3% of the inlet pressure) to the mGT system, worsening its 

performance.  

After introducing the bottoming heat exchanger, the thermodynamic properties of the 

mGT are the ones reported in Table 6.2-8. It can be seen that the pressure ratio in 

the turbine has been decreased, as well as the TIT, with the consequence of a lower 

electric power output in comparison with the mGT without the bottoming cycle, from 

100 kWe to 93.89 kWe (as it can be seen in Table 6.2-9). Table 6.2-9 collects the 

main information about the performance of the mGT working at nominal conditions 

but with the effect of the bottoming heat exchanger. The efficiency of the mGT by 

itself is decreased from 29.5 % to 28.26 %. 

Table 6.2-8 Thermodynamic properties of the mGT at nominal conditions with the bottoming 

ORC 

  p [bar] T [ºC] h [kJ/kg] s [kJ/kgK] ρ [kg/m3] 

0 1.01 15.00 -10.05 6.77 1.30 

1 1.01 15.00 -10.05 6.83 1.22 

2 4.58 210.85 188.36 6.92 3.29 

3 4.48 596.67 601.09 7.55 1.80 

4 4.22 928.26 550.04 8.04 1.22 

5 1.12 645.00 216.94 8.11 0.42 

6 1.04 274.45 -192.09 7.56 0.64 

7 1.01 81.04 -393.14 7.12 0.99 

 

Table 6.2-9 Performance of the mGT at nominal conditions with the bottoming ORC 

ηcomp [%] 78.57 

ηturb [%] 84.99 

Qin [kW] 332.28 

Pmech [kW] 110.28 

Ploss[kW] 16.39 

Pel [kW] 93.89 

ηel [%] 28.26 
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Even if the electric power output is reduced, with the bottoming cycle the overall 

electric power output is increased from 100 kWe to 119.66 kWe, with an increment 

of the electric efficiency from 29.5% to 36% because of the additional power output 

of the ORC. In Table 6.2-10, the performance of the overall system is shown, 

indicating the contributions of each engine. 

Table 6.2-10 Performance of the overall system at nominal conditions 

Qin [kW] 332.28 

Pel,mGT [kW] 93.89 

Pel,ORC [kW] 25.77 

Ptotal [kW] 119.66 

ηel,total [%] 36.01 

 

6.2.4. Heat exchangers 

After presenting the thermodynamic properties at nominal conditions, the design of 

the heat exchangers is done. In order to study the dynamic behavior of the system, 

it is mandatory to know the geometries of the heat exchangers. For this purpose, in 

this section, the results of the designed heat exchangers are presented. 

6.2.4.1. Regenerator of the mGT 

The regenerator of the mGT is an existing one, as it has been mentioned before, 

therefore, the values needed for the dynamic model (i.e. the surface exchanging heat, 

the volume of the channel of the fluid and the mass of the heat exchanger) should be 

calculated as described in section 3.4. The results are shown in Table 6.2-11, where 

Aplate is the surface exchanging heat of each plate, Atotal is the sum of all the 

exchanging surfaces, Vchannel fluid is the volume of passage of the fluid between two 

plates, Vtotal channel is the volume of passage of the fluid between two plates but 

considering all the channels in the heat exchanger for both hot and cold sides and 

Mtotal is the total mass of the heat exchanger.  

Table 6.2-11 Physical values of the mGT regenerator 

Aplate [m2] 0.12 

Atotal [m2] 93.31 

Vchannel fluid [m3] 6.37·10-5 

Vtotal channel [m3] 2.45·10-2 

Mtotal [kg] 295.86 

UAnom [kW/K] 5940 
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Figure 6.2-5 shows a zoom of three plates of the 3-D heat exchanger designed in 

Matlab®. It can be clearly seen the disposition of the plates as well as the space of 

the channels through which the fluid flows.  

 

Figure 6.2-5 3-D zoom of three plates of the mGT regenerator 

6.2.4.2. ORC heat exchangers 

The heat exchangers of the ORC module have to be designed completely by using 

specialized software for that, as explained in section 4.4. For that purpose, Aspen 

Exchanger Design & Rating has been used. The type of heat exchanger (plate fin 

heat exchanger) and the nominal thermodynamic properties have been specified. 

Table 6.2-12 collects the relevant information from the design of each heat exchanger 

obtained with the software after performing the dimensioning of them. 

Table 6.2-12 Physical parameters of the ORC heat exchangers 

    V [m3] A [m2] M [kg] 

Primary heat 
exchanger 

Hot side 0.0994 66.9 
93.5 

Cold side 0.0152 24.5 

Condenser 
Hot side 0.0301 40.6 

70.7 
Cold side 0.016 24.7 

Regenerator 
Hot side 0.0994 66.9 

38.2 
Cold side 0.0152 24.5 
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6.3. Steady-state part load performance 

In this section, the part load performance of the designed system is depicted. Before 

starting with the analysis of the part load performance of the system itself, simulations 

of the part load conditions of the heat exchangers of the ORC have been performed 

in order to establish the off-design parameters characterizing how the heat transfer 

coefficients change with the variation of the mass flow of working fluids. After 

analyzing the heat transfer coefficients variation, the variation of the main 

characteristics of both technologies is shown. First, the performance of the mGT; 

second, the performance of the ORC and third, the performance of the overall system 

itself are shown. 

6.3.1. ORC heat exchangers part load 

To study the part load of the ORC module, it is mandatory to know how the heat 

transfer coefficients change when the mass flow of the working fluid changes. In order 

to establish a correlation which relates the heat transfer coefficient () in part load 

conditions with the mass flow rate of fluid (see Eq. 160) with an exponent coefficient 

(𝛼), different simulations have been performed. The software Aspen Exchanger 

Design & Rating allows simulating the performance of an already designed heat 

exchanger by varying the working conditions. 

 𝛾 = 𝛾𝑛𝑜𝑚 (
𝑚̇

𝑚̇𝑛𝑜𝑚
)
𝛼

 Eq. 160 

 

Simulations have been performed for each heat exchanger of the ORC (i.e. 

regenerator, primary heat exchanger and condenser). For each side of the heat 

exchanger (namely hot and cold side), the evaluation of the effective heat transfer 

coefficient has been performed by varying the mass flow rate of the working fluid of 

the side under study by keeping constant the working fluid mass flow rate of the other 

side. For example, to evaluate how the heat transfer coefficient of the flue gases 

varies in the primary heat exchanger, the mass flow of the flue gases has been 

reduced but the mass flow rate of the R1233zd has been kept constant. Oppositely, 

staying with the same example of the primary heat exchanger, to evaluate the 

variation of the heat transfer coefficient of the R1233zd, its mass flow rate has been 

varied but the mass flow rate of the flue gases has been kept constant at the nominal 

value. The only exception is made in the ORC regenerator because the mass flow 

rate of working fluid is the same on both sides; in particular, to analyze the part load 

performance, the mass flow rate of both sides has been changed. 

For simplification purposes, even if the effective heat transfer coefficient varies along 

the heat exchanger due to the different thermodynamic conditions, which influence 



107 
 

the fluid thermophysical properties, average values have been considered. The only 

distinction that has been done is splitting the values of the heat transfer coefficient if 

there is a phase change of the fluid. 

Figure 6.3-1 shows the variation of the effective heat transfer coefficient (i.e. the 

actual heat transfer coefficient considering that the efficiency of the fins (ƞFin) varies) 

of the vapor flowing along the hot side of the ORC regenerator while Figure 6.3-2 

shows the variation of the effective heat transfer coefficient of the liquid flowing along 

the cold side of the heat exchanger. The x-axes represent the heat exchanged. There 

is a temperature profile along the heat exchanger, thus, there is a variation of the 

properties of the fluid, including the effective heat transfer coefficient. That is the 

reason why the effective heat transfer coefficient does not remain constant. However, 

the approximation of an averaged value has been taken. The variation of this value 

is relatively low when there is no phase change.  

Table 6.3-1 collects the average results of the simulations shown in Figure 6.3-1, 

while Table 6.3-2 collects the average results of the simulations shown in Figure 

6.3-2. The first row indicates the nominal conditions, while the rest, the part load 

ones. With each performed simulation, an exponent coefficient has been computed 

through Eq. 109. An average of that exponent coefficient has been computed. For 

each case, the values that should be introduced in Eq. 109 to evaluate the effective 

heat transfer coefficient in the off-design ORC heat exchangers’ model is shown in 

light yellow. The values introduced in the model are the nominal value of the effective 

heat transfer coefficient and the average exponent coefficient. 

 

Figure 6.3-1 Effective heat transfer coefficient variation in the hot side of the regenerator at 

different reductions of the mass flow rate with respect to the nominal one 
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Table 6.3-1 Heat transfer coefficient analysis of the hot fluid in the regenerator by varying 

the mass flow of working fluid 

Hot side - Vapor 

 ṁhot side 
[kg/s] 

ṁcold side 
[kg/s] 

γhot side 
[W/m2K] 

ƞFin  
[-] 

γeffective.hot side 
[W/m2K] 

α 

100% 0.70 0.70 233.29 0.74 173.41  

90% 0.63 0.63 214.49 0.76 162.73 0.60 

80% 0.56 0.56 198.61 0.77 153.28 0.55 

70% 0.49 0.49 182.10 0.78 142.91 0.54 

60% 0.42 0.42 164.79 0.80 132.08 0.53 

Average           0.56 

 

 

Figure 6.3-2 Effective heat transfer coefficient variation in the cold side of the regenerator at 

different reductions of the mass flow rate with respect to the nominal one 

Table 6.3-2 Heat transfer coefficient analysis of the cold fluid in the regenerator by varying 

the mass flow of working fluid 

Cold side - Liquid 

 ṁhot side 
[kg/s] 

ṁcold side 
[kg/s] 

γcold side 
[W/m2K] 

ƞFin  
[-] 

γeffective.cold side 
[W/m2K] 

α 

100% 0.70 0.70 602.31 0.90 542.08   

90% 0.63 0.63 564.02 0.90 510.07 0.58 

80% 0.56 0.56 526.37 0.91 479.00 0.55 

70% 0.49 0.49 487.59 0.92 448.59 0.53 

60% 0.42 0.42 452.80 0.92 416.57 0.52 

Average           0.54 



109 
 

The same study performed with the regenerator has been done with the condenser. 

However, in this case, the hot side of the condenser is split into two zones, namely 

the de-superheating section and the condensing section. Figure 6.3-3 and Figure 

6.3-4 show the variation of the effective heat transfer coefficient with the exchanged 

heat in vapor and two-phase conditions, respectively. Figure 6.3-5 shows the 

variation of the effective heat transfer coefficient of the cooling water in part load 

conditions. As it can be seen in Figure 6.3-4, the variation of the effective heat transfer 

coefficient is abrupt. This happens because the fluid is changing phase, thus, the 

heat transfer improves. This also happens in the primary heat exchanger (Figure 

6.3-8). In this case, the average differs more from the actual value along the heat 

exchanger in comparison with the cases in which there is no phase change. However, 

as the heat transfer coefficient is so high, the heat exchange is limiting by the other 

fluid. Thus, the impact of taking the average in the overall heat transfer coefficient is 

negligible. 

Table 6.3-3 collects the average results from the simulations shown in Figure 6.3-3 

and Figure 6.3-4, while Table 6.3-4, the ones from the simulations shown in Figure 

6.3-5. 

 

Figure 6.3-3 Effective heat transfer coefficient variation in vapor conditions along the hot 

side in the condenser at different reductions of the mass flow rate with respect to the 

nominal one 
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Figure 6.3-4 Effective heat transfer coefficient variation in condensing section in the hot side 

of the condenser at different reductions of the mass flow rate with respect to the nominal 

one 

As it can be seen in Figure 6.3-4, the variation of the effective heat transfer coefficient 

is abrupt. This happens because the fluid is changing phase, thus, the heat transfer 

improves. This also happens in the primary heat exchanger (Figure 6.3-8). In this 

case, the average differs more from the actual value along the heat exchanger in 

comparison with the cases in which there is no phase change. However, as the heat 

transfer coefficient is so high, the heat exchange is limiting by the other fluid. Thus, 

the impact of taking the average in the overall heat transfer coefficient is negligible. 

Table 6.3-3 Heat transfer coefficient analysis of the hot fluid in the condenser by varying the 

mass flow of working fluid and keeping constant the mass flow of the cooling fluid 

Hot fluid - Vapor 

 ṁhot side 
[kg/s] 

ṁcold side 
[kg/s] 

γhot side 
[W/m2K] 

ƞFin  
[-] 

γeffective.hot side 
[W/m2K] 

α 

100% 0.70 8.09 228.08 0.90 205.27   

95% 0.67 8.09 220.80 0.91 200.93 0.42 

90% 0.63 8.09 213.20 0.91 194.01 0.54 

Average           0.48 

Hot fluid - 2-phase 

100% 0.70 8.09 2325.89 0.57 1329.12  

95% 0.67 8.09 2337.47 0.57 1335.28 -0.09 

90% 0.63 8.09 2231.42 0.58 1294.22 0.25 

Average           0.08 
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Figure 6.3-5 Effective heat transfer coefficient along the cold side in the condenser at 

different reductions of the mass flow rate with respect to the nominal one 

 

Table 6.3-4 Heat transfer coefficient analysis of the hot fluid in the condenser by varying the 

mass flow of cooling fluid while keeping constant the mass flow of the working fluid 

Cold fluid - Liquid 

 ṁhot side 
[kg/s] 

ṁcold side 
[kg/s] 

γcold side 
[W/m2K] 

ƞFin  
[-] 

γeffective.cold side 
[W/m2K] 

α 

100% 0.70 8.09 8401.53 0.44 3728.98  

90% 0.70 7.28 7908.38 0.46 3610.17 0.31 

80% 0.70 6.47 7380.78 0.47 3468.96 0.32 

70% 0.70 5.66 6827.92 0.49 3318.37 0.33 

Average           0.32 

 

The last component to be evaluated is the primary heat exchanger. This case is more 

similar to the condenser, as the cold fluid changes phase. In this case, the flue gases 

exiting the mGT flow through the hot side; while the R1233zd flows through the cold 

side. First, the ORC working fluid enters as liquid and it heats up till saturated 

conditions. Second, it starts evaporating being in two-phase conditions. Third, it 

reaches superheated vapor conditions. Therefore, three sections need to be 

identified.  

Figure 6.3-6 shows the variation of the flue gases effective heat transfer coefficient 

with the exchanged heat; while Figure 6.3-7, Figure 6.3-8 and Figure 6.3-9 show the 

ones of the ORC working fluid along the different sections divided according to the 

state of the fluid: vapor, two-phase and liquid, respectively. Table 6.3-5 collects the 
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information of the performed simulations shown in Figure 6.3-6, and Table 6.3-6 

collects the information of the performed simulations shown in Figure 6.3-7, Figure 

6.3-8 and Figure 6.3-9. 

 

Figure 6.3-6 Effective heat transfer coefficient variation along the hot side in the PHE at 

different reductions of the mass flow rate with respect to the nominal one 

Table 6.3-5 Heat transfer coefficient analysis of the hot fluid in the PHE by varying the mass 

flow of the flue gases while keeping constant the mass flow of the working fluid 

Hot fluid - Vapor 

 ṁhot side 
[kg/s] 

ṁcold side 
[kg/s] 

γhot side 
[W/m2K] 

ƞFin  
[-] 

γeffective.hot side 
[W/m2K] 

α 

100% 0.81 0.70 203.57 0.77 157.59  

90% 0.73 0.70 189.78 0.79 149.00 0.53 

80% 0.65 0.70 176.20 0.80 140.32 0.52 

70% 0.57 0.70 161.53 0.81 130.72 0.52 

Average           0.53 
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Figure 6.3-7 Effective heat transfer coefficient variation in vapor conditions in the cold side 

of the PHE at different reductions of the mass flow rate with respect to the nominal one 

 

Figure 6.3-8 Effective heat transfer coefficient variation in two-phase conditions in the cold 

side of the PHE at different reductions of the mass flow rate with respect to the nominal one 
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Figure 6.3-9 Effective heat transfer coefficient variation in liquid conditions in the cold side of 

the PHE at different reductions of the mass flow rate with respect to the nominal one 

Table 6.3-6 Heat transfer coefficient analysis of the cold fluid in the PHE by varying the 

mass flow of the working fluid while keeping constant the mass flow of the flue gases 

Cold fluid - Liquid 

 ṁhot side 
[kg/s] 

ṁcold side 
[kg/s] 

γcold side 
[W/m2K] 

ƞFin 

 [-] 
γeffective.cold side 

[W/m2K] 
α 

100% 0.81 0.70 176.74 0.97 171.33  

90% 0.81 0.63 174.31 0.97 169.08 0.13 

80% 0.81 0.56 171.46 0.97 166.31 0.13 

70% 0.81 0.49 167.62 0.97 162.59 0.15 

Average           0.14 

Cold fluid - 2-phase 

100% 0.81 0.70 2177.98 0.72 1558.50   

90% 0.81 0.63 2107.68 0.72 1527.94 0.19 

80% 0.81 0.56 1883.06 0.72 1352.81 0.63 

70% 0.81 0.49 2051.90 0.73 1504.41 0.10 

Average           0.14 

Cold fluid - Vapor 

100% 0.81 0.70 118.85 0.98 116.47  

90% 0.81 0.63 110.63 0.98 108.41 0.68 

80% 0.81 0.56 103.13 0.98 101.06 0.64 

70% 0.81 0.49 95.90 0.98 93.98 0.60 

Average           0.64 
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It needs to be highlighted that in Table 6.3-6 there is one exponent (indicated in dark 

red) that clearly differs from the rest as the average of the effective heat transfer 

coefficient for that simulation is much lower than the rest. That result has not been 

considered as it is clearly wrong.  

After the deep analysis on how the effective heat transfer coefficients vary, the off-

design simulations can be performed including the results here obtained. 

6.3.2. mGT 

The part load performance of the system has been evaluated by simulating the 

system at different values of ambient temperature (from 0 ºC to 30 ºC) and the mGT 

rotating at different rotational speed (from 52000 rpm to 71000 rpm). All these 

simulations cover the whole range of interest under study and they are useful to know 

how the system behaves and to predict its steady-state result before proceeding with 

the dynamic simulations. 

In this section, the main focus is to analyze how the performance of the mGT changes 

with respect to the nominal conditions. 

On one hand, Figure 6.3-10 shows all the part load results (in light green) and the 

nominal point (in red) of all the performed simulations plotted in the compressor 

maps. On the left, it is shown how the pressure ratio changes with respect to the 

reduced mass flow at different values of reduced rotational speed. All the operating 

conditions are far from the surge line, guaranteeing good stability in the working 

conditions in the compressor. On the right, the variation of the efficiency of the 

compressor is shown with respect to the reduced mass flow. 

On the other hand, Figure 6.3-11 shows all the part load results (in light green) and 

the nominal point (in red) of all the performed simulations plotted in the turbine maps. 

On the left, it is shown how the reduced mass flow changes with respect to the 

pressure ratio at different values of reduced rotational speed. For high values of 

pressure ratio, the turbine almost works in chocked conditions, with small variations 

of the reduced mass flow. On the right, how the efficiency changes with the pressure 

ratio at different values of reduced rotational speed is depicted. It can be highlighted 

that all the efficiency values are quite high, without entering a zone of high reduction 

of efficiency for both turbomachinery: turbine and compressor.  
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Figure 6.3-10 Part load (light green) and nominal (red) conditions shown in the characteristic 

map of the centrifugal compressor (left) and efficiency trend (right) 

  
Figure 6.3-11 Part load (light green) and nominal (red) conditions shown in the characteristic 

map of the turbine (left) and efficiency trend (right) 
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Showing the operating points represented in the characteristics maps gives an overall 

view of all the simulations, but it cannot be appreciated the influence of both of the 

parameters modified to study the part load analysis, namely the ambient temperature 

and the rotational speed. However, showing the characteristics maps is fundamental 

to the deep understanding of the results.  

Figure 6.3-12 represents the variation of the pressure ratio with respect to the 

ambient temperature and the rotational speed for both turbine (black lines) and 

compressor (red lines) and Figure 6.3-13 represents the variation of the reduced 

mass flow rate with respect to the ambient temperature and rotational speed for both 

turbine (black lines) and compressor (red lines).  

If a horizontal line is taken to analyze the parameters on Figure 6.3-12 and Figure 

6.3-13 (so just analyzing how the rotational speed affects to the parameters at a 

constant value of temperature), it can be seen that a reduction of a rotational speed 

yields to a reduction of both pressure ratio and reduced mass flow rate of both 

turbomachinery. This occurs as a consequence of a reduction of the reduced 

rotational speed. By looking at Figure 6.3-10 at the graphic on the left, if the reduced 

rotational speed is decreased, the curve correlating pressure ratio and reduced mass 

flow rate is displaced to a lower one, implying lower values of pressure ratio and 

reduced mass flow rate. By taking a vertical line in Figure 6.3-12 and Figure 6.3-13, 

it can be seen that the increment of the ambient temperature has qualitatively the 

same effect as decreasing the reduced rotational speed. Thus, higher ambient 

temperature implies lower values of pressure ration and mass flow rate. This fact is 

justified as the temperature is on the denominator of the reduced rotational speed, 

so an increment of the temperature yields to a decrease of the reduced rotational 

speed, thus, a reduction of pressure ratio and reduced mass flow rate. The reduction 

of the reduced mass flow rate has the consequence of the reduction of the intake air, 

as depicted in Figure 6.3-14. It can be appreciated in Figure 6.3-12 that the pressure 

ratio of the turbine follows the same tendency as the pressure ratio of the compressor. 

The difference in values is justified by the pressure drops in the cycle.  
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Figure 6.3-12 Variation of the pressure ratio in turbine and compressor with the ambient 

temperature and rotational speed 

 

Figure 6.3-13 Variation of the reduced mass flow rate of the turbine and compressor with 

the ambient temperature and rotational speed 
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Figure 6.3-14 Variation of the air mass flow rate entering the mGT with the ambient 

temperature and rotational speed 

Figure 6.3-15 represents the variation of the effectiveness of the regenerator with the 

ambient temperature and the rotational speed. The discussion about the 

effectiveness follows the opposite tendency of the mass flow rate. As a consequence 

of the reduction of the intake air mass flow rate, the regenerator is oversized, 

therefore, its effectiveness increases. 

 

Figure 6.3-15 Variation of the effectiveness of the mGT regenerator with the ambient 

temperature and rotational speed 

Figure 6.3-16 shows the map in which the variations of electric power (black line), 

electric efficiency (dashed red line) and the TIT (color map) are represented with 

respect to the ambient temperature and the rotational speed.  
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Figure 6.3-16 Variation of the mGT electric power and electric efficiency with the ambient 

temperature and rotational speed 

 

Figure 6.3-17 shows a different type of map in which, in this case, the study is made 

not with the simulations done by varying the ambient temperature and the rotational 

speed, but this latter one is substituted with the electric power, and the electric 

efficiency (dashed red line), the rotational speed of the turbomachinery (dashed black 

line), the heat input (dashed blue line) and the TIT (color map) are represented. In 

this case, the maximum electric power can be obtained at higher values of rotational 

speed and lower values of ambient temperature, thus, at the higher values of air mass 

flow rate, the TIT and the pressure ratio. As the axes have been changed, there are 

not enough simulated cases for the whole projected map, therefore, there are some 

white zones in which the rotational speed would correspond to values out of the range 

between 52 and 70krpm. 
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Figure 6.3-17 Variation of the mGT electric efficiency, the heat input and the rotational 

speed with the ambient temperature and electric power produced 

6.3.3. ORC 

After analyzing how the performance of the mGT changes with a variation of the 

ambient temperature and rotational speed, some analysis should be done to know 

how the performance of the ORC changes. 

The description of the performance of the ORC module differs from how the 

performance of the mGT has been exposed. In this case, instead of studying the 

overall maps, the main focus will be done considering the variation of the cycle in 

terms of the T-s diagram and the T-Q diagrams of each heat exchanger of the ORC 

module.  

Three analyses are shown here. These three analyses will be explained in the next 

lines. In all of them, the red line indicates the nominal case (i.e the conditions at which 

the ORC module has been designed while the mGT works at 70000 rpm and the 

ambient temperature is equal to 15 °C). 

The first study case is shown in Figure 6.3-18 (see Table 6.3-7 for further numeric 

details). It consists in analyzing the performance of the ORC when the 

turbomachinery is rotating at 60000 rpm and at ambient temperature equal to 15°C, 

considering two different types of control of the condensation pressure of the ORC 

working fluid: keeping the condensation pressure fixed by varying the mass flow rate 

of cooling water (dashed line) and letting the condensation pressure varies in sliding 
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mode by fixing the mass flow rate of cooling fluid (dot-dashed line). As the only 

parameter which is modified is the way of controlling the condensation pressure of 

the ORC system, there is no variation of the performance of the mGT between the 

two cases. 

In this case, the T-s diagram of the ORC keeps almost the same, so the variations of 

the cycle are minimal from one case to the other. The most important graphic for this 

analysis is the T-Q diagram of the condenser. In this case, when keeping the mass 

flow rate of cooling fluid as a constant value and working in sliding pressure mode, 

as the ORC working fluid mass flow rate is reduced in part load, the tendency is to 

lower down the condensation pressure, lowering the temperature difference. Varying 

the condensation pressure would allow a higher pressure ratio in the turbine, yielding 

to a higher power produced with it. In the case in which the condensation pressure is 

kept as a constant value by modifying the mass flow rate of the cooling fluid, the 

pressure ratio could be limited in comparison with the previous case. However, the 

reduction of the cooling fluid has the consequence of a lower consumption of the 

pump. Therefore, the net produced power should be computed numerically in order 

to get a clear conclusion. In this particular case, by analyzing the numerical results 

reported in Table 6.3-7, in the case in which the ORC is working in condensation 

sliding pressure mode, the electric production of the ORC turbine is 13.61 kWe, which 

is higher than the produced power if the constant pressure is kept constant (13.03 

kWe). However, the mass flow rate of the cooling fluid decreases from 8.16 kg/s to 

2.87 kg/s, yielding to a reduction of the electric consumption of the pump from 1.22 

kWe to 0.05 kWe. As the reduction of the power consumed by the pump is much 

higher than what is gained with the turbine, it is more convenient to keep the 

condensation pressure constant, producing a net electric power of 12.67 kWe instead 

of 12.08 kWe in condensation sliding pressure mode. This is an example case which 

is representative of most of the simulated cases. Therefore, for the next analysis, the 

condensation pressure has been kept constant. Moreover, this consideration allows 

the simplification of the dynamic model, as the condenser can be modeled as a 

constant pressure one (see section 5.3.6). 

The second study case is shown in Figure 6.3-19 (see Table 6.3-8 for further numeric 

details). It consists in analyzing how the performance of the ORC changes when the 

ambient temperature is equal to 15ºC but the mGT turbomachinery varies its 

rotational speed from 55000 rpm (darkest blue) till 71000 rpm (lightest blue). 

As the consequence of the partial load of the mGT, in which the temperature and 

mass flow rate of the flue gases are reduced (it can be appreciated qualitatively in 

the T-Q diagram of the primary heat exchanger with the slope of the curves and the 

maximum temperature and quantitatively in Table 6.3-8), the heat entering the ORC 

module is reduced. By decreasing the heat input, the evaporating pressure also 
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decreases (considering the two limiting cases of 71000 rpm and 55000 rpm, from 

15.35 bar to 7.05 bar). Moreover, the TIT of the ORC is kept at the nominal value (i.e. 

139.82 ºC) if the physical conditions allow it (i.e. the temperature and mass flow of 

the flue gases is high enough); if not, it is reduced till reaching the convergence of 

the system. This can be seen in the case in which the mGT turbomachinery rotates 

at 55000 rpm, in which the TIT is reduced till a value of 115.82ºC. By reducing the 

load of the ORC, the electric efficiency varies, but it stays in the range of 15%, 

however, if the heat load coming from the mGT is so low that the TIT has to be 

reduced, the efficiency of the cycle drops to values lower than 12.5%. By analyzing 

qualitatively the T-Q of the condenser, it can be seen how the mass flow rate of the 

cooling fluid is decreased (the slope increases) with the part load conditions to keep 

the same condensation pressure. Quantitatively, the mass flow rate of the cooling 

fluid decreases from 9.91 kg/s to 2.11 kg/s in the two limit cases (i.e. 71000 rpm and 

55000 rpm). 

The third study case is shown in Figure 6.3-20 (see Table 6.3-7 and Table 6.3-9 for 

further numeric details). In this case, the study consists in varying the ambient 

temperature (two limit cases have been considered at 0 and 30ºC) but keeping the 

rotational speed constant at 60000 rpm. The differences between these two cases 

are just small in comparison with the previous studied cases. When working at higher 

temperature, the mass flow of the flue gases is clearly reduced (as seen in section 

6.3.2) from 0.62 kg/s at 0ºC to 0.55 kg/s at 30ºC; however, the temperature of the 

flue gases is increased from 210.96ºC at 0ºC to 232.74 ºC at 30 ºC (it can be seen 

qualitatively in the T-Q diagram of the primary heat exchanger). This is a 

consequence of the fact that the intake air enters in the mGT compressor at a higher 

temperature, exiting also at a higher temperature. Therefore, as the mGT TOT is kept 

constant at 645ºC, if the lower temperature of the cold side is higher, the temperature 

exiting the regenerator will be higher, so hotter flue gases exiting the mGT. The 

increment of the flue gases temperature has the consequence of a higher ORC 

working fluid mass flow rate: 0.37 kg/s at 0ºC and 0.39 kg/s at 30ºC and an increment 

of the evaporation pressure: 8.56 bar at 0ºC and 8.85 bar at 30ºC. This has the overall 

effect of a slightly higher electricity production of the ORC when the ambient 

temperature is reduced. However, the increment of the electricity production with the 

ORC (from 12.24 kWe at 0ºC to 12.96 kWe at 30 ºC) is really small in comparison 

with the effect of the increment of the ambient temperature in the reduction of the 

electric power produced by the mGT (from 66.78 kWe at 0ºC to 44.58 kWe at 30 ºC). 
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a.  b.  

c.  d.  
Figure 6.3-18 T-s diagram (a), T-Q diagram of the primary heat exchanger (b), condenser (c) and regenerator (d) of the ORC varying the type of 

control of the condenser: fixed condensation pressure (dashed line) / fixed cooling fluid mass flow rate (dash-dotted line) 
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a.  b.  

c.  d.  
Figure 6.3-19 T-s diagram (a), T-Q diagram of the primary heat exchanger (b), condenser (c) and regenerator (d) of the ORC varying the mGT 

rotational speed with an ambient temperature of 15ºC 
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a.  b.  

c.  d.  
Figure 6.3-20 T-s diagram (a), T-Q diagram of the primary heat exchanger (b), condenser (c) and regenerator (d) of the ORC varying the ambient 

temperature with the mGT rotating at 60000rpm 
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Table 6.3-7 Performance of the overall system changing the condensation pressure control 

 Nominal 
Constant 
pcond 

Constant 
ṁwater 

NmGT [rpm] 70000 60000 60000 

Tamb [ºC] 15 15 15 

εreg,mGT [%] 88.87 90.10 90.10 

ηcomp,mGT [%] 78.57 78.80 78.80 

ηturb,mGT [%] 84.99 86.02 86.02 

Tfg [ºC] 274.45 221.95 221.95 

ṁfg [kg/s] 0.81 0.58 0.58 

ṁORC [kg/s] 0.70 0.38 0.38 

Pturb,ORC [kW] 28.05 13.03 13.61 

Ppump,ORC [kW] 1.05 0.31 0.31 

Ppump,water [kW] 1.22 0.05 1.22 

Pel,ORC [kW] 25.77 12.67 12.08 

ṁwater [kg/s] 8.16 2.87 8.16 

p8 [bar] 1.38 1.38 1.24 

p11 [bar] 14.43 8.73 8.57 

Tcond [ºC] 26.75 26.75 23.85 

TITORC [ºC] 139.82 139.82 139.82 

ηturb,ORC [%] 83.19 83.77 83.94 

ηel,ORC [%] 15.55 14.46 13.67 

Pel,mGT [kW] 93.89 52.76 52.76 

ηel,mGT [%] 28.26 27.33 27.33 

Ptotal [kW] 119.66 65.42 64.87 

ηel,total [%] 36.01 33.90 33.61 

Pel, stand-alone mGT [kW] 99.89 54.73 54.73 

ηel, stand-alone mGT [%] 29.48 28.02 28.02 
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Table 6.3-8 Performance of the overall system changing the rotational speed of the mGT 

NmGT [rpm] 70000 71000 65000 60000 55000 

Tamb [ºC] 15 15 15 15 15 

εreg,mGT [%] 88.87 88.72 89.52 90.10 90.69 

ηcomp,mGT [%] 78.57 77.62 78.87 78.80 78.41 

ηturb,mGT [%] 84.99 84.81 86.13 86.02 86.40 

Tfg [ºC] 274.45 282.46 247.33 221.95 197.14 

ṁfg [kg/s] 0.81 0.84 0.69 0.58 0.49 

ṁORC [kg/s] 0.70 0.76 0.52 0.38 0.30 

Pturb,ORC [kW] 28.05 30.55 19.51 13.03 8.25 

Ppump,ORC [kW] 1.05 1.22 0.58 0.31 0.18 

Ppump,water [kW] 1.22 2.19 0.21 0.05 0.02 

Pel,ORC [kW] 25.77 27.14 18.73 12.67 8.04 

ṁwater [kg/s] 8.16 9.91 4.52 2.87 2.11 

p8 [bar] 1.38 1.38 1.38 1.38 1.38 

p11 [bar] 14.43 15.35 11.24 8.73 7.05 

Tcond [ºC] 26.75 26.75 26.75 26.75 26.75 

TITORC [ºC] 139.82 139.82 139.82 139.82 115.82 

ηturb,ORC [%] 83.19 83.01 83.66 83.77 81.39 

ηel,ORC [%] 15.55 15.17 15.42 14.46 12.21 

Pel,mGT [kW] 93.89 96.90 73.82 52.76 35.66 

ηel,mGT [%] 28.26 27.64 28.72 27.33 25.28 

Ptotal [kW] 119.66 124.04 92.55 65.42 43.71 

ηel,total [%] 36.01 35.39 36.00 33.90 30.98 

Pel, stand-alone mGT [kW] 99.89 103.63 77.21 54.73 36.82 

ηel, stand-alone mGT [%] 29.48 28.96 29.59 28.02 25.84 
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Table 6.3-9 Performance of the overall system changing the ambient temperature 

NmGT [rpm] 70000 60000 60000 

Tamb [ºC] 15 30 0 

εreg,mGT [%] 88.87 90.28 89.92 

ηcomp,mGT [%] 78.57 78.67 78.92 

ηturb,mGT [%] 84.99 86.20 85.97 

Tfg [ºC] 274.45 232.74 210.96 

ṁfg [kg/s] 0.81 0.55 0.62 

ṁORC [kg/s] 0.70 0.39 0.37 

Pturb,ORC [kW] 28.05 13.34 12.59 

Ppump,ORC [kW] 1.05 0.32 0.29 

Ppump,water [kW] 1.22 0.06 0.06 

Pel,ORC [kW] 25.77 12.96 12.24 

ṁwater [kg/s] 8.16 2.94 2.78 

p8 [bar] 1.38 1.38 1.38 

p11 [bar] 14.43 8.85 8.56 

Tcond [ºC] 26.75 26.75 26.75 

TITORC [ºC] 139.82 139.82 139.82 

ηturb,ORC [%] 83.19 83.78 83.75 

ηel,ORC [%] 15.55 14.52 14.35 

Pel,mGT [kW] 93.89 42.99 64.46 

ηel,mGT [%] 28.26 24.92 29.81 

Ptotal [kW] 119.66 55.95 76.70 

ηel,total [%] 36.01 32.43 35.47 

Pel, stand-alone mGT [kW] 99.89 44.58 66.78 

ηel, stand-alone mGT [%] 29.48 25.56 30.50 
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6.3.4. Overall system 

The performance of the overall system is a conclusion of the analysis performed in 

the sections described before (6.3.2 and 6.3.3), and to deepen into detail, the reader 

should refer to them. In Table 6.2-10 of section 6.2.3 the main parameters of the 

overall system at nominal conditions are reported. 

Here, how the electric power produced by the mGT working in stand-alone conditions 

changes with respect to a system in which the mGT is combined with a bottoming 

cycle to recover the remaining heat is shown. Figure 6.3-21 represents the electric 

power that the mGT can produce by working in stand-alone conditions for different 

values of ambient temperature and rotational speed. Figure 6.3-22 shows how the 

electric power produced by the mGT by its own is decreased if it is coupled with a 

bottoming heat exchanger. Finally, Figure 6.3-23 represents the total power produced 

by the overall system formed by the mGT and the ORC designed in this work, for 

different values of ambient temperature and rotational speed. 

 

 

Figure 6.3-21 Variation of the mGT electric power with the ambient temperature and 

rotational speed 
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Figure 6.3-22 Variation of the mGT electric power with the ambient temperature and 

rotational speed considering the effect of the primary heat exchanger of the bottoming ORC 

 

Figure 6.3-23 Variation of the power produced by the overall system mGT+ORC with the 

ambient temperature and rotational speed. 
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6.4. Dynamic performance 

Along this section, the dynamic results will be presented.  

First, a validation in steady-state conditions with both models is done. The 

comparison is between the results at part load conditions from the steady-state model 

implemented in Matlab® and the results from the dynamic model implemented in 

Dymola. 

Second, the results from open-loop simulations, in which the rotational speed is 

reduced by a step of 5% without modifying any other parameter, are shown. 

Third, the analysis of the couplings among manipulated variables (i.e. fuel mass flow 

rate, rotational speed and mass flow rate of the ORC working fluid) is performed and 

the tuning of the PI controllers to be implemented is done. 

Fourth, in order to analyze the flexibility of the whole system and study the dynamic 

response, the electricity-demand profile is applied to the system. The profile collects 

the electricity demand of a set of 150 houses in Cologne, Germany. The relevance 

of the study does not stand on studying the whole year demand, but on analyzing 

how well the system composed by the mGT with ORC responds to the variations. 

Therefore, it has been decided to perform the dynamic simulations of the two most 

critical days of the year (i.e. maximum and minimum load). 

6.4.1. Validation 

As stated in the Chapter 5. , the dynamic simulations have been performed by using 

a specific software by implementing dynamic models and using its libraries. As all the 

steady-state simulations have been performed with an ad-hoc model implemented in 

Matlab® which differs from the dynamic model, before performing the dynamic 

analysis, a validation with the steady-state results has been completed. In order to 

do this validation, different operating conditions have been taken into account 

considering the range in which the final dynamic analysis will be performed. These 

operating conditions are two different temperatures (i.e. 0 and 15 ºC) and four 

different values of rotational speed (i.e. 55, 60, 65 and 70 krpm). As the dynamic 

model is been tested, the values of fuel mass flow rate and ORC working fluid mass 

flow rate (which are manipulated variables in the dynamic system as indicated in 

section 5.4) have been imposed to the ones obtained with the steady-state model. 

After imposing those values, the reached steady-state conditions obtained with the 

dynamic model in Dymola are compared to the ones obtained with the steady-state 

model in Matlab®. Table 6.2-1 shows the results of the total electric power output, 

which is the parameter selected for the validation. It can be highlighted that the 

difference of the electric power produced with both models is less than 1%. 
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Therefore, it can be said that both models are coherent, and the steady-state 

conditions of the dynamic model are guaranteed. 

Table 6.4-1 Comparison of the produced electric power with the steady-state model in 

Matlab® and the dynamic model in Dymola 

N 
[krpm] 

Tamb 
[ºC] 

Pel [kW]          
(steady-state model) 

Pel [kW]  
(dynamic model) 

Difference 
[%] 

70 15 119.66 118.93 -0.617% 

65 15 92.55 92.05 -0.549% 

60 15 65.42 65.66 0.369% 

55 15 43.71 43.84 0.295% 

70 0 139.31 139.73 0.301% 

65 0 108.79 107.86 -0.854% 

60 0 76.70 76.62 -0.107% 

55 0 51.86 51.89 0.046% 

 

6.4.2. Open-loop simulations 

After validating the dynamic model with the steady-state one, some simulations have 

been performed by varying one of the manipulated variables in step, without 

modifying the rest. In this section, a reduction of the 5% of the rotational speed is 

done. This simulation aims to analyze what happens if one variable is modified in 

open-loop conditions without any kind of control system.  

At the very beginning of the case under study, the system is working at nominal 

conditions, imposed with the results of the steady-state model. After 1000 s, the 

rotational speed is reduced following a step of 5% of the nominal value. As no other 

variables are modified to compensate that variation, the reduction of the rotational 

speed yields to a reduction of the intake air mass flow rate (as explained in section 

6.3.2). If there is a reduction of the intake air mass flow rate but the fuel mass flow 

rate is not modified, the heat input is so high that the TIT increases considerably, 

provoking structural damages to the heat exchanger and potentially to the turbine. 

Therefore, a control system is needed to avoid this kind of situations in which the 

controlled variables stay at the value imposed. Even if there are some perturbations 

on the system, the control system should guarantee good conditions. The 

implemented control system will be presented in the next sections. 

Figure 6.4-1 shows the time response of the intake air mass flow rate (orange) with 

a step reduction of the 5% of the mGT turbomachinery rotational speed (blue). Figure 
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6.4-2 represents the time response of the mGT TIT (orange) with a step reduction of 

the 5% of the mGT turbomachinery rotational speed (blue). 

 

Figure 6.4-1 Response of air mass flow rate with the reduction of 5% of the rotational speed 

 

 

Figure 6.4-2 Response of mGT TIT with the reduction of 5% of the rotational speed 
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6.4.3. Control 

After demonstrating that a control system is needed, it is mandatory to analyze the 

mutual interactions between the manipulated variables and their effect in the 

controlled variables. After performing the analysis of the mutual interactions, the 

tuning of the controllers is made. 

6.4.3.1. Analysis of the couplings 

To evaluate the proper match of the manipulated variables (i.e. fuel mass flow rate, 

mGT rotational speed and ORC working fluid mass flow rate) with the controlled 

variables (i.e. total electric power, mGT TOT and ORC TIT) and the mutual 

interactions among them, the RGA matrix should be evaluated. For this evaluation, 

linearization nearby different equilibrium points should be made (see section 5.4.3 

for more information). 

As explained in the section 5.4.2, the linearization of the system has been done for 8 

different cases which are representative of the operating conditions that will be 

studied dynamically. These cases consider two different temperatures (0 and 15 ºC) 

and four different rotational speeds (55, 60, 65 and 70 krpm). The reader should refer 

to the Section 5.4.2 and Appendix C to understand how the linearization was made. 

After performing the linearization nearby the equilibrium points indicated by imposing 

the conditions of the steady-state model, the transfer functions have been obtained 

through specific commands in Matlab® indicated in the Appendix C. Once the transfer 

functions have been obtained, the gain matrix can be computed for each performed 

linearization. After computing the gain matrix, it is possible to evaluate the RGA 

matrix, which describes the impact of each manipulated variable on each controlled 

variable, as explained in section 5.4.3. For each linearization a 3x3 function transfer 

matrix is obtained, leading to a 3x3 gain matrix and a 3x3 RGA matrix, which 

correlates the three inputs (i.e. fuel mass flow rate, mGT rotational speed and ORC 

working fluid mass flow rate) with the three outputs (i.e. total electric power, mGT 

TOT and ORC TIT). Figure 6.4-3 shows the diagonal elements of the RGA matrix of 

the different linearization points studied. As explained in section 5.4.3, the diagonal 

elements of the RGA matrix should be as close as 1 as possible. This is an indicator 

of a good coupling between input and output (i.e. each controlled variable reacts to 

the effect of each manipulated variable separately).  
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Figure 6.4-3 Diagonal elements of the RGA matrix of the system 

In this case, by looking at Figure 6.4-3, the pair formed by the manipulated and 

controlled variables defined by ORC working fluid mass flow rate and ORC TIT, 

respectively, shows a perfect match, with no interactions (λ33 is equal to 1). However, 

the couples formed by fuel mass flow rate with total electric power and mGT rotational 

speed with mGT TOT show a high interaction between them (λ11 and λ22 are much 

higher than 1). This high interaction implies that manipulating one of the variables 

(e.g. the fuel mass flow rate) has a high impact on both controlled variables (i.e. total 

electric power, mGT TOT). This fact affects negatively the control, as for control 

purposes, one manipulated variable should just modify one controlled variable.  

Therefore, as anticipated in the section 5.4.3, a decoupler is needed. This decoupler 

is a static one (i.e. it considers de gain part of the process transfer function and it 

compensates the steady-state response), and in order to evaluate it, the results of 

the gain matrix are needed. For each linearized case, the elements of the matrix 

forming the decoupler have been computed. As just one decoupler can be 

implemented, the average values of each element of the matrix have been taken. It 

has to be highlighted that the decoupler is just needed for two variables, not all three; 

thus, a decoupler is a 2x2 matrix. As overall result, the decoupler is: 

𝐾 = [
1 1.6892

0.2825 1
] 

After implementing the decoupler in the dynamic model in Dymola (see Figure 5.4-4 

and Figure 5.4-5), new linearizations have been made nearby the same equilibrium 

points as indicated before. Also in this case, the transfer functions matrix has been 

obtained, the gain matrix computed and the RGA matrix evaluated to verify whether 

there is still the presence of couplings or not. Figure 6.4-4 shows the diagonal 

elements of the RGA matrix of the system including the decoupler.  
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Figure 6.4-4 Diagonal elements of the RGA matrix of the system with the presence of the 

decoupler 

By looking at Figure 6.4-4, all the diagonal elements are closed to 1, indicating the 

proper relation between manipulated and controlled variables.  

As mentioned in the section 5.4.2, to reduce the non-linearities of the plant while 

controlling it, the outputs of the controller (i.e. inputs to the system) represent 

variations from a selected equilibrium point. The selected equilibrium point is the one 

given at 65 krpm and 15ºC.  

In order to have a physical meaning of what has been shown with the RGA matrix 

and justify physically the implementation of the decoupler, two studies have been 

performed starting from the equilibrium point conditions selected (i.e. 65 krpm and 

15ºC). The first study consists in imposing a step of the 3% of the rotational speed 

(which is one of the manipulated variables presenting the coupling) and studying its 

influence on both controlled variables, namely total electric power (Figure 6.4-5) and 

mGT TOT (Figure 6.4-6), for both cases, with (red line) and without (blue line) 

decoupler implemented. The second study consists in imposing a step of the 3% of 

the fuel mass flow rate (which is the other manipulated variable presenting the 

coupling) and studying its influence on both controlled variables, namely  total electric 

power (Figure 6.4-7) and mGT TOT (Figure 6.4-8), for both cases, with (red line) and 

without (blue line) decoupler implemented. 

By analyzing Figure 6.4-5, with the decoupler, the variation of the response of the 

electric power with a manipulation of the rotational speed is almost zero; which is not 

the case without decoupler. Both controlled variables are modified when the 

decoupler is not present (see Figure 6.4-5 and Figure 6.4-6), but with the decoupler, 

the manipulation of the rotational speed only influences the variable which should 
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control, namely the mGT TOT. As it is a static decoupler, the dynamic transition is 

still present. 

 

Figure 6.4-5 Effect of the decoupler in the total electric power produced by a 3% increase of 

the rotational speed 

 

Figure 6.4-6 Effect of the decoupler in the mGT TOT by a 3% increase of the rotational 

speed 

By manipulating the fuel mass flow rate, it is expected that it only has an effect on the 

total electric power produced. By analyzing Figure 6.4-8, it can be seen the effect of 

the decoupler, with which the mGT TOT remains almost unaffected by the 

manipulation of the fuel mass flow rate. This fact completely differs when the 

decoupler is not present. 
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Figure 6.4-7 Effect of the decoupler in the total electric power produced by a 3% increase of 

the fuel mass flow rate 

 

Figure 6.4-8 Effect of the decoupler in the mGT TOT by a 3% increase of the fuel mass flow 

rate 

With both studied cases, it can be concluded that the fuel mass flow rate uniquely 

affects the total electric power produced and the rotational speed only affects the 

mGT TOT. 

Therefore, the decoupler is well designed and its need is justified by the fact that it 

allows the complete separation of the effects of the manipulated variables in the 

controlled variables which are not supposed to control. 
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6.4.3.2. Tuning of the controllers 

After performing the linearization of the system and study the mutual interactions, it 

is possible to proceed with the tuning of the controllers. For that purpose, the PID 

Tuning tool from Matlab® has been used. To use that tool, the transfer functions 

obtained from the linearization are needed. With the tool, it is possible to study the 

step response of the controlled variable by modifying the parameters of the controller 

automatically, selecting the response time (slower or faster) and the transient 

behavior (aggressive or robust) through a slide bar. A faster response decreases the 

settling time (i.e. the time that takes to the output to reach and to stay within an error 

band from the steady-state value after applying a step in the input) but increases the 

overshoot (i.e. the maximum deviation of the output with respect to the steady-state 

final value) and a robust behavior increases the rise and settling time but decreases 

the overshoot. The optimal response would be the fastest and with less overshoot. 

As that cannot be possible, a good compromise should be found. Different controllers 

have been implemented and tested; however, the most suitable ones are the ones 

reported in Table 6.4-2. At the beginning, PID controllers were tried to be 

implemented, however, the derivative part creates so much instabilities, that the 

author has decided to use PI controllers. 

Table 6.4-2 Tuning of the PI controllers 

 Controller 1 Controller 2 Controller 3 

Controlled variable 
Electric 
power 

mGT TOT ORC TIT 

Manipulated 
variable 

Fuel mass 
flow 

Rotational 
speed 

ORC mass 
flow rate 

Kp 5.17·10-8 -2.242·10-4 -5.0153·10-3 

Ti 3.01·10-2 7.79·10-1 32.19 

Rise time [s] 15.2 11.9 32.9 

Settling time [s] 24.7 69.8 127.0 

Overshoot 1.58% 8.55% 1.77% 

 

By looking at Table 6.4-2, the controller which controls the electric power is the fastest 

one with the lowest value of overshoot. Figure 6.4-9 shows the step response of the 

tuning of the controller which controls the electric power. On that figure, it can be 

appreciated the smooth response of the controlled variable. 

The second controller, namely the one controlling the mGT TOT, has a bigger 

overshoot, equal to 8.55%, but it is accepted to lower down the settling time. Figure 

6.4-10 shows the step response of the tuning of the controller which controls the mGT 
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TOT. Another controller has been tested with a lower settling time, but the overshoot 

was so high that the TOT reached unaffordable values. 

Finally, the third controller, namely the one which controls the ORC TIT, presents the 

biggest settling time with not so high overshoot. This is expected as the inertia of the 

ORC is higher due to the number of heat exchangers involved. Figure 6.4-11 

represents the step response of the tuning of the controller of the ORC TIT. With the 

action of the controller, the controlled variable has a steep inverse response at the 

beginning. As the dynamic system under study changes fast (in less than a minute), 

the settling time should be minimized, but that effect must be considered. The 

controller indicated in Table 6.4-2, is the fastest one that can be implemented. 

 

Figure 6.4-9 Step response for tuning the PI controller of the produced electric power 

 

Figure 6.4-10 Step response for tuning the PI controller of the mGT TOT 
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Figure 6.4-11 Step response for tuning the PI controller of the ORC TIT 

6.4.4. Overall analysis 

The selected case study considers that the designed system aims following the 

electric demand of a group of 150 houses placed in Cologne, Germany [128]. The 

annual electric load profile is shown in Figure 6.4-12, representing the required peaks 

of power for each second of the year. 

 

Figure 6.4-12 Power peaks along a whole year 

It can be appreciated that the electric demand is higher in winter than in summer. 

This fact is explained since the heating system consists in a group of heat pumps. In 

order to stay as less intrusive as possible, it has been decided to integrate a system 

in parallel with the grid which just feeds the electricity requirements and not the heat 

ones, so no cogeneration is considered. 
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The dynamic analysis here described aims to know whether the system composed 

by the mGT and ORC can fulfill adequately the electric demand, when it is possible. 

That last remark indicates that the system has some physical limits (i.e. maximum 

and minimum power output) because the system has not been designed to satisfy 

the whole request, but to work in high load conditions along the year. Therefore, even 

if the electric demand is high, the system has a maximum of production at the ambient 

temperature in which is working. Moreover, it has been established that the system 

cannot work in conditions lower than the 30% in part-load conditions. Thus, taking 

the steady-state results, limits on the set point of the required demand are imposed. 

Those limits are the maximum, given by the mGT rotating at 70000 rpm at the 

different ambient temperatures, and the minimum, which is the 30% of the maximum 

value. Those values limit the operating range of the energy system at different 

ambient temperature. The limits on the set point are shown in Figure 6.4-13. Those 

limits indicate that if the request is higher than the maximum limit, the system will be 

asked to give its maximum and not more. The rest demanded electricity should be 

given by another system, which could be a battery or the grid itself. Oppositely, if the 

request is lower than the established minimum, the system will give the minimum in 

order not to stop the system. Hence, the overproduction should be transferred to 

another system, which could be a battery or the grid. 

 

Figure 6.4-13 Limits of the produced electric power at different ambient temperature 

As the dynamic analysis will be performed, the set points of the controllers have to 

be set. As mentioned above, the set point imposed for the total produced electric 

power, which is the first controlled variable and the most important one, is given by 

the electric demand imposed by the set of houses (if that demand is within the limits 

indicated in Figure 6.4-13; if not, the physical limits impose the set point). The set 

point of the second controlled variable, which is the mGT TOT, is fixed to the value 
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of 645 ºC. Finally, the set point of the third controlled variable, namely the ORC TIT, 

is fixed by the results obtained with the steady-state model. It is considered that the 

TIT should be fixed at the nominal value when possible, but, as described in section 

6.3.3, not always is possible to keep that temperature when the part load of the mGT 

is too low and the temperature and mass flow of the flue gases drop. Figure 6.4-14 

shows the results coming from the steady-state model, satisfying the mass and 

energy balances trying to keep the maximum possible TIT. The discontinuities at the 

end of the flat part in which the TIT is kept as its maximum value are due to numerical 

issues. The variation with respect to the nominal value is 1°C. 

 

Figure 6.4-14 ORC TIT set point with respect to the rotational speed and ambient 

temperature 

Once the limits on the set points have been imposed, to analyze the dynamic 

response, the two most critical days in terms of electricity demand have been 

simulated: the one with the highest (winter day, January 9th) and the lowest (summer 

day, July 1st) electricity demand. 

As the performance varies with the ambient temperature, the profiles of both days 

have been taken from the database of Cologne in [129]. The ambient temperature 

profile of a day in January is shown in Figure 6.4-15; while the ambient temperature 

profile of a day in July is shown in Figure 6.4-16.  

As stated before, two critical days have been studied, but they have been studied in 

two different ways. The first way considers that the electricity demand is the real one 

each second; hence, the simulation of the system aims to follow the actual electricity 

demand. The second way considers that following the peaks is not feasible for this 

system, thus a filtered demand is considered by taking an average value for each 
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minute of the day. These last simulations are made after realizing that the peaks on 

the actual value of the variable cannot follow the real demand. 

 

Figure 6.4-15 Ambient temperature of the day with the highest electricity demand (January) 

 

Figure 6.4-16 Ambient temperature of the day with the lowest electricity demand (July) 

In the next pages, the controlled variables resulting for the simulations of each day 

are presented. Figure 6.4-17 shows the three controlled variables (i.e. Total electric 

power, mGT TOT and ORC TIT) of the day with the highest electricity demand; while 

Figure 6.4-18 shows the results of the simulations of the same day but considering a 

one-minute averaged electricity demand. Figure 6.4-19 shows how the three 

controlled variables behave on the day with the lowest electricity demand and Figure 

6.4-20 shows the same three controlled variables considering a one-minute averaged 

electricity demand. Finally, after presenting the results of the whole day, an 

ampliation of the most critical minutes detected are presented to properly see how 

the controlled variable follows the imposed set point. Figure 6.4-21 shows the 

ampliation considering the real demand while Figure 6.4-22 shows the ampliation of 

the results of the filtered simulation. In all the figures mentioned in this paragraph, in 

magenta the real electricity demand is shown; in red, the set point imposed to the 

controller; and in blue, the actual value of the controlled variable. It can be seen that 

the set point of the electric power differs from the real electricity demand when the 

limits are overpassed, as explained before.  



146 
 

 

 

 
Figure 6.4-17 Electric power request (top), mGT TOT (middle) and ORC TIT (bottom) for the 

day with the highest electricity demand 
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Figure 6.4-18 Electric power request (top), mGT TOT (middle) and ORC TIT (bottom) for the 

day with the highest electricity demand (one-minute average filtered demand) 
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Figure 6.4-19 Electric power request (top), mGT TOT (middle) and ORC TIT (bottom) for the 

day with the lowest electricity demand 
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Figure 6.4-20 Electric power request (top), mGT TOT (middle) and ORC TIT (bottom) for the 

day with the lowest electricity demand (one-minute average filtered demand) 
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Figure 6.4-21 Ampliation of electric power request (top), mGT TOT (middle) and ORC TIT 

(bottom) for the day with the highest electricity demand 
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Figure 6.4-22 Ampliation of electric power request (top), mGT TOT (middle) and ORC TIT 

(bottom) for the day of the highest electricity demand (one-minute average filtered demand) 
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While comparing the performance of the system considering the filtered demand or 

the non-filtered one, it can be seen that with the non-filtered one, the system is not 

able to completely follow the request. This fact has been expected from the beginning 

when analyzing the settling time of the controllers (Table 6.4-2). Even if the PI 

controller which controls the electric power is the fastest one, it still needs 24.7 s to 

reach the steady-state solution. This time, combined with the peaks on the request 

(therefore peaks on the set point), causes that the system cannot follow completely 

what it is demanded so the exchange of energy with the grid is needed. The average 

differences with the demanded energy with respect to the set point are 1.92 % in the 

case in which it is asked to the system the real electricity demand and 0.30 % in the 

case in which that demand is filtered considering one-minute average, presenting the 

maximum error peaks equal to 69.06 % and 7.95 %, respectively. This indicates that 

the system cannot follow the real demand when it is needed, so a parallel system 

(like a grid or a battery) should be introduced to satisfy the differences and to receive 

and give energy when the system works on its limits. 

With the real demand, the electricity peaks are so high, that also the other controlled 

variables suffer big peaks. By looking at the response of the controlled variables in 

Figure 6.4-21 and Figure 6.4-22, it can be clearly appreciated these differences. The 

peaks present in the electric demand disappear if it is considered a one-minute 

average demand, giving as a result a smoother behavior. The controlled variables 

follow better the set point with a filtered demand. 

In addition, by analyzing the temperature peaks, a heat exchanger may not withstand 

the peaks that appear with the real demand, because they can cause thermal 

stresses to the component.  

Summing up, as a parallel system is needed anyway because the system formed by 

the mGT and ORC cannot satisfy the real demand, it is better to impose a filtered set 

point on the electric demand rather than consider the real one, to make smoother 

transitions and guaranteeing the proper performance, as well as reducing thermal 

stresses in the components. 
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Chapter 7.  Conclusions and 

recommendations 

It’s better to feel the rain on your skin rather than to look at the 

sun through the window 

7.1. Conclusions 

The PhD work deals with the study of the steady-state and transient response of a 

system formed by a commercial mGT and an optimized bottoming ORC, which aims 

to satisfy the electricity demand of a set of 150 houses in Cologne (Germany). The 

research project aims to develop simulation models to evaluate the performance of 

the overall system. 

The first part of the research aims to study how the system behaves in nominal 

conditions. For that part of the research, two main models are developed in Matlab®: 

one to evaluate the performance of a commercial mGT and another one to optimize 

the design of the bottoming ORC module in terms of electric power output. As regards 

the ORC, different working fluids are investigated and the most promising one in term 

of electric power output and environmental impact is the R1233zd. This fluid seems 

the perfect alternative to R245fa in terms of environmental impact and cost (20-

25€/kg for the R1233zd vs 30-35€/kg for the R245fa) [116]. Introducing the bottoming 

ORC results in an increment of the electricity production from 100 kWe to almost 120 

kWe, increasing the efficiency of the overall system from 29.5% to 36%. In order to 

complete the design, the geometries of the heat exchangers are determined. The 

determination of the geometries is mandatory to evaluate the mass and volume of 

each heat exchanger, which rule the dynamic behavior of them. Two different 

procedures are used here according to the heat exchanger that has to be simulated. 

For the regenerator of the mGT, a 3D model is developed in Matlab® to recreate the 

existing heat exchanger with the dimensions available in the literature. The heat 

exchangers of the ORC are designed by using the commercial software Aspen 

Exchanger Design & Rating®. Plate-fin heat exchangers are the most optimal ones 

in terms of compactness. 

The second part of the research aims to study how the system behaves in steady-

state off-design conditions. This is a mandatory part for the transition in the study of 

the system behavior from nominal conditions to dynamic conditions. This part is 

exhaustively described in the section 6.3. It is needed to deeply analyze how the 

system behaves when the ambient temperature changes and the demanded electric 
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power is not the nominal one. The off-design conditions obtained from the steady-

state models in Matlab® are then used for the study of the dynamic behavior in 

different ways. These results are the basis to validate the performance of the dynamic 

model developed with Dymola by imposing different operating conditions and 

checking the final steady-state results from the dynamic model. Moreover, for control 

purposes, the off-design steady-state conditions are used in two different ways. The 

first one consists in imposing a physical limit to the required electric power (i.e. the 

controller cannot ask to the system more than what is physically possible) and 

imposing the set point of the ORC TIT, aiming to maximize the ORC power output. 

The second one consists in detecting different off-design equilibrium points in which 

the system will be linearized to proceed with the design of the control system. 

Once the steady-state models, simulations and results are concluded, the third part 

of the research aims to move forward the steady-state conditions and analyze the 

dynamic response. For this purpose, dynamic models are developed by using 

Dymola. As mentioned before, the steady-state results obtained with the dynamic 

models are validated with the off-design steady-state results. After that validation, 

open loop (i.e. without a control system) simulations are performed. These 

simulations bring to the conclusion that a control system is needed for studying the 

dynamic response, aiming to guarantee good operational conditions, which do not 

occur if the system works in open-loop conditions. Therefore, a simple control system 

is designed using the most common controllers in the market, PI controllers. The 

controllers are designed using the PID Tuner tool of Matlab®, looking for a 

compromise in the response in terms of fast response and overshoot. The dynamic 

behavior is then analyzed by studying the electricity demand profiles of the two most 

critical days of the year: the one with the highest and the lowest load profile. The 

simulations are performed considering a time step of one second, however, two type 

of profiles are imposed: real demand conditions and one-minute averaged demand 

conditions. Those profiles are imposed as set points in the electric power controller. 

After analyzing the transient response, it is concluded that the proposed system 

formed by the mGT and ORC cannot work in stand-alone conditions to satisfy the 

demand instantaneously, as there is a difference in the demanded electricity and the 

given electricity. As the system is not able to fulfill the demand by its own, and a 

parallel system should be needed, the results show that taking an averaged profile 

helps to get considerably smoother results, therefore, the equipment would suffer 

less as the temperature gradients are lower. Taking an averaged profile is unrealistic 

if the proposed system formed by mGT and ORC has to work on its own, but it could 

be very efficient when working with a parallel system consisting of a battery or the 

electric grid itself, which allows peaks to be satisfied. 
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7.2. Recommendations 

After analyzing the dynamic behavior of the system, it is concluded that the proposed 

system formed by the mGT and ORC cannot work in stand-alone conditions to fulfill 

the demand instantaneously without being coupled with a parallel system (e.g. the 

grid, battery). The author has identified some points that could be further studied. 

Three recommendations are given here to deepen more into detail and to optimize 

the performance of the cycle.  

First, if the overall system aims to fulfill completely the demand, then, different 

considerations should be taken into account to try to satisfy that requirement. The 

number of houses should be reduced, in order to be able to satisfy all the peaks, 

which is not the case under study here. Moreover, if the purpose is to follow the 

demand without a parallel system, then the system power output cannot be reduced 

till the 30%, but the study of stronger partial loads should be done. As it has been 

shown through the dynamic analysis, following the demand instantaneously cannot 

be made with the implemented controllers; therefore, more sophisticated controllers 

should be considered (e.g. model predictive controllers). These suggestions need to 

be further studied because there are no guarantees that with these 

recommendations, the system would be able to satisfy the demand. 

Second, as the dynamics of the mGT are much faster than the bottoming ORC, still 

considering the suggestions given before, it could be studied a way to couple and 

decouple the bottoming ORC. This could give another degree of freedom increasing 

the flexibility. However, the author expects that this could give more flexibility to 

reduce the load drastically, by avoiding the ORC; but it would be more critical 

increasing the load, as the ORC should be warmed up. Nevertheless, this is an 

interesting study that could be performed. 

Third, taking for granted that the system formed by the mGT and ORC here studied 

cannot satisfy the demand (as demonstrated with the dynamic analysis) and thus, a 

parallel system is needed, an optimization of the performance of the system can be 

done. The author considers this solution as the best one among those mentioned. 

The proposed solution consists in optimizing the load of the system by imposing 

optimized set points to the electric load instead of the real demand. As it has been 

seen with the dynamic results considering one-minute averaged values, the behavior 

is smoother, reducing the error between the set point and the actual value, as well 

as the overshoots. The optimization here proposed aims to guarantee a smooth 

transition as well as to optimize the energy exchange with the battery or with the grid. 

In the case that the energy exchange is done with the grid, then an economic 

optimization should be performed, aiming to satisfy the overall electricity demand of 

the set of houses but considering the benefits and uncertainties of selling and buying 



156 
 

electricity to and from the grid, respectively. This optimization could be implemented 

with more sophisticated controllers as well.  
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A. Turbomachinery 

extrapolation method 

The procedure used for the sub-idle extrapolation is based on the basic principles of 

the similarity laws while taking into consideration the compressibility effects. This 

method has been validated for both steady state and dynamic conditions [130], [131].  

Usually, the characteristics of the turbine and compressor (i.e. mass flow rate, 𝑚̇, 

pressure ratio, 𝑃𝑅, and efficiency,  𝜂) are given by terms of a percentage of reduced 

relative speed (%𝑁) and a beta value4. 

(𝑚̇, 𝑃𝑅, 𝜂) = 𝑓(%𝑁, 𝛽𝑙𝑖𝑛𝑒) 

The extrapolation method considers the two speed lines which correlate the 

efficiency, reduced mass flow and pressure ratio at the lowest values of percentage 

of relative speed that is available. The speed lines taken as reference are at the 

lowest values because the extrapolation is done for the sub-idle region. This method 

uses a reference value of the variable which is going to be extrapolated, as start point 

for the calculation of the variable, and another lower speed line in order to calculate 

the similarity law exponents.  

Figure A-1shows the relation between pressure ratio and reduced mass flow for the 

centrifugal compressor of the AE-T100 at different percentages of reduced rotational 

speed. Continuous lines represent the information given by the manufacturer, while 

dashed lines represent the extrapolated curves for the sub-idle region, following the 

procedure here described. On one hand, the curve in red represents the value of 

60% of reduced rotational speed, and it is taken as the reference speed line in the 

procedure (subscript ref in the equations). On the other hand, the curve in magenta 

represents the value of 50% of reduced rotational speed (subscript aux in the 

equations). Once the information given by the manufacturer is collected, the values 

that are going to be extrapolated are the pressure ratio, the reduced mass flow and 

the efficiency, for both turbine and compressor. Each of these values requires a 

different expression and different similarity law exponents.  

 

 
4 A beta value is an unique value of a beta line. A beta line is an auxiliary line with no physical 
meaning which correlates the pressure ratio with the mass flow. The usefulness of these lines 
stays in the fact that they provide unique intersections with speed lines.  
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Figure A-1 Characteristic map of the compressor-Explanation of reference speed lines 

Compressor 

The equations used to extrapolate the values for the compressor, following [130], are:  

Pressure ratio (𝛽𝑐𝑜𝑚𝑝 𝑥): 

 𝛽𝑐𝑜𝑚𝑝 𝑥 = (1 + (𝛽𝑟𝑒𝑓 𝑐𝑜𝑚𝑝

𝛾−1
𝛾  − 1) · (

%𝑁𝑥
%𝑁𝑟𝑒𝑓 𝑐𝑜𝑚𝑝

)

𝜅𝛽 𝑐𝑜𝑚𝑝

)

𝛾
𝛾−1

 Eq. 161 

 

Similarity law exponent coefficient for the pressure ratio (𝜅𝛽 𝑐𝑜𝑚𝑝): 

 

Reduced mass flow rate (𝑚𝑟𝑐𝑜𝑚𝑝 𝑥): 

 

𝜅𝛽 𝑐𝑜𝑚𝑝 =

log10(
𝛽𝑎𝑢𝑥

𝛾−1
𝛾  − 1

𝛽
𝑟𝑒𝑓 𝑐𝑜𝑚𝑝

𝛾−1
𝛾 − 1

)

log10 (
%𝑁𝑎𝑢𝑥

%𝑁𝑟𝑒𝑓 𝑐𝑜𝑚𝑝
)

 

Eq. 162 

 𝑚𝑟𝑐𝑜𝑚𝑝 𝑥 = 𝑚𝑟𝑟𝑒𝑓 𝑐𝑜𝑚𝑝 · (
%𝑁𝑥

%𝑁𝑟𝑒𝑓 𝑐𝑜𝑚𝑝
)

𝜅𝑚𝑟 𝑐𝑜𝑚𝑝

 Eq. 163 
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Similarity law exponent coefficient for the reduced mass flow rate (𝜅𝑚𝑟 𝑐𝑜𝑚𝑝): 

 

Efficiency (𝜂𝑐𝑜𝑚𝑝 𝑥): 

 

Similarity law exponent coefficient for the efficiency (𝜅𝜂 𝑐𝑜𝑚𝑝): 

 

Turbine 

The equations used to extrapolate the values for the turbine slightly differ than the 

ones of the compressor, so those differences have to be taken into account in order 

to properly perform the extrapolation. By following [130],  those equations are:  

Pressure ratio (𝛽𝑡𝑢𝑟𝑏 𝑥): 

 

 

Similarity law exponent coefficient for the pressure ratio (𝜅𝛽 𝑡𝑢𝑟𝑏): 

 

 𝜅𝑚𝑟 𝑐𝑜𝑚𝑝 =

log10 (
𝑚𝑟𝑎𝑢𝑥

𝑚𝑟𝑟𝑒𝑓 𝑐𝑜𝑚𝑝
)

log10 (
%𝑁𝑎𝑢𝑥

%𝑁𝑟𝑒𝑓 𝑐𝑜𝑚𝑝
)
 Eq. 164 

 𝜂𝑐𝑜𝑚𝑝 𝑥 = 𝜂𝑟𝑒𝑓 𝑐𝑜𝑚𝑝 · (
%𝑁𝑥

%𝑁𝑟𝑒𝑓 𝑐𝑜𝑚𝑝
)

𝜅𝑚𝑟 𝑐𝑜𝑚𝑝+𝜅𝛽 𝑐𝑜𝑚𝑝−𝜅𝜂 𝑐𝑜𝑚𝑝

 Eq. 165 

 𝜅𝜂 𝑐𝑜𝑚𝑝 = 𝜅𝛽 𝑐𝑜𝑚𝑝 + 𝜅𝑚𝑟 𝑐𝑜𝑚𝑝 −

log10 (
𝜂𝑎𝑢𝑥

𝜂𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
)

log10 (
%𝑁𝑎𝑢𝑥

%𝑁𝑟𝑒𝑓 𝑐𝑜𝑚𝑝
)
 Eq. 166 

 

𝛽𝑡𝑢𝑟𝑏 𝑥 =
1

(1 − ((1 − (
1

𝛽𝑟𝑒𝑓 𝑡𝑢𝑟𝑏
)

𝛾−1
𝛾
) · (

%𝑁𝑥
%𝑁𝑟𝑒𝑓 𝑡𝑢𝑟𝑏

)
𝜅𝛽 𝑡𝑢𝑟𝑏

))

𝛾
𝛾−1

  

 

Eq. 167 

 

𝜅𝛽 𝑡𝑢𝑟𝑏 =

log10

(

 
 1− (

1
𝛽𝑎𝑢𝑥

)

𝛾−1
𝛾

1 − (
1

𝛽𝑟𝑒𝑓 𝑡𝑢𝑟𝑏
)

𝛾−1
𝛾

)

 
 

log10 (
%𝑁𝑎𝑢𝑥

%𝑁𝑟𝑒𝑓 𝑡𝑢𝑟𝑏
)

 

Eq. 168 
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Reduced mass flow rate (𝑚𝑟𝑡𝑢𝑟𝑏 𝑥): 

 

Similarity law exponent coefficient for the reduced mass flow rate (𝜅𝑚𝑟 𝑡𝑢𝑟𝑏) 

 

Efficiency (𝜂𝑡𝑢𝑟𝑏 𝑥): 

 

Similarity law exponent coefficient for the efficiency (𝜅𝜂 𝑡𝑢𝑟𝑏): 

  

 𝑚𝑟𝑡𝑢𝑟𝑏 𝑥 = 𝑚𝑟𝑟𝑒𝑓 𝑡𝑢𝑟𝑏 · (
%𝑁𝑥

%𝑁𝑟𝑒𝑓 𝑡𝑢𝑟𝑏
)

𝜅𝑚𝑟 𝑡𝑢𝑟𝑏

 Eq. 169 

 𝜅𝑚𝑟 𝑡𝑢𝑟𝑏 =

log10 (
𝑚𝑟𝑎𝑢𝑥

𝑚𝑟𝑟𝑒𝑓 𝑡𝑢𝑟𝑏
)

log10 (
%𝑁𝑎𝑢𝑥

%𝑁𝑟𝑒𝑓 𝑡𝑢𝑟𝑏
)
 Eq. 170 

 𝜂𝑡𝑢𝑟𝑏 𝑥 = 𝜂𝑟𝑒𝑓 𝑡𝑢𝑟𝑏 · (
%𝑁𝑥

%𝑁𝑟𝑒𝑓 𝑡𝑢𝑟𝑏
)

𝜅𝜂 𝑡𝑢𝑟𝑏−𝜅𝑚𝑟 𝑡𝑢𝑟𝑏−𝜅𝛽 𝑡𝑢𝑟𝑏

 Eq. 171 

 𝜅𝜂 𝑡𝑢𝑟𝑏 = 𝜅𝛽 𝑡𝑢𝑟𝑏 + 𝜅𝑚𝑟 𝑡𝑢𝑟𝑏 +

log10 (
𝜂𝑎𝑢𝑥

𝜂𝑟𝑒𝑓 𝑡𝑢𝑟𝑏
)

log10 (
%𝑁𝑎𝑢𝑥

%𝑁𝑟𝑒𝑓 𝑡𝑢𝑟𝑏
)
 Eq. 172 
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B. Calculation of properties 

using the NASA coefficients 

In order to speed up the simulations while still obtaining the real values of the 

properties of the fluids, for the fluids working in the gas turbine (i.e.  air, natural gas 

and flue gas) the properties have been calculated using the NASA polynomials [132]. 

For this purpose, the equations used are: 

 𝐶𝑝(𝑇) = 𝑅(𝑎1 + 𝑎2𝑇 + 𝑎3𝑇
2 + 𝑎4𝑇

3 + 𝑎5𝑇
4) Eq. 173 

 

 ℎ(𝑇) = 𝑅𝑇(𝑎1 +
𝑎2𝑇

2
+
𝑎3𝑇

2

3
+
𝑎4𝑇

3

4
+
𝑎5𝑇

4

5
+
𝑏1
𝑇
) Eq. 174 

 

 𝑠(𝑇) = 𝑅 (𝑎1𝑙𝑛𝑇 + 𝑎2𝑇 +
𝑎3𝑇

2

2
+
𝑎4𝑇

3

3
+
𝑎5𝑇

4

4
+ 𝑏2) Eq. 175 

 

The Table B- 1 collects the information of the enthalpy and entropy of formation at 

25°C of each component participating in the reactions of combustion with the used 

fuel. Moreover, the molecular masses of each component is also reported. 

Table B- 1 Molecular mass, enthalpy and entropy of formation of the components. 

  hof [J/mol] sof [J/molK] MM [kg/kmol] 

Ar 0 1.54·105 39.94 

CH4 -7.49·107 1.86·105 16.043 

CO2 -3.94·108 2.14·105 44.009 

C2H6 -8.47·107 2.29·105 30.07 

C3H8 -1.04·108 2.70·105 44.09 

H2O 
(vap) -2.42·108 1.89·105 

18.01 

N2 0 1.92·105 28.013 

O2 0 2.05·105 31.999 

C4H10 -1.26·105 -3.66·102 58.124 

 

Table B- 2 and Table B- 3 collect the coefficients that should be introduced in Eq. 

173, Eq. 174 and Eq. 175 to evaluate the different properties. Table B- 2 is used 

when the temperature at which the properties are going to be evaluated is lower than 

1000 K and Table B- 3 when the temperature is higher than 1000 K. 
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Table B- 2 NASA coefficients to be applied when the temperature is lower than 1000K 

  a1 a2 a3 a4 a5 b1 b2 

Ar 2.50  0 0 0 0 -7.45·102 4.37  

CH4 2.93  2.57·10-3 7.84·10-6 -4.91·10-9 2.04·10-13 -1.01·104 4.63  

CO2 2.40  8.74·10-3 -6.61·10-6 2.00·10-9 6.33·10-16 -4.84·104 9.70  

C2H6 1.46  1.55·10-2 5.78·10-6 -1.26·10-8 4.59·10-12 -1.12·104 1.44·101 

C3H8 8.97·10-1 2.67·10-2 5.43·10-6 -2.13·10-8 9.24·10-12 -1.40·104 1.94·101 

H2O 4.17  -1.81·10-3 5.95·10-6 -4.87·10-9 1.53·10-12 -3.03·104 -7.31·10-1 

N2 3.70  -1.42·10-3 2.87·10-6 -1.20·10-9 -1.40·10-14 -1.06·103 2.23  

O2 3.78  -3.02·10-3 9.95·10-6 -9.82·10-9 3.30·10-12 -1.06·103 3.64  

C4H10 2.41  3.39·10-2 -1.58·10-6 -1.14·10-8 4.11·10-12 -1.89·104 -5.38·101 

 

Table B- 3 NASA coefficients to be applied when the temperature is higher than 1000K 

  a1 a2 a3 a4 a5 b1 b2 

Ar 2.50  0 0 0 0 -7.45·102 4.37  

CH4 2.36  8.73·10-3 -2.84·10-6 4.05·10-10 -2.05·10-14 -1.03·104 6.03  

CO2 4.46  3.10·10-3 -1.24·10-6 2.27·10-10 -1.55·10-14 -4.90·104 -9.86·10-1 

C2H6 4.83  1.38·10-2 -4.56·10-6 6.72·10-10 -3.60·10-14 -1.27·104 -5.24  

C3H8 7.53  1.89·10-2 -6.28·10-6 9.18·10-10 -4.81·10-14 -1.65·104 -1.78·101 

H2O 2.61  3.16·10-3 -9.30·10-7 1.33·10-10 -7.47·10-15 -2.99·104 7.21  

N2 2.85  1.60·10-3 -6.29·10-7 1.14·10-10 -7.81·10-15 -8.90·102 6.40  

O2 3.61  7.49·10-4 -1.98·10-7 3.37·10-11 -2.39·10-15 -1.20·103 3.67  

C4H10 2.41  3.39·10-2 -1.58·10-6 -1.14·10-8 4.11·10-12 -1.89·104 -5.38·101 
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C. Linearization using Dymola 

One huge feature that Dymola has is the possibility to linearize the whole system 

nearby a fixed steady-state point. This powerful tool is very useful for control 

purposes, but a non-straight-line procedure has to be followed in order to do it 

properly.  

The Jacobian matrices can be obtained through the "Linearize" command of Dymola: 

for a given set of variables values at equilibrium. Therefore, the first step is to reach 

the convergence nearby the equilibrium point in which it is desired to do the 

linearization. In order to do that, a similar schema of the one in the figure should be 

implemented in Dymola. In that schema, the inputs and outputs are included in the 

model without being connected to an external source/sink respectively. The 

conditions of the equilibrium point at which the linearization is going to be performed 

is imposed by the constant blocks. 

 

The procedure is here explained: 

1. Impose the points at which the linearization at equilibrium conditions will be 

performed. 
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2. Run the simulation for a long time till steady-state conditions are reached. In 

the folder of the simulation file, a file called ¨dsfinal¨ should have been 

created. 

3. Run steady-state conditions of the system by importing the final conditions of 

the ¨dsfinal¨ file (Simulation →Continue→Import initial). 

4. Proceed with the linearization (Modeling→Linear Analysis→Linearize) 

5. A new Matlab® file is created in the folder in which the results are being stored. 

The Matlab® file storages 4 variables: 

- ABCD 

- Aclass 

- XuyName 

- nx 

Through the command ¨Linearize¨, Dymola evaluates numerically the Jacobian and 

stores the results in a (n + p) x (n + m) matrix: matrix ABCD. The size of the matrix is 

defined by. n, which is the system order (i.e. the number of state variables), p, which 

is the number of outputs and m, which is the number of inputs. 

In order to work with the process transfer function, it is mandatory to extract first the 

data.The Matlab® code to extract the matrices is: 

NameLin = 'dslin’;  % This is the name of the file with the linearization data  

% generated with Dymola 

load(strcat(NameLin)); % Load of the data 

% Extraction of the different matrices of the system. 

A = ABCD(1:nx,1:nx); 

B = ABCD(1:nx,nx+1:end); 

C = ABCD(nx+1:end,1:nx); 

D = ABCD(nx+1:end,nx+1:end); 

% Process transfer function in state space. 

G = ss(A,B,C,D); 
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