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Abstract

The aim of this thesis is to deploy efficient algorithms to automatically understand online
user-generated discussions. In recent years, governments worldwide supported by the in-
creasing media pressure and recent serious crime events, are demanding that social media
companies, online companies, media platforms and related private stakeholders take more
responsibility for what appears in their virtual spaces and are asking them to invest more in
the early detection of users emotions (especially negative) and fast removal of hostile and
hateful contents. Consequently, this pressure is resulting in higher companies’ research
investments on efficient algorithms for a newly born Natural Language Processing task but
still with very limited research literature available, namely Hate Speech Detection. On the
other hand, with the growing interest in ethics and sustainability issues, efficiency of Hate
Speech Detection algorithms is measured lately also in terms of the biases affecting the
algorithm. Unbiased algorithms are models where every group (underrepresented or pro-
tected) is fairly treated by automatic systems. Finally, an increased awareness on gaining
social behaviors insights behind hateful users comments is demanded by public authorities
in order to be proactive and anticipate violent online events. In this multifaceted context,
this thesis advocate the use of Deep Learning methods as an efficient approach to reach
faster, accurate, unbiased and aware algorithms for Hate Speech Detection by working
on three different specific domains of application. Firstly, this work will introduce and
implement new hybrid representations of user-generated comments for text-classification
leveraging strengths of classical machine learning and deep learning techniques and outper-
forming previous attempts in literature. Secondly, this research will design a hate speech
(specifically focused on misogyny) detection deep learning model that demonstrated to
obtain the best classification performance in the state-of-the-art. In the same study, exper-
imental results also will confirm the ability of the bias mitigation treatment implemented
to reduce the unintended bias in online micro-blogging platforms, such as Twitter. Finally,
we propose dynamic representations of words as a suitable deep learning tool to study
the evolution of users roles and their sentiments across the plot of a narrative text or an
online discourse; that could be used for the identification of victims/aggressors in Hate
Speech Detection models. Thesis results are promising, and the empirical research out-
comes demonstrated to support the working ideas behind this PhD work. From a method-
ological point of view, the Hate Speech Detection task will be addressed and studied by
leveraging the wide literature available for the closely related and widely studied Senti-
ment Analysis task. Both tasks will be object of this thesis but with different approaches
and scopes: (i) the Sentiment Analysis task and its wide literature will be investigated
uniquely in order to retrieve state-of-the-art approaches and methodologies for text clas-
sification of sentences sentiment-wise; (ii) by leveraging the wide literature and the large
amount of benchmark data sets available for Sentiment Analysis, new methodologies and
techniques will be specifically designed exclusively for the Hate Speech Detection task.
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Except for the first paper in the collection1, where a new approach is tested on a Sentiment
Analysis task due to a lack of Hate Speech Datasets back when the paper was written, any
further analysis on Sentiment Analysis state-of-the-art methods is out of scope for this the-
sis. As future research developments, as second step in the direction of further leveraging
the interplay between these tasks, we envision the use of Transfer Learning between Sen-
timent Analysis and Hate Speech Detection in order to improve the latter’s performances.
On the other hand, this work motivates and envisions further investigations of the use of
temporal embeddings for the identification of victims and aggressors in hate speech dia-
logues, responding to the need of providing further steps in the direction of designing tools
able to anticipate and prevent extreme incidents in online and offline spaces.

Key words

Hybrid Deep Learning; Machine Learning; Deep Learing; Sentiment Analysis; Hate Speech
Detection; Hybrid Sentence Representations; Unbiased Algorithms; Temporal Word Em-
beddings; Narrative Understanding.

1Orsenigo C., Vercellis C., and Volpetti C.”Concatenating or Averaging? HybridSentences Representations
for Sentiment Analysis”, Lecture Notes in Computer Sci-ence (including subseries Lecture Notes in Artifi-
cial Intelligence and Lecture Notesin Bioinformatics), Volume 11314 LNCS, 2018, Pages 567-575, Springer,
DOI:10.1007/978-3-030-03493-159
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PAPER I

Concatenating or Averaging?
Hybrid Sentences Representations for Sentiment Analysis

Carlotta Orsenigo, Carlo Vercellis, and Claudia Volpetti
***

Department of Management, Economics and Industrial Engineering,
Politecnico di Milano, Via Lambruschini 4b, 20156 Milan, Italy

carlotta.orsenigo,carlo.vercellis,claudia.volpetti@polimi.it

Abstract

Performances in sentiment analysis - the crucial task of automatically classifying the huge
amount of users’ opinions generated online - heavily rely on the representation used to
transform words or sentences into numbers. In the field of machine learning for sentiment
analysis the most common embedding is the bag of words (BOW) model, which works well
in practice but which is essentially a lexical conversion. Another well-known method is the
Word2vec approach which, instead, attempts to capture the meaning of the terms. Given the
complementarity of the information encoded in the two models, the knowledge offered by
Word2vec can be helpful to enrich the information comprised in the BOW scheme. Based
on this assumption we designed and tested four hybrid sentence representations which com-
bine the two former approaches. Experiments performed on publicly available datasets
confirm the effectiveness of the hybrid embeddings which led to a stable increase in the
performances across different sentiment analysis domains.

Keywords

Text classification; Sentiment analysis; Machine learning; Word vectors; Word2vec; Bag
of words; Hybrid sentence representation.
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Unintended Bias in Misogyny Detection
Debora Nozza, Claudia Volpetti, and Elisabetta Fersini

***
University of Milano - Bicocca Milan, Italy
debora.nozza,elisabetta.fersini@unimib.it
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claudia.volpetti@polimi.it

Abstract

During the last years, the phenomenon of hate against women increased exponentially es-
pecially in online environments such as microblogs. Although this alarming phenomenon
has triggered many studies both from computational linguistic and machine learning points
of view, less effort has been spent to analyze if those misogyny detection models are af-
fected by an unintended bias. This can lead the models to associate unreasonably high
misogynous scores to a non-misogynous text only because it contains certain terms, called
identity terms. This work is the first attempt to address the problem of measuring and miti-
gating unintended bias in machine learning models trained for the misogyny detection task.
We propose a novel synthetic test set that can be used as evaluation framework for measur-
ing the unintended bias and different mitigation strategies specific for this task. Moreover,
we provide a misogyny detection model that demonstrate to obtain the best classification
performance in the state-of-the-art. Experimental results on recently introduced bias met-
rics confirm the ability of the bias mitigation treatment to reduce the unintended bias of the
proposed misogyny detection model.

Keywords

Misogyny Detection; Bias Measuring; Bias Mitigation; Deep Learning.
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PAPER III

Temporal Word Embeddings for Narrative Understanding
Claudia Volpetti, Vani K and Alessandro Antonucci
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Politecnico di Milano - Milan, Italy

claudia.volpetti@polimi.it
IDSIA Lugano, Switzerland
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Abstract

We propose temporal word embeddings as a suitable tool to study the evolution of char-
acters and their sentiments across the plot of a narrative text. The dynamic evolution of
instances within a narrative text is a challenging task, where complex behavioral evolu-
tions and other characteristics specific to the narrative text need to be inferred and in-
terpreted. While starting from an existing approach to the learning of these models, we
propose an alternative initialization procedure which seems to be especially suited for the
case of narrative text. As a validation benchmark, we use the Harry Potter series of books
as a challenging case study for such character trait evolutions. A benchmark data set based
on temporal word analogies related to the characters in the plot of the series is considered.
The results are promising, and the empirical validation seems to support the working ideas
behind this proposal.

Keywords

Natural Language Processing; Word Embeddings; Temporal Word Embeddings; Narrative
Understanding; Character-Centric Narrative Understanding; Temporal Word Analogies.
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1. Introduction

Nowadays, the interest in social media analysis is growing together with the growing of
social media content and several research efforts in the artificial intelligence domain have
been recently devoted to design accurate text classification algorithms for Sentiment Anal-
ysis, the task aiming at automatically assigning a sentiment polarity to user-generated com-
ments [1, 2]. Sentiment Analysis is mainly used for Brand Reputation [3] and Political
Communication [4] but also e.g. to forecast the impact of news on Financial Markets [5].
The same effort has not been recorded in exploiting artificial intelligence techniques
for classification tasks closely related to sentiment analysis but with major and valu-
able social impact, such as Hate Speech Detection.

Hate Speech is the growing serious phenomenon defined by the European Union in
the Framework Decision 2008/913/JHA of 28 November 20082, as ”all conduct publicly
inciting to violence or hatred directed against a group of persons or a member of such a
group defined by reference to race, color, religion, descent or national or ethnic origin”. A
wider definition comes from The Encyclopaedia of the American Constitution [6] defining
hate speech as ”any communication that disparages a person or a group on the basis of
some characteristic such as race, color, ethnicity, gender, sexual orientation, nationality,
religion, or other characteristic”. In recent years, media coverage of this problem have
increased along with the growing political attention on the phenomenon. Lately, institutions
worldwide are demanding that Social Media companies take more responsibility for what
appears in their networks and are asking them to invest more in the early detection and fast
removal of hostile contents. In Europe, the No Hate Speech Movement3 program has been
largely founded by the Council of Europe and the EU regulators have been pushing social
media firms to remove racist and violent posts from their platforms in a timely manner for
years. Lately in 2017, the German government approved a plan in April to start imposing
fines of as much as 50 million euros (59$ million) on Facebook, Twitter and others if they
fail to remove hate speech and fake news posts within 24 hours after being flagged [7].
Other illegal content needs to be deleted within 7 days of reporting. But still, in Europe in
more than 28% of cases, it takes more than one week on average for online platforms to
take down illegal content [7]. Adding to this, the time to detect and the manual effort of
screening social contents, you can get an idea of the lateness of the actual interventions
against illegal contents. In this context, it becomes clear that the interest in on-line
Hate Speech detection and particularly in its automation, is set to increase.

In the artificial intelligence domain, Hate Speech Detection - defined as the task of per-
forming automatically the classification of user comments as hate speech - recently gained
its own research line [8, 9]. Major conferences propose more and more every year spe-
cial interest workshops on Hate Speech Detection or more generally on Abusive Language
Online4. In recent years, among the artificial intelligence approaches, Deep Learning tech-

2http://eur-lex.europa.eu
3https://www.nohatespeechmovement.org/.
43rd Workshop on Abusive Language Online hosted by ACL Association of Computational Linguistics con-
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niques have been reported to be the state-of-the-art in several domains. The big pay-off of
deep learning is its capability of learning high-level features representation directly from
raw data with small or even none hand-crafted feature engineering. This capability demon-
strated to be the key to deep learning success across different tasks and domains especially
when dealing with unstructured data such as text, speech and images. Therefore, thanks
to its proven effectiveness, many recent studies have started to envision the application
of these techniques also to Natural Language Processing (NLP) tasks. The application of
deep learning techniques to NLP tasks have already proved to achieve many state-of-the-art
results, performing better than standalone NLP.

In conclusion, this document presents the research entitled ”Hybrid Deep Learn-
ing for Sentiment Analysis and Hate Speech Detection” aimed at providing new tech-
niques, methodologies and artificial intelligence solutions to the task of automatically
detecting abusive language from user-generated comments by leveraging the litera-
ture available for sentiments detection. In the following, Section 2 frames the context
and highlights the major motivations under the study of Hate Speech Detection and open
challenges; Section 3 defines the research objectives and methodology; Section 4 reports
the the state of the art for the Sentiment Analysis task and highlights how this can be
used for Hate Speech Detection; Section 5 illustrates the research results: since this work
is a collection of papers, this section will briefly present and discuss each paper of the
collection, focusing on the specific goals and main results. Finally, Section 6 reports the
conclusions and a brief discussion about future research developments. In the appendices
section, Annex A presents the collection of three papers produced for this PhD work.

2. Research Context

In the first part of this chapter, a brief discussion on hate speech terminology, definition
and related concept is reported. Motivations behind the study of hate speech automatic
detection are examined in depth in the second part of the chapter, where we go deeper in
the motivations to study hate speech by discussing it from an academic and practitioners
point of view.

2.1 Terminology, Definition and Related Concepts

The term hate speech is an umbrella term for many offensive user-generated comments,
it is a legal term in several countries and is also the most used expression to depict the
phenomenon in the media. On the other hand, the scientific community is also using
other related terms to speak about the same phenomenon such as abusive messages, hos-
tile messages and flames [10], offensive language [11], profanity [12], vulgar language
and profanity-related offensive content [13], othering language [14]. However, the term
hate speech still remains one of the most used, mainly because in literature is has been
used by several seminal papers such as [15, 16, 16–18] and many others recently use this

ference 2019, https://sites.google.com/view/alw3/

2



term not only in Computer Science and Engineering related subjects but across disciplines.
In the following of this thesis, the term hate speech is adopted as it can be considered the
most popular term in both scientific and practitioners communities to speak about offensive
user-generated comments.

Two hate speech definitions have been already cited in Section 1 and even if they may
appear similar, the two examples differ in many details, such as e.g. the incitation to vio-
lence which is explicitly cited by the first definition and not even mentioned in [6]. This
paragraph aims at clarifying which are the dimensions that should be present in a unam-
biguous hate speech definition. In the following, those dimensions are presented along with
a comparison of the hate speech term with other related concepts for each dimension. Hate
speech definition is indeed complex because of the numerous related concepts that some-
times can overlap and make difficult a clear classification between them. Several of those
concepts can be found in literature: cyberbullying [19–21], discrimination [22], toxicity
[23], flaming [24], extremism [25, 26], and radicalization [27]. In the following we pro-
vide a list of four dimensions to uniquely define hate speech and contextually we clarify the
difference between hate speech and other related concept for each dimension respectively:

1. Hate speech is a speech attacking specific targets and groups of people identified
on the basis of specific characteristics like religion, sexual orientation, gender, ethnic
origin, etc.. According to this dimension, hate speech differs from toxic language
(defined as ”toxic comments which are rude, disrespectful or unreasonable messages
that are likely to make a person to leave a discussion” [43]) and profanity (defined
as ”offensive or obscene word or phrase” [23]) since those can be also perpetrated
without a specific target. Hate speech also differs from cyberbullying where ”the
aggressive and intentional act is carried out repeatedly and over time, against a victim
who can not easily defend him or herself” [10] while hate speech is more general and
not necessarily focused on a specific person and is more about stereotypes.

2. Hate speech is a speech inciting violence or hate. Very close concepts are radical-
ization and extremism. In order to clarify the difference between those three concepts,
we need first to point out that online radicalization is similar to extremism but radical
discourses are usually related a subset of topics such as terrorism, anti-black com-
munities, or nationalism [27] while extremism can be on any ideology. However in
both radical and extremist discourses you can find topics like religion and war [27],
recruitment of new members, social media and institutions demonization and even
persuasion[26] while hate speech don’t usually touch those topics and it can be more
grounded in stereotypes and hence more subtle. That means that the kind of violence
incited by hate speech discourses can also be subtle as in the case of stereotypes that
are gradually reinforced to such an extent that can be used to justify discrimination,
violence and hate against groups of people.

3. Hate speech is a speech aiming to attack or diminish specific groups of people.
This definition makes hate speech almost indistinguishable from discrimination, al-
though the latter can be used as the basis of unfair treatment in every environment

3



and can also refer to discriminating behaviors while hate speech is more about dis-
crimination through verbal means.

4. Hate Speech is not Humour and Humour is not Hate Speech, even if this latter can
carry subtle forms of discrimination e.g. through jokes playing on stereotypes. In
this work, we consider these kind of jokes as hate speech because in case of long
exposure of users to them, the consequences could certainly harmful towards some
groups of people that could decide to leave the conversation [28].

In conclusions, in this paragraph we used the four dimensions listed above to
clarify the hate speech concept while underling its difference with other very close
concepts. This analysis is well summarized by [8] which proposed a complete and unam-
biguous definition of hate speech that we are going to use in the following of this document:

”Hate speech is language that attacks or diminishes, that incites violence or hate
against groups, based on specific characteristics such as physical appearance, religion,
descent, national or ethnic origin, sexual orientation, gender identity or other, and it can
occur with different linguistic styles, even in subtle forms or when humour is used”. [8]

Now that a more refined definition of what is hate speech has been introduced, in
the next subsection, we will go deeper in the motivations to study this phenomenon by
discussing them both from an academic and practitioners point of view.

2.2 Why study Hate Speech

The potential impact of a research focused on automatic Hate Speech is clearly sustained
by current events and daily news: European Institutions are asking for more investments
and some Member States started to legislate and regulate the phenomenon. Media and
legislation pressure, envision that in less than a decade, Social Media companies must be
completely able to early detect and ban illegal hate content. A short list of my research
project stakeholders are public authorities in charge of cyber-security, police and justice
and social media managers of politicians and public figures. Several motivations are en-
couraging more and more researchers to focus on automatic hate speech detection, a list of
the main ones is reported below:

1. European Union Commission Directives. Hate speech is illegal in many countries
worldwide. In Europe and in the world governments and institutions are conducting
several initiatives aiming at decreasing the hate speech phenomenon through legisla-
tion. As already reported in Section 1, European Union Commission recently pres-
sured Facebook, YouTube, Twitter, and Microsoft to sign an EU hate speech code
requiring to remove hateful comments in less then 24h.

2. Automatic tools are scarce. Automated techniques aim to automatically classify
text as hate speech, making its detection easier and faster for the ones that have the
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responsibility to protect the public [9, 65]. Several efforts have been reported aiming
at providing a fully automatic detection of hate speech, but the tools provided are still
inadequate. For a more detailed analysis, please refer to Section 4 State of the Art.

3. Algorithms are biased. Automatic detection of hate speech discourses usually is
provided using NLP and deep learning methods for text classification which are per-
forming as state-of-the-art systems but unfortunately result heavily biased towards
some groups of people [29, 30]. This results in systems that can better recognize
some hateful comments more than others, discriminating groups of users. Section
5.2 will go deep into the bias issue of algorithms for automatic classification.

4. Lack of Benchmark Datasets. Research into the field of hate speech detection
suffers from a serious lack of benchmark datasets due to the fact that the hate phe-
nomenon can be very wide and affect many groups and in many cases research cannot
cover the great variety of ”protected groups”. Lately, academic research - especially
in Italy, is focusing on a set of subtypes of hate speech, such misogynous comments,
hate against migrants or LGBT community [31, 32]. But the general idea is that there
is a serious need of more datasets covering other categories of potential trageted cat-
egories.

5. Hate speech Removal. Online companies and media platforms cannot afford to lose
advertisers because of their virtual space not being safe for their users [33]. The
risk of associating their brands to hateful and unsafe virtual spaces is too high, so as
consequence not only Social Media companies but a wider group of companies are
stakeholders of a research focusing on systems able to remove hate speech.

6. Quality of service. Not only Social Media companies but as already discussed a
wider range of companies need to keep their virtual spaces safe. Quality of service
for such companies, include not only their capabilities of removing hateful comments
but also of being able to provide unbiased services. That means being sure that their
artificial intelligence algorithms are not affected by biased trainings and that can pro-
vide fair predictions. After the work of [30] and [29] by Google researchers, now un-
intended bias can be measured and so platforms can be compared on their ”fairness”.
In conclusion, the quality of the service provided nowadays is highly dependent also
on the capability of companies to be able to provide debiased algorithms.

7. Social Behavior Insights. Finally, a part from detecting hate speech comments, in
order to gain useful insights on the social behaviors of their users, several stakehold-
ers ranging from private companies to public authorities, are in demand of systems
that can help in classifying the user involved in a hateful discourse as fast as possible
in an automatic way. That is the motivation behind the research line aiming at auto-
matically identiy victims and aggressors in online discussions. Such social behavior
insights can be also helpful to prevent incidents in online and offline spaces, thus
providing steps in the direction of what is called anticipatory governance.
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Fig. 1. Why study Automatic Hate Speech Detection.

3. Research Objectives, Structure and Methodology

This section firstly illustrate the research objectives addressed by this research along with
the corresponding research questions hierarchy, thesis structure and methodology. This
chapter also include a description of how the papers included in this thesis contribute to the
main goal by addressing respectively each research question.

3.1 Research Objectives

Section 2.2 presented the main motivations of this work of research. Among the arguments
motivating the Automatic Hate Speech Detection research line, several of them can be
considered open issues still counting several stakeholders from the private and public sector
of our society. Building on the research motivations and the stakeholders presented in
Section 2.2, in the following, the list of open issues targeted by this thesis will be reported
along with the first formulation of their corresponding research questions (see Figure 2):

1. Compliance to Legislation: private companies such as Facebook and Twitter have
been asked to be fast to react in a timely manner when detecting, classifying and
remove hate speech from their platforms. In order to answer readily to hate speech
cases, such companies need to implement hate speech detection automatically, that
causing a high demand of intelligent algorithms able to understand human writing
and perform the text classification task autonomously without human intervention.
Figure 2 shows the Compliance to Legislation open issue as the main cause for the
high demand of Hate Speech Detection system to be fast and consequently to be
implemented in order to be fully automatic.

6



Fig. 2. Research Questions vs Open Issues Mapping.

2. Hate Speech Removal: not only Social Networks but many other companies need
to keep their virtual spaces safe because they need users to spend time on their plat-
forms and attract advertisers. Companies’ virtual spaces should be hate speech free
in order not to let the phenomenon to be associated to their brands, that means a
high demand in accurate algorithms capable of classifying with high accuracy hate
speech comments. On the other hand, algorithms are asked to reduce the number of
false positives so that not to classify as hateful comments which are not. As shown
in Figure 2, the Hate Speech Removal open issue leads to a high demand of accurate
automatic systems and consequently to the need of designing algorithms with high
performances in terms of accuracy and precision.

3. Quality of Service: Social media companies and other related companies providing
virtual spaces for online discussions, they are in need of discouraging hate speech
as far as to keep algorithms monitoring such spaces unbiased so that every group of
people should feel comfortable at expressing opinions and communicate with other
users in the platform because is treated in fair and unbiased way by the automatic
systems designed. Everyone should be able to express themselves online, so we want
to make conversations more inclusive. It has been revealed by [29] the serious bias
of text classification algorithms when it has been demonstrated that certain systems
were heavily biased against e.g. women, gay or black people. That means that e.g.
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such system were biased thinking that if a comment was including the word gay
that is for sure hate speech biased by a negative representation of gay people in the
training data5. As shown in Figure 2, the Quality of Service open issue is recently
demanding automatic systems to be more and more unbiased and is consequently
leading to the high need of designing new debiased algorithms able to treat equally
different groups of people participating in online discussions.

4. Predict Social Behaviors: the capability of gaining useful insights on social be-
haviors of online platforms users is stressing several stakeholders to increase the
awareness on what is happening on the virtual spaces they provide. The challenge
addressed by this research work is to automatically identify victims and aggressors
in online discussions. As shown in Figure 2, the Predict Social Behaviors open is-
sue leads to a high demand of aware platforms and consequently of algorithms for
narrative and discussion understanding.

Fig. 3. Research Questions Hierarchy.

3.2 Research Questions Hierarchy and Thesis Structure

Building on the open issues reported above and the respective open questions, Figure 3
shows the research question hierarchy which is presented in detail in the following of this

5https://services.google.com/fb/forms/respect/

8



paragraph. Under the umbrella of the main goal of building fast, accurate, unbiased and
aware hate speech detection algorithms the process of detecting hate speech, three main
goals are pursued in this research work:

1. RQ1 - Can hybrid Deep Learning techniques be effectively used in order to
reach higher performances in text classification tasks? In order to reach the goal
of hate speech detection to be accurate (Fig. 2), new and performing artificial intel-
ligence algorithms are envisioned in this work. The first research step is directed at
investigating new deep learning techniques in order to reach higher performance in
text classification tasks. More in detail, as it will be fully explained later in Section
5.1, by leveraging strengths of machine learning and deep learning worlds, hybrid
deep learning architectures will be designed with a special focus on hybrid features
representation techniques. The guess is that by working into the direction of a better
understanding of the strengths and weaknesses of hybrid approaches, and by leverag-
ing them, it will enable the design of new well-performing variants. Figure 3 shows
the RQ1 - Hybrid Deep Learning for Algorithm Performances research question as
first branch of our Research Questions Hierarchy. This research line will be the
topic of the first paper named ”Concatenating or Averaging?Hybrid Sentences Rep-
resentations for Sentiment Analysis” co-authored with prof.Carlotta Orsenigo and
prof.Carlo Vercellis and presented in detail in Section 5.1.

2. RQ2 - How to measure and mitigate unintended bias in hate speech detection
algorithms? The Quality of Service of online platforms is an open issue that may
be solved by working on debiasing algorithms. So as second step in this research
work, we will investigate in designing new debiasing techniques aiming at keeping
the stakeholders ’ virtual spaces unbiased and fair with regards of any group of peo-
ple e.g. women, migrants, LGBTQ+ community, etc. Outcomes and methodology of
this second research step will be presented later in section 5.2 and are published in a
paper named ”Unintened bias for Misogyny Detection” written with Debora Nozza
and Elisabetta Fersini (Università di Milano - Bicocca). In this paper, we provide
a model for misogyny detection which demonstrates to obtain the best classifica-
tion performance in the state-of-the-art and we address the fairness of this model by
measuring and mitigating its unintended bias against women. Figure 3 shows the
RQ2 - Unbiased Algorithms research question as the second branch of our Research
Questions Hierarchy. Presented at Web Intelligence conference in October 2019 and
Scopus Indexed.

3. Q3 - Can Deep learning word representations be used in order to better under-
stand the social interactions in virtual spaces? Finally, as third research step, this
study address the open issue related to the lack of awareness of algorithms in terms
of the ability of understand and predict social behaviors by reading online conver-
sations. So, the third research steps aims at leveraging deep learning representations
of words in order to design algorithms able to understand the different roles that the
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users play during a hate speech event. We will resort to the work done in terms if
algorithms for narrative understanding and we advocate the use of new techniques
such temporal word embeddings for this task. Results and methodology of this pa-
per named ”Temporal Word Embeddings for Narrative Understanding” written with
Alessandro Antonucci and Vani K (IDSIA - Switzerland). Figure 3 shows the RQ3
- Algorithms for Narrative Undestanding research question as the second branch of
our Research Questions Hierarchy.

Fig. 4. Research Preliminary Steps.

3.3 Research Methodology

From a methodological point of view, in this thesis both Sentiment Analysis and Hate
Speech Detection tasks are studied but with different approaches and scopes: (i) the
Sentiment Analysis task and its wide literature will be investigated uniquely in order to
retrieve state-of-the-art approaches and methodologies for text classification of sentences
sentiment-wise; (ii) consequently, by leveraging the wide literature and the large amount of
benchmark data sets available for Sentiment Analysis, new methodologies and techniques
will be specifically designed exclusively for the Hate Speech Detection task. Except for
the first paper in the collection6, where a new approach is tested on a Sentiment Analysis
task due to a lack of Hate Speech Datasets back when the paper was written, any further
analysis on Sentiment Analysis state-of-the-art methods is out of scope for this thesis.
6Orsenigo C., Vercellis C., and Volpetti C.”Concatenating or Averaging? Hybrid Sentences Representations
for Sentiment Analysis”, Lecture Notes in Computer Sci-ence (including subseries Lecture Notes in Artifi-
cial Intelligence and Lecture Notesin Bioinformatics), Volume 11314 LNCS, 2018, Pages 567-575, Springer,
DOI:10.1007/978-3-030-03493-159

10



This research will be conducted on English texts since, a part from few rare exceptions,
the main literature available on both tasks is on English contents. On the other hand, the
main drawback of this choice is that outcomes of studies concerning English hate speech
datasets don’t benefit of characteristics of transferability to other languages because the
culture in the home country of the language has its own weight on the classification task.
Since this work is one of the first on this research topic, it has been a preferable choice
though to leverage the existing literature on English texts.

The specific Research Lines and Related Research Questions have been identified by a
series of research preliminary steps (Fig. 4). First, a scouting of the motivations to work
on Hate Speech Detection has been carried out , in order to have a clear idea of the open
challenges for the domain of interest (see Section 2). Then a definition of efficient Hate
Speech Detection algorithm is provided in Section 3 along several dimensions: fast, accu-
rate, unbiased and aware. Finally, according to these dimensions, a mapping of Research
Objectives and the Research Questions Hierarchy have been designed (Section 3).

4. Sentiment Analysis - Literature Review

In this paragraph, it is reported the mapping exercise to analyze and chart the progress of
research work in Deep Learning (DL) exclusively for the Sentiment Analysis task in the
last few years. The focus of my work of literature review has been to map the “state-of-the-
art models” from 2016 backwards. An update to more recent works has been performed
recently in order to cover all academic papers published up to 2019 and it is presented
in paragraph 4.3. I worked on a detailed manual analysis – aka Content Analysis - of
the research publication data in order to identify: (i) The main models and approaches
used in state-of-the-art models along with their performances in terms of accuracy, main
benchmark datasets and (ii) The main challenges and open problems into the field of DL
for Sentiment Analysis.

4.1 Search Protocol

As a preliminary phase, in order to retrieve the scientific papers related to the scope of this
survey, I designed and implemented the following search protocol:

1. I firstly identified the research publication corresponding to the more recent state-of-
the-art model (we will call it the root-paper) and I went through a reference search of
previous state-of-the-art models.

2. I did a manual screening of the research publications referenced by the root-paper
backwards, cycling the same procedure, in order to find out all those research publi-
cations that somewhere in the past demonstrated to be Deep Learning for Text Clas-
sification state-of-the-art models.
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3. Inclusion Criteria: At first search, the root-paper resulted to be dated 2015, then we
included by a Scopus search a further paper dated 2016 in order to cover the period
of interest.

4. Exclusion Criteria: The back propagated reference search stopped to research publi-
cations dated before 20117.

As a result of the reference search, I obtained a number of 16 papers for a total of 50
different model variants. I did a manual cleaning of the research publications from the
root-paper backwards to 2011 to find out those models that effectively used Deep Learning
approaches. As results, out of the 50 models, 29 models were found to use DL algorithms
(see Table 1). All the other models were identified as Machine Learning models mainly
used as baseline for comparison and they were not analyzed further. This check required
downloading the full text of the 16 papers from Scopus8 and understanding the work re-
ported to identify if the paper reports the implementation of Deep Learning models. The
resulting 16 papers are listed in the references section and in Table 2. The CODE ID used
in figures is straightforward: year of publication and name of the first author.

Table 1. Deep Learning Models vs other approaches.

Class Frequency
Machine Learning 21

Deep Learnig 29

4.2 Content Analysis

The manual annotations hand-made by the author of this work, were aimed at identify-
ing mainly models and approaches used in state-of-the-art models along with their perfor-
mances in terms of accuracy, main benchmark datasets and datasets domains in the period
of interest. The results of manual analysis are presented in this section. Coding fields for
the Manual Reading have been fixed as follows: Class (Deep Learning or NoDL), Year, Ti-
tle, Model, Family Model, Variants of previous models, Feature Representation, Insights,
Issues, Main Focus.

As first tangible outcome of the manual screening, I produced a table of the state-of-
the-art models in Deep Learning for Text Classification in Figure 2 from 2011 to 2016.
For each paper, CODE ID field is a label automatically assigned to each paper composed
by year author, the MODEL is the name of the algorithm as provided in the paper, and the
following columns are the name of the datasets on which the MODEL as been tested. A
detailed description of the dataset will be provided in the following of this chapter. Per-
formances are measured in term of percentage of accuracy over a test set. As literature
72011 has been identified by this work as the year of first broad usage of the term Deep Learning; given that
we do not search behind this date.

8https://www.scopus.com
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CODE ID MODEL MR SST-1 SST-2 SUBJ TREC CR MPQA
2010 NAKAGAWA[34] Tree-CRF 77,3 81,4 86,1

2011 SILVA[35] SVMs 95
2011 SOCHER[36] RAE-rand 76,8 85,7
2011 SOCHER[36] RAE-init 77,7 86,4
2012 SOCHER[36] MV-RNN 79
2012 WANG[37] MNB-uni 77,9 92,6 79,8 85,3
2012 WANG[37] MNB-bi 79 93,6 80 86,3
2012 WANG[37] SMV-uni 76,2 90,8 79 86,1
2012 WANG[37] SVM-bi 77,7 91,7 80,8 86,7
2012 WANG[37] NBSVM-uni 78,1 92,4 80,5 85,3
2012 WANG[37] NBSVM-bi 79,4 93,2 81,8 86,3

2013 HERMANN[38] CCAE-A 77,8 86,3
2013 HERMANN[38] CCAE-B 77,1 87,1
2013 HERMANN[38] CCAE-C 77,3 87,1
2013 HERMANN[38] CCAE-D 76,7 87,2

2013 SOCHER[39] RNTN 45,7 85,4
2013 SOCHER[39] RNN 43,2 82,4
2013 SOCHER[39] NB 41 81,8
2013 SOCHER[39] BiNB 41,9 83,1
2013 SOCHER[39] VecAvg 32,7 80,1
2013 SOCHER[39] SVM SOCHER 40,7 79,4
2013 SOCHER[39] MV-RNN 44,4 82,9
2013 WANG[40] G-Dropout 79 93,4 82,1 86,1
2013 WANG[40] F-Dropout 79,1 93,6 81,9 86,3
2014 DONG[41] s.parser-LongMatch 78,6 85,7
2014 DONG[41] s.parser-w/oComb 78,3 85,5
2014 DONG[41] s.parser 79,5 86,2

2014 IRSOY CARDIE[42] DRNN (4,174) 49,8 86,6
2014 KALCHBRENNER[43] MAX-TDNN 37,4 77,1 84,4
2014 KALCHBRENNER[43] NBOW 42,4 80,5 88,2
2014 KALCHBRENNER[43] DCNN 48,5 86,8 93

2014 KIM[44] CNN-rand 76,1 45 82,7 89,6 91,2 79,8 83,4
2014 KIM[44] CNN-static 81 45,5 86,8 93 92,8 84,7 89,6
2014 KIM[44] CNN-non-static 81,5 48 87,2 93,4 93,6 84,3 89,5
2014 KIM[44] CNN-multichannel 81,1 47,4 88,1 93,2 92,2 85 89,4

2014 LE MIKOLOV[45] Paragraph-Vec 48,7 87,8
2014 YANG[46] CRF 81,1
2014 YANG[46] CRF-PR-inf lex 80,9
2014 YANG[46] CRF-PR-inf disc 81,1
2014 YANG[46] CRF-PR-lex 81,8
2014 YANG[46] CRF-PR 82,7

2015 TAI[47] LSTM 46,4 84,9
2015 TAI[47] Bi-LSTM 49,1 87,5
2015 TAI[47] 2-layer LSTM 46 86,3
2015 TAI[47] 2-layer Bi-LSTM 48,5 87,2
2015 TAI[47] Dep Tree-LSTM 48,4 85,7
2015 TAI[47] C Tree-LSTM - rand 43,9 82
2015 TAI[47] C Tree-LSTM - GloVefix 49,7 87,5
2015 TAI[47] C Tree-LSTM - GloVetun 51 88

2016 KUMAR[48] DMN 52.1 88.6
2016 KUMAR[48] DMN 52.1 88.6

Table 2. State-of-the-art models and performances over the period from 2011 to 2016
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review outcome9, I found out that the state-of-the-art architecture in Sentiment Analysis
was the LSTM (Long Short-Term Memory Networks) by [47]. Long Short-Term Mem-
ory Networks are a variant of Recurrent Neural Networks, which addresses the problem
of learning long-term dependencies by introducing a memory cell that is able to preserve
state over long periods of time. A far more complex multi-task architecture by [48], named
DMN (Dynamic Memory Networks) also obtained state-of-the-art results on text classifica-
tion for sentiment analysis in 2016. The DMN model is a potentially general architecture,
belonging to a brand-new area of research of multi-task family architectures. DMN can be
applied for a wide variety of NLP applications, including classification, question answering
and sequence modeling.

As a further outcome of the manual content analysis, we found out that the main bench-
mark datasets used for state-of-the-art comparison are:

• MR: Movie reviews with one sentence per review. Classification involves detecting
positive/negative reviews [49].

• SST-1: Stanford Sentiment Tree-bank an extension of MR but with train/Dev/test
splits provided and fine grained labels (very positive, positive, neutral, negative, very
negative), re-labeled by [39].

• SST-2: Same as SST-1 but with neutral reviews
• Subj: Subjectivity dataset where the task is to classify a sentence as being subjective

or objective [49].
• TREC: TREC question dataset—task involves classifying a question into 6 ques-

tion types (whether the question is about person, location, numeric information, etc.)
[41].

• CR: Customer reviews of various products (cameras, MP3s etc.). Task is to predict
positive/ negative reviews [50].

• MPQA: Opinion polarity detection subtask of the MPQA dataset [51]

The manual content analysis helped in framing that the state-of-the-arts models imple-
mented in the period of analysis mainly refer to the following families of Neural Network
Architectures:

• Recursive Neural Networks: RNN exploit the nested hierarchy and an intrinsic
recursive structure of the data [36] [38];

• Long Short Term Memory Networks: a variant of Recurrent Neural Networks,
they can learn long-term dependencies by introducing a memory cell that is able to
preserve state over long periods of time. Tree-LSTM is a LSTM which exploit the
dependency parsing tree of sentence [47];

• Convolutional Neural Networks: CNN are neural networks comprising one or more
convolutional layers which are essential learning filters. CNN are mainly used to deal
with images [44].

9Those are results from a literature review performed in 2017; a literature update is provided in the next
paragraph.
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• Dynamic Memory Networks: DMN is a neural network based framework for gen-
eral question answering tasks that is trained using raw input-question-answer triplets
[48].

4.3 Recent Research Advances

Ground-breaking ideas are occurring at an unprecedented pace lately in the Natural Lan-
guage Processing research community and in particular from the new architectures coming
from a Deep Learning approach. Christopher D. Manning, professor at Stanford and one
of the major expert in NLP said this new techniques can be referred to as ”Deep Learning
Tsunami”10 in Computational Linguistics. As already anticipated, deep learning has the
major pay-off of learning high-level features representation directly from raw data with
small or even none hand-crafted feature engineering and consequently to be outstanding in
performances when dealing with unstructured data. Deep Learning also use a hierarchy of
layers able to leverage the compositionality of neural networks architectures but the real
game changing innovation is nowadays the use of distributed word representations such as
word2vec [52] or GloVe [53]. Recurrent Neural Networks and in particular Long-Short
Term Memory Networks [54] have been architectures that performed as state-of-the-art on
NLP tasks and along with the distributed word vectors representations, left far behind ev-
ery previous approach. In the last years, the Attention Mechanisms first introduced by [55]
has gained an increased popularity and has found a broad application in a wide range of
NLP tasks. In [56], authors augmented the long short-term memory (LSTM) network with
a hierarchical attention mechanism consisting of a target-level attention and a sentence-
level attention. One of the seminal idea of 2018, has been the Transformer architecture
[57] builds on the attention mechanism and aiming at solving the long term dependencies
in a more efficient way than the previous state-of-the-art architecture, the LSTM neural
networks [54]. The Transformer architecture demonstated to be the state-of-the-art model
in modern NLP and building on this method, Google’s BERT model has been designed.
BERT (Bidirectional Encoder Representations from Transformers) [58] is a recent paper
by Google AI research that is performing state-of-the-art results in a broad variety of natu-
ral language processing tasks by applying a multi-layer bidirectional Transformer encoder.
Lately, the use of capsule network - initially introduced for image classification - has been
envisioned for natural language processing tasks in [59] leading to an improvement in per-
formances on several NLP tasks with few training instances.

5. Synthesis of Appended Papers

In the following section, a synthesis of each of the appended papers is presented. Each
paragraph will briefly present and discuss each paper, focusing on the specific goals and its
main results. Figure 5 shows the mapping between the Open Issues identified in Section 3.1

10https://www.mitpressjournals.org/doi/pdf/10.1162/COLIa00239

15



along with the relative Research Areas identified in Section 4 and the following Research
Outcomes:

1. ”Concatenating or Averaging? Hybrid Sentences Representations for Sentiment Anal-
ysis” authored with Orsenigo C. and Vercellis C. (Politecnico di Milano - Italy)

2. “Unintended Bias in Misogyny Detection” authored with Nozza D. and E. (Univer-
sità di Milano Bicocca - Italy)

3. “Temporal Word Embeddings for Narrative Understanding” authored with Antonucci
A. and Kanjirangat V. (IDSIA - Istituto dalle Molle per l’Intelligenza Artificiale -
Switzerland)

Fig. 5. Research Outcomes and Open Issues mapping process.

As Figure 5 illustrate, paper ”Concatenating or Averaging? Hybrid Sentences Repre-
sentations for Sentiment Analysis” aims at designing a new feature engineering technique
in order to improve performances of text classification algorithms. So that to fulfill the
needs of faster and more accurate text classification automatic systems. On the other hand,
paper ”Unintended Bias for Misogyny Detection” aims at fulfilling the need of new bias
mitigating techniques in hate speech detection tasks in order to ensure unbiased algorithms.
The paper indeed demonstrated the new strategies to be successful and methods have been
applied in the specific case of misogyny detection. Finally, the last paper ”Temporal Word
Embeddings for Narrative Understanding” aims at investigating the idea that temporal dis-
tributed word representations can be used in order to identify character roles in narrative.
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This is the first step into the direction of using those embeddings in social media in order
to identify social behaviors. An important application of the identification and analysis of
such character-centric narratives in social media could be the identification of victims and
bullies in hate-speech dialogues.

5.1 PAPER 1 - Concatenating or Averaging? Hybrid Sentences Representations for
Sentiment Analysis

As first research step, my study focused on hybrid sentence representations of words in
order to improve performances in text classification tasks and providing new hybrid vari-
ants which proved a stable increase in performances across different domains and datasets.
Main results of this first investigation in hybrid features representations are highlighted in
the following of this paragraph. The ultimate goal of this study was to design brand new
hybrid variants of sentence representations. My research investigated the effectiveness of
combining the semantic features provided by Word2vec [53] with the lexical embedding
generated by the well-established and more commonly used Bag of Word (BOW) model.
The goal was to evaluate at what extent the Word2vec features complement and enrich the
information comprised in the BOW representation and, specifically, to verify on an empir-
ical basis whether the joint use of Word2vec and BOW in text classification for sentiment
analysis leads to a sustainable performance improvement over the latter approach used
alone. To this end, we designed and applied four hybrid sentence representations to convert
textual data into numeric vectors, which benefit from both Word2vec and BOW informa-
tion. These hybrid variants were compared against two baselines given by the classical
BOW and Word2vec methods applied individually. Several tests in the context of senti-
ment classification were performed on five publicly available Amazon datasets, containing
the users’ opinions on products coming from different categories [60, 61]. The results of
our experiments highlighted the usefulness of the novel hybrid representations across the
different domains. In particular, the features obtained by concatenating the BOW model
with the averaged form of Word2vec consistently outperformed the corresponding base-
lines.

New Hybrid Features Design. In my work I focused on features engineering rather than
ensemble methods such in [62] since they present the drawback of high computational
costs. In addition, I designed novel hybrid embedding variants resorting to different types
of vectors concatenation which, at the best of my knowledge, haven’t been tested yet.
Unlike [63], I introduced the use of a presence-based approach as suggested in [49] and the
simple average, which showed better performances, compared to the weighted approach, as
reported in [62]. Specifically, by combining in all possible ways the BOW and Word2vec
schemes, we derived the four hybrid representations of sentences:

avgi⊕bow01i (1)

avgi⊕bowT Fi (2)
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avgT Fi⊕bow01i (3)

avgT Fi⊕bowT Fi (4)

Where vector ~bow01i is the boolean vector representing sentence si whose generic element
j takes the value 1 if and only if the word v j appears in the sentence.

Where vector ~bowT Fi is vector representing sentence si containing at position j the TF-IDF
value of word v j, defined as the product between the term frequency, i.e. the number of
occurrences of the word v j in si, and the inverse term frequency, given by the logarithm
of the ratio of the number of sentences divided by the number of sentences in the corpus
containing v j.

Where vector ~avgi is a d-dimensional vector representing a sentence si whose kth element
is defined as:

~avgik =
1
ni

ni

∑
j=1

~wi jk k = 1,2, . . . ,d, (5)

where ~wi j denotes the d-dimensional pre-trained word vector corresponding to the jth term
in sentence si and ni is the number of words in sentence i.

Where the vector ~avgT F i is a d-dimensional vector representing a sentence si whose ele-
ment at position k is given by

~avgT F ik =
1
ni

ni

∑
j=1

fi j~wi jk k = 1,2, . . . ,d, (6)

where fi j is the TF-IDF value of word j in sentence i. Notice that, for both strategies the
vector representing each sentence has the same dimension d of the input word vectors. As
a consequence, the original corpus is mapped into a numeric matrix of size m× d which
can be fed to any machine learning classifier.

Experimental Framework and Main Results Overview. The following paragraph provides
a brief report of main experimental settings and main results; for a full explanation of both
methodologies and summary please refer to the full paper. To evaluate the effectiveness
of the hybrid variants we performed several experiments on a publicly available11 corpus
of Amazon reviews [60, 61], referred to products from different categories such as Beauty,
Video Games, Clothing, Health and Home as illustrated in Figure 6. Then for each dataset
a preprocessing and a feature engineering step were performed before moving to the train-
ing and testing phases. Notice that Amazon datasets where chosen since their intrinsic
diversity allowed to analyse the performances of the novel encoding schemes across dif-
ferent text domains. In order to provide a complete comparative study, computational tests

11http://jmcauley.ucsd.edu/data/amazon/
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Fig. 6. Experimental Framework.

were performed on seven different sentence representations, composed by three baselines
and four newly introduced hybrid variants. To discriminate between positive and nega-
tive reviews we resorted to the Logistic Regression classifier implemented in Weka [64].
Furthermore, given the high unbalance of the datasets in terms of class distribution, we
selected as performance measure the F1-score on the minority (negative) class. The results
of our experiments are shown in Table 3, which indicates the F1-score computed on the dif-
ferent test sets. The first main outcome is the notable performance exhibited by the hybrid
encoding variants compared to the classical BOW and Word2vec representations. In par-
ticular, the avg bow01 mapping obtained the highest accuracy across all the datasets. This
empirical achievement emphasizes the benefits stemming from the joint use of BOW and
Word2vec, suggesting that exploiting the information encoded in the two schemes by con-
catenating the corresponding sentence-level vectors outperforms the baseline approaches.
Moreover, among the hybrid embeddings the one relying on the averaged Word2vec and on
the presence-based BOW model consistently provided better results compared to the TF-
IDF weighted alternatives. Finally, this evidence confirms that the weighting scheme based
on TF-IDF, originally proposed to account for the importance of the words in a document
within a corpus, is not always an effective choice in a sentiment analysis task.

Experiments confirmed the effectiveness of the hybrid mappings which showed notable
performances in terms of prediction accuracy compared to the BOW and Word2vec ap-
proaches applied individually. Our empirical finding supports the results obtained in pre-
vious studies which conjectured on how the information provided by the well-established
BOW scheme can be completed and enriched by the one contained in the more recently
proposed Word2vec models. Research outcomes has been presented on November 22nd
the IDEAL 2018: 19TH International Conference on Intelligent Data Engineering and Au-
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Table 3. F1-scores on the test sets.

Representation Beauty Video Games Clothing Health Home
bow01 0.49 0.53 0.51 0.41 0.47
avg 0.47 0.52 0.52 0.37 0.45
avgT F 0.38 0.40 0.42 0.29 0.35
avg⊕bow01 0.51 0.54 0.52 0.43 0.48
avg⊕bowT F 0.51 0.54 0.51 0.43 0.47
avgT F⊕bow01 0.50 0.53 0.50 0.42 0.45
avgT F⊕bowT F 0.50 0.53 0.50 0.42 0.45

tomated Learning, Session 10B: Natural Language Processing Computational Linguistics
(Madrid - Spain) and published by Springer in the Lecture Notes in Artificial Intelligence
- Scopus Indexed.

5.2 PAPER 2 - Unintended Bias in Misogyny Detection

This Section presents the context, the experimental framework and main results of the pub-
lication ”Unintended Bias in Misogyny Detection” co-authored with Nozza, D. and Fersini
E. of University Milano - Bicocca. Research outcomes will be presented on the 16 Octo-
ber 2019 at EEE WIC ACMInternational Conference on Web Intelligence (Thessaloniki,
Greece) Session Web of People VII - Social vulnerabilities and tendencies.

Misogyny Detection. In the latest years, there was a growing interest in accelerating
progress for women’s empowerment and gender equality in our society. However, misog-
yny as a form of hate against them spread exponentially through the web and at very high-
frequency rates, especially in online social media, where anonymity or pseudo-anonymity
enables the possibility to afflict a target without being recognized or traced. This alarm-
ing phenomenon has triggered many studies related to the problem of abusive language
recognition, and in particular for misogyny detection, both from computational linguistics
and machine learning points of view. The state-of-the-art of automatic misogyny identifi-
cation in online environments is still in its infancy. A preliminary exploratory analysis of
misogynous language in online social media has been presented in [33], where the authors
collected and manually labeled a set of tweets as positive, negative and neutral, provid-
ing some basic statistics about the usage of some candidate misogynistic keywords. A
first contribution to the problem of automatic misogyny identification has been presented
in [31], where the role of different linguistic features and machine learning models have
been investigated. More recently, thanks to the Automatic Misogyny Identification (AMI)
challenges organized at IberEval [65] and Evalita [66], many different approaches [67–72]
have been proposed for addressing this problem. In this context, research works commonly
focus on textual feature representation studying different linguistic characteristics, ranging
from pragmatical, syntactical and lexical features to higher level features derived through
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embedding techniques, or on the machine learning model, employing traditional or Deep
Learning supervised models.

Fig. 7. Experimental Framework.

Unintended Bias in Hate Speech Detection algorithms. When training a text classifica-
tion algorithms to perform abusive language classification, it is important to focus on a
particular error induced by the training data, i.e. the bias introduced in the model by a set
of identity terms that are frequently associated to the misogynous class. For example, the
term women, if frequently used in misogynous messages, would lead most of the super-
vised classification models to associate an unreasonably high misogynous score to clearly
non-misogynous text, such as ”You are a woman”. This behavior of recognition models is
known as unintended bias. In particular, ”a model contains an unintended bias if it per-
forms better for comments containing some particular identity terms than for comments
containing others” [73]. Tackling this error means being able to use those models in the
real world. For the full investigation on the related work on this topic please refer to Section
Annex A.

Experimental Framework and Main Results Overview. This paper was designed in order
to provide a text classification algorithms for misogyny detection. The model proposed
demonstrated to obtain the best classification performance in the state-of-the-art while we
are also able to address the fairness of this model by measuring and mitigating its un-
intended bias. In particular, to address this challenge we first propose a novel synthetic
template that can be also used in the future as a benchmark test set for measuring the un-
intended bias in misogyny detection problems. Additionally, we investigated different bias
mitigation strategies, obtaining a debiased model that is less sensitive to identity terms as
long as able to perform at the state of art of the best misogyny detection model in the litera-
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ture on benchmark datasets. As dataset, we consider the state-of-the-art corpus for misog-
yny detection in the English language proposed for the Automatic Misogyny Identification
shared task at the Evalita 2018 evaluation campaign [65]. The identity terms are chosen
as those terms that can be used to refer to women, which may be unreasonably classified
as misogynous with high scores. In order to define the list of identity terms, we take into
consideration all the synonyms for ”woman” by using a thesaurus12. The obtained list of
synonymous has been then extended by including their plural form. Since some terms (e.g.
gentlewoman) barely appear in the corpus, we decided to remove the ones with a frequency
lower than 3. Since unintended bias of identity terms cannot be measured on the original
test set due to class imbalance and highly different identity term contexts, synthetic test
sets has been generated on purpose and building on the previous work [73], we manually
created a balanced synthetic dataset of misogynous and non-misogynous contents. As clas-
sification models, we first built a machine learning model on the state-of-the-art misogyny
corpus proposed in [65]. We first encoded the English sentences using the Universal Sen-
tence Encoder introduced in [74] built using a transformer architecture [75] and available
online13. Once constructed the sentence embeddings, we used them as input to a single-
layer neural network architecture and trained what we called the USE T model. Then we
created four debiased versions of our USE T model in order to mitigate its bias. The first
one consists of mitigating the class imbalance of the identity terms which have the most
imbalanced class distributions and it is called Debiased. Moreover, we also build the Debi-
ased length model, which is trained on a debiased set where the class balance is obtained
also considering tweet length ranges. In order to confirm the benefits of the described
bias mitigation procedure instead of a simple data augmentation process, we investigate
the addition of randomly sampled data from the external corpus, so we obtained two bias
mitigated models called Random and Random length model. As performance metric, we
adopted the AUC (area under the curve) measure to evaluate the classification performance
of the misogyny detection model on the test set and on the synthetic dataset. As measure for
the unintended bias, we computed the metrics introduced in recent state-of-the-art works
[73, 76] to measure the extent of unintended bias in the model.

Summarizing the experiments results, this paper demonstrated that the bias mitigation
strategies have significantly decreased the false positive and false negative rates for each
identity term and consequently reduced the unintended bias by providing more similar
values across terms. The debiased model showed a stable improvement in separability of
positive and negative examples within each subgroup, if compared with the reference model
subgroups. Additionally, the paper first propose a novel synthetic template set that can be
used in the future as a benchmark test set for measuring the unintended bias in misogyny
detection problems.

12www.thesaurus.com
13https://tfhub.dev/google/universal-sentence-encoder-large/3

22

www.thesaurus.com
https://tfhub.dev/google/universal-sentence-encoder-large/3


5.3 PAPER 3 - Temporal Word Embeddings for Narrative Understanding

In this paper, we studied temporal word embeddings as a possible tool for effective nar-
rative understanding. This work is first step towards the use of temporal embeddings to
understand the social behaviors in the context of other narratives e.g. narratives from social
media. An important application of the identification and analysis of such narratives in
social media could be the identification of victims and bullies in hate-speech dialogues. In
this work, first we advocate and demonstrate the efficiency of using temporal word embed-
dings for narrative understanding. Second, we provided a new data set of temporal word
analogies and we also tested a new variant of a recently proposed temporal embedding ap-
proach. Results showed a good accuracy when solving temporal character analogies across
time. This supports that research idea that these embeddings can properly understand the
semantic role of each character. We also provided a visualization of the temporal embed-
dings to trace the evolution over time of characters in a story plot.

Automatic identification of characters in a Story: the Idea. In this paper we aim at au-
tomatically identifying characters roles and their evolution over time. A character role
describes what function a character serves in the story. The character evolution is the idea
in writing that a character can ideally change from the beginning of a work to the last
sentence, e.g., from the villain to the hero. To validate these techniques, we use J.K. Rowl-
ing’s Harry Potter books as a benchmark providing a consistent amount of text, with a story
spread over multiple books with recurrent characters and varying relations among them.

Our claim is that if we construct Temporal Word Embeddings (TWEs) (also known as
dynamic word embeddings [77] or diachronic word embeddings [78–80]) for each charac-
ter in different time periods (e.g., for each character in each book of a book series) they
can be used to represent the role and the evolution of a character along a story plot. TWEs
make it possible to find distinct words that share a similar meaning in different periods of
time by retrieving temporal embeddings that occupy similar regions in the vector spaces
that correspond to distinct time periods. Consequently, our hypothesis is that characters
having the same role, they are assumed to be closer, according to some metric measure in
the embedding space, to similar characters that producing a distribution in the vector space
so that, e.g., villains should be clustered in a different area from the area in which story
heroes are placed. On the other hand, we also claim that by building a sequence of tempo-
ral embeddings of a character over consecutive time intervals, one can track the character
evolution (semantic shift) occurred in the character role.

Temporal Word Embeddings models explained. In this paragraph we report an informal
descriptions of the TWEs models implemented in our paper in order to let the reader gain
the main intuition of the designed approaches without the barrier of a specialized termi-
nology. In Annex A, the full paper with a more formal definition of the TWEs models is
provided. In this work, we build on the specific method introduced in [81]. This method
assumes that a word, e.g., Clinton appears during some temporal periods in the contexts
of words that are related to his position, e.g., president, that conversely doesn’t change its
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Fig. 8. Training input vectors with frozen output vectors.

meaning through time. This assumption allows to heuristically consider the context matrix
of a CBOW [52] training system (Figure 8) as static, i.e., to freeze the output weight matrix
during training, while allowing the word embedding input weight matrices, to change on
the basis of co-occurrence frequencies that are specific to a given temporal interval (Figure
8). After training, model returns the context embeddings, that we are going to consider as
a TWE. This is achieved by a two-fold training procedure. First a static word embedding
is trained, with random initialization, using the entire vocabulary and ignoring temporal
slices. This initialization has been proved to force alignment and make it possible to com-
pare vectors from embeddings associated to different time slices. In this paper we propose
a different initialization scheme for such a training architecture. In the particular case of
the characters of a narrative text, as basically each character might change their semantic
position over time, we designed a better initialization strategy. It consists in using the ma-
trix resulting from the previous training step t-1 as the initialization of matrix at time t for
each time step. We call this procedure dynamic initialization, while the original procedure
proposed in [81] is called here static initialization. A graphical summary of the architecture
together with the two initialization strategies is depicted in Figure 9.
Experimental Framework and Main Results Overview. For our experiments we consid-
ered as a corpus the six books from the Harry Potter’s series. Since the training process
of a TWEs relies on diachronic text corpora, we need to decompose our corpus into tem-
poral slices which are usually, temporal intervals set accordingly to the granularity of time
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Fig. 9. Temporal context embeddings architecture with both static and dynamic initialization.

spans we want to cover. Since we are trying to trace major changes in characters behaviors
and role, we decided to keep the granularity of time spans low and consequently we set
our time unit (the granularity of the temporal dimension) to the number of books. As a
result of this choice, after the training every word will have six representations, one per
each time unit (per each book). In order to build the Temporal Word Analogies test set,
we asked ten “experts”, i.e., people who carefully and repeatedly read the six books, to
answer a survey. They were asked to answer twelve questions about Harry Potter’s char-
acters across the first six books. This approach made it possible to trace a series of 150
characters analogies over time. We then applied Named entity recognition tools form the
API of the NLP Stanford to retrieve the characters from the corpus and finally we trained
both models (see previous section) on the entire Harry Potter corpus (six books) to build the
static embeddings and then we trained separately the temporal embeddings according the
two different approaches discussed in the previous paragraph. After some hyperparameters
tuning procedures, we fixed 200 for the word embeddings dimensionality, we specified a
window size equal to two, and twenty epochs for the static training. Temporal embeddings
were trained for five epochs each, when replicating the original approach, and gradually

25



Fig. 10. Experimental Framework.

scaled from ten to one when dealing with the second approach. The resulting visualiza-
tion plots and accuracy metrics clearly demonstrated that our approach is well suited for
this research problem. Both visualization techniques and the testing on the temporal word
analogies show that these embeddings can properly understand the semantic role of each
character. As a future work, we would like to use those embeddings for analogous tasks
such as understanding narratives from social media.
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6. Conclusions and Future Developments

The aim of this thesis was to prove that new artificial intelligence algorithms could be
helpful in providing research stakeholders with a faster, accurate, unbiased and aware
automatic system to detect hateful comments. Newly designed methods have been intro-
duced namely: hybrid sentence representations, unintended bias mitigation techniques for
misogyny detection and temporal word embeddings for narrative understanding. Research
outcomes have been demonstrating promising results and demonstrated to support the re-
search intuitions behind this PhD work. The first publication addressed the need of faster
and accurate algorithms by designing novel hybrid sentence representations able to ex-
ploit the information provided by two different strategies coming from the two different
worlds of machine and deep learning. Experiments confirmed the effectiveness of the hy-
brid mappings which showed notable performances in terms of prediction accuracy. But
more importantly, from an academic point of view, our empirical finding supports the re-
sults obtained in previous studies which conjectured on how the information provided by
the two representations are complementary. The second research effort answered to the
need of new strategies for measuring and mitigating unintended bias in hate speech de-
tection tasks. Results of this work confirmed the ability of the bias mitigation treatment
implemented to reduce the unintended bias of the proposed misogyny detection model.
From a practitioners point of view, this work represent a further step towards the design of
models that are robust to training biases and that consequently can be used in real world
applications because of their capability to ensure a fair and unbiased service with respect to
every group of people without discrimination. The third research work aimed at satisfying
the stakeholders’ need of a better understanding of social behaviors behind online discus-
sions by providing a new training approach for temporal word embeddings. These were
compared against human annotators experts and they showed promising results as tool for
narrative understanding. This supports the intuition that these embeddings can properly un-
derstand the semantic role of each user involved in discourse and consequently the role of
victims and agressors in hate speech online discourses. This PhD thesis provided a further
step towards the construction of safer and unbiased virtual spaces for users discussions.
As a future work, an important development that can be built especially on the last research
paper outcomes, is the identification and analysis of narratives in social media in order
to be able to identify e.g. victims and bullies in hate speech dialogues. More in general,
understanding social media content is a process that more and more is demanding to antici-
pate and predict serious hate events such as cyberbullying or off-line violence. Addressing
such expectations is going to be crucial in the next decade when public authorities will
be pushing forward their regulatory effort by asking social media companies for more and
more awareness on the content published on their platforms. On the other hand, as further
future development, this work can be considered a first step in the direction of investigating
the interplay between Sentiment Analysis and Hate Speech Detection. As second step in
the direction of further leveraging the interplay between these tasks, we envision the use of
Transfer Learning between Sentiment Analysis and Hate Speech Detection.
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Abstract. Performances in sentiment analysis - the crucial task of auto-
matically classifying the huge amount of users’ opinions generated online
- heavily rely on the representation used to transform words or sen-
tences into numbers. In the field of machine learning for sentiment anal-
ysis the most common embedding is the bag of words (BOW) model,
which works well in practice but which is essentially a lexical conversion.
Another well-known method is the Word2vec approach which, instead,
attempts to capture the meaning of the terms. Given the complemen-
tarity of the information encoded in the two models, the knowledge
offered by Word2vec can be helpful to enrich the information com-
prised in the BOW scheme. Based on this assumption we designed and
tested four hybrid sentence representations which combine the two for-
mer approaches. Experiments performed on publicly available datasets
confirm the effectiveness of the hybrid embeddings which led to a stable
increase in the performances across different sentiment analysis domains.

Keywords: Text classification · Sentiment analysis
Machine learning · Word vectors · Word2vec · Bag of words
Hybrid sentence representation

1 Introduction

With the rapid growth of opinionated texts produced daily by online users, the
ability of classifying opinions has become imperative to understand political
orientations [18], brand perception [5] or even to forecast the impact of news
on financial markets [2]. Consequently, several research efforts in the machine
learning domain have been recently devoted to design accurate text classification
algorithms for sentiment analysis, in order to automatically assign a sentiment
polarity to user-generated comments [9,16].

To apply machine learning, sentences must be converted into a numeric
format through a vector-based representation. Vectors can be derived directly
from the raw text by means of several strategies which reflect different lexical,
syntactical or semantic properties of the documents. Choosing a specific text
c© Springer Nature Switzerland AG 2018
H. Yin et al. (Eds.): IDEAL 2018, LNCS 11314, pp. 1–9, 2018.
https://doi.org/10.1007/978-3-030-03493-1_59
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representation is crucial since it determines the information provided in input
to the classifier and, therefore, considerably affects its performances [7].

For text classification the most common feature extraction method is the
bag of words (BOW) model, in which each document is described in terms of a
vocabulary of words built on a given training corpus. In the resulting dataset the
numeric features indicate the presence or, alternatively, the frequency of each
term in the document, where the former strategy has been shown to perform
better compared to the latter for the purpose of sentiment classification [15].
Notice that, the bag of words approach discards any positional information about
the terms in the sentences and relies only on the presence of a word or on how
frequently the term occurs. Despite the effectiveness observed in practice, it is
indeed an exclusively lexical transformation in which the word order is disrupted
and syntactic structures are broken.

As an alternative to the BOW sparse vectors, some distributed representa-
tions of words as real-valued vectors, called word vectors, have been proposed to
capture their semantic aspects [1]. Among these, the Word2vec model developed
by [12] generates numeric vectors using neural networks, with the aim of grasp-
ing the meaning of each word considering its relations with other terms in the
same context. [12] proposes two methods to learn these vectors from text data.
The first is the Skip-Gram model which learns the word vectors by training a
neural network to predict the surrounding context words given a central word.
The second, called continuous bag of words, learns these vectors by predicting
the central word given its context of surrounding terms in a fixed window. In
both cases, the size of the window of neighboring terms is a parameter of the
model. Since the construction of such representations is unsupervised and gener-
ally involves huge corpora of documents, such as Wikipedia [3] or Google News
[12], a common strategy is to use pre-trained vectors instead of training them
every time from scratch. The Word2vec representation bears some advantages
over the BOW counterpart, since terms which are near in meaning are close in
the word embedding space and, somewhat surprisingly, other semantic relation-
ships such as gender-inflections or geographical connections can be recovered
using algebraic operations between vectors [13,14]. Therefore, if the purpose is
to extract semantic features able to bring some extra information related to the
similarities among words, one may effectively resort to the Word2vec models
which widely proved their ability to encode such extra knowledge.

The aim of the present study is to investigate the effectiveness of combining
the semantic features provided by Word2vec with the lexical embedding gener-
ated by the well-established and more commonly used BOW model. In particular,
our goal is to evaluate at what extent the Word2vec features complement and
enrich the information comprised in the BOW representation and, specifically, to
verify on an empirical basis whether the joint use of Word2vec and BOW in text
classification for sentiment analysis leads to a sustainable performance improve-
ment over the latter approach used alone. To this end, we designed and applied
four hybrid sentence representations to convert textual data into numeric vec-
tors, which benefit from both Word2vec and BOW information. These hybrid
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variants are compared against two baselines given by the classical BOW and
Word2vec methods applied individually.

Several tests in the context of sentiment classification are performed on five
publicly available Amazon datasets, containing the users’ opinions on products
coming from different categories [10,11]. The results of our experiments high-
lighted the usefulness of the novel hybrid representations across the different
domains. In particular, the features obtained by concatenating the BOW model
with the averaged form of Word2vec consistently outperformed the correspond-
ing baselines.

The remainder of the paper is organized as follows. Section 2 describes the
original BOW and Word2vec approaches and the proposed hybrid variants.
Section 3 illustrates the classification results achieved on the benchmark datasets.
Finally, Sect. 4 contains the conclusions and the future research developments.

2 Representation of Sentences

To use machine learning algorithms the corpus of sentences must be transformed
into a rectangular matrix of numeric values. Unlike the BOW model which pro-
duces a set of vectors which can be fed directly to a classifier, as described below,
word vectors must be manipulated to be converted into unique sentence-level vec-
tors of the same size. When word vectors follow the principle of compositionality,
as in the case of Word2vec, two widely used strategies can be adopted. The first
simply computes the average of the word vectors in the sentence [17]. The second
resorts to a weighted average by considering the TF-IDF (term frequency times
inverse document frequency) value of each term [6], which expresses the relative
importance of a word inside a sentence [8].

2.1 Bag of Words

Given a corpus defined as a collection D = (s1, s2, . . . , sm) of m sentences, the
BOW model maps each si into a numeric vector of dimension V , where V is
the size of the vocabulary extracted from D in the form of a set (v1, v2, . . . , vV )
of unique different terms. This vector can be built according to a presence-
based approach or, alternatively, to a frequency-based one [15]. In the first case,
a given sentence si is converted into a boolean vector bow01i whose generic
element j takes the value 1 if and only if vj appears in the sentence. In the
second case, si is converted into a vector bowTF i containing at position j the
TF-IDF value of word vj , defined as the product between the term frequency,
i.e. the number of occurrences of vj in si, and the inverse term frequency, given
by the logarithm of the ratio of the number of sentences divided by the number
of sentences in the corpus containing vj . Regardless the approach used, D is
therefore transformed into a rectangular matrix consisting of V columns and m
rows, each one composed by the bag of words of the corresponding sentence.
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2.2 Word2vec

The most straightforward way to build a sentence-level vector using Word2vec
is to average the word vectors of the terms therein included.

Formally, let w ij denote the d-dimensional pre-trained word vector corre-
sponding to the jth term in sentence si. In the averaged Word2vec model, si is
mapped into a d-dimensional vector avg i whose kth element is defined as

avg ik =
1
ni

ni∑

j=1

w ijk k = 1, 2, . . . , d, (1)

where ni is the number of words in sentence i.
An alternative approach is represented by the weighted average Word2vec,

in which each sentence si is converted into the vector avgTF i, whose element
at position k is given by

avgTF ik =
1
ni

ni∑

j=1

fijw ijk k = 1, 2, . . . , d, (2)

where fij is the TF-IDF value of word j in sentence i. Notice that, for both
strategies the vector representing each sentence has the same dimension d of
the input word vectors. As a consequence, the original corpus is mapped into a
numeric matrix of size m×d which can be fed to any machine learning classifier.

2.3 Hybrid Features: Combining BOW with Word2vec

The hybrid sentence representations proposed in this paper draw inspiration
from previous studies which analyzed, even if with some limitations, the use-
fulness of using BOW with Word2vec. The complementarity of the information
encoded by the two models, in particular, was empirically highlighted in [4] where
an ensemble classifier built on BOW and Word2vec achieved the best results
in 9 of the 11 domains for the purpose of sentiment classification. The work
of [6] further confirmed this evidence by showing that concatenating TF-IDF
weighted average features with frequency-based BOW vectors can outperform
other approaches based on the latter alone even if not in all cases.

Along this path and in order to enrich the studies conducted so far, in our
work we focused on features engineering rather than ensemble methods such in
[4] since they present the drawback of high computational costs. In addition,
we also designed novel hybrid embedding variants resorting to different types of
vectors concatenation which, at the best of our knowledge, haven’t been tested
yet. Unlike [6], we introduced the use of a presence-based approach as suggested
in [15] and the simple average, which showed better performances, compared
to the weighted approach, as reported in [4]. Specifically, by combining in all
possible ways the BOW and Word2vec schemes described above, we derived the
following four sentence representations

avgi ⊕ bow01i (3)
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Hybrid Sentences Representations for Sentiment Analysis 5

avgi ⊕ bowTFi (4)

avgTFi ⊕ bow01i (5)

avgTFi ⊕ bowTFi (6)

where the operator ⊕ denotes the concatenation of vectors. Notice that for each
hybrid encoding the vector representing sentence i has a final dimension equal
to the sum of the sizes of the component vectors. As an example, if avg i is
a d-dimensional vector and bow01i has the same size V of the vocabulary of
terms extracted from the corpus, avgi ⊕bow01i is a (d+V )-dimensional feature
vector.

3 Experimental Design and Results

To evaluate the effectiveness of the hybrid variants we performed several exper-
iments on a publicly available1 corpus of Amazon reviews [10,11], referred to
products from different categories such as Beauty, Video Games, Clothing,
Health and Home. Each review is described by different features: among these,
we extracted the review text and its rating, originally ranging from 1 to 5 stars.
For the purpose of classification we first discarded the reviews with neutral rating
(3 stars) and assigned a positive (negative) polarity to the remaining comments
rated more (less) than 3 stars. The polarity was then taken as the binary target
variable to predict. A summary of the datasets used in our tests in terms of num-
ber of reviews, positive and negative comments, average length of the reviews
and size of the vocabulary, is provided in Table 1. Notice that these datasets
where chosen since their intrinsic diversity allowed to analyze the performances
of the novel encoding schemes across different text domains.

Table 1. Amazon reviews datasets.

Dataset N. reviews Positive Negative Avg. length Vocabulary

Beauty 176,229 154,250 21,979 89 14,105

Video games 203,463 174,954 28,509 204 29,201

Clothing 248,230 221,578 26,652 60 11,656

Health 313,057 279,764 33,293 93 17,706

Home 506,423 455,049 51,374 96 15,654

Before the experiments common text data preprocessing in the form of lower
case conversion, tokenization and stopwords removal was applied. On the con-
trary, stemming and lemmatization were not used since, based on a preliminary
exploration, these tasks turned out to be ineffective for the specific analysis.

1 http://jmcauley.ucsd.edu/data/amazon/.
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Computational tests were performed on seven different sentence represen-
tations, described in Table 2, composed by three baselines and four newly
introduced hybrid variants. In particular, the bow01 encoding, referred to the
presence-based BOW model, was obtained by retaining the first 1000 most fre-
quent terms for each class. The avg and the avgTF mappings, correspond-
ing to the basic Word2vec schemes, were instead generated by using the
300-dimensional word vectors generated by [12] and trained on a subset of the
Google News dataset2. Specific terms for which the word vector representation
is not available were discarded. Finally, the remaining encodings were built by
concatenating the above vectors as described in Sect. 2.3. The code repository is
open source and is fully available on request.

Table 2. Alternative sentence representations.

Name Description N. features Type

bow01 Presence-based bag of words 1000 baseline

avg Averaged word vectors 300 baseline

avgTF Weighted average of word vectors 300 baseline

avg ⊕ bow01 Concatenate avg and bow01 1300 hybrid

avg ⊕ bowTF Concatenate avg and bowTF 1300 hybrid

avgTF ⊕ bow01 Concatenate avgTF and bow01 1300 hybrid

avgTF ⊕ bowTF Concatenate avgTF and bowTF 1300 hybrid

To discriminate between positive and negative reviews we resorted to the
Logistic Regression classifier implemented in Weka [19]. Specifically, for each
dataset we randomly extracted a stratified training sample of 5000 comments,
using the remaining reviews for testing. The most promising ridge regulariza-
tion parameter, searched among the powers of 10 in the interval [10−4, 1], was
obtained through a ten-fold cross-validation on the training set. Furthermore,
given the high unbalance of the datasets in terms of class distribution, we selected
as performance measure the F1-score on the minority (negative) class.

The results of our experiments are shown in Table 3, which indicates the
F1-score computed on the different test sets. The first main outcome is the
notable performance exhibited by the hybrid encoding variants compared to the
classical BOW and Word2vec representations. In particular, the avg ⊕ bow01
mapping obtained the highest accuracy across all the datasets. This empiri-
cal achievement emphasizes the benefits stemming from the joint use of BOW
and Word2vec, suggesting that exploiting the information encoded in the two
schemes by concatenating the corresponding sentence-level vectors outperforms
the baseline approaches. Notice that, due to the large size of the test sets, it is
easy to observe that the 95% confidence intervals around the F1-scores do not
overlap. This implies the statistical significance of our results.
2 https://code.google.com/archive/p/word2vec/.
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Moreover, among the hybrid embeddings the one relying on the averaged
Word2vec and on the presence-based BOW model consistently provided better
results compared to the TF-IDF weighted alternatives. This evidence confirms
that the weighting scheme based on TF-IDF, originally proposed to account for
the importance of the words in a document within a corpus, is not always an
effective choice in a sentiment analysis task.

Table 3. F1-scores on the test sets.

Representation Beauty Video games Clothing Health Home

bow01 0.49 0.53 0.51 0.41 0.47

avg 0.47 0.52 0.52 0.37 0.45

avgTF 0.38 0.40 0.42 0.29 0.35

avg ⊕ bow01 0.51 0.54 0.52 0.43 0.48

avg ⊕ bowTF 0.51 0.54 0.51 0.43 0.47

avgTF ⊕ bow01 0.50 0.53 0.50 0.42 0.45

avgTF ⊕ bowTF 0.50 0.53 0.50 0.42 0.45

Finally, as a further result we observed that the simple bow01 encoding gen-
erated better predictions compared to both Word2vec baseline schemes on all
datasets except for Clothing. Looking at the properties of this dataset we noticed
that it collects the shortest reviews, on average, and gives rise to the smallest
vocabulary. These two dimensions deserve further investigation since they might
play a prominent role on the performance of the Word2vec encodings in different
text classification domains.

4 Conclusions and Future Developments

Vectorial embedding of sentences can encode different information about the
texts they represent. The most common sentence encoding schemes in the con-
text of machine learning for sentiment analysis are the bag of words (BOW)
and the Word2vec models. In the present study we evaluate the usefulness of
combining BOW and Word2vec by designing novel hybrid sentence representa-
tions which exploit the information provided by both strategies. Experiments on
benchmark datasets, which collect the reviews of Amazon’s products, confirmed
the effectiveness of the hybrid mappings which showed notable performances in
terms of prediction accuracy compared to the BOW and Word2vec approaches
applied individually. Our empirical finding supports the results obtained in pre-
vious studies which conjectured on how the information provided by the well-
established BOW scheme can be completed and enriched by the one contained
in the more recently proposed Word2vec models. Given the promising results
achieved, the present work could be developed in several directions. First, it
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8 C. Orsenigo et al.

would be worthwhile to explore the accuracy of the proposed hybrid variants on
a wider collection of textual datasets. Moreover, experiments could be extended
by considering alternative classifiers, to evaluate the robustness of the conclu-
sions to the change of the algorithm used for prediction. Finally, other forms of
text embedding derived by the combination of numeric sentence encodings could
be designed and investigated.
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ABSTRACT
During the last years, the phenomenon of hate against women
increased exponentially especially in online environments such
as microblogs. Although this alarming phenomenon has triggered
many studies both from computational linguistic andmachine learn-
ing points of view, less effort has been spent to analyze if those
misogyny detection models are affected by an unintended bias. This
can lead the models to associate unreasonably high misogynous
scores to a non-misogynous text only because it contains certain
terms, called identity terms. This work is the first attempt to ad-
dress the problem of measuring and mitigating unintended bias in
machine learning models trained for the misogyny detection task.
We propose a novel synthetic test set that can be used as evalua-
tion framework for measuring the unintended bias and different
mitigation strategies specific for this task. Moreover, we provide a
misogyny detection model that demonstrate to obtain the best clas-
sification performance in the state-of-the-art. Experimental results
on recently introduced bias metrics confirm the ability of the bias
mitigation treatment to reduce the unintended bias of the proposed
misogyny detection model.

CCS CONCEPTS
• Social and professional topics→Hate speech; •Computing
methodologies→ Neural networks.
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1 INTRODUCTION
In the latest years, there was a growing interest in accelerating
progress for women’s empowerment and gender equality in our
society. However, misogyny as a form of hate against them spread
exponentially through the web and at very high-frequency rates,
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especially in online social media, where anonymity or pseudo-
anonymity enables the possibility to afflict a target without being
recognized or traced. This alarming phenomenon has triggered
many studies related to the problem of abusive language recogni-
tion, and in particular for misogyny detection, both from computa-
tional linguistics and machine learning points of view. However,
when inducing a supervised model to perform abusive language
classification, it is important to focus on a particular error induced
by the training data, i.e. the bias introduced in the model by a set
of identity terms that are frequently associated to the misogynous
class. For example, the term women, if frequently used in misog-
ynous messages, would lead most of the supervised classification
models to associate an unreasonably high misogynous score to
clearly non-misogynous text, such as “You are a woman”.

This behavior of recognition models is known as unintended bias.
In particular, “a model contains an unintended bias if it performs
better for comments containing some particular identity terms than
for comments containing others" [10]. Tackling this error means
being able to use those models in the real world.

In this paper, we provide a model for misogyny detection which
demonstrates to obtain the best classification performance in the
state-of-the-art and we address the fairness of this model by mea-
suring and mitigating its unintended bias. In particular, to address
this challenge we first propose a novel synthetic template that can
be used in the future as a benchmark test set for measuring the
unintended bias in misogyny detection problems. Additionally, we
investigate different bias mitigation strategies, obtaining a debiased
model that is less sensitive to identity terms as long as able to per-
form at the state of art of the best misogyny detection model in the
literature on benchmark datasets.

Following, Section 2 provides an overview of the research works
for the misogyny detection task and for the bias analysis. Then,
Section 3 describes the generation process of the synthetic tem-
plate test set and the investigated bias mitigation strategies. The
evaluation results of the models on several recently proposed bias
metrics are reported in Section 4. Finally, in Section 5, conclusions
and future work are outlined.

2 RELATEDWORK
The state-of-the-art of automatic misogyny identification in on-
line environments is still in its infancy. A preliminary exploratory
analysis of misogynous language in online social media has been
presented in [17], where the authors collected and manually labeled
a set of tweets as positive, negative and neutral, providing some
basic statistics about the usage of some candidate misogynistic key-
words. A first contribution to the problem of automatic misogyny
identification has been presented in [2], where the role of different

https://doi.org/10.1145/3350546.3352512
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linguistic features and machine learning models have been inves-
tigated. More recently, thanks to the Automatic Misogyny Identi-
fication (AMI) challenges organized at IberEval [12], Evalita [13],
and SemEval [4], many different approaches [3, 14, 15, 19, 20, 22]
have been proposed for addressing this problem. In this context,
research works commonly focus on textual feature representation
studying different linguistic characteristics, ranging from pragmat-
ical, syntactical and lexical features to higher level features derived
through embedding techniques, or on the machine learning model,
employing traditional or Deep Learning supervised models.

While these works focused on obtaining the most promising
performance for the misogyny detection task, they do not explicitly
address any study on unintended bias in their misogyny detection
models. Addressing biases in text classifiers is crucial, not only be-
cause of the potentially discriminatory impact of machine learning
models in real-world applications but also because bias correction
can improve their robustness when used on different datasets. The
research work on bias analysis can be mainly distinguished in two
affiliated goals: measuring and mitigating bias.

Significant recent studies have been published on providing new
metrics to quantify the presence of unintended bias in text classi-
fication models. Park et al. [21] introduce a measure of the false
positive and false negative Error Rate Equality Differences, as a re-
laxation of the equalized odds fairness constraint presented in [16].
These metrics are conceived for binary labels and consequently
they strictly depend on the threshold values used to separate the
model output scores in two classes. In order to overcome this limi-
tation, Dixon et al. [10] introduce a threshold agnostic metric for
unintended bias called Pinned AUC, which has been proven to be
inadequate in a follow-up work by the same authors [6]. Conse-
quently, Borkan et al. [7] propose a new set of metrics differing
from these early approaches because they are (i) threshold agnostic,
(ii) robust to class imbalances in the dataset, and (iii) provide more
nuanced insight into the types of bias present in the model. All the
metrics cited above will be briefly introduced in Section 4.1.
On the other hand, also bias mitigation in text classification models
has been significantly explored recently in the literature. Significant
works [5, 10, 11, 16, 21] provide debiasing techniques ranging from
debiasing word embedding to data augmentation and fine-tuning
data with a larger corpus.

Our work is the first attempt to measure and mitigate unintended
bias in misogyny detection models. We provide a state-of-the-art
model and we test it against the most recently proposed bias metrics.
Finally, we build a debiased version of our model by following the
work in [10].
Moreover, since unintended bias cannot bemeasured on the original
test set, debiasing techniques need synthetic unbiased test sets to
be generated on purpose for detecting a specific bias. Previous
works, such as Kiritchenko and Mohammad [18] and Park et al. [21]
generated synthetic datasets for detecting gender bias. Following
the identity term template method proposed in Dixon et al. [10],
we also provide a novel synthetic template that can be used as
the evaluation benchmark dataset for measuring unintended bias

Class Train Test
misogynous 1,785 (45%) 460 (46%)
non-misogynous 2,215 (55%) 540 (54%)
Table 1: Dataset class distribution.

in misogyny detection task in future works and that is available
online1.

3 METHODOLOGY
3.1 Dataset
In our work, we consider the state-of-the-art corpus for misog-
yny detection in the English language proposed for the Automatic
Misogyny Identification shared task at the Evalita 2018 evaluation
campaign [12]. The corpus comprises 4,000 and 1,000 tweets for the
training and test set respectively, which has been labeled by human
annotators through the Figure Eight2 crowdsourcing platform. The
summary of the class distribution in the corpus is given in Table 1.

3.2 Identity Term Bias
In this paper, the problem of unintended bias is addressed by refer-
ring to the definition given by Dixon et al. [10].

Definition 3.1. A model contains unintended bias if it performs
better for comments containing some particular identity terms than
for comments containing others.

This means that despite a misogyny detection model should be
biased on misogynistic contents, it should not classify as misog-
ynous tweets that explicitly refer to women or which contains
women-related terms only because these are terms that usually ap-
pears in misogynistic contents. Indeed, for this study, the identity
terms will be terms that can be used to refer to women, which may
be unreasonably classified as misogynous with high scores.

Identity Term List. In order to define the list of identity terms,
we take into consideration all the synonyms for "woman" by us-
ing a thesaurus3. The obtained list of synonymous has been then
extended by including their plural form. Since some terms (e.g. gen-
tlewoman) barely appear in the corpus, we decided to remove the
ones with a frequency lower than 3. This choice has been made in
order to study the behavior of the misogyny detection model with
respect to terms that are actually seen during the training phase.
The classification of instances containing identity terms that do not
appear in the training set may be influenced by other factors, such
as the employed sentence encoding model, exposing the unintended
bias analysis to a more complex multifaceted problem which is left
to future research.

Identity Term Templates. Since unintended bias of identity terms
cannot be measured on the original test set due to class imbalance
and highly different identity term contexts, synthetic test sets are
needed to be generated on purpose.

1https://github.com/MIND-Lab/unintended-bias-misogyny-detection
2www.figure-eight.com/
3www.thesaurus.com

https://github.com/MIND-Lab/unintended-bias-misogyny-detection
www.figure-eight.com/
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Table 2: Template examples.

Template Examples Label
<identity_term>should be protected Non-Misogynous
<identity_term>should be killed Misogynous
appreciate <identity_term> Non-Misogynous
hit <identity_term> Misogynous
amazing <identity_term> Non-Misogynous
filthy <identity_term> Misogynous

Following previous work [10], we manually created a balanced
synthetic dataset of misogynous and non-misogynous contents. We
defined several templates that are filled with the previously identi-
fied identity terms and with verbs and adjectives which are divided
into negative (e.g. hate, inferior) or positive (e.g. love, awesome)
forms to convey hate speech or not. Table 2 reports examples of tem-
plates4. The generated synthetic dataset comprises 1,464 instances,
of which 50% misogynous and 50% non-misogynous, where each
identity term appears in the same contexts.

3.3 Misogyny Classification Model
With the purpose of studying the unintended bias problem in a
misogyny detection model, we first build a machine learning model
on the state-of-the-art misogyny corpus proposed in [12]. Then, we
analyze it by measuring by using a synthetic dataset specifically
designed for this task. Both datasets are introduced in the previous
paragraphs. In this section, we provide details on how we designed
and trained the model.

The proposed model, which we will refer to as reference model, is
outperforming the state-of-the-art classification approaches on the
misogyny corpus. We first encoded the English sentences using a
novel Deep Learning Representation model, the Universal Sentence
Encoder introduced in Cer et al. [8] built using a transformer archi-
tecture [23] and available online5. Once constructed the sentence
embeddings, we used them as input to a single-layer neural network
architecture and trained our USE_T model. To tackle the model vari-
ance, we performed 10 training runs of the same model and then we
averaged the results. The model USE_T reached a 72% of mean accu-
racy on the test set, outperforming of two points the 70% accuracy
achieved by hateminers team [22] ranked first to the shared task on
Automatic Misogyny Identification at the Evalita 2018 evaluation
campaign [12]. We implemented the model architecture using the
Keras framework [9] with TensorFlow backend [1].

Since we are aware of the fact that sentence embeddings can
contain biases themselves [8], we envision as future work an ex-
tended version of this study aiming to determine to what extent
sentence embeddings encoded biases can affect performances in
misogyny detection models.

3.4 Bias Mitigation Strategy
After building our reference model as described in the previous
paragraph, we created four debiased versions of our USE_T model

4The complete set of identity terms, verbs and adjectives is available at
https://github.com/MIND-Lab/unintended-bias-misogyny-detection.
5https://tfhub.dev/google/universal-sentence-encoder-large/3

in order to mitigate its bias. This section provides further details
on the bias mitigation methodologies we used.

We adopted different bias mitigation strategies motivated by
the successful work by Dixon et al. [10]. The first one consists of
mitigating the class imbalance of the identity terms which have the
most imbalanced class distributions. After the class distribution of
each identity term is computed, additional data is sampled from an
external corpus and subsequently combined to the original train-
ing set in order to set the class proportions in line with the prior
distribution for the overall dataset. Then, the reference model is
trained on this debiased set, originating the Debiased model. More-
over, we also build the Debiased_length model, which is trained on
a debiased set where the class balance is obtained also considering
tweet length ranges. This permits to establish the model sensibility
to the tweet length when dealing with unintended bias.

In order to confirm the benefits of the described bias mitigation
procedure instead of a simple data augmentation process, we in-
vestigate the addition of randomly sampled data from the external
corpus. The size of the additional random set of tweets is the same
of the one computed with the aforementioned mitigation procedure.
Analogously, we obtained two bias mitigated models called Random
and Random_length model.

With the aim of maintaining the same language distribution of
the training set for the additional data, we employed a state-of-the-
art corpus for Hate Speech detection on Twitter [24] as external
corpus. Tweets in the corpus have been manually annotated as
sexist, racist or neither of them with almost perfect agreement. To
mitigate the impact of the random sampling, both the procedures
are repeated over 10 runs, originating 10 different training sets for
each model.

In the following, in order to measure and evaluate our USE_T
model bias, we compare it against its Debiased, Debiased_length,
Random and Random_length debiased versions.

4 EXPERIMENTS
This section briefly describes the investigated metrics and subse-
quently reports their evaluation on the test set and on the generated
synthetic dataset.

4.1 Metrics
We adopted the AUC (area under the curve) measure to evaluate the
classification performance of the misogyny detection model on the
test set and on the synthetic dataset. Concerning the unintended
bias analysis, we computed the metrics introduced in recent state-
of-the-art works [7, 10] to measure the extent of unintended bias
in the model. The Error Rate Equality Differences measures the
variation of the false positive and false negative rates between
identity terms. The hypothesis motivating these metrics is that a
model without unintended bias will have similar error rates across
all identity terms. Since Error Rate Equality Differences measures
the classification outcomes, and not the real-valued score as AUC,
we applied a 0.5 threshold to discriminate between the two classes.

We decided to not investigate the Pinned AUC metric as it has
been proved to suffer from several limitations [6] and that its ability
to reveal unintended bias is highly impacted by a sampling pro-
cedure [10]. As suggested in [10], we investigated three separate

https://github.com/MIND-Lab/unintended-bias-misogyny-detection
https://tfhub.dev/google/universal-sentence-encoder-large/3
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Model Test Templates
USE_T 0.7170 0.6339
Debiased 0.7045 0.6423
Random 0.7127 0.6396
Debiased_length 0.7003 0.6437
Random_length 0.7140 0.6376

Table 3: Mean AUC on the test and synthetic templates sets.

AUC-based metrics, recently defined in [7], which provide a more
detailed view than Pinned AUC, and thus providing a more general
framework for measuring unintended bias.

These metrics are calculated using the score distributions of
both the whole background test data and the test set subgroup
containing the identity term itself. Subgroup AUC (subAUC) metric
provides a measure of the separability within the example from the
subgroup. Background Positive Subgroup Negative AUC (BPSN) met-
ric calculates AUC on the positive examples from the background
and the negative examples from the subgroup. If this value is high,
then it is likely that fewer negative examples from the subgroup
are classified as false positives at many thresholds. Background
Negative Subgroup Positive AUC (BNSP) metric calculates AUC on
the negative examples from the background and the positive exam-
ples from the subgroup. If this value is high, then it is likely that
fewer positive examples from the subgroup are classified as false
negatives at many thresholds. Unfortunately, each metric provides
a bias measure on a specific term exclusively. Hence, in order to
combine the three per-term AUC-based metrics into one overall
bias measure, we calculated their generalized mean and finally their
weighted average with the overall model AUC6, i.e. theWeighted
Bias Score.

Additionally, two threshold agnostic metrics are studied. Positive
Average Equality Gap (posAEG) and Negative Average Equality Gap
(negAEG), as defined in Borkan [7], measure the separability of
positive examples from the subgroup with positive examples from
the background data and vice-versa. They range from -0.5 to 0.5 and
their optimal value is 0. When close to the optimal value, there is no
score shift from the subgroup positive examples and the background
positive data since the distributions have an identical mean. The
combined use of AUC-based metrics and AEGs, provide a detailed
view of the types of bias present in the considered model.

4.2 AUC
The performance, in terms of AUC, on the test and synthetic tem-
plates sets are reported in Table 3. As a general remark, it is possible
to notice that all the employed debiasing techniques have been effec-
tive on improving the mean AUC on the Identity Term Templates,
while maintaining comparable performance on the test set with
respect to the reference model USE_T. Comparing the results ob-
tained with the debiasing and random treatments enables us to
demonstrate that the improvements achieved by mitigating the bias
are not solely due to the addition of data. The consideration of the
tweet length in the bias mitigation phase has been proven to be
beneficial for reducing the unintended bias.

6https://www.kaggle.com/c/jigsaw-unintended-bias-in-toxicity%2Dclassification/
overview/evaluation

Metric False Positive
Equality Difference

False Negative
Equality Difference

USE_T 17.49 20.64
Debiased 9.61 18.65
Random 11.44 26.28
Debiased_length 8.80 12.42
Random_length 12.18 26.90

Table 4: Average of the Error Rate Equality Differences for
each model.

4.3 Error Rates
A further investigation on the analysis of unintended bias has
been carried out by comparing the false positive and false negative
error rates for each identity term of each model considered. It is
important to mention that, with the aim of evaluating the bias, it is
not important to observe the punctual values of these metrics but
rather than they have similar values across all identity terms. This
means that the presence of a specific identity term in a tweet is not
causing an increase (or decrease) in the error rates and consequently
it is not subjected to unintended bias.

Figures 1 and 2 report the false positive and false negative error
rates, for each identity term, of the reference model (USE_T) and
the models trained after the bias mitigation strategy considering
the tweet length. Each point in the chart corresponds to the error
rate of each model configuration, indeed USE_T is represented with
10 points and the bias mitigated models by 100.

By looking at false positive rates (Figure 1), it is possible to draw
two different conclusions: the bias mitigation strategies, and in
particular the non-random one, have (i) significantly decreased
the false positive rates for each identity term and (ii) reduced the
unintended bias by providing more similar values across terms.

In Figure 2, the false negative rates also demonstrate that the bias
mitigation strategies are able to limit the problem of unintended
bias by mitigating the differences across terms. Even if it is not
essential for the bias mitigation extent, an additional consideration
can be made about the absolute values of this measure, which show
a different behavior from the false positive rates. In this case, the
debiased models obtained higher false negative rates with a high
variance among the configurations. This can be probably due to
the fact that the bias mitigation strategies are specifically aimed to
solve the false positive issues introducing only negative examples.
Consequently, as a counter-effect, the model becomes less accurate
on classifying negative examples.

4.4 Equality Difference Summary
In order to provide a more immediate comparison between the
models, Table 4 reports the results in terms of Error Rate Equality
Differences, distinguishing false positive and false negative. These
results confirm the considerations made based on Figures 1 and 2,
i.e. the bias mitigation strategies are reducing the unintended bias
with respect to the reference model USE_T.

In particular, the improvements of the debiased model are even
more evident when comparing to the model trained after the ran-
dom debiasing treatment, demonstrating that the results are not

https://www.kaggle.com/c/jigsaw-unintended-bias-in-toxicity%2Dclassification/overview/evaluation
https://www.kaggle.com/c/jigsaw-unintended-bias-in-toxicity%2Dclassification/overview/evaluation
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Figure 1: False positive rates for each identity term of the
reference and debiased models.

Figure 2: False negative rates for each identity term of the
reference and debiased models.

due only to the addition of data. Moreover, it is possible to observe
that the consideration of the tweet length in the bias mitigation
strategy has lead to better results.

Model Weighted Bias Score
(power mean)

Weighted Bias Score
(aritmetic mean)

USE_T 0.594 0.641
Debiased 0.593 0.654
Random 0.591 0.646
Debiased_length 0.595 0.652
Random_length 0.586 0.644

Table 5: Weighted Bias Scores for each model.

4.5 AUC-based metrics and AEGs
In Figure 3, we report the heatmaps for the full set of AUC-based
metrics (subAUC, BPSN, BNSP) and the AEGs (negAEG, posAEG)
metrics. All metrics are calculated for each identity term and heatmaps
compare the USE_T reference model with the Debiased_length
model, which demonstrated to be the most effective in reducing
unintended biases according to previous analysis.

For the sake of a fair comparison, the heatmaps report the best
results for each model across the sampling runs. By examining the
results, we can observe that the debiased model shows a stable
improvement of the subAUC measure across all terms, confirm-
ing a higher separability of positive and negative examples within
each subgroup, if compared with the USE_T model subgroups sep-
arability. According to the types of biased taxonomy defined in
Borkan [7], we can say that our reference model USE_T is likely
to suffer from the so-called wide subgroup score range with overlap
and low group separability types of bias. This can be explained by
the evidence that (i) it underperformed on most of the subgroups
resulting in a lower separability within subgroups compared to the
background distribution and (ii) the subgroup scores distributions
are so wide that they overlap with each other and with the opposite
class background distributions. After the debiasing process has been
applied to the model, both types of bias results mitigated, motivated
by the fact that the per-subgroups AUCs are finally comparable
to the mean AUC of the debiased model (see Table 3). Results in
Figure 3 also show an increase in the BPSN measure on nine out of
twelve sub-groups, resulting in a reduction of False Positives for the
relative identity terms. A similar improvement is reported for the
BNSP measure, demonstrating a reduction of the False Negatives
for those subgroups that report a higher value for the metrics. Re-
sults in terms of AEGs report slight shifts of most of the subgroup
distributions caused by the attempt of debiasing, but they are never
reduced to their optimal value 0.

Table 5 reports the Weighted Bias Score7, a summary metric
able to combine the overall AUC with the three AUC-based metrics
(subAUC, BPSN, BNSP). Debiased models outperform both the
random models and the USE_T reference model, demonstrating the
ability to reduce the unintended biases without losing in overall
performances. A power mean (with p=-5 as suggested by authors
metric) and an arithmetic mean are applied and both variants of
the Weighted Bias Score results in a higher value for the debiased
models with respect to the other models.

7https://www.kaggle.com/c/jigsaw-unintended-bias-in-toxicity%2Dclassification/
overview/evaluation
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Figure 3: Comparison between USE_T and Debiased model on the synthetic dataset.

Figure 4: Bias reduction on “women".

Finally, Figure 4 provides an example of the debiasing method
impact in reducing unintended biases for one of the most frequent

identity terms in our dataset: “women". Plots reported in Figure 4
aim at graphically displaying that the subgroup separability of pos-
itive and negative examples for the debiased model is higher then
the case of the reference USE_T model. This is demonstrated indeed
by the increase in the subAUC value up to 0.72. This reflects on
smaller numbers of False Positives and False Negatives misclassified
examples. BPSN and BNSP improvements demonstrate the decrease
of respectively the overlapping of negative subgroup samples with
the positive background and vice-versa. Both AEGs are positives,
corresponding to right-shifts of both the score distributions of the
subgroup.

5 CONCLUSIONS AND FUTUREWORK
This paper presents the first attempt to address the problem of
measuring and mitigating unintended bias in machine learning
models trained for the misogyny detection task. We proposed a
state-of-the-art model for misogyny detection, based on a trans-
former architecture, and we studied its unintended bias with some
of the most recent metrics in literature.

We investigated different bias mitigation strategies, obtaining
a debiased version of the proposed model that is less sensitive to
identity terms as long as able to perform at the state of art of the



Unintended Bias in Misogyny Detection WI ’19, October 14–17, 2019, Thessaloniki, Greece

best misogyny detection model in the literature on benchmark
datasets. The bias mitigation strategies have significantly decreased
the false positive and false negative rates for each identity term
and consequently reduced the unintended bias by providing more
similar values across terms. The debiased model showed a stable im-
provement in separability of positive and negative examples within
each subgroup, if compared with the reference model subgroups.
Additionally, we first propose a novel synthetic template set that
can be used in the future as a benchmark test set for measuring the
unintended bias in misogyny detection problems.

As future work, we envision an extended version of this study
aiming to determine to what extent sentence embeddings encoded
biases can affect performances in misogyny detection models. The
idea is to analyze and compare the impact on performances and
biases of machine learningmodels based on pre-trained embeddings
against a baselinewhere embeddings are trained during the learning
phase.
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ABSTRACT 
We propose temporal word embeddings as a suitable tool to study 
the evolution of characters and their sentiments across the plot of a 
narrative text. The dynamic evolution of instances within a 
narrative text is a challenging task, where complex behavioral 
evolutions and other characteristics specific to the narrative text 
need to be inferred and interpreted. While starting from an existing 
approach to the learning of these models, we propose an alternative 
initialization procedure which seems to be especially suited for the 
case of narrative text. As a validation benchmark, we use the Harry 
Potter series of books as a challenging case study for such character 
trait evolutions. A benchmark data set based on temporal word 
analogies related to the characters in the plot of the series is 
considered. The results are promising, and the empirical validation 
seems to support the working ideas behind this proposal. 

CCS Concepts 
• Artificial intelligence ➝ Natural language processing 
• Machine learning ➝ Neural networks.  

Keywords 
Natural Language Processing; Word Embeddings; Temporal Word 
Embeddings; Narrative Understanding; Character-Centric 
Narrative Understanding; Temporal Word Analogies. 

 

1. INTRODUCTION 
Narrative Understanding (NU) tasks are natural language 
understanding techniques specifically designed to process narrative 
texts and automatically extract from them higher-level information. 
NU examples are associated to the concepts of narrative 
storytelling, event chain analysis, narrative generations and 
inferencing to social media narrative analysis. Efforts in NU are 
focused on learning the sequence of events by which a story is 
defined; in this tradition we might situate seminal work on learning 
procedural scripts [1,2], narrative chains [3], and plot structure [4]. 

If those works are story-centric, i.e., the focus is on the plot of the 
story, while some other approaches are author-centric, i.e., focused 
instead on plot coherences, here we analyze much more the 
characters and their relations. Character-centric approaches are 
focused on character believability, i.e., the extent to which the 
characters in a story exhibit rich and diverse interactions, emotions, 
social behavior and motivations [5]. Character-centric NU (CNU) 
tasks are therefore methods focused on understanding and 
exploring such character believability attributes of the narratives 
from a social perspective. Topics include identifying characters in 
narratives, modeling characters as social goal-oriented agents, their 
interaction with other characters or the environment, their 
similarity with other entities, their evolution over time, and others. 

Acting under the CNU umbrella, we consider the task of 
automatically identifying characters roles and their evolution over 
time. A character role describes what function a character serves in 
the story. The character evolution is the idea in writing that a 
character can ideally change from the beginning of a work to the 
last sentence, e.g., from the villain to the hero. To validate these 
techniques, we use J.K. Rowling’s Harry Potter books as a 
benchmark providing a consistent amount of text, with a story 
spread over multiple books with recurrent characters and varying 
relations among them. 

Tackling of such a task inherently demands an integration of natural 
language processing and advanced machine learning. In our 
approach to CNU, we use temporal word embeddings (TWEs), as 
a tool to represent the time-varying semantic distributions of a 
vocabulary. A word embedding 𝐸 is a map from a vocabulary 𝑉 of 
size 𝑣  to a 𝑑 -dimensional real space, i.e., 𝐸:𝑉 → ℝ( , provided 
together with a metric 𝛿:ℝ( × ℝ( → ℝ, that evaluates the relative 
distance between these vectors. Given two words 𝑤,,𝑤. ∈ 𝑉, the 
nonnegative real number 𝛿(𝑤,,𝑤.)  measures the dissimilarity 
level between the two words [6]. Word embedding training is 
achieved within neural networks architecture. In the simplest setup, 
a 𝑣-dimensional input layer goes to a 𝑑-dimensional hidden layer 
through a 𝑣 × 𝑑  input weight matrix 𝑾  (also called word 
embedding matrix) and the hidden layer goes to a 𝑣-dimensional 
output layer through a 𝑑 × 𝑣 output weight matrix 𝑾′ (also called 
context matrix). Each word of a text together with its neighboring 
word(s) can be used as a set of input/output data able to train the 
word-to-word map 𝑾 ∙𝑾5, and 𝑾 alone eventually provides the 
required embedding. TWE models are recently proposed 
approaches to the dynamic learning of word embeddings, i.e., 
vectors that represent the meaning of words, during a specific 
temporal interval. Formally, a TWE {𝐸7}7∈9 is just a parametrized 
set of word embeddings, where the parameter 𝑡 belongs to a set 𝑇, 
that can be discrete or continuous, and for each 𝑡 ∈ 𝑇, 𝐸7 is a word 
embeeding defined as in the previous paragraph. An example is in 
[7], a TWE is expected to associate different vectors to the word 
gay at different times in the history: its vector in 1900 is expected 
to be more similar to cheerful than its vector in 2005. 

 
Figure 1 Two-dimensional visualization of semantic change in 
English using temporal word vectors of the word gay [22].  



Stemming from this idea, our claim is that if we construct TWEs 
(also known as dynamic word embeddings [8] or diachronic word 
embeddings [7]) for each character in different time periods (e.g., 
for each character in each book of a book series) they can be used 
to represent the role and the evolution of a character along a story 
plot. TWEs make it possible to find distinct words that share a 
similar meaning in different periods of time by retrieving temporal 
embeddings that occupy similar regions in the vector spaces that 
correspond to distinct time periods. Consequently, our hypothesis 
is that characters having the same role, they are assumed to be 
closer, according to some metric measure in the embedding space, 
to similar characters that producing a distribution in the vector 
space so that, e.g., villains should be clustered in a different area 
from the area in which story heroes are placed. On the other hand, 
we also claim that by building a sequence of temporal embeddings 
of a character over consecutive time intervals, one can track the 
character evolution (semantic shift) occurred in the character role. 

Moreover, in this work, we suggest the use of Temporal Word 
Analogies (TWAs) [9] as a tool to evaluate character evolution, 
since TWAs are one of the standard approaches to the evaluation 
of TWEs in general. A TWA holds when two words share a 
common meaning at two different points in time, e.g., “Ronald 
Reagan in 1987 is like Bill Clinton in 1997”. The task is therefore 
to find the word 𝑤∗ with the semantic role at time 𝑡 most similar to 
that of a word 𝑤′ at a different time 𝑡′, i.e., 

	𝑤5: 𝑡5 = 	𝑤∗: 𝑡 

Using TWEs to solve TWAs is based on the implicit idea of an 
alignment the semantic areas in the codomains of the different 
embeddings associated to a TWE. E.g., an area associated to the US 
President occupied by Ronald Reagan vector in 1987 and by Bill 
Clinton vector in 1990. Accordingly, a TWE-based of a TWA is:  

𝑤∗ = arg	𝑚𝑖𝑛E∈F	𝛿(𝐸7(𝑤),𝐸7G(𝑤′)) 

Accordingly, we can use TWAs to validate the hypothesis that 
TWEs of characters can be used for CNU as they provide 
information on characters roles and evolution. In the considered 
benchmark, the different books of the series are natural timestamps 
for the TWE and we consider therefore TWA as the following: 

Voldemort : Book  I = ? : Book II 

i.e., who is the character whose role in Book II is more similar to 
that of Voldemort in Book I. The accuracy in solving such TWAs 
is therefore a possibly proxy of the effectiveness of adopting TWEs 
for CNU. To measure such accuracies, we create a data set of 
TWAs across all the books of the Harry Potter saga, gathered 
through ten annotators with deep knowledge and understanding of 
these books. To the best of our knowledge, this is the first work that 
attempts to learn explicit character roles and their evolution in 
narratives by TWEs.  

The paper is organized as follows. Section 2 summarizes the state 
of the art in CNU. Section 3 discusses the experimental setup with 
details on TWAs data sets and our approach to TWE training. 
Section 4 reports on the experimental results. The paper is 
concluded in Section 5 with brief insights to future directions. 

2. RELATED WORK 
Automated story understanding is a long-pursued task for AI 
[10,11]. This has been approached as a commonsense reasoning 
task, by which systems make inferences about events that 
prototypically occur in common experiences [12]. Early works 
often failed to scale beyond narrow domains of stories due to the 

difficulty of automatically inducing domain-specific knowledge. 
The shift to data-driven AI established new opportunities to acquire 
this knowledge automatically from story corpora. Nowadays 
natural language processing recognizes that the type of 
commonsense reasoning used to predict what happens next in a 
story, for example, is as important for natural language 
understanding systems as linguistic knowledge itself. Regarding 
the specific area of CNU, as already mentioned in the introduction, 
most of the efforts have been in the direction of character 
identifications and understanding the evolutions on semantic space. 
This include prediction of event sequences, emotional trajectories 
[13,14], identification of sentiments and relations [15,16] and 
generation of character networks and other visualizations [17,18].  

3. EXPERIMENTAL FRAMEWORK 
We intend to explore the semantic and temporal spaces of 
characters in the narrative using TWE. In this section, we discuss 
how we trained TWEs and tested them using a TWAs data set. 

3.1 Training Data  
When training TWEs, the amount of information we are able to 
encode is heavily influenced by the type and size of textual data 
being used for their training and the temporal granularity of the data 
[9]. For our experiments we considered as a corpus the six books 
from the Harry Potter’s series. Since the training process of a TWEs 
relies on diachronic text corpora, we need to decompose our corpus 
into temporal slices [5,10]. Usually, temporal intervals are set 
accordingly to the granularity of time spans we want to cover with 
TWEs [9]. Since we are trying to trace major changes in characters 
behaviors and role, we decided to keep the granularity of time spans 
low and consequently we set our time unit (the granularity of the 
temporal dimension) to the number of books. As a result of this 
choice, after the training every word will have six representations, 
one per each time unit (per each book). Note that we work under 
the assumption that both the narrative order and the chronological 
order of the events and character evolution coincide in the corpus. 

Table 1 – Temporal Word Analogies Data Set 

Book Main 
Antagonist 

Second 
Antagonist 

Main 
Alley 

Second 
Alley 

Third 
Alley 

I Voldemort Quirrell Ron Hermione Hagrid 

II Riddle Basilisk Ron Hermione Hagrid 

III Dementors Pettigrew Ron Hermione Lupin 

IV Voldemort Crouch Hermione Ron Cedric 

V Voldemort Umbridge Ron Hermione Sirius 

VI Voldemort Snape Ron Hermione Dumbledore 

 

3.2 Test Data on Temporal Word Analogies 
To test the strength of TWE in CNU we consider a TWAs data set 
that we built on purpose for this task. This section illustrates how 
we design and build this dataset. We cope with the Harry Potter’s 
books corpus, and asked ten “experts”, i.e., people who carefully 
and repeatedly read the six books, to answer a survey. They were 
asked to answer twelve questions about Harry Potter’s characters 
across the first six books. This approach made it possible to trace a 
series of 150 characters analogies over time. Table 1 reports 
examples of characters from the first book and their analogues over 
the following books as gathered from annotators from which TWA 
ground truth can be obtained. Each column represents a character 
role, and the names in that column reports the different characters 
embodying that role at different points in time (i.e., books). 



 

3.3 Character Identification 
Characters are a key element of narrative and so character 
identification is a necessary preprocessing task for the kind of 
analysis considered in this paper. Named entity recognition tools 
such as the classic API of the Stanford dependency parse can be 
used for that. Yet, unlike other kind of texts, in the particular case 
of NU, the same character might often appear with different aliases 
(e.g., Harry Potter as Harry, Ronald Weasley as Ron or Ronald). 
The model we want to develop should clearly work at the character 
level and the different aliases of a same character need to be 
regarded as a single word vector. A clustering procedure might be 
achieved by standard techniques from unsupervised learning 
techniques (e.g., DBSCAN) with a set of additional heuristic rules. 

 
Figure 2 – Training input vectors with frozen output vectors. 
 

3.4 Training Temporal Word Embeddings 
Recently, different researchers have been demonstrating the 
efficiency of tracing temporal changes in lexical semantics using 
an approach known as distributional models. Such models seem 
well suited for monitoring the gradual process of meaning change 
of words over time. Several recent publications demonstrated these 
models to be efficient and outperform the frequency-based methods 
in detecting semantic shifts of words over time [7, 22]. In particular 
we focus on the case of TWEs. 
Many training methods for TWEs suffer from alignment issues, i.e., 
once you train separate word embedding at different time periods 
(on different corpus slices), it does not make sense to directly 
calculate similarities between vectors of one and the same word in 
two different time periods. This is related to the inherent 
stochasticity of most word embedding training algorithms. To solve 
this, [22] suggested to first align the models and the calculating 
similarities. Yet, it has been shown that alignment can compromise 
the information encoded in the embeddings. 
The specific method introduced in [19] seems instead to be able to 
implicitly align different temporal representations using a shared 
coordinate system instead of enforcing vector similarity in the 
alignment process. The same model also proved to be easy to 
implement on the top of continuous bag of words and skip-grams 
as Word2vec architecture and highly efficient to train. 

This method is built on the assumption that a word, e.g., Clinton 
appears during some temporal periods in the contexts of words that 
are related to his position, e.g., president, that conversely doesn’t 
change its meaning. This assumption allows to heuristically 
consider the context matrix as static, i.e., to freeze the output weight 
matrix during training, while allowing the word embedding input 
weight matrices, to change on the basis of co-occurrence 
frequencies that are specific to a given temporal interval (Figure 2). 
After training, model returns the context embeddings, that we are 
going to consider as a TWE. 
This is achieved by a two-fold training procedure. First a static 
word embedding is trained, with random initialization, using the 
entire vocabulary and ignoring temporal slices. Let us denote as 𝑾 
the corresponding word embedding matrix and as 𝑾′  the 
corresponding context matrix. The word embedding matrices of the 
TWE, say {𝑾7}7∈9, is achieved by initializing these matrices with 
𝑾 and keeping 𝑾′ as a frozen context matrix equal for all the time 
slices. This initialization has been proved to force alignment and 
make it possible to compare vectors from embeddings associated to 
different time slices. Note also that the same procedure with 𝑾 
frozen and 𝑾′ as initialization could be considered. 
In this paper we propose a different initialization scheme for such 
a training architecture. Having 𝑾 as the same initialization for all 
the word embeddings associated to different time slices reflects the 
idea of a common background of semantically static words, which 
are practically not changing their meaning over time. In the 
particular case of the characters of a narrative text the situation 
might be different, as basically each character might change their 
semantic position over time. For this reason, a better initialization 
strategy might consist in using 𝑾7H,as the initialization of  𝑾7 and 
so on, while using 𝑾 only for the model of the first slice  𝑾I. We 
call this procedure dynamic initialization, while the original 
procedure proposed in [19] is called here static initialization. A 
graphical summary of the architecture together with the two 
initialization strategie is depicted in Figure 3. 

 
Figure 3 - Temporal context embeddings architecture with both 
static and dynamic initialization. 
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4. RESULTS AND ANALYSIS 
In this section, we discuss the details of our experimental results 
obtained from the baseline model [19] and the variant with dynamic 
initialization we proposed in this paper. This is achieved by means 
of an implementation of the continuous bag of words and the 
negative sampling extending the Gensim library.1 
More specifically, we trained both models on the entire Harry 
Potter corpus (six books) to build the static embeddings and then 
we trained separately the temporal embeddings according the two 
different approaches discussed in the previous paragraph. After 
some hyperparameters tuning procedures, we fixed 𝑑 = 200 for 
the word embeddings dimensionality, we specified a window size 
equal to two, and twenty epochs for the static training. Temporal 
embeddings were trained for five epochs each, when replicating the 
original approach, and gradually scaled from ten to one when 
dealing with the second approach. 

4.1 Temporal Embeddings Visualization 
Semantic trajectories, consisting in the set of vectors corresponding 
to the same word over different times are the most straightforward 
product provided by a TWE. Standard techniques such as t-SNE2 
can be used to project the high-dimensional vector to spaces of 
dimention two or three and visualize the semantic trajectories as in 
the examples in Figure 1 or in Figure 4.  
Here are going to plot the temporal embeddings resulting from the 
training. We are going to discuss the ones produced by the original 
approach here in the following, since both approaches provided 
very similar visualizations. 

 
Figure 4 – Semantic trajectories across the six books of five 
characters: Harry (blue dot), Ron (blue line), Hermione (pink 
line), Draco (red line) and Voldemort (black line). 
In Figure 4, the fixed point is representing Harry and the lines are 
reporting the behavior through time of the other characters. 
Hermione and Ron cover the same role in the story plot, and both 
are main Harry’s alleys, figure shows clearly that they both follow 
the same path, since their lines are close and behave similarly. 
Voldemort is the main antagonist through books, as it is clearly 
depicted in figure, its line follows a different path far from the 
alleys and occupy very different areas in space. Interestingly 
different is the Draco’s vector behavior. Draco character ranges 
from serving as a secondary antagonist to supporting antagonist, to 
                                                             
1 https://github.com/valedica/twec 

finally being the central antagonist far ahead in the story plot. This 
more complex evolution of the character can be confirmed by 
observing the character evolution line in figure. It is a path which 
is close to Ron and Hermione behaviors but has a lot of traits of the 
main antagonist (Voldemort) path.  
In summary, Figure 4 seems to demonstrate that TWEs can be used 
to plot character evolutions and identify character roles by 
observing their movements and positions in the vector space.  

4.2 Temporal Word Analogies Results 
From an implementational point of view, solving a TWA is just a 
matter of retrieving the temporal vector of character in a particular 
book, and then finding the closer point to that vector among all 
vectors in a second book as in the equation in Section 1. The 
resulting vector will be the solution of the analogy. Following this 
procedure, we can find the characters in a second book most similar 
to a certain character in another book. Given the TWAs dataset we 
introduced, we used our models to predict the correct results of 150 
temporal character analogies.  
 

Table 2 – Example of Temporal Model Predictions 
Antagonist 
bookA 

Antagonist 
bookB 

Prediction 
bookB 

Voldemort Riddle Riddle  
Quirrell Basilisk Snape  
Ron Ron Ron   
Hermione Hermione Hermione  
Hagrid Hagrid Colin  

 

Accuracy is chosen as metric to count how many correct analogies 
are predicted. It simply counts the number of correct predictions 
divided by the total number of analogies. We also provide the 
accuracy calculated for the static and dynamic analogies separately 
(Figure 5). Static analogies involve the same word. E.g., 
Voldemort: Book1 = Voldemort: Book3 is static one, while 
dynamic analogies involve different words.  
In Table 2 we report an example of predictions for both static and 
dynamic analogies. You can interpret the table as follows: e.g. first 
row is a dynamic analogy since the characters involved are different 
and the prediction of our model is in this case correct; firth row 
reports a static analogy and in this case our model output the wrong 
prediction. 
The results of the experiments are summarized in Figure 5. Both 
models reached very similar performances in terms of general 
accuracy. We should highlight the fact that both models don’t have 
any difficulty in predicting static analogies (both reach more than 
99% of accuracy) and that our variant performs slightly better when 
facing dynamic analogies. 
 

TWE Model Accuracy Static Dynamic 

Static 
Initialization 

65.07 
(97.6/150) 

99.63 
(53.8/54) 

45.62 (43.8/96) 

Dynamic 
Initialization 

65.14 
(97.7/150) 

99.26 
(53.6/54) 

45.94 (44.1/96) 

Figure 5 – Accuracy performances on temporal word analogies 
data set in case of all, only static and only dynamic analogies. 

2 https://scikit-learn.org/ 



Finally, in order to be sure to use a fair metric, we calculated a 
different type of metric as alternative to the one in Figure 5. The 
accuracy metric used so far, was designed to consider not only the 
first prediction, but the five top closer vectors predicted as similar 
characters by using a weighted sum of the errors. In Figure 6, we 
also provide an alternative accuracy results including only the top 
2 predictions. In this case, again models’ performances are 
comparable, and we also record a slightly better outcome for the 
original model. 
 

TWE Model Accuracy (Top 5) Accuracy (Top 2) 

Static Init. 65.07 (97.6/150) 54.8 (82.2/150) 

Dynamic Init. 65.14 (97.7/150) 54.3 (81.4/150) 

Figure 6 - Accuracy performances on TWAs benchmark. 

5. CONCLUSIONS AND OUTLOOKS 
We studied temporal word embeddings as a possible tool for 
effective character-centric narrative understanding. We provided a 
new data set of temporal word analogies and tested a variant of a 
recently proposed temporal embedding against it. Results show a 
good accuracy when solving those character analogies across time. 
This supports that idea that these embeddings can properly 
understand the semantic role of each character, the results being 
particularly robust in case of static analogies. We also provided a 
visualization of the temporal embeddings to trace the evolution 
over time of characters in a story plot. 
As a future work, we would like to use those embeddings for more 
CNU tasks and also moves from narratives from social media. An 
important application of the identification and analysis of such 
character-centric narratives in social media could be the 
identification of victims and bullies in hate-speech dialogues. 
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