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Abstract

Today’s Internet is a complex system through which users are provided with the most varied services.
Internet is composed of several different and (generally) independent entities, such as Internet
Service Providers (ISPs), Content Providers (CPs) and Online Social Network Providers (OSNs)
that cooperate to deliver services to final users. For instance, ISPs deliver to final users the Internet
traffic that carries the contents (e.g., a movie) that is originally hosted in a data center owned
by a CP. By exploiting several enabling technologies (e.g., in-network caching) and the different
information the involved entities have (e.g., about the final users and the network infrastructures),
this cooperation can be taken even further to improve the QoE perceived by users.

For instance, the ISP can maintain cache servers within its network and make the CP remotely
manage them (e.g., by selecting the most popular contents worth caching), thus reducing contents’
retrieval latency and network congestion probability. Whilst being beneficial to all the involved
parties, such improved cooperation may require the exposition of sensitive and business-critical
information (e.g., about network infrastructure) that raises severe privacy concerns. The overall
objective of this research is the development of methodologies to enable the main Internet players
to cooperate and exchange information for realizing improved services while fulfilling their privacy
requirements.

In general terms, guaranteeing privacy comes at the expenses of service effectiveness degradation
and/or at the cost of introducing a non-negligible overhead of data exchanged between the cooperating
parties. In this thesis, we propose feasible and readily applicable privacy-preserving solutions for
several Internet-based services, such as video content delivery and online social networking.

Firstly, we focus on the application of video contents’ caching strategies jointly performed by ISPs
and CPs. We design privacy-preserving protocols based on data perturbation and secure multiparty
computation to ensure caching effectiveness (e.g., maximization of hit-ratio and minimization of
retrieval latency) while guaranteeing that sensitive information are not disclosed (e.g., contents’
popularity, users’ requests and locations are only known to the legitimate party). Then, we also
propose a protocol based on Shamir Secret Sharing (SSS) to realize caching strategies that are both
privacy-preserving and compliant with Network Neutrality principles.

Moreover, we propose a machine-learning-based tool that Twitter users can employ to measure
the vulnerability to attacks aimed at inferring their location from publicly-available data. This tool
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also allows to quantitatively evaluate the effects that several factors (e.g., the frequency of exposition
of location data) have on users’ privacy, thus enabling their proper control.

Finally, we study the problem of optimally deploying a virtual graph over a wide-area network
composed of several independent and mutually-distrustful ISPs. We develop a reinforcement learning
algorithm based on SSS which is capable to effectively deploy the virtual graph while not requiring
the exposition of salient infrastructural information (e.g., cost of embedding into the physical nodes).
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Introduction 1

Initially designed as a global network mainly aimed at connecting geographically-distributed com-
puters, the Internet has rapidly become a complex infrastructure through which end-users are
provided with a vast number of indispensable services. As a result of this transformation, today’s
Internet is a composition of many entities, which cooperate to perform the delivery of a service
in a mutually-profitable manner. To better figure out which are the main entities in Internet
and to understand their interdependency, let us think of a pyramidal structure where the basis is
represented by the Internet Service Providers (ISPs), which own and manage the infrastructures that
transport the Internet traffic. This traffic carries the services offered by the entities referred to as
Over-The-Top (OTTs). Two remarkable examples of OTTs that are nowadays extremely popular are
the Video Content Providers (CPs), which own and manage catalogues of video contents that users
can retrieve, and the Online Social Network (OSN) providers, which offer users digital platforms
where they can connect to each other and publish the most varied contents. On top of them, we
find service providers that reach their users exploiting the platforms offered by giant OTTs (e.g., a
Location-Based Service that performs advertising on a OSN).

We observe that the characteristics of the today’s Internet open the door to the implementation
of more complex cooperative schemes with respect to the basic ones that we have briefly mentioned.
In particular, we notice that such entities (i) generally have different footprints (e.g., an ISP offers
Internet connectivity within a limited area, while a CP distributes its contents on a global basis) and
(ii) they possess different information about the final users (e.g., only the CPs know users’ preferences).
Moreover, (iii) by decoupling a service from the underlying physical devices, virtualization strategies
are making the boundaries in Internet increasingly blurred (e.g., a service can be offered within an
area not covered by its provider).

An example of service that particularly benefits from an increased cooperation (namely, between
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ISPs and CPs) is video content distribution. In fact, if the CPs can serve their videos from network
positions closer to the users (e.g., inside the ISP’s network), the offered Quality of Experience (QoE)
is enhanced, by virtue of a reduction of the retrieval latency and the congestion probability. For
example, in one of the works described in this thesis, we address the problem of optimally deploying
Virtual Servers (VSs) inside the network of the ISP, from which the CP can better serve Live Videos
(LVs) to its viewers. This is a clear example of an optimization process that has to be executed
jointly by multiple entities, as each of them possesses a portion of the data needed to perform the
optimal deployment. Specifically, only the ISP knows the precise users’ position (since it covers
the last segment of traffic delivery) and, under the use of encryption schemes (which is a common
practice nowadays), only the CP knows the LVs that users request. However, these data are deemed
privacy-sensitive by users and considered business-critical assets by the owner entities, which may
therefore not be willing (or entitled) to freely share them with each other.

To address this issue, in this thesis we develop methodologies aimed to improve the effectiveness
of service delivery without sacrificing privacy. In other words, we propose privacy-preserving data
sharing solutions approaches that make the entities involved in the delivery of a service only able to
extract from these data the information that they need to improve the service, but not to violate
privacy. To this end, we consider several services provided over the Internet, and we formally
define the privacy requirements of the involved entities (e.g., CPs, ISPs and final users). As the
privacy-preserving strategies often reduce the knowledge that it is possible to extract from data, it
may happen that privacy can only be guaranteed at the cost of services’ effectiveness degradation.
In this research, we perform numerical evaluations of this phenomenon (which is better known as
privacy-utility trade-off) in several scenarios.

In this research, the service that we mostly consider is video content distribution, which poses
nowadays the strongest pressure on ISPs’ infrastructures. Therefore, ISPs are constantly looking for
innovative and reliable strategies to handle the impressive amount of traffic generated by the CPs.
As explained in the aforementioned example, the ISP is in the favourable position to be much more
than a simple traffic transportation carrier. For example, caching strategies represent a consolidated
solution to both reduce network resource occupation in ISPs’ networks and increase the QoE offered
by the CPs. In fact, by performing caching an ISP stores a portion of the CPs’ catalogues in servers
located within its area (i.e., the caches) and serve contents directly from there. The result is a
reduction of network traffic, retrieval latency and congestion probability.

To be effective, caching requires that the most requested (i.e., popular) contents are delivered
from inside the ISP’s network. In a context of all-encrypted web, however, the ISPs are not aware of
the contents traversing their network and, therefore, they are not able to assess their popularity
without implementing advanced forms of cooperation with the CPs. In relation to this, in this
research we mainly consider the privacy issues resulting from such cooperation. For example, we
develop strategies to guarantee that an ISP can perform effective caching without discovering the
popularity of CP’s contents, or we propose techniques to enable a CP to serve a LV from a source
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close to its viewers, without knowing their position.
Then, we observe that the prioritization of traffic treatment achieved by implementing caching

strategies should be carefully analyzed under the lens of Network Neutrality (NN) regulations.
Specifically, we explore the problem of subdividing a limited ISPs’ cache storage among a set of CPs
in a way that is both efficient (i.e., that minimizes the network resource occupation) and fair towards
the CPs that exploit the caching system. We propose our definition of NN-compliant caching and
design a protocol to enforce it in a privacy-preserving manner (e.g., CPs are not required to expose
the information about their contents’ popularity).

Our attention is then shifted to the protection of users’ location privacy in OSNs. Specifically,
we develop a privacy awareness tool that Twitter’s users can employ to (i) estimate how accurately
their locations can be inferred from publicly-available data and (ii) to understand the factors that
mainly affect their vulnerability to this inference. We also propose data perturbation techniques
and provide a qualitative evaluation of the trade-off between users’ privacy and effectiveness of a
Location Based Service (LBS).

Finally, we focus on the privacy-preserving Virtual Network Embedding (VNE) problem over
a multi-ISPs infrastructure. In the considered problem, a customer is willing to find the most
cost-effective deployment of a set of virtual functions over a wide-network composed of several ISPs,
which keep the information about their network infrastructure private (e.g., the cost of traversing a
link is not exposed). In particular, we propose an algorithm based on Reinforcement Learning that
is implemented using the Shamir Secret Sharing scheme.

1.1 Privacy-Preserving Caching

The increase of Internet traffic is mainly driven by the huge escalation of online streaming of video
contents offered by CPs. As a matter of fact, the IP video traffic is expected to be the 82% of the
overall IP traffic by 2022 [34]. For this reason, ISPs are always looking for reliable solutions to reduce
the strong pressure that such traffic poses on their network infrastructures. In this respect, caching
strategies represent a natural approach to address this problem, as serving portion of CPs’ contents
directly from the area of the ISP reduces the volume of traffic traversing the networks’ links.

The effectiveness of caching mainly relies on the characteristics of video contents’ popularity
distributions. Remarkably, the popularity distribution of a video catalogue is characterized by a
long-tail, i.e., few contents are, on average, requested much more than all the others. This specific
property, which is widely-modeled with the Zipf distribution [25], allows ISPs to achieve a significant
reduction of traffic traversing their networks by caching only the most popular contents, which
represent a small fraction of the entire CPs’ catalogues.

As commonly done in the literature, in this research we consider ISPs and CPs to be separate
and independent entities, which jointly benefit from the application of caching strategies inside
the network of the ISP. By applying caching, in fact, the former experience a reduction of traffic
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burden inside their infrastructures, while the latter can guarantee an increased QoE to their users.
However, CPs are not willing to disclose the information on their contents’ popularity, which is
required to perform an effective caching. In the following, we describe the main approaches that
ISPs and CPs can follow to apply caching while guaranteeing CPs’ privacy requirements. To our
knowledge, privacy-preserving caching within ISPs’ networks can be implemented following three
main approaches:

• the ISP owns the caching system and exploits it to implement caching procedures (e.g., by
directly selecting and serving the cached contents)

• the CP owns and manages the caching system, which is located within the area of the ISP

• the ISP owns a caching system that is remotely managed by the CP (e.g., the CP selects the
content worth caching)

By adopting the first approach, ISPs have the highest control on the traffic generated by caching;
for instance, they can decide in which cache servers contents have to be stored to achieve a specific
traffic engineering objective [97]. Traditionally, this approach is applied by employing transparent
caching strategies, by which an ISP analyzes the traffic traversing its network to infer the most
requested contents. However, if contents are encrypted by CPs for security and privacy reasons (e.g.,
to protect the information about their contents’ popularity), this approach can only be implemented
if the ISP cooperates with the CPs. Recently, the authors of [115] propose a cooperative architecture
to enable the application of efficient caching strategies of encrypted contents. From a high-level
standpoint, this architecture works as follows: the CP associates its contents with pseudonyms that
the ISP can analyze to infer contents’ popularity without decrypting the contents themselves. In
Chapter 2, we elaborate on privacy issues resulting from the employment of this architecture in a
real scenario of cooperation between ISPs and CPs, showing that there exists a trade-off between
CPs’ privacy requirements and caching effectiveness.

The second approach is typically applied by big CPs, which have the scale to negotiate with ISPs
such type of agreement (e.g., see the OpenConnect1 program implemented by Netflix) to enhance the
QoE experienced by their users. In Chapter 3 we elaborate on possible issues that this cooperative
scheme raises in relation to Network Neutrality principles. Notice that the implementation of this
cooperative scheme does not pose privacy issue, since all the caching process (i.e., selection of the
contents worth storing and content delivery) is executed by the CP itself (hence, the ISP is not able
to obtain any information about the popularity of CPs’ contents).

The third approach allows ISPs to partition their caching resources among the CPs, which
remotely manage the slice assigned to them. This approach is the most widely-employed to perform
caching nowadays and several strategies have been proposed to subdivide the caching storage among

1https://openconnect.netflix.com/
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the CPs in such a way that the resulting caching is effective for the ISP and privacy-preserving for
the CPs. For example, the authors of [9] propose a strategy to assign to CPs portions of storage
proportional to the Caching Hit-Ratio that each of them experiences. By following this approach,
the ISP only obtains aggregated information about CPs’ contents’ popularity, and can therefore be
considered privacy-preserving. In Chapter 4 we describe our solution to make the ISP able to assign
CPs portion of caches’ storage proportional to the popularity of their contents, while not requiring
the exposition of this sensitive information.

1.2 Network Neutrality

According to many, the Internet can foster social and economic growth only if it provides open
and nondiscriminatory access to information. Such view does not really describe current Internet
behaviour but can be regarded as an ideal goal, which Network Neutrality (NN) regulations try to
achieve. In practice, Internet evolution resulted in a complex service-delivery chain where ISPs own
and manage the infrastructures that CPs exploit to offer services to their end-users. As providers
of new and increasingly advanced services, CPs play a key role in fulfilling the promise of an
economically valuable Internet. Hence, in a scenario of interaction between these two actors, the
ISPs must upgrade their infrastructure to avoid becoming the bottleneck of the entire process.

In fact, the development of an efficient Internet infrastructure would result in a virtuous circle in
which CPs can offer their services with high quality of service (QoS) guarantees and, in this way,
induce an increasing number of users to subscribe with ISPs. However, this process is hindered
by some practical issues: as vendors of valuable services, the CPs take the lion’s share, while
the ISPs face the risk of becoming simple providers of connectivity. This unbalance in revenue
distribution risks to jeopardize the ISPs, as they are downgraded to commodity providers, and it is
exacerbated by the purest NN vision, according to which ISPs should have limited or no control
on the traffic traversing their network. However, this neutral delivery paradigm is not suitable
anymore in a context where service requirements are becoming heterogeneous to such a degree that
they necessarily require a different treatment of traffic. For example, it is undoubtable that users
desire more guarantees for the performance of video on demand (VoD) that for email exchange.
Considering next-generation networks (e.g., 5G), the current trend is to accommodate, over the same
physical infrastructure, several virtual networks specifically tailored to run various bandwidth-hungry
services. For example, the network slicing [102] paradigm embodies the principle that ISPs reserve
to an external entity dedicated resources that fulfil given requirements (e.g., in terms of latency).
This is a form of traffic differentiation and raises questions on the effective neutrality of ISPs. Given
their social and economic role in deploying Internet infrastructures, should ISPs have the right to
decide how to treat traffic in their network? If yes, to what extent can this be done neutrally and
consistently with the current requirements of today’s services?

The debate on NN is a long-standing one. Several frameworks have been proposed with the aim
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of reaching a common definition of neutrality in an era where traffic differentiation is mandatory.
The proponents of pure NN see ISPs are mere pipes that should be agnostic to the contents they
carry. On the other hand, NN opponents would give ISPs the greatest control as a legitimate action
to increase their revenue and consequently foster innovation. The reality of today’s legislation is more
nuanced and proposes different frameworks that aim at balancing the inherent trade-off between NN
and QoS. The philosophy of such frameworks, for a thorough description of which we refer the reader
to reference [113] can be summarized with the following statement: traffic differentiation should be
allowed as long as it is not discriminatory for the CPs. Under such lens, for example, traffic can be
categorized in classes (e.g., Video On Demand or VoIP) and differentiated accordingly, but contents
belonging to the same class cannot be discriminated based on the owner CP. A complete review of
currently-available strategies to detect illicit traffic discrimination procedures (i.e., not compliant
with NN) can be found at reference [54].

In this research, we discuss a topic that, perhaps surprisingly, has rarely been treated under
the lens of NN, i.e., in-network caching. As previously described, in-network caching is the process
by which ISPs store in their networks the most popular contents to reduce traffic coming from
external systems, i.e., CPs. By using this strategy, contents are retrieved from closer servers and
users experience a superior QoE. However, because of the limited storage of caches, in-network
caching is an intrinsically selective process and, as such, raises discriminatory concerns. How can we
perform caching to avoid that neither CPs nor users are discriminated? In Chapter 3 we provide a
possible definition of NN-compliant caching as the process according to which an ISP allocates to
the CPs a portion of cache storage proportional to the popularity of their contents. In this way,
forms of arbitrary agreements between ISPs and CPs are avoided, as each CP is treated by the ISP
only based on its attractiveness towards the users. However, to enforce this definition the ISP has to
obtain the information about CPs’ contents popularity, which is unavailable if encryption schemes
are applied. To address this issue, we then present in Chapter 4 an open protocol that ISPs and
CPs can employ to compute such popularity-based subdivision in a privacy-preserving manner (i.e.,
without requiring the decryption of CPs’ contents and the exposition of CPs’ contents popularity).

1.3 Privacy-Preserving Data Sharing

In general terms, privacy is related to the amount of knowledge that can be extracted by the use of
an information source. Hence, although being a rather application-dependent concept, protecting
privacy means keeping the information gain below a predefined threshold [106]. As previously
mentioned, the entities involved in service delivery in Internet possess different data, e.g., about the
final users and network infrastructures. The sharing of these data would lead to an improved and
more user-tailored service, but comes with privacy concerns. In this Section, we describe the main
existing privacy-preserving approaches that we employ in our research.
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1.3.1 Shamir Secret Sharing

A (W,T ) Shamir Secret Sharing (SSS) scheme [108] is a cryptographic technique that allows to share
a secret s among a set of W participants in such a way that its reconstruction can only be performed
by the collusion of any subset of at least T participants. We use the notation JsKP to indicate the
share of s assigned to the participant P . The SSS is based on the principle that any polynomial
of degree T − 1 can be perfectly reconstructed from the knowledge of T points that it intercepts.
Let s ∈ Zq be the secret (with q a prime number greater than all the possible secrets) and let
a1, a2, ..., aT−1 be the coefficients of the polynomial, which are random integers uniformly distributed
in [0, q − 1]. The participant P receives JsKP = (xP , yP ), with xP being an integer number (distinct
for each participant) and yP = s + a1xP +2 x

2
P + ... + aT−1x

T−1
P . The reconstruction of s can be

performed by means of interpolation algorithms, e.g., the Lagrange interpolation.
SSS has homomorphic properties, i.e., it is possible to perform several operations on the shares that

result on the same operations performed on the secrets. For example, SSS is natively homomorphic
with respect to the addition. In practice, a participant P owning the shares of two secret numbers
(say Js1KP and Js2KP ), can obtain the share Js3KP corresponding to the secret s3 = s1 + s2 by
simply summing its shares (Js1KP + Js2KP ). More in general, a participant can compute any linear
combination of its shares.

However, the SSS is not homomorphic with respect to the multiplication (i.e., given the shares
of two secrets s1 and s2, Js1 · s2K 6= Js1K · Js2K). As the multiplication is extremely important to
build complex operations, we address this issue by exploiting the multiplication scheme proposed
in [19]. This scheme requires the parties involved in the multiplication to share with each other
a multiplicative triple JaK, JbK, JcK such that a · b = c. The security of the multiplication scheme
described in [19] is based on the assumption that none of the involved parties is able to obtain the
secrets a, b, c from the relative shares JaK, JbK, JcK. The shares of the multiplication triple can be
pre-computed in a secure manner using the scheme proposed in [37].

In our research, we build privacy-preserving protocols under the SSS, which are based on both
secure addition and multiplication. For example, in Chapter 4 we propose a protocol to enable an
ISP compute a NN-compliant subdivision of its cache storage. As described in the previous Section,
enforcing such subdivision means to assign to a CP that exploits the caching system a portion of
storage proportional to the popularity of its contents. By exploiting the homomorphic properties of
SSS, this subdivision can be computed by performing operations on shares, thus keeping private
data that the CPs do not want to expose (i.e., the popularity of their contents).

In Chapter 7, we then describe our implementation of a Reinforcement Learning algorithm
proposed to perform the optimal deployment of a virtual network over physical infrastructures
owned by multiple ISPs. This optimization requires the involved ISPs to share with each other
business-critical information about their infrastructure (e.g., the cost of traversing their links). Our
approach is based on computation performed over the shares relative to the secrets that ISPs do not
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disclose.
As briefly described in the beginning of this subsection, SSS is based on the association of a secret

with a polynomial. This fact reduces the computational efficiency with respect to simpler secret
sharing schemes (e.g., trivial secret sharing). However, our proposed privacy-preserving operators
are build upon cryptographic primitives designed under the SSS scheme (e.g.. the aforementioned
multiplication protocol). We leave the adaptation of such primitives to simpler sharing schemes as
a future research direction. In particular, we plan to evaluate the gain (e.g., in terms of reduced
computational time and exchanged data overhead) given by such lighter schemes.

1.3.2 Secure Multiple-Party Computation

A secure multiply-party computation method aims to enable the computation of a function over a set
of data owned by several mutually-distrustful parties that are not willing to disclose them. A typical
example of application consists in 2 people who want to discover who is the richest, but do not want
to expose their income. In Chapter 5, we consider the problem of deploying Virtual Servers (VSs)
within the area of an ISP, from which a CP can better deliver live videos to its users. Assuming
that encryption is applied, the ISP is not aware of how requests are geographically-distributed
in its area. Therefore, the ISP is unable to deploy the VSs towards some optimization objective
(e.g., to minimize the retrieval latency). In the considered case, the ISP has the information of the
geographically distribution of the users (but it does not know the contents they request), while the
CP knows the contents of users requests (but is not aware of their position). To address this problem,
we employ an existing secure multiple-party computation protocol to make a CP and an ISP jointly
compute this geographical distribution of requests without requiring the share of their data.

1.3.3 Data Perturbation

Data perturbation techniques add noise to data in such a way to reduce the knowledge that it is
possible to obtain from their analysis. In this research, we make large use of such techniques: for
example, we apply data perturbation strategies to increase the privacy of a CP that cooperates with
an ISP to perform an optimized video contents delivery. We describe such strategies in Chapter
2 and in Chapter 5, where the objective is to protect users’ confidentiality. Then, we also apply
data perturbation strategies to protect the privacy of users’ location in Online Social Networks. We
describe such strategies in Chapter 6.

1.3.3.1 Trade-off between Utility and Privacy

Unlike the first two privacy-preserving strategies (namely, Shamir Secret Sharing and Secure
Multiple Party Computation), data perturbation improves privacy at the expenses of the information
obtainable from it. As a matter of fact, the perturbation of data induces a trade-off between the
privacy and the knowledge that it is possible to extract from them (referred here to as utility) [106].
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In this research, we explore the trade-off between privacy and utility in several contexts. For example,
in Chapters 2 and 5 the utility is measured considering the effectiveness of the implementation of
enhanced video content delivery strategies (e.g., privacy-preserving caching). In Chapter 6 the utility
is the effectiveness of a Location-Based Service that exploits the information about users’ location
published on the Online Social Network Twitter.

1.4 Contribution and Thesis Outline

This PhD research work is summarized in the following main activities:
1- Proposal of privacy-preserving solutions to enable an effective cooperation of entities in

Internet, mostly considering the service of video content delivery.
2- Proposal of a privacy awareness tool to measure and control the vulnerability of OSNs’ users

to attacks aimed at inferring their location from public data.

The first activity mainly focuses on the design of protocols aimed at allowing an enhanced
video content caching, i.e., privacy-preserving and network neutrality compliant. For example, we
propose protocols that allow ISPs and CPs to jointly perform caching while protecting CPs’ contents
popularity, users’ location and requests and ISPs’ infrastructural details (e.g., caches’ dimension).
Along this research line, we also propose an approach based on reinforcement learning that effectively
deploys Virtual Graphs over a multi-domain infrastructure while not requiring the exposition of
sensitive data (e.g., cost of embedding a virtual node into a physical one). The second activity
considers the problem of protecting the location privacy of OSNs’ users (and specifically, Twitter’s
users). We propose a novel deep learning methodology to infer unexposed users’ location from the
publicly-available ones. We also propose data perturbation strategies to increase users’ privacy, that
we successively model as a combination of several factors, such as users’ mobility and level of data
perturbation. More in detail, our research work is organized through the remainder of this thesis as
follows:

• In Chapter 2 we consider privacy issues resulting from the employment of an architectural
solution designed to enable the effective caching of encrypted contents. This architecture aims
to allow an ISP to perform caching of video contents owned by a CP that is willing to maintain
them encrypted to ensure the confidentiality of its users. By employing this architecture
a CP associates to each of its contents a pseudonym that the ISP is allowed to read. By
counting the occurrences of the pseudonyms, the ISP discovers if a content is sufficiently
popular to be cached without decrypting it. We observe that, by counting the occurrences
of the pseudonyms, the ISP can still obtain information that may threaten CPs’ privacy. In
particular, the ISP may be able to obtain valuable information about CPs’ popularity patterns
and, if provided with additional information (e.g., publicly-available hit-parades) can guess
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with high probability the contents that users are requesting (therefore violating also their
confidentiality). To address this issue, we first formalize a data perturbation strategy that
consists in frequently replacing the pseudonym associated with each content. By doing so, the
CP reduces the knowledge about contents’ popularity that the ISP can obtain from analyzing
the occurrences of the relative pseudonyms, thus also reducing the effectiveness of caching. We
then formally define the privacy requirements of the CPs and we quantify the trade-off between
privacy and caching effectiveness induced by the applied data perturbation. Specifically, we
perform simulations to measure the effectiveness of caching considering hit-ratio, average
retrieval latency and average traffic load on ISP’s network links. Results show a linear decrease
of caching performance with increasing the number of pseudonyms replacements. On the other
hand, the improvement of privacy is superlinear with increasing this variable. Hence, there is
an optimum number of replacements such that CPs’ privacy is significantly increased while
accepting a low deterioration of caching performance.

• In Chapter 3 we discuss the issue of caching in relation to Network Neutrality principles.
Initially, we identify several characteristics of todays’ Internet (especially, the wide use of
contents’ encryption) that make the cooperation between ISPs and CPs mandatory to implement
caching strategies. Given this, we provide a quantitative assessment of the caching performance
experienced by CPs based on the cooperative scheme implemented with an ISP. We conclude
that the employed cooperative scheme may lead to a discriminatory treatment of several CPs,
which should be prohibited in a NN-neutral scenario. Finally, we provide a possible definition
of NN-compliant caching: in our view, an ISP performs a neutral caching if it allocates to each
CP a portion of storage proportional to the popularity of its contents. This approach leads to
the highest caching performance for the ISP and allows to avoid arbitrary forms of cooperation
with CPs.

• In Chapter 4 we propose a protocol to enable an ISP to compute a NN-compliant subdivision
of its cache storage in a privacy-preserving manner. In particular, we build a protocol based on
the Shamir Secret Sharing scheme that allows to obtain such subdivision without requiring the
ISP and the CPs to share with each other sensitive information (e.g., the available cache storage
and the popularity of the contents). Firstly, we design a simplified version of the protocol,
which can work under several assumptions (e.g., all the contents are required to be of the same
size). We perform experiments characterized by the presence of several CPs and an ISP owning
a single cache server. Results suggest that this subdivision leads to a significant improvement
with respect to a static cache subdivision, where each CPs receive the same amount of cache
storage. Moreover, the gain with respect to this baseline (measured considering the Hit-Rate)
scales with increasing number of CPs and contents. We then propose an improved version of
the protocol. In particular, we develop a protocol that allows to fully utilize the cache storage
(which was not always guaranteed in the previous version) and does not require all the contents
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to be of the same size. To confirm the benefits of using this protocol, we then perform further
experiments considering an ISP owning a network of caches and evaluating additional metrics
with respect to the Hit-Ratio. In particular, we show that the subdivision computed with our
protocol leads to a significant reduction of ISP’s network resource occupation with respect
to the considered baselines. Finally, we evaluate the data overhead introduced by applying
the protocol and conclude that it is acceptable considering the reduction of network resource
occupation and the improvement of caching effectiveness achieved by using it.

• In Chapter 5 we consider the problem of deploying, within the network of an ISP, Virtual
Servers (VSs) that a CP exploits to stream Live Videos (LVs) to its users. As the requests for
LVs are more localized than traditional VoD [100], the knowledge of the geographic distribution
of requests is crucial to perform an optimal deployment. In our work, we assume that both
the ISP and the CP are willing to deploy the VSs to minimize the average number of network
hops crossed by the LVs to reach their viewers. This optimization objective, in fact, leads to a
reduction of network resource occupation (ISP’s goal) and retrieval latency (CP’s goal). Firstly,
we observe that ISP and CP have complementary information about their users: the ISP
knows the location of users within its area (as it delivers traffic to them) but not the content of
their requests (which are encrypted); on the other hand, the CP knows users’ requests but not
their position. We then formally define the privacy requirements of the ISP and the CP, which
prescribe that they cannot freely exchange the data they possess. To address this problem,
we employ an existing secure multiple-party computation protocol that allows the ISP to
obtain an aggregated information on the number of requests issued for each LV from a specific
geographical area. Based on this information, the ISP performs the optimal deployment of
the VSs. We compare the effectiveness of the deployment with a baseline approach. Results
show that the average number of crossed hops is significantly reduced if the optimization is
performed with the knowledge of the geographical distribution of the requests computed with
our privacy-preserving protocol. We then notice that, while basic privacy requirements are
fulfilled at no expenses of service effectiveness, more demanding privacy objectives are achieved
only if the CP applies perturbation strategies to its data during the execution of the protocol.
We evaluate the resulting trade-off between privacy and service effectiveness and conclude
that highly-demanding privacy requirements can only be fulfilled at a significant reduction of
service effectiveness.

• In Chapter 6 we consider the problem of how to measure and control the privacy leakage given
by the public exposition of users’ location (action referred to as contents’ geo-tagging) on the
Online Social Network Twitter. Specifically, we quantify users’ level of privacy and show how to
properly control the factors affecting it. We define privacy as the geographic distance between
the actual location of a user and the one that can be inferred from publicly-available data
(i.e., the geo-tags published by users within the OSN). To quantify users’ privacy, we initially
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propose a novel deep learning architecture that is trained to infer unexposed locations from the
publicly-available ones. Results show that most of the geo-tags can be accurately inferred (60%
with an error below 1 km). These alarming results drive us to propose two data perturbation
strategies that users can employ to increase their privacy. Then, we model the privacy of a user
as a combination of several characteristics, such as the frequency of her geo-tags, the employed
data perturbation strategy and mobility-related features (e.g., average distance between two
successive geo-tags). This model is learned using the Random Forest algorithm, which allows
to quantify the impact that each feature has on the privacy of a user. We observe that privacy
is mainly influenced by the mobility of a user and by the type and volume of data perturbation
that she applies. Finally, we provide a qualitative analysis of the trade-off between users’
privacy and effectiveness of a Location-Based Advertisement service that reaches its users on
the OSN’s platform. This trade-off is induced by the perturbation that users apply to their
public geo-tags. The main outcome of the analysis is that users can significantly increase their
privacy without highly reducing the effectiveness of the advertisement.

• In Chapter 7 we propose a Reinforcement Learning (RL) algorithm to perform Virtual Network
Embedding (VNE) over a multi-domain infrastructure in a privacy-preserving manner. In
this scenario, several independent and mutually-distrustful ISPs form a consortium that
a customer exploits to provide a virtual service to its users. In particular, the customer
is willing to effectively deploy a Virtual Graph (VG) over such multi-ISP infrastructure.
However, the application of VNE algorithms in this scenario is hindered by the fact that, to
protect their privacy, ISPs do not expose details of their infrastructure needed to perform an
effective deployment. Following a common privacy-preserving approach, the embedding may
be performed by the customer based on the abstract view of the multi-domain infrastructure
that ISPs accept to expose, i.e., Limited Information Disclosure (LID). With this approach,
embedding is sub-optimal (e.g., embedding cost is not minimized) in comparison with the
case where all information is available, i.e., Full Information Disclosure (FID). We propose a
Reinforcement-Learning-based algorithm able to process data that customer and ISPs cipher
under the Shamir Secret Sharing (SSS) scheme. This approach guarantees total privacy to
both customer and the ISPs (e.g., details about a virtual function are only revealed to the ISP
in charge of hosting it) and achieves comparable embedding cost of an existing FID heuristic,
as observed from extensive simulations. The main drawback of our algorithm is the high
overhead of data that ISPs and customer need to exchange with each other to execute it. We
explore the trade-off between embedding cost and data overhead resulting from reducing the
number of expensive operations. Results show that intermediary embedding costs between the
FID and LID heuristics can be obtained at a significant reduction of data overhead, while not
sacrificing any privacy guarantees.

• Chapter 8 draws the conclusion of the thesis.
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Nowadays, CPs increasingly encrypt the traffic directed towards their users, thus achieving two
main objectives: the protection of users’ confidentiality and the protection of contents’ popularity
(i.e., the number of times that a content is requested). The latter, in particular, provides useful
information about CPs’ attractiveness in the market, and it is therefore considered a business-critical
asset that has to be maintained private. By hiding contents’ popularity, however, the CPs also
make the ISP unable to perform in-network caching, which is effective when the most requested (i.e.,
popular) contents are cached. A recently-proposed architectural solution enables the application of
an effective yet privacy-preserving caching in ISP networks. We observe that, using this architecture,
there is a trade-off between CPs’ privacy requirements and caching effectiveness (e.g., hit-ratio and
retrieval latency). In this Chapter, we provide a formalization of privacy in this context and, by
means of simulations over both synthetic and real data, we perform an evaluation of such trade-off.

2.1 Motivation

Among the services currently provided over the Internet, video content distribution is the one that
poses the strongest pressure on Internet infrastructures [90]. In-network caching is widely-regarded as
a simple yet effective solution to reduce this pressure, as ISPs can serve a portion of the CPs’ contents
directly from sources close to the end-users (i.e., the caches). In this way, the ISP significantly reduces
the traffic burden within its network, while the CPs guarantee a superior Quality of Experience
(QoE) to their users (e.g., because retrieval latency and congestion probability are reduced).

As mentioned in the previous Chapter, there are several approaches to manage a caching system.
Just to briefly summarize them, (i) caches can be owned and managed by the ISP (i.e., the ISP
selects the contents worth caching and directly serve them to users), (ii) caches can be owned by the
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ISP and manged by the CP (i.e., the CP selects the contents to store on the caches and directly
serve them to users) and (iii) caches can be owned and managed by the CP (i.e., caches are located
within the area of the ISP and directly connected to its network infrastructure, but maintained
and managed by the CPs). In this Chapter, we consider an ISP that owns a system of caches and
implements the first approach, which gives ISPs the highest level of control of the caching process.
For example, the ISP can select the contents to cache and where (i.e., in which caches) to store their
replicas in order to achieve some optimization objectives, e.g., effective traffic engineering. In case
encryption techniques were not applied, the ISP could perform transparent caching, i.e., analyze the
contents traversing its network and, eventually, decide to cache them (e.g., if sufficiently popular).
As nowadays encryption is widely used, the ISP cannot easily distinguish the contents and, therefore,
it cannot count their occurrences to assess their popularity.

An architectural solution specifically-designed to enable an effective caching of encrypted contents
has been proposed in [116]. From a high-level standpoint, this architecture allows a CP to hide its
contents behind pseudonyms (PYNs) that are freely-readable by the ISP and that, practically, act
as proxies of the actual contents’ identities. In fact, the ISP, by counting the occurrences of the
pseudonyms, can obtain information about contents’ popularity in a privacy-preserving manner. In
Section 2.2.2 we briefly review the architecture. For a more in-depth understanding, we refer the
reader to [116].

The architecture enables the effective caching of encrypted contents while guaranteeing the
protection of users’ confidentiality (as contents’ popularity can be obtained without decrypting
them). However, the architecture does not offer strong protection of contents’ popularity privacy.
Specifically, the authors of [116] emphasize that the privacy of contents’ popularity is at risk, because
it can still be inferred from the occurrences of the corresponding PYNs. This holds true mostly
for the highly-requested PYNs, which are likely to hide the most popular contents. In addition,
an ISP provided with additional information about contents’ popularity (e.g., publicly-available
hit-parades) can compare the occurrences of the PYNs with the expected popularity of contents.
From this comparison, the ISP can guess, with non negligible probability of success, which content
is associated with the PYN, thus violating also users’ confidentiality.

To handle this issue, the authors of [116] suggest that CPs should frequently change the pseudonym
associated with each content, event that we refer to as refresh. We observe that a refresh nullifies
the knowledge that the ISP was able to acquire about contents’ popularity. Hence, increasing the
number of refreshes reduces the ability of the ISP to infer valuable information about contents’
popularity, which, in turn, improves privacy at the expenses of caching effectiveness. The main
contributions of this Chapter are summarized in the following:

• we provide a mathematical formulation of CP’s privacy requirements that suits the considered
case

• we mathematically formulate a refresh strategy that CPs can employ to improve their privacy
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• we perform extensive simulations to quantitatively evaluate the trade-off between privacy and
caching effectiveness given by the use of the proposed refresh strategy. Caching effectiveness
is measured considering the hit-rate, the retrieval latency and the average traffic load on the
network of the ISP

2.1.1 Related Work

An effective cooperation between CPs and ISPs requires the two parties to exchange sensitive or
business-specific information and can therefore raise privacy concerns. In this Section, we identify
four main types of such information and review existing proposals to allow a cooperation that does
not require their disclosure.

The first type of information that ISPs want to protect is that related to their network infras-
tructures (e.g., network topology). For example, a solution that allows CPs to manage virtual
network functions hosted in the ISP domain without gathering information on the ISP’s network
infrastructure is proposed in [60] and analyzed following a game theoretic approach that proved to
be beneficial for both of them. The ISP retains privacy by presenting to the CP only a restricted
view of its network infrastructure (e.g., an abstraction of the network).

The second information is the precise users’ location, that is owned by the ISP only. The CP, or
a Content Delivery Network (CDN) acting on behalf of it, may mis-locate the users and perform
the delivery from caches that are far from them. The ISP is aware of the position of its users, and
a possible solution consists in allowing the ISP to select the caches from which users are served
according to its own objectives, such as to achieve an optimized user experience [52] or an efficient
traffic engineering [51]. In [4], we proposed an alternative approach based on a privacy-preserving
protocol that makes the ISP able to compute the aggregated number of video requests issued from
a particular geographic area and, based on that, cache the videos. Chapter 5 is devoted to the
description of this proposed approach.

The third type of information are the identities of the contents requested by users (e.g., their
names), that the CP does not want to disclose to the ISP. Specifically, we have identified two main
approaches that guarantee the protection of users’ requests: i) in the first approach, the CP hides
its contents’ identities behind pseudonyms that the ISP can analyze to infer useful information
about contents popularity without violating users’ privacy. Ref. [74] mathematically formalizes
the trade-off between privacy and caching resulting from the use of pseudonym-based approaches.
Following this approach, the authors of [116] propose a novel cooperative architecture that allows an
ISP to cache contents owned by a CP while keeping them in their encrypted form. In this Chapter,
we aim to solve the privacy issues that are left unexplored in [116]; in particular, we notice that this
architecture is still vulnerable to privacy attacks aimed at obtaining the information about CP’s
contents popularity. We formally define a data perturbation strategy that the CP can implement to
improve privacy, and we quantitatively assess the deterioration of the metrics of caching performance
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(e.g., the hit-rate) that this perturbation causes; ii) the second approach focuses on the design of
systems that can serve the contents without being able to associate them with the requesting users’
identities. For example, the authors of [44] propose a protocol that allows a CDN to serve its users
through a peer-to-peer anonymizing network. A similar objective is achieved in [35], which applies a
content encryption strategy that allows a CDN to serve contents without identifying them.

The fourth type of salient information that we identified is contents’ popularity. In this respect,
we proposed in [5] a protocol which permits an ISP and several CPs to cooperate toward the efficient
application of caching strategies in a way that is both privacy-preserving and compliant with network
neutrality requirements. We devote Chapter 4 to describe this protocol.

2.2 The pseudonym-based approach for a privacy-preserving
caching

2.2.1 Content Delivery Scenario

We consider a content deliver system in which the CP owns and maintains a catalogue of video
contents that are served to users located within the area of an ISP. The CP is abstracted as a video
server that stores the whole video catalogue and is assumed to be external to the area of the ISP.
The ISP owns a network infrastructure and provides Internet connectivity to users within a given
geographical area. ISP’s network nodes may be equipped with caching capabilities that can be used
to store and serve (a portion of) the contents owned by the CP.

The content delivery process works as follows: a set of requests R = {r1, ..., rN} is issued from
the area of the ISP towards the external CP. Each request is assumed to be encrypted by the CP,
and the ISP cannot therefore decode the identifier (e.g., the name) of the requested content. We
assume that encryption is non-deterministic (e.g., HTTP over TLS protocol [39]), which makes the
ISP also unable to guess with non-negligible probability if two requests refer to the same requested
content (and therefore also unable to assess the popularity of the content). In the next Section, we
briefly review the architecture [116] that allows an ISP to perform effective caching of encrypted
contents.

2.2.2 The reference architecture

The authors of [116] introduce a novel functional block in the aforementioned video delivery system,
i.e., the Request Handler (RH). This element contains information relative to the CP’s contents
(e.g., the PYNs) and it is designed to be located within the area of the ISP. More in detail, when
a new request is issued by the final user, the CP generates a secure token that is delivered to the
RH, which utilizes it to extract the PYN corresponding to the requested content. The look-up
over the RH database is done under the framework of searchable symmetric encryption (SSE) [36],
which allows the contents to be kept in their encrypted version. Once the correct PYN has been
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Figure 2.1: Representation of the architecture

extracted, the RH uses its up-to-date map to locate the cache server where that content is stored. If
the content is available, a redirection procedure toward the CP is issued to directly serve the users
from inside the ISP network. The whole request process enabled by the architecture is depicted
in Fig. 2.1. For further details, we refer the reader to [116]. Although the proposed architecture
is specifically aimed at enabling an effective caching of encrypted contents, several privacy issues
remain not totally addressed. We describe them in the following subsection.

2.2.2.1 Privacy Issues

In [116], authors comment about the vulnerability of the proposed architecture to privacy attacks. In
particular, they argue that contents’ popularity can be leaked by performing statistical analysis on
the occurrences of the PYNs. Note, in fact, that after a high number of requests (ideally, an infinite
number of requests) the popularity patterns of the PYNs faithfully reflect those of the original
contents. Notice also that, in a real scenario (i.e., in which contents are requested a finite number
of times) this attack is likely to be more effective on the most popular contents, since their high
popularity is evident after a short number of requests. They also mention the possibility that an
attacker provided with additional information about content’ popularity (e.g., public hit-parades)
can even de-anonymize the PYNs by comparing their occurrences with the expected ones (thus
violating users’ confidentiality). As suggested in [116], the CP can improve its privacy by setting a
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lifespan to the PYNs associated with the contents. By renewing the PYNs, in fact, the CP nullifies
the knowledge that the ISP had acquired about the popularity of a content.

In the next Section, we more formally describe the trade-off between caching and privacy. To this
end, we formally define the concept of contents’ popularity, and we propose a definition of privacy
suitable for the considered case. Then, we also formalize the refresh-based strategy that CPs can
implement to increase their privacy and a countermeasure that the ISP can apply to extract from
the PYNs as much knowledge as possible about contents’ popularity.

2.3 Trade-off between caching and privacy

The effectiveness of a caching system is generally evaluated considering the Hit-Rate, i.e, the
percentage of requests directly served from the cache servers. An improvement of the Hit-Rate
corresponds to an increased number of contents that the ISP can serve from sources closer to the
end users (i.e., the caches) and, consequently, leads to a reduction of both the average load on the
links of the ISP network and of the retrieval latency. In this work we consider three main caching
objectives: the maximization of the hit-rate, the minimization of the retrieval latency and of the
traffic load on the ISP network links.

The effectiveness of the caching process highly depends on the ability of the ISP to reconstruct
the true popularity patterns of the CP’s contents from the analysis of the PYNs. We consider all
the aforementioned caching objective to be common to both the CP and the ISP. In fact, the CP
benefits from delivering its contents over a reliable telecom infrastructure (e.g., characterized by
a low congestion probability), while the ISP’s reputation increases if the average retrieval latency
experienced by its users is reduced [7]. Hence, both the ISP and the CP are incentivized that
the reconstruction of the popularity patterns is as much faithful as possible. However, the CP is
also concerned that this process does not violate its privacy, which is formally defined in the next
subsection.

2.3.1 Privacy of Contents’ Popularity

We refer to ni to indicate the number of requests that, during a considered period, a CP receives for
the i-th content of its catalogue C = {C1, C2, ..., CM}. We define the popularity of the i-th content
as its position on the rank of the number of requests, sorted in descending order. Note that the
most requested content has popularity equal to 1, while the least requested content has rank M .
As commonly assumed in the literature, contents’ popularity distribution is modeled with the Zipf
function, that effectively captures its long-tail effects (the number of highly-popular contents is a
small percentage of the total number of contents).

As previously stated, the architecture proposed in [116] exposes the occurrences of the PYNs to
the ISP, from which it is possible to obtain valuable insights about CP’s popularity patterns (e.g., to
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measure the popularity gap between most and average popular contents). We propose a definition
of privacy that measures the information about contents’ popularity that can be extracted from the
analysis of the PYNs. Specifically, we define the privacy of the t-th popular content as follows:

Privacy(C(t)) = 1− P (C(τ)|PY N (t)), τ ∈ {t− η, t+ η} (2.1)

where C(t), C(τ) are the t-th and τ -th most popular contents, respectively, and PY N (t) is the
t-th popular PYN. P (C(τ)|PY N (t)) is the probability that the t-th most popular PYN hides the
τ -th most popular content, where τ ∈ [−η + t, t+ η]. In other words, this probability measures the
information obtainable about the popularity of a content given the popularity of the corresponding
PYN. η defines the tolerance that the CP has in considering its privacy violated. For example, a high
η implies that the CP is not even willing to expose coarse information about contents’ popularity
(e.g., the ISP should not be able to know if a PYN refers to a highly-popular or to an average
popular content). Instead, by assuming a small η, the CP considers its privacy violated only if the
ISP can accurately infer the popularity of a content from that of the corresponding PYN.

2.3.2 Protection and Attack to Contents’ Popularity Privacy

2.3.2.1 Security Model

When using the architecture, the ISP and the CP do not expose the same amount of information to
the other party. Specifically, the ISP is not required to reveal to the CP any data, while the CP
exposes the PYNs. Hence, the two parties are not equally susceptible to privacy attacks.

Accordingly, we model the CP as a honest entity that does not deviate from the operations
required for an effective use of the architecture. As for the ISP, we model it as a honest-but-curious
entity that honestly executes the protocol prescribed by the architecture, but also tries to infer as
much knowledge as possible from its transcripts (i.e., the PYNs and their number of occurrences).
We assume that the ISP is economically-incentivized to infer contents’ popularity from the analysis of
the PYNs mainly to improve the efficiency of caching (i.e., to store the contents that are actually the
most popular ones). Another reason to model the ISP as honest-but-curious is that, by tracking the
PYNs requested by users, the ISP might also able to obtain salient and business-critical information,
i) such as the popularity patterns of the CP’s catalogue, ii) the similarity (resp., dissimilarity) among
users who often (resp., rarely) request the same PYNs and iii) if eventually provided with additional
information (e.g., public hit-parades), also their preferences.

Hence, the CP is willing to keep the information that the ISP can extract from the PYNs below
a given threshold. To this end, as suggested in [116], it can frequently renew the association between
contents’ identifiers and PYNs. In the next subsections, we formally define a PYNs’ renewal approach
that is in line with the suggestions of [116] and we propose a countermeasure that the ISP can apply
to extract as much knowledge as possible from the analysis of the PYNs.
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2.3.3 PYNs’ renewal strategy

We refer to the event of setting a new PYN for a content to as refresh, and we formalize a refresh-based
renewal strategy in which the PYNs associated to all the contents of the calagoue are refreshed
simultaneously. Formally, given a period T in which the CP performs R refreshes, the τ -th popular
content C(τ) is associated, during its lifespan within the ISP network (i.e., 0 < t ≤ T ), to R different
PYNs. During the r-th refresh period, C(τ) is associated with a PYN that, within this period, has
popularity rank jr. In formulas,

PY N(Cτ ) =


PY N

(j1)
1 , 0 ≤ t ≤ T

R

· · ·

PY N
(jR)
R , R−1

R · T < t ≤ T

(2.2)

where Cτ is the τ -th popular content in the period 0 < t ≤ T and PY N (jr)
r is the jr-th popular

PYN within the r-th refresh period. By increasing the number of refresh R, the CP improves privacy
at the expenses of caching, since it nullifies the knowledge that the ISP was able to obtain until that
moment about contents’ popularity. In the next subsection, we describe a countermeasure that the
ISP can apply to recover useful information about contents’ popularity.

2.3.4 Attack to the privacy

Starting from the intuition that the occurrences of the requests for the contents and for the
corresponding PYNs are likely to share some statistical characteristics (e.g., number, interarrival
times, etc...), we propose a heuristic strategy to rank the PYNs in such a way that their order within
each refresh round likely reflects the popularity rank of the contents hidden behind them. PYNs
with the same popularity rank in different refresh rounds are then clustered together; the PYNs
within the same cluster are considered the ones that have most likely been associated with a given
content. The heuristic strategy is described in detail in the following:

1. The ISP identifies the number of refresh periods. Notice that the transition from a refresh
period to the successive one is characterized by a sudden termination of the requests for the
currently-employed PYNs and is therefore easy to identify.

2. Then, the ISP computes a value θzr = µzr
Nz
r
,∀(z, r), where z and r are the indexes of a generic

PY N and of the considered refresh period, respectively. µz and N z are the average interarrival
times and the number of occurrences of the z-th PYN.

3. In the third phase, the ISP sorts θzr in ascending order, in such a way that the first PYNs
(i.e., characterized by the lowest average interarrival periods and by the highest number of
occurrences) are likely associated with the most popular contents.
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4. Finally, the ISP considers the R PYNs at the j-t position to be associated with the j-th most
popular content.

Assuming that the ISP never gets in possession of the actual association between PYNs and
their relative contents, the only way that it has to verify the success of its attack is by observing an
improvement of caching performance. On the other hand, the CP has the knowledge of both the
occurrences of the PYNs and the actual occurrences of the contents and, by implementing a similar
attack strategy, it can use Eq. 2.1 to measure the privacy of the τ -th popular content as N

(τ)
PY N
R

considering that N (τ)
PY N is the number of PYNs associated with the τ -th popular contents whose

PYN has popularity t, whereas R is the number of PYNs whose popularity rank is t. On the other
hand, the CP has the knowledge of both the occurrences of the PYNs and the actual occurrences of
the contents and it can measure the privacy of the t-th as follows:

Privacy(C(t)) = N
(τ)
PY N

R
(2.3)

Notice that Eq. 2.3 is derived from Eq. 2.1 considering that N (τ)
PY N is the number of PYNs

at the t-th position of the rank (computed using the aforementioned attack strategy) that hide a
content whose popularity is τ ∈ {t− η, t+ η}; R is the number of refresh rounds, which is equal to
the number of PYNs associated with a content during its lifespan.

2.4 Numerical Results

2.4.1 Simulation Settings

We perform simulations to i) compute the probability that privacy is violated and ii) to assess the
performance of the caching system. The former objective is achieved by empirically computing the
probability according to Eq. (2.3); as far as the latter is concerned, we employ a simulator [104]
designed to study the performance of caching systems within an Information Centric Network (ICN)
context [1]. ICN was proposed to make content delivery in Internet more scalable with respect to
the host-centric paradigm and the architecture presented in [116] is easily applicable to our scenario.
In practice, instead of searching the contents by their actual identities, users (i.e., the receivers)
first obtain the corresponding PYN from the Request Handler, and then perform a look up of the
nodes (i.e., the sources) that have cached it. The employed methodology to assess the trade-off
between privacy and caching is applicable also to the host-centric paradigm, while a specific research
is needed to assess the generalization of the obtained results as well.

2.4.1.1 Caching Strategies

We employ two caching strategies, namely the Cache Less For More (CL4M) [29] and the Leave
Copy Down (LCD) [72]. The former caches a content in the node belonging the highest number of
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paths between a source and a receiver. The latter caches a content in the cache immediately after
the source, in the direction of the receiver. We employ the Least Recently Used (LRU) as caching
eviction policy.

2.4.1.2 ISPs Network

We consider the topology of the backbone TISCALI network described in [111] that is composed
of 240 nodes and 404 links connecting them. According to the implementation of the simulator,
each link introduces a delay of 2 ms and its capacity is assumed to be sufficient to accommodate all
the requests. 36 among the available nodes are randomly selected to serve as cache servers and are
assumed to host, in total, a maximum of 2500 contents.

2.4.1.3 Description of the requests and of the CP’s catalogues

We employ a dataset of real VoD requests that covers a period of 6 months (from October 2011 to
March 2012) and has been collected at the Lancaster University, where a Laboratory provides a
small IPTV service available for both the campus university and a small village nearby. The dataset
is presented and described in detail in [47]. We parsed the dataset in order to discard irrelevant data
(e.g., contents transmitted over radio channels) and we obtained a reduced dataset of around 90K
requests of 3100 different video contents, either live or on-demand. This dataset allows us to conduct
realistic researches, mainly because content popularity evolution is not a easy-to-model phenomenon.

However, the domain from which it has been collected (i.e., University Laboratory/Campus) is
not general enough for our purposes (i.e., cooperation between large-scale autonomous systems).
Therefore, we decided to craft also a synthetic dataset that enables to target our research toward its
core objective. We employ four different traces, characterized by the combination of two parameters,
namely the number of contents Nc ∈ {5000, 10000} and the skew value α ∈ {0.7, 0.9} of the Zipf
distribution [24], which is widely used to model contents’ popularity. We assume that the requests
for the synthetic catalogue are issued at a rate of 1 req/sec for a total period of 1 day. At this rate,
the total number of request within one day is quite similar to the number of requests of the real
dataset (i.e., 90K). Hence, we assume that the requests for the latter one are issued within a 1-day
period as well. We set the size of each content to 1.5Gb.

2.4.2 Discussion

In this Section, we show the average of the results obtained by performing 500 simulations with
varying number of refreshes R, contents’ catalogue characteristics, caching strategy and privacy
threshold η. In Fig. 2.2 we show how privacy improves at the expenses of a degradation of the
Hit-Ratio obtained employing the CL4M caching strategy over a synthetic traffic trace (with α = 0.9
and Nc = 5000). Privacy is measured as the probability that the most popular PYN (within a
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Table 2.1: Hit-Rate (%)

Caching Strategy
Catalogue NC CL4M LCD
α Nc ∀R 1R 5R 10R 1R 5R 10R

0.7 10K 0 25.6 21.4 19.1 32.1 30.4 29.4
0.7 5K 0 33.9 30 25.9 42.5 41.2 39.6
0.9 10K 0 45.8 41.4 38.6 51.6 50 48.7
0.9 5K 0 52.1 47.7 44.9 59.5 57.8 56.2
Lancaster 0 76.7 73.8 71.9 84.6 83 81.3

Table 2.2: Average Retrieval Latency (ms)

Caching Strategy
Catalogue NC CL4M LCD
α Nc ∀R 1R 5R 10R 1R 5R 10R

0.7 10K 92.1 72.9 75.9 77.7 68.2 69.5 70.4
0.7 5K 92.1 66.6 69.5 72.5 60.6 61.6 62.9
0.9 10K 92.1 56.7 60.1 62.2 52.5 53.8 54.9
0.9 5K 92.1 51.9 55.2 57.4 46.6 47.9 49.3
Lancaster 92.1 32 34.17 35.7 26.7 28 29.5

Table 2.3: Average Load on ISP’s network links (Gb)

Caching Strategy
Catalogue NC CL4M LCD
α Nc ∀R 1R 5R 10R 1R 5R 10R

0.7 10K 28.6 26.6 26.8 27 26.3 26.5 26.7
0.7 5K 28.6 25.9 26.2 26.3 25.6 25.9 26.1
0.9 10K 28.6 23.8 24.1 24.4 23.4 23.6 23.9
0.9 5K 28.6 23.1 23.5 23.8 22.7 22.9 23.3
Lancaster 28.6 19.2 19.5 19.9 19.4 19.5 20

given refresh period) is not associated with the most popular content, considering different privacy
thresholds η ∈ {0, 1, 2, 3}.

Figure 2.2 shows that the Hit-Ratio decreases steadily with increasing R as it drops from a
maximum of 52% (for R = 1) to a minimum of 44% (for R = 10). We also observe that privacy
improves more significantly with increasing R, i.e., for R > 3. This shows that the CP can tune the
value of R to improve the privacy while limiting the degradation of caching performance. Moreover,
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Figure 2.2: Trade-off between Caching Hit-Ratio and Privacy for different values of the privacy
threshold η computed for a catalogue of Nc = 5K contents and skew parameter α = 0.9

results show, as expected, that the value of the privacy threshold η plays an important role. In fact,
we notice that the privacy of the most popular content increases from 0.48 to 0.79 when η goes from
0 to 3 (i.e., when privacy is considered violated if the most popular PYN is associated with the most
popular contents or, instead, with one of the 4 most popular contents).

We then extend the analysis of the degradation of caching to all the available traffic traces (4
synthetic and one real) using the No caching (NC), the Cache Less For More (CL4M) and the Leave
Copy Down (LCD) caching strategies. The results for the Hit-Ratio, the average retrieval latency
and the average load on the ISP’s network links, obtained for R ∈ {1, 5, 10} are summarized in Tab.
2.1, Tab. 2.2 and Tab. 2.3, respectively. Results show that all three metrics degrade for increasing
R. For example, the Hit-Ratio for Lancaster content catalogue decreases from 52.1% to 44.9% and
from 59.5% to 56.2% for the CL4M and LCD caching strategies, respectively. As for the average
load on ISP’s network links and the average retrieval latency, they both slightly increase (by an
average of 3% and 10% respectively) for an increasing R (from R = 1 to R = 10) for both the
considered caching strategies. However, it is important to highlight that the performance of the
caching strategies are different. This shows that different caching strategies present different degree
of robustness toward the use of the architecture [116], and, in particular, toward the refresh-based
anonymization approach.

Now, we evaluate the impact of the number of refreshes and of the characteristics of the catalogue
(e.g., number of contents) on the privacy of the 50 most popular contents. We set the privacy
threshold η = 0. Fig. 2.3a shows the privacy computed for the synthetic traffic trace with α = 0.9
and Nc = 10000 for several numbers of refreshes (R ∈ {1, 2, 3, 5, 10}). Results confirm that the
incremental improvement of privacy is higher for lower values of R and this is particularly evident
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Figure 2.3: Privacy of the most popular contents of the CP’s catalogue considering a privacy
threshold η = 0

for the least popular contents. For instance, the 50-th popular content experiences an improvement
of privacy of 0.7 (compared to an improvement of 0.43 for the most popular content) when R goes
from 1 to 2.

Finally, in Fig. 2.3b we evaluate the privacy for all the catalogues for R =2. We notice that
the privacy computed for the real dataset is significantly higher than the privacy computed for the
synthetic ones. This is due to the fact that the popularity of the most popular contents in the
Lancaster dataset are much more similar than what is observed in a Zipf-distributed catalogue, and
this makes it harder to properly assess their popularity ranks by analyzing the occurrences of the
PYNs. On the other hand, we also notice that the skew parameter α affects privacy more than the
number of contents Nc, whose influence can be considered negligible.

2.5 Concluding Remarks

2.5.1 Summary

In this Chapter, we considered a content delivery system composed of a Content Provider (CP)
and a Internet Service Provider (ISP) that cooperate by using an emerging architecture aimed at
allowing the ISP to cache the CP’s contents without violating its privacy requirements, e.g., the
information about its contents’ popularity. The architecture enables the CP to hide its contents
behind pseudonyms that are visible to the ISP and this threatens its privacy. We formalized a
strategy that the CP can follow to improve privacy, and we evaluated the resulting trade-off with
caching, measured considering the hit-rate, the retrieval latency and the average load on the links of

25



2. Privacy-Preserving Caching

the ISP network. The results, obtained by performing simulations over both real and synthetic data,
show that a significant improvement of privacy can be achieved at reduced costs in terms of caching
performance degradation and suggest the applicability of the architecture in a real scenario.

2.5.2 Final Comments

In this Chapter, we have seen that, when encryption strategies are applied, effective caching can
only be performed if ISPs and CPs implement a form of cooperation. As the use of encryption is
steadily increasing, we should also expect an increasing number of such cooperative schemes. In this
context, since the available caching storage of an ISP is limited, potentially-discriminatory issues
may arise when multiple CPs are willing to exploit it to better serve their users. In the next Chapter,
we elaborate on the principles that make such forms of cooperation non discriminatory towards the
CPs, i.e., compliant with Network Neutrality ideals.
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As shown in the previous Chapter, caching is an important tool to reduce ISPs’ network traffic
and to increase customers’ QoE. Let us notice that, since the available cache storage is limited, the
implementation of caching strategies requires to chooce the portion of contents served from the
caches. Therefore, caching is an inherently-selective process that results in service differentiation
and, potentially, discriminatory treatment of the CPs that exploit the caching system. Despite of
this, in-network caching is not generally regarded as a traffic differentiation technique and, therefore,
is not considered by Network Neutrality (NN) regulations. In this Chapter, we look at this problem
from a different perspective: in the today’s Internet, ISPs are prevented from applying in-network
caching without cooperating with CPs. For instance, the wide use of encryption makes the ISPs
unable to identify the contents worth caching (i.e., the most requested ones). In this scenario, where
the cooperation between ISPs and CPs seems mandatory, a rigorous definition of NN-compliant
caching is needed to agree on the principles that make caching fair towards users and CPs. To
this end, in this Chapter we evaluate the QoE that CPs are able to offer to their users under
different models of cooperation with an ISP. We observe that the QoE is significantly affected by the
adopted cooperative model, and we conclude that caching may lead to discrimination. Finally, we
suggest a few research directions towards the implementation of non-discriminatory (i.e., NN-neutral)
in-network caching.

3.1 Motivation

The Internet is constantly evolving to adapt to the new services offered by CPs and to meet the
increasing expectations of their users (e.g., in terms of QoE). For example, ISPs implement caching
strategies that CPs employ to serve a portion of their contents directly from the cache servers, thus
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increasing the QoE experienced by their users. Since multiple CPs aim at exploiting the caching
system of the ISP, caching may lead to discriminatory issues that should be carefully analized in a
context of Network-Neutral Internet. Our aim in this Chapter is to answer to the following pending
question: how can caching be performed to be both efficient and non discriminatory towards the
CPs (i.e., NN-Compliant caching)? Current NN definitions are built on the principle that traffic can
differentiated based on its QoS requirements (e.g., VoD can be prioritized over e-mail exchange),
but they do not provide rigorous guidelines to differentiate contents of the same class (VoD, in the
considered case). Moerover, today’s Internet is characterized by several properties that, in our view,
should be considered in the debate about NN-compliant caching:

• Encryption: CPs are increasingly encrypting the traffic destined to their users to ensure privacy
and security. For instance, as of year 2019, 90% of the most accessed web sites in Internet
use the HTTPS protocol as default option1. This fact prevents ISPs from applying even basic
forms of traffic differentiation. For example, how can an ISP decide which contents to cache
without being able to inspect them? In fact, requests for the same content are indistinguishable
under encryption schemes, and this does not allow the ISP to infer the content popularity. A
possible solution to this issue is to make CPs and ISPs jointly manage the caches (e.g., by
employing the architecture described in the previous Chapter to enable the effective caching of
encrypted contents). This solution, however, calls for cooperation schemes that inevitably open
the doors for possible violations of the NN principles. For example, the arbitrary selection of
the counterparts of the cooperation (i.e., the CPs that the ISP decides to cooperate with) has
to be carefully regulated.

• Cooperative Strategies: nowadays ISPs commonly employ Virtualization to easily instantiate
resources and offer specific services, thus widening the spectrum of the potential cooperation
schemes that ISPs and CPs can implement. With ISPs that become more than simple providers
of connectivity, however, new concerns are raised about their discriminatory behaviour.

To shed some light on the NN issues arising from the application of caching strategies, in this
Chapter we consider three different cooperative approaches that ISPs and CPs can implement. These
approaches are referred to as i) partially-cooperative, ii) non-cooperative and iii) fully-cooperative. In
the first one, only a subset of all the CPs cooperate with the ISP to realize caching strategies within
its network. This approach is discriminatory towards the CPs that do not cooperate. On the other
hand, the second and the third approaches can be considered NN-compliant at different degrees.
Specifically, in the second one all the CPs manage the same amount of caching resources inside the
network of the ISP, while in the third one each CP manages a portion of cache storage proportional
to the popularity of its contents.

1https://transparencyreport.google.com/https/overview
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We provide a numerical assessment of the effectiveness of these approaches, which are evaluated
considering the Hit-Ratio experienced by the ISP and by the involved CPs. From this evaluation, we
conclude that the employed cooperative approach may lead to a discriminaton of the involved CPs.
From this assessment, we then provide a possible definition of NN-compliant caching. Specifically,
we consider the fully-cooperative approach to be the one most in line with NN requirements, since
it leads to the highest Hit-Ratio experienced by the ISP while discriminating the CPs based on
an objective criterion, i.e., their popularity, and not based on other forms of arbitrary agreement.
Finally, we envision the implementation of an open protocol to enable the fully-cooperative approach
while guaranteeing privacy to CPs and ISP. In particular, our aim is to develop a protocol to apply
NN-caching in presence of encrypted contents. In the last part of the Chapter, we review existing
approaches to perform a privacy-preserving caching, and we show how they provide guidelines to
realize such protocol. We propose an implementation of this protocol, and we describe it in the next
Chapter.

3.2 Towards a Net-Neutrality Definition for in-network Caching

3.2.1 The Partially-Cooperative Caching

Nowadays, the highest portion of traffic inside ISPs’ networks is generated by the delivery of VoD
contents owned by few giant CPs. For instance, the contents streamed by Netflix users account
for an impressive percentage of the global Internet traffic (up to 40% at peak hours in the USA)
[95]. It is common that these big CPs deploy cache servers inside the ISPs domains to improve the
streaming experience of the users and, at the same time, significantly reduce network traffic. This is
a win-win solution that apparently satisfies all the involved entities: the contracting CP, the users,
ISPs and, to some extent, also competitor CPs, which can count on a less congested network to
deliver their services. However, this solution can also be considered discriminatory, because contents
are treated differently based on the CP ownership. There is no clear cut on whether this type of
cooperation should be considered a case of NN infringement. Following the former argument, some
believe it is not. ISPs are behaving neutrally, as they seek their advantage at no expense of other
players and without negatively affecting the Internet community. Conversely, some others see this
strategy as a subtle form of traffic prioritization, which should therefore be prohibited in a regime of
content-based indiscrimination.

We argue that the partially-cooperative strategy would not violate NN provided that a similar
solution could be applied by every CP. However, such condition turns out to be difficult to achieve
in practice. As an example, let us consider the case of two CPs operating in the same sector (e.g.,
VoD), but with significantly-different market power. The smaller CP is clearly disadvantaged as it
does not have scale to negotiate this kind of agreement with the ISPs. The result therefore is that
its users perceive a lower QoE, which confirms that this type of cooperative approach can lead to
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discrimination.
Being a vital instrument for the effective management of ISPs’ resources, however, cooperative

caching cannot simply be prohibited in favor of a pure non-discriminatory principle. In our view,
ISPs are perfectly legitimate to apply an effective caching strategy, as long as this is done avoiding
any discrimination among the various CPs. In the next subsection, we describe more in detail the
idea of NN-compliant caching considered in this Chapter, and we present two approaches to realize
it, namely the non-cooperative and the fully-cooperative one.

3.2.2 NN-compliant caching

A possible vision of NN-compliant caching is based on the idea that the cooperation between ISPs
and CPs must avoid arbitrary forms of agreements and should, instead, be done according to
some objective criteria. A simple criterion consists in assigning the same cache storage to all the
CPs that are willing to exploit the caching system of the ISP. This is the approach referred to as
non-cooperative, as it does not require ISP and CPs to implement any scheme of cooperation to
establish the amount of cache storage that each CP is entitled to manage. This approach, however, is
also highly-inefficient, as it discards the different level of attractiveness of the CPs. Indeed, content
popularity is the main factor leading to good caching performance (e.g., high hit-rates).

Hence, following reference [84], we consider contents’ popularity to be an objective criterion
according to which it is possible to implement caching strategies that are both efficient (as the most
requested contents are cached) and neutral towards the CPs. In fact, while being aware that this
approach clearly favors big CPs (as they are expected to own most of the popular content), we also
believe it is non-discriminatory because it favours a CP based on its ability to engage the final users.
In this way, the network is neutral with respect to both the CPs and the users, which are not driven
to request a content because of a strategic cooperation. Instead, contents are awarded in terms of
superior QoS, which results in superior QoE only by virtue of their popularity.

To avoid potentially-discriminatory solutions, ISPs may employ transparent caching technologies
[64] to inspect the traffic traversing their network and infer content popularity. If encryption
schemes are in place, however, such techniques are ineffective and alternative strategies to manage
the caches are required to avoid using single-purpose caching systems like those envisioned in the
partially-cooperative caching paradigm. In the next Section, we provide a quantitative assessment of
the traffic distortion induced by the three considered cooperative models, which are compliant with
NN at different degrees.

3.3 Quantitative comparison of caching frameworks

The performance of a caching strategy is typically measured considering the Hit-Rate, i.e., the
percentage of requests directly served from inside the domain where the caches are located (the ISP,

30



3.3. Quantitative comparison of caching frameworks

Figure 3.1: Representation of the considered scenario and of the employed partitioning strategies.

in our case). Hence, a high Hit-Rate is always desirable as it leads to a significant reduction of the
traffic volume across the network.

We now consider three different scenarios of relations between two CPs and an ISP. As depicted
in Fig. 3.1, the CPs compete to obtain a portion of the cache storage made available by the ISP
in order to offer a better service to their users. CP1 and CP2 are assumed to have catalogues of
different sizes and with different popularity patterns. Specifically, CP1 is considered a CP with high
attractiveness and most of its contents are more popular than those offered by CP2. We assume that
each CP stores its most popular contents, which remain fixed during the considered time period.

In the first scenario, referred to as Static Cache Partitioning, ISP and CP follow the non-
cooperative approach: the ISP equally shares the storage of its cache among the CPs, regardless of
the global popularity of the contents that they own. This is the most neutral case, and we consider
it as the baseline for the performance comparison. In order to allow for content encryption by the
CPs, we assume that CPs manage their caching portion autonomously.

In the second scenario, referred to as Popularity-based Cache Partitioning, the ISP selects the
contents to cache only according to their global popularity, i.e., regardless of the owner CP. In case
the contents are not encrypted, the ISP can infer which contents are the most popular ones. In
this way, it is guaranteed that the available cache storage is divided among the involved parties
proportionally to the number of the most popular contents available in their catalogues. In this way,
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the CP that owns more popular content is assigned a larger slice of cache storage. This approach
aims at maximizing the Hit-Rate of the ISP and it is not discriminatory. However, as encryption is
nowadays widely employed in the content delivery chain, ISP and CPs need to jointly compute the
amount of storage that should be dedicated to each party. In Section 3.3.1, we describe how two
existing techniques can provide several guidelines for the development of protocols enabling a seamless
and non-discriminatory full-cooperative approach. If these protocols are not employed, however,
ISPs are pushed to follow the partially-cooperative approach, i.e., to behave in a non-NN manner. As
an example of partial cooperation, we consider a third scenario, referred to as Partially-Cooperative
Cache Partitioning, that aims at representing a realistic situation, where the ISP cooperates only
with CP1. Because in this study we consider two CPs only, the whole cache storage is assigned to
CP1.

With the aim of understanding which caching solutions may lead to discrimination, we perform
a simulative study assuming that the two CPs offer catalogues of significantly-different degrees of
attractiveness. Specifically, we assume that CP1 and CP2 own 67% and 33% of the most popular
contents, respectively. This proportion can be obtained by properly choosing the sizes of the offered
catalogues and the skewness of their contents popularity. Note that infinite combinations of such
parameters can lead to the target proportion. In our simulations, we arbitrarily assume that CP1 and
CP2 offer a catalogue of 50K and 400K contents, respectively, whose popularity follows the Zipf law
[24] with skewness parameter α = 0.8 and α = 0.9, respectively. We recall that the skewness of the
content popularity distribution augments with increasing α, i.e., fewer contents are highly-requested
with α approaching one. The domain of the ISP is abstracted as a single cache with a total storage
of 40K contents.

In Fig. 3.2, we show the Hit-Rates experienced by the two CPs depending on the employed
cooperative strategy. The Static Partitioning approach penalizes CP1 and benefits CP2, which
receives more cache storage than what it would deserve based on the global popularity of its contents.
In fact, CP1 sees a significant increase of its performance if, instead, the Popularity-based Partitioning
approach is used. Conversely, CP2 is penalized by such fair assignment of resources. CP1 maximally
benefits from the Partially-Cooperative Partitioning approach, while CP2 experiences a null Hit-Rate
because none of its contents are cached, which results in a discriminatory treatment. Fig. 3.2 also
shows that the ISP significantly benefits from being net-neutral. However, the presented results are
not sufficient to state that the ISP would always prefer to employ a NN-compliant caching. In fact,
we are aware the maximization of the Hit-Rate is just one of its possible objectives. For example, the
ISP may be concerned of performing an effective Traffic Engineering (e.g., to minimize its resource
occupation), which depends on other factors beside the global popularity of contents (e.g., their
size). In the next Chapter, we provide a more in-depth analysis of the caching performance obtained
following a popularity-based caching subdivision, and we present the protocol designed to enforce it
in a privacy-preserving manner.
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Figure 3.2: Hit-Rates measured by CP1, CP2 and ISP for different cooperative schemes

3.3.1 Discussion and Future work

Since caching causes a differentiation of traffic generated by the CPs, the topic of in-network caching
should be fully integrated in the NN debate. To take a first step in this direction, in this Section
we present a possible definition of NN-compliant in-network caching, and we suggest few research
directions toward its enforcement.

3.3.1.1 Definition of Network-Neutral in-network caching

Let us define NN-compliant in-network caching as the caching process that causes a traffic differenti-
ation only on the basis of the global popularity of contents. Being aware that the maximization
of the Hit-Rate is just one of the goals of the ISP, we also advocate a more general definition
of NN-compliant caching, that is able to include other objectives based on which the ISP can
legitimately perform traffic differentiation (e.g., minimizing the traffic load over their networks).
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3.3.1.2 Open Questions

The fulfilment of the aforementioned principle, however, is practically hindered in a scenario of
all-encrypted web, in which ISPs are incapable of inspecting the contents traversing their networks
to infer their global popularity. A viable alternative would be to make CPs and ISPs cooperate with
the goal of jointly managing the cache systems, which raises the following questions:

• given that ISPs are prevented from identifying the global popularity of contents, how is it
possible to implement a cooperative system that does not lead to a discrimination among the
CPs?

• given that contents’ popularity is a business-critical asset that CPs are not willing to expose
(as discussed in the previous Chapter), how can the ISP balance the available cache storage
without requiring the CPs to reveal the popularity of their contents?

3.3.1.3 Research Directions

We advocate the definition of an open protocol enabling any potential CP to receive the amount of
storage that it is entitled to manage according to the popularity of its contents. In our view, such
protocol should meet three main requirements:

• NN-compliance that, in our vision, means to allow the ISP to maximize the Hit-Rate by
favouring the CPs only by virtue of the attractiveness of their catalogue, i.e., only because of
the global popularity of their contents

• Privacy to allow the CPs not to disclose information about the popularity of their contents,
which is a business-critical information

• Scalability to accommodate the demands of a potentially high number of CPs and contents

To the best of our knowledge, existing methods that can be used to develop such protocol follow
two different approaches, that we describe in the following from a high-level standpoint. In addition,
we analyze the extent to which such approaches meet the three aforementioned requirements. The
two approaches treat the contents of the involved CPs differently. However, under the definition of
NN-compliant caching discussed throughout this Chapter, both are non-discriminatory.

One of them has been proposed in [116] and considered in the work described in the previous
Chapter. This solution envisions a content delivery architecture that allows to efficiently cache, in
the domain of the ISP, contents encrypted by a CP. Each request issued to the CP results in the
generation of a pseudonym (which univocally identifies the requested content) that is freely readable
by the ISP. Based on this pseudonym, the ISP can locate the requested content and directly serve
it to the user. By employing this architecture, two main goals are achieved: (i) the ISP can count
the occurrences of the pseudonyms to infer the popularity of contents and, based on that, apply
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any known caching strategy; (ii) the CPs can keep their contents encrypted to ensure security and
privacy to their users without preventing the application of caching.

Assuming that the ISP aims at maximizing the Hit-Rate, each CP receives a fair amount of
storage based on the global popularity of its contents. The privacy of the CPs is guaranteed as
long as the ISP is not able to infer the actual content names from their pseudonyms. However, as
detailed in the previous Chapter, the ISP can obtain many valuable information about contents’
popularity from the analysis of the pseudonyms. Moreover, since the information about the most
popular contents can be considered public, to some extent (e.g., the hit-parade is typically publicly
known), the ISP may be able to associate the highly-popular contents with the most frequently
occurring pseudonyms.

To cope with this issue, the association between contents and their pseudonyms can be refreshed
with some frequency. Such procedures nullify the acquired knowledge of popularity, therefore
improving privacy at the cost of deteriorating the performance of caching. Concerning scalability
issues, the authors of [116] state that the proposed solution can easily handle a large amount of
requests (up to hundreds of thousand users even for a basic implementation of the architecture). In
practice, the architecture can be optimized to be deployed in real scenarios (e.g., by increasing the
computational power of its main functional blocks).

In the other approach, which is proposed in [10], the ISP cooperates with several CPs and
reserves a portion of its cache storage to each of them. The ISP can obtain the information about
the Hit-Rate experienced by each individual CP by virtue of the resource occupation induced by
that CP on its network. Then, the ISP executes an iterative algorithm that takes as input the
Hit-Rates of the individual CPs and converges to the optimum partitioning (i.e., the partitioning
that maximizes the global Hit-Rate measured by the ISP). Note that the individual Hit-Rates
are the only information that CPs are required to disclose to the ISP, which makes the approach
privacy-preserving. One fundamental difference with respect to the former approach is that the ISP
is only in charge of partitioning the available storage, while caching is performed by the individual
CPs. Practically, this approach is a way to extend the footprint of the CPs by giving them a proper
amount of cache resources inside the domain of the ISP. Scalability is analyzed in detail in [10],
where it is shown that the computational complexity of the algorithm is polynomial in the number
of CPs, which implies a scalable application of the proposed approach in real scenarios.

The solutions proposed in reference [116] and reference [10] are presented as mechanisms to allow
the ISP to perform optimal caching in a scenario of all-encrypted web. We do a step forward by
showing that they can represent important building blocks toward the realization of a NN-compliant
in-network caching architecture. In the next Chapter, we describe our implementation of a privacy-
preserving protocol aimed at enabling a fully-cooperative scheme based on the popularity-based
subdivision of the available cache storage. The protocol is designed based on intuitions grasped
from both reference [116] and reference [10]. In particular, from [116] we take the idea of associating
to each content name a fictitious identifier. Differently from [116], however, our identifiers are not
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readable by the ISP but, instead, are ciphered using homomorphic encryption techniques that enable
the ISP to apply several meaningful operations on them. From [10] we take the idea of dynamically
dividing the available cache storage proportionally to the popularity of the CPs and to make them
remotely manage their portion of storage.

3.4 Concluding Remarks

3.4.1 Summary

In this Chapter, we elaborated on Network Neutrality issues that arise from the application of caching
strategies. Specifically, we have shown that several characteristics of today’s Internet (namely, the
wide use of encryption and virtualization) open the doors for cooperative schemes that CPs and
ISPs realize to improve the effectiveness of caching. By performing experiments on a simple content
delivery scenario, we have shown that CPs’ and ISP’s caching performance are strongly affected by
the employed cooperative scheme. Based on the obtained results, we have concluded that the most
suitable approach in a NN scenario is the fully-cooperative. According to this approach, in fact,
each CP receives an amount of ISPs’ cache storage proportional to the popularity of its contents.
The popularity-based cache storage subdivision allows to balance the interest of the ISP (which
minimizes its network resource occupation when the most popular contents are cached) and the
requirements of NN. The considered idea of NN, in fact, prescribes that the cooperation between
ISPs and CPs should be performed according to some objective principle and not based on arbitrary
forms of agreements.

3.4.2 Final Comments

The implementation of a NN-compliant caching scheme that we propose in this Chapter is based
on the idea that caches’ storage should be divided among the CPs proportionally to the popularity
of their contents. Whilst being an effective solution for the ISP (as it allows to maximize its
Hit-Rate), this approach is privacy-intrusive, since its enforcement requires CPs and ISP to exchange
information that are deemed confidential, such as the popularity of CPs’ contents and the sizes of
ISPs’ caches. To address this issue, in the next Chapter we describe our proposal of a NN-compliant
protocol to enable ISP and CPs to perform such popularity-driven cache storage subdivision in a
privacy-preserving manner.
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In the previous Chapter, we have shown that the wide use of encryption strategies forces ISPs and
CPs to implement cooperative schemes to apply effective caching solutions. This fact raises issues in
relation to the neutrality of the ISPs that own the caching systems. In particular, we have shown
that different cooperative schemes lead to a different treatment of traffic and, for this reason, caching
may lead to discrimination towards the CPs. We then provided a possible definition of NN-compliant
caching as the process in which CPs are allocated a portion of cache storage proportional to the
popularity of their contents. The application of this popularity-driven cache storage subdivision
requires CPs and ISPs to exchange with each other sensitive information, such as contents’ popularity
and caches’ sizes. In this Chapter, we describe a protocol that we propose to make an ISP able to
compute this type of subdivision in a privacy-preserving manner, and we show its effectiveness by
means of extensive simulations.

4.1 Motivation

A possible view of NN-compliant caching [84, 6] requires the ISP to reserve CPs portions of storage
proportional to their contents’ popularity. A high-level representation of this concept is depicted
in Fig. 4.1. An example of this type of subdivision, that we refer to as popularity-driven, is the
following: given a cache server that can store an average number of 1000 contents, a CP that owns
500 out the 1000 most requested contents from the users of the ISP is assigned 50% of the available
cache storage. We consider the popularity-driven subdivision to be both NN-compliant and effective
[7, 6]. In fact, it is NN-compliant since it guarantees the CPs a neutral treatment (because the
storage is assigned only based on their attractiveness and not on arbitrary forms of agreement
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with the ISP), but also effective for the ISP, that experiences the highest reduction of its network
resource occupation when the most popular contents are served directly from its area. In the previous
Chapter, we presented a numerical analysis that shows how caching can be discriminatory towards
the CPs. We have also shown that the ISP benefits from the application of a popularity-driven
subdivision, which seems to imply that ISPs are incentivized to behave in a NN manner. However,
compliance to such NN principles would require the ISP to obtain information about contents’
popularity, which is unlikely as CPs are increasingly encrypting their contents to protect users’
privacy. To cope with this issue, we propose a privacy-preserving protocol by which the ISP can
divide its cache storage proportionally to the popularities of CPs’ contents. The protocol is based on
the Shamir Secret Sharing (SSS) scheme and it is designed to protect both CPs’ and ISP’s privacy
requirements, as ISP and CPs are not required to exchange with each other sensitive information
(e.g., the capacities of the caches and the popularities of contents). We assume that a regulator
authority (RA) is introduced in the execution of the protocol to ensure that each CP is assigned
a fair amount of storage and that no illicit collusion occurs among CPs and ISP. We measure the
effectiveness of the proposed protocol by comparing it with two baseline approaches, namely the (i)
static and the (ii) network-resource-driven subdivisions. In the former, each CP receives the same
amount of cache storage; in the latter a CP receives a portion of storage proportional to the resource
occupation generated by its traffic inside the network of the ISP. Notice that both these approaches
adhere to the idea that a non-discriminatory caching is the one that treats the CPs based on some
objective criterion instead of arbitrary forms of agreements. To perform the comparison, we develop
a discrete-event-based simulator for dynamic VoD traffic provisioning. We measure the performance
of the various approaches in terms of the network Resource Occupation (RO) measured by the ISP,
and the Hit-Rate measured by the ISP and CPs. The obtained results show that our proposed
protocol allows minimizing network RO and maximizing the overall hit-ratio with respect to baseline
approaches and, unlike the baselines, it also guarantees a NN-compliant storage subdivision. Finally,
we evaluate the overhead the protocol introduces, which may be considered negligible compared to
the reduction of RO that the protocol provides.

4.2 Background

4.2.1 Paillier cryptosystem

Paillier [93] is a type of asymmetric cryptosystem, whose public and private keys are referred in
the rest of the Chapter to as pubk and privk, respectively. Paillier has additive homomorphic
properties, i.e., the summation of two (or more) cypertexts is the encryption of the summation of the
relative plaintexts. For example, given two pairs of plaintexts m1, m2 and the relative ciphertexts
c1 = Enc(m1, pubk), c2 = Enc(m2, pubk), it holds that m = Dec(c, privk), where m = m1 +m2 and
c = c1 + c2.
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Figure 4.1: High-Level representation of the proposed idea of NN-compliant caching: CPs are
entitled to receive a portion of storage proportional to their popularity

4.2.2 Shamir Secret Sharing

A (W,T ) Shamir Secret Sharing (SSS) scheme [108] allows to share a secret s among a set of W
participants in such a way that its reconstruction can only be performed by the collusion of any
subset of at least T participants. In the rest of the Chapter, we use the notation JcKP to indicate
the share of s assigned to the participant P . We refer the reader to Section 1.3.1 for a description of
the atomic operations that can be executed on the shares homomorphically (i.e., to obtain the same
results on the corresponding secrets), namely the summation (which is natively implementable with
SSS) and the multiplication (for which an additional protocol is required).

4.2.3 Protocol building blocks

During the execution of the protocol, the operations performed over secrets shared with SSS are based
on three main atomic operators, namely the equality-test, the comparison and the multiplication.
The equality-test (resp., comparison) operator takes as input the shares Js1K and Js2K and returns
J1K if s1 = s2 (resp., s1 ≤ s2) and J0K otherwise. The multiplication takes as input Js1K and Js2K and
returns Js1 · s2K.

As for the equality-test, we employ the equality-test without bit decomposition described in
[112]. The equality-test operator serves as the main building block for the implementation of the
aggregate-if-equal algorithm [66], that takes in input (Js1K, Jv1K) and (Js2K, Jv2K), i.e., two pairs of
(secret,value) in secret shared form and returns (Js1], Jv1 + v2K) and (Js2K, J0K) if s1 = s2, whereas
the pairs are left unchanged otherwise. In our work, we employ another algorithm presented in [66]
that efficiently aggregates a sequence of M (secret, value) pairs in secret shared form by recursively
applying the aggregate-if-equal algorithm for M logM times.

Our protocol requires to perform several multiplications of secrets. However, the SSS is not
homomorphic with respect to the multiplication (i.e., given the shares of two secrets s1 and s2,

39



4. A Privacy-Preserving Protocol for Network-Neutrality-Compliant Caching in ISP
Networks

Js1 · s2K 6= Js1K · Js2K). To address this issue, our protocol exploits the multiplication scheme proposed
in [19]. This scheme requires the parties involved in the multiplication to share with each other
a multiplicative triple JaK, JbK, JcK such that a · b = c. The security of the multiplication scheme
described in [19] is based on the assumption that none of the involved parties is able to obtain the
secrets a, b, c from the relative shares JaK, JbK, JcK. The shares of the multiplication triple can be
pre-computed in a secure manner using the scheme proposed in [37].

4.3 NN-compliant caching

4.3.1 Definition

In the previous Chapter we advocated the inclusion of caching in the current debate about NN
and provided guidelines to reach a possible definition of NN-compliant caching. In this work,
we consider caching to be network-neutral if the available ISP’s cache storage is divided among
the CPs proportionally to the popularity of their contents. This definition allows to balance the
requirements of NN (i.e., CPs are treated based on an unbiased criterion instead of on arbitrary
forms of agreements) and the legitimate interests of the ISP, which is willing to minimize its network
RO in return of the monetary investment done to buy and maintain the caching system [12]. In
the next subsection, we formally present the problem of computing a popularity-driven subdivision
of the storage, and we briefly introduce the protocol proposed to solve it in a privacy-preserving
manner.

4.3.2 Problem Statement

We consider a scenario where a sequence of N requests R = {r1, r2, ..., rN} is issued from the users
within the area of an ISP towards a set of K CPs. The ISP owns a caching system composed
of several cache servers. The generic n-th cache is characterized by the size of its storage S(n)

cache,
expressed in bytes, and by an average number of contents that it can store, i.e., N (n)

cache. Assuming

that the average size of the contents is ŝ, it is possible to derive N (n)
cache as N

(n)
cache = bS

(n)
cache
ŝ c.

Following the definition of NN-compliant caching given in Section 4.3.1, the total storage of the
n-th cache (i.e., S(n)

cache) should be divided among the K CPs proportionally to the popularity of
their contents. Specifically, if the n-th cache can store, on average, N (n)

cache contents, the k-th CP
is entitled to receive a percentage of the total storage proportional to the number of its contents
belonging to the N (n)

cache most requested contents from the area of the ISP. The portion of storage
γ

(n)
k that the k-th CP is worth receiving is computed as:

γ
(n)
k = zk∑K

j=1 zj
· S(n)

cache, 1 ≤ k ≤ K (4.1)
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where S(n)
cache is the size of the n-th cache, while zj is the number of contents offered by the j-th

CP whose popularity rank is below N
(n)
cache (we recall that the most popular content has rank equal

to 0).
To compute γ(n)

k , 1 ≤ k ≤ K, the ISP and the CPs are required to exchange with each other
information that are deemed confidential, such as the size of the caches and the popularity of the
contents. The protocol that we propose allows to perform this computation in a privacy-preserving
manner. In the next Section, we describe the roles and objectives of the entities involved in the
execution of the protocol.

4.4 Architecture

The proposed protocol is executed by three entities, namely an ISP, the CPs and a Regulator
Authority (RA). This Section is devoted to the description of the involved parties, their caching
objectives, privacy requirements, and security models.

4.4.1 Internet Service Provider

The ISP provides Internet connectivity to its users and it is the owner of the caching system exploited
by the CPs. Concerning the execution of our protocol, it has the following objectives/requirements.

Caching Objectives: the main performance objective of the ISP is the minimization of its
overall network resource occupation (RO). RO is defined as the amount of resources occupied to
deliver all the requests (more specifically, RO is the product of the number of network links traversed
by the duration of a request by the bit-rate of the requested content).

Privacy Requirements: ISPs commonly consider confidential the information related to their
infrastructure [30]. In this work, we assume that the ISP is not willing to disclose the size of its cache
servers, as this may provide precious information on its monetary investment [14]. More specifically,
the RA and all the K CPs should not learn any information about the size of the n-th cache (i.e.,
S

(n)
cache). CPk, 1 ≤ k ≤ K can learn, at most, a lower bound γ(n)

k , which is obtained as a licit output
of the protocol. In addition, the RA should not learn γ(n)

k , 1 ≤ k ≤ K.
Security Model: we model the ISP as an honest-but-curious entity, that executes the protocol

truthfully but tries to obtain as many information as possible from its transcripts (e.g., the ISP may
try to infer the popularity of a content from the secrets’ shares that it receives). A variation of
the protocol that can deal with a dishonest ISP (i.e., an ISP that lies in its inputs) is described in
Section 4.6, where we present a subprotocol managed by the RA to perform anti-cheating operations.

4.4.2 Content Providers

We consider K CPs, referred to as CPk, 1 ≤ k ≤ K. A generic CPk offers a catalogue of contents
Ck, which is assumed to be completely stored on a datacenter located outside the area of the ISP.
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As proposed in [10], each CP remotely manages its portion of cache storage (e.g., by selecting the
contents to be cached) and directly serves its users from the cache. Without loss of generality, we
assume that the catalogues of the K CPs do not have any content in common (i.e., single catalogues’
entries do not overlap). Moreover, we assume that the catalogues of the K CPs are not equally
attractive towards the users, i.e., some catalogues are much more popular than others [48] and that
users can retrieve contents from any of such catalogues. We refer to the overall catalogue (i.e., the
composition of all the CPs catalogues) to as C.

Caching Objectives: a CP aims to maximize its personal Hit-Rate (i.e., the percentage of
requests directed to it that are served from the caches), as this results in an improvement of the
overall QoE that it can offer to its users [71].

Privacy Requirements: we assume that the CPs aim to protect the following information:

1. Confidentiality of the requests: given the generic request r issued by user u toward CPk, the
ISP, the RA and all the CPs (except CPk itself) should not be able to identify the requested
content with non-neglibigle probability.

2. Contents’ popularity: given two contents cx and cy, the ISP, the RA and all the CPs should
not be able to say if cx is more popular than cy with non-negligible probability. In case both cx
and cy belong to the generic CPk, only that CP can know which content is more popular than
the other. It is important to remark that disclosing the information about contents’ popularity
would reveal extremely confidential insights about the competition between the CPs (e.g., how
the market shares are distributed among the CPs).

3. Number of contents and their size: the ISP, the RA and all the CPs should not be able to
discover the total number of contents owned by the CPs, as well as their sizes.

Security Model: our protocol guarantees a popularity-driven subdivision of the storage, but
its effectiveness is based on the assumption that CPs honestly execute it. In fact, if CPs altered their
data during the execution of the protocol (e.g., by lying about a requested content), the obtained
subdivision would not reflect the correct proportion among CPs’ popularity. Driven by the idea that
each CP has scarce knowledge about the popularity patterns of the competitors, we assume that it
is also not able to alter its data in such a way to obtain a portion of cache storage larger that what
it is entitled to receive. Moreover, we assume that the CPs do not have the economical incentives to
collude with each other. Hence, CPs can be considered honest.

4.4.3 Regulator Authority

The Regulator Authority (RA) is considered a honest entity that engages with the ISP and the
CPs only the legitimate exchange of information envisioned by the protocol. The RA has the main
objective of ensuring a NN-compliant storage subdivision (i.e., popularity-driven) division and acts
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Figure 4.2: Phases of the execution of the NN-compliant protocol

as a guarantor that CPs’ and ISP’s privacy is not violated. Moreover, the RA is the only entity that
knows the private key that can be used to decrypt the data ciphered with the Paillier cryptosystem.

4.5 The NN-compliant protocol

The NN-compliant protocol involves a set of operations that are mainly performed over the shares of
the secrets that ISP, CPs and RA generate using SSS and exchange among each other. We consider
a (2,2) SSS, i.e., only a collusion of 2 out of 2 participants allows to reconstruct the secrets.

The protocol works in four main phases: preliminary operations, share collection, operations on
shares and caching. The preliminary operations are needed to make the parties learn data (e.g., the
shares of the multiplication triples) that will be needed during the execution of the protocol. Hence,
such operations can be performed in an off-line fashion. The successive three phases last for a period
of Tcol, Top and Tcaching, respectively, and are cyclically repeated as depicted in Figure 4.2. In the
same figure it is also possible to notice that the share collection and the operations on shares phases
start simultaneously after the end of the previous share collection phase and that, by construction,
Tcol = Tcaching. We describe the aforementioned phases in the following subsections.

4.5.1 Preliminary operations

Preliminary operation aim is to give the ISP the information on the average size of CPs’ contents
and to compute the shares of the multiplication triples required to perform secret multiplications.

4.5.1.1 Secure Computation of the Average Dimension of the Contents

First, the ISP learns ŝ, i.e., the average size of the contents owned by the CPs. This value is needed
to obtain the average number of contents that a cache can store (i.e., Ncache) from its size Scache
(see Eq. 4.1). This phase is designed to allow the CPs to not disclose to the ISP neither the number
nor the size of their contents. The k-th CP uses the public key pubk to encrypt (i) the sum of the
sizes of its contents (i.e., Sk) and (ii) the number of contents of its catalogue (i.e., Nk) by means
of the Paillier cryptosystem briefly reviewed in Section 4.2.1. Both Enc(Sk) and Enc(Nk) are sent
to the RA. This operation is performed by all the K CPs. Then, the RA computes ∑K

k=1Enc(Nk)
and ∑K

k=1Enc(Sk) that, due to the additive homomorphic properties of the Paillier cryptosystem,
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Figure 4.3: Secure computation of the average contents’ size

correspond to the encryption of the total number of contents and to the overall summation of their
sizes, respectively. The RA, which is assumed to be the only entity who knows the private key privk,
successively decrypts the two values and obtain ∑K

k=1Nk and ∑K
k=1 Sk. From these values, it is then

simple to compute the average size of the contents as ŝ =
∑K

k=1 Sk∑K

k=1Nk
, which is sent by the RA to the

ISP. A representation of this phase is depicted in Fig. 4.3.

4.5.1.2 Secure Computation of a Multiplication Triple

The ISP and the RA compute the shares of a multiplicative triple (JaKISP , JaKRA,JbKISP , JbKRA,JcKISP , JcKRA
such that c = a · b) by means of the scheme presented in [37] and briefly reviewed in Section 4.2.3.

4.5.2 Collection of the shares

Upon a new request (say ri) for content cj ∈ C, the owner CP generates two shares of the identifier
(e.g., the name) of content cj , i.e., JriKISP = JcjKISP and JriKRA = JcjKRA, and sends them to the
ISP and the RA, respectively. We assume that the ISP and the RA can always associate a share
with the owner CP (e.g., by means of its IP address). At the end of this phase, the ISP and the RA
know the shares of all the requests R issued during the share collection phase, i.e., SISP = {JriKISP }
and SRA = {JriKRA}, ∀ri ∈ R. Notice that, even if the same content cj is requested in both r1 and
r2, it holds that Jr1K 6= Jr2K, which prevents the ISP from inferring the popularity patterns of the
CPs. The operations performed in this phase are shown in Subprotocol 1.

4.5.3 Operations on shares

Since the ISP and the RA perform the same operations on their set of shares, we omit the
apex unless necessary, and we describe the operations performed over the abstract set of shares
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Subprotocol 1 Collecting the shares of the requested contents’ identifiers
Input: RA: None

ISP: None
CPs: Each CPk inputs the subset of contents’ requests
R = {r1, ..., rN} directed to it

Output: RA learns JriKRA, 1 ≤ i ≤ N
ISP learns JriKISP , 1 ≤ i ≤ N
CPs learn nothing

1: for 1 ≤ i ≤ N do
2: Let CPk be the owner of the content requested in ri
3: CPk generates JriKISP and JriKRA
4: CPk → RA: JriKRA
5: CPk → ISP: JriKISP
6: end for

S = {JriK, ∀ri ∈ R} that have been collected during the collection phase. The operations performed
over the shares are shown in Subprotocol 2 and described in the following:

Subprotocol 2 Performing operations on the shares
Input: RA: JriKRA, 1 ≤ i ≤ N

ISP: JriKISP , 1 ≤ i ≤ N
Output: RA learns JzkKRA, 1 ≤ k ≤ K

ISP learns JzkKISP , 1 ≤ k ≤ K
1: RA generates two shares of the constant 1: J1KRA and J1KISP
2: ISP generates two shares of the constant Ncache: JNcacheKRA and JNcacheKISP
3: RA → ISP: J1KISP
4: ISP → RA: JNcacheKRA
RA and ISP locally execute for j=RA and j=ISP, respectively
1: Execute the aggregate-if-equal algorithm over the set {(JriKj , J1Kj) , 1 ≤ i ≤ N} and obtain {JniKj , 1 ≤
i ≤ N}

2: Execute the comparison algorithm between all the pairs of elements of the set {JniKj , 1 ≤ i ≤ N} and
obtain {JπiKj , 1 ≤ i ≤ N}

3: for 1 ≤ i ≤ N do
4: Execute the comparison algorithm on (JπiKj , JNcacheKj) and obtain JβiKj
5: The CPk to which ri is directed is identified
6: Updating of the number of contents belonging to CPk whose popularity rank π < Ncache :

JzkKj ← JzkKj + JβiKj
7: end for

4.5.3.1 Aggregate if equal

Given a set S = {JriK, ∀i ∈ R} containing the shares relative to the contents of N requests, the
objective of this phase is to obtain the share JniK, ∀i ∈ {1, ..., N}, where ni is total number of requests
of the content requested in ri. To perform this operation, we employ the algorithm presented in [66]

45



4. A Privacy-Preserving Protocol for Network-Neutrality-Compliant Caching in ISP
Networks

and briefly reviewed in Section 4.2, that computes the aggregation of a set of N elements (in the form
of secret shares of key and value) by recursively executing the aggregate-if-equal algorithm N logN
times. In our application of the protocol, the key is the share of the content cj hidden in the i-th
request ri, i.e., JriK = JcjK, while the value associated is the share of 1 for all the requests. Since both
the ISP and the CPs might be interested in altering the value (as this would favour some contents
over others and ultimately affect the caching process), we mandate the RA to generate J1KRA and
J1KISP at each request. At the end of this phase, the ISP and the RA obtain the respective shares
of JniK,∀i ∈ {1, ..., N}.

4.5.3.2 Rank computation

From the previous phase, ISP and RA have obtained a set JniK, ∀i ∈ {1, ..., N} containing the shares
of the number of occurrences for each requested content. With these data in hand, they aim at
computing πi ∈ [0, N − 1], i.e., the rank of the content requested in ri, where πi increases with
decreasing popularity of the associated content (i.e., π = 0 for the most popular content).

To perform this task, all the shares JniK, ∀i ∈ {1, ..., N} need to be compared with each other,
for a total of N2 executions of the comparison algorithm mentioned in Section 4.2. We recall that
the algorithm takes in input two shares Jx1K and Jx2K and returns J1K if x1 ≤ x2, and J0K otherwise.
Considering that J1K = 1− J0K and J0K = 1− J1K (due to the additive homomorphic properties of
SSS), it is possible to assign the share J1K to the lower value (say x1) and the share J0K to the higher
one (say x2) with a single execution of the comparison algorithm. Hence, the complexity is reduced
from N2 to

(N
2
)
executions of the comparison algorithm. The rank πi can then be computed by

summing up the results, in secret shared form, of the relative comparisons as JπiK = ∑N−1
x=1,x 6=iJli,xK,

where li,x = 0 if ni ≤ nx (and 1 otherwise). Notice that, if ri is the request relative to the most
popular content, then li,x = 0, ∀x (because its number of occurrences is higher than all the others)
and, as expected, πi = 0.

Once the shares of ranks JπiK, ∀i ∈ {1, ..., N} have been obtained, ISP and RA need to compute
the share of the portion of cache that each CP is expected to receive. To this aim, the rank of each
content needs to be compared with the size of the cache and, if πi ≤ Ncache, the CP to which ri
is directed is entitled to store one content. Since the ISP wants to protect the information about
its cache size, it generates 2 shares JNcacheKISP and JNcacheKRA, which can be used to perform a
comparison with JπiK,∀i ∈ [1, ..., N ] by means of the comparison algorithm. The result of the i-th
comparison is JβiK, with βi = 1 if πi ≤ Ncache (and 0 otherwise).

By repeating this operation for all the requests directed towards CPk, i.e., Rk, ISP and RA
obtain the share of the number of most popular contents owned by CPk as Jzk] = ∑

i∈RkJβiK.
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𝑟𝑣 ⋅ 𝑧𝑘 ⋅ 𝑆𝑐𝑎𝑐ℎ𝑒 𝐼𝑆𝑃

𝑟𝑣 ⋅ ∑𝑧𝑗 𝐼𝑆𝑃

𝑟𝑣 ⋅ ∑𝑧𝑗 𝑅𝐴

𝑟𝑣 ⋅ 𝑧𝑘 ⋅ 𝑆𝑐𝑎𝑐ℎ𝑒 𝑅𝐴

𝑟𝑣 ⋅ ∑𝑧𝑗 𝑅𝐴

𝑟𝑣 ⋅ 𝑧𝑘 ⋅ 𝑆𝑐𝑎𝑐ℎ𝑒 𝑅𝐴

Figure 4.4: Main shares learnt by ISP, CPs and RA during the execution of the NN-compliant
protocol

4.5.4 Caching

However, we prevent the ISP and the RA from directly reconstructing these secrets since (i)
from ∑K

j=1 zj the RA could obtain a good estimate of the size of the cache Scache and (ii) from
zk, 1 ≤ k ≤ K it would discover the number of contents owned by each CP whose popularity rank
is less than Nc. Instead, ISP and RA employ the scheme described in [112] to obtain the shares
of a random integer JrvKISP and JrvKRA without learning rv itself. With these values in hands,
they then learn, using the multiplicative protocol proposed in [19], Jrv · zk · ScacheK, 1 ≤ k ≤ K and
Jrv ·

∑K
j=1 zjK. Notice that these values represent the shares of the numerator and denominator of

zk∑K

j=1 zj
, respectively, which have been masked with the same value rv to keep the ratio between

them unchanged (and equal to γk).
Then, the RA sends Jrv · zk ·ScacheKRA and Jrv ·

∑K
j=1 zjKRA to the corresponding k-th CP, which

exchanges with the ISP their shares to recover rv · zk · Scache and rv ·
∑K
j=1 zj . From these two

reconstructed secrets, both the ISP and the k-th CP compute the amount of storage destined to
CPk:

γk = rv · zk · Scache
rv ·

∑K
j=1 zj

(4.2)

Notice that the k-th CP learns nothing more that its allocated storage. For example, it does not
learn the percentage of storage it is assigned, from which it would have derived the size of the cache
Scache.

At this point, the k-th CP can start caching its contents in the received storage portion. Notice
also that, whilst the popularity-based caches’ subdivision is computed by performing operations
on the shares relative to contents’ requests (i.e., the proposed protocol is designed to work at the
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Subprotocol 3 Calculating the portion of cache storage to allocate to each CP
Input: RA: JScacheKRA, JzkKRA, 1 ≤ k ≤ K

ISP: JScacheKISP , JzkKISP , 1 ≤ k ≤ K
CPs: None

Output: RA learns nothing
ISP learns γk = rv·zk·Scache

rv·
∑K

j=1 zj
, 1 ≤ k ≤ K

Each CPk learns γk = rv·zk·Scache
rv·
∑K

j=1 zj

1: ISP and RA compute the shares JrvKISP and JrvKRA of a secret random integer rv using the scheme of
[112]

2: ISP and RA compute Jrv ·
∑K
j=1 zjKISP and Jrv ·

∑K
j=1 zjKRA using the multiplication protocol

of [19]
3: for k ∈ {1, ...,K} do
4: RA → CPk: Jrv ·

∑K
j=1 zjKRA

5: ISP computes Jrv · zk · ScacheKISP
6: RA computes Jrv · zk · ScacheKRA
7: RA → CPk: Jrv · zk · ScacheKRA
8: end for
9: for k ∈ {1, ...,K} do

10: CPk → ISP: Jrv ·
∑K
j=1 zjKRA and Jrv · zk · ScacheKRA

11: ISP → CPk: Jrv ·
∑K
j=1 zjKISP and Jrv · zk · ScacheKISP

12: end for
13: for k ∈ {1, ...,K} do
14: ISP and CPk reconstruct the secret rv ·

∑K
j=1 zj ←

(
Jrv ·

∑K
j=1 zjKRA, Jrv ·

∑K
j=1 zjKISP

)
15: ISP and CPk reconstruct the secret rv · zk · Scache ← (Jrv · zk · ScacheKRA, Jrv · zk · ScacheKISP )
16: end for
17: for k ∈ {1, ...,K} do
18: ISP computes γk = rv·zk·Scache

rv·
∑K

j=1
zj

19: CPk computes γk = rv·zk·Scache

rv·
∑K

j=1
zj

20: end for

content level) caching strategies are successively applied by the CPs on a chunk-level basis, as further
described in Section 4.7.2. In Fig. 4.4 we depict the most salient shares that the involved parties
exchange with each other during the last three phases of execution of the protocol, namely collection
of shares, operations on shares and caching.

We remind that CPk is entitled to receive a portion of storage γk = zk∑K

j=1 zj
·Scache. The ISP and

the RA know their shares JScacheK and JzkK, 1 ≤ k ≤ K and could recover zk,
∑K
j=1 zj and Scache

and obtain from them the value γk. The exchange of shares and the operations performed on them
to compute the cache storage subdivision are described in the following and shown in Subprotocol 3.
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4.5.5 Fullfilment of Privacy Requirements

4.5.5.1 ISP’s Privacy Requirements

We remind that neither the RA nor the CPs are allowed to obtain the size of the ISP’s caches
(i.e., Scache) and that the RA is not allowed to obtain the portion of storage given to CPk, i.e.,
γk, 1 ≤ k ≤ K.

During the execution of the protocol (in the rank computation phase, precisely) the RA obtains
the share JNcacheK. Since SSS is proved secure under the information-theoretic security model [108],
this share provides absolutely no additional information on the relative secret. Hence, the RA does
not discover the size of the cache. Then, in the caching phase, the RA learns Jrv · zk · ScacheK and
Jrv ·

∑K
j=1 zjK. Under the assumption of honest RA, ISP and RA do not exchange their shares with

each other. Hence, the RA does not obtain γk.
During the caching phase, CPk, , 1 ≤ k ≤ K learns rv · zk · Scache and rv ·

∑K
j=1 zj , from which

it computes γk = rv·zk·Scache
rv·
∑K

j=1 zj
. Notice that the ability of CPk to estimate Scache is bounded by its

ability to assess its popularity with respect to the popularity of its competitors, which is encoded
in the ratio zk∑K

j=1 zj
. Since we have assumed that each CP has scarse knowledge about other CPs’

attractiveness, we consider Scache to be protected from the CPs as well.

4.5.5.2 CP’s Privacy Requirements

Considering the first privacy requirement of the CP, i.e., the confidentiality of the requests, in the
share collection phase the ISP and the RA receive JriKISP and JriKRA from the CP towards which
the i-th request is issued (say CPk). As SSS is information-theoretically secure, it holds that:

P (cj |JriK) = 1
Nk

, ∀j ∈ {1, ...,Nk} (4.3)

where P (cj |JriK) is the probability that the share JriK refers to content cj and Nk is the total
number of contents owned by CPk. No CP (except CPk) obtains JriK from the execution of the
protocol and both the RA and the ISP can identify the content hidden behind the i-th request with
a negligible probability only. Hence, the first CPs’ privacy requirement is fulfilled.

Concerning the second privacy requirement, i.e., protection of contents’ popularity, in the rank
computation phase the ISP and the RA obtain the shares of the number of occurrences of the content
hidden behind the i-th request, i.e., JniK, ∀i. They then compare the number of occurrences of
each pair of contents (say ci and cx) and obtain the result in secret shared form (i.e., Jli,xK). Due
to the information-theoretically security properties of SSS, P (li,x = 0) = P (li,x = 1) = 0.5. Hence,
neither the ISP nor the RA can violate the privacy of contents’ popularity.

Finally, to satisfy the third privacy requirement, the ISP should not obtain the number and the
sizes’ of CPs’ contents. During the preliminary operations, the ISP only obtains the average size of
contents ŝ, from which it cannot derive neither the total number of contents, nor their sizes.
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Table 4.1: Table of Notations

Protocol’s variables and relative description
Variable Description

ri i-th request issued from users
R = {ri} Set of all the requests

JxK Share of the generic value x

ni
Number of requests for the content
hidden behind the i-th request

πi
Popularity rank of the content
hidden behind the i-th request

zk
Number of contents belonging to CPk
whose popularity rank is below Ncache

γk
Amount of cache storage allocated

to CPk (measured in bytes)

α
Skewness parameter of the

contents’ popularity distribution
φ Bit-length representation of a share

4.6 Extension of the Protocol for dishonest ISP

In this Section, we describe a scenario in which, by maliciously forging its data, the ISP can obtain
an unfair subdivision of the cache storage. We then provide an extension of the protocol to make
the RA able to discover if the ISP is cheating.

The generic cache server is characterized by its size Scache and by the average number of contents
that it can store Ncache, according to the relation Scache = Ncache · ŝ, being ŝ the average size of
CPs’ contents. Nc determines the number of contents that the CPs regard as the most popular
ones. Just as an example, let us think of the case of 2 CPs, referred to as CP1 and CP2, which own
contents whose popularity ranks go from 0 to 49 and from 50 to 99, respectively. If Ncache = 50
contents, then, according to our definition of NN-compliant caching, the 100% of the total cache
storage should be assigned to CP1. This value drops to 50% if, instead, Ncache = 100 contents. This
scenario shows that, by communicating to the RA the share of a forged Ncache, the ISP is able
favour a specific CP. To address this issue, the RA can compare ŝ · JNcKRA and JScKRA using the
equality-test operator, and ask the ISP to perform a similar operation. By doing so, RA and ISP
learn the shares JbeqKRA and JbeqKISP , from which they recover beq that is equal to 1 if the ISP did
not forged Ncache, and 0 otherwise.

50



4.7. Dynamic Simulations for VoD Content Caching and Distribution

Table 4.2: Table of Notations

Protocol’s variables and relative description
Variable Description

ri i-th request issued from users
R = {ri} Set of all the requests

JxK Share of the generic value x
ni Number of requests for the content hidden behind the i-th request
πi Popularity rank of the content hidden behind the i-th request
zk Number of contents belonging to CPk whose popularity rank is below Ncache

γk Amount of cache storage allocated to CPk (measured in bytes)
α Skewness parameter of the contents’ popularity distribution
φ Bit-length representation of a share

Simulation settings’s Variables and relative description
Variable Description

N Total number of contents’ requests
M Total number of available contents
Nk Number of contents of CPk’s catalogue
Sk Sum of the sizes (measured in bytes) of the CPk’s contents
ŝ Average size (measured in bytes) of the M available contents

N
(n)
cache

Capacity of the generic n-th ISP’s cache (measured as
the average number of contents that can be stored on it)

S
(n)
cache Capacity of the generic n-th ISP’s cache (measured in bytes)
α Skewness parameter of the contents’ popularity distribution
φ Bit-length representation of a share

4.7 Dynamic Simulations for VoD Content Caching and
Distribution

We perform extensive simulations to evaluate the performance of the proposed privacy-preserving
network-neutrality compliant caching protocol. These simulations can be divided into two main
groups: in the first one, that we refer to as simplified simulative scenario, a simplified version of the
protocol is employed and simulations are performed considering a caching system composed of one
single cache server. The aim of these simulations is to show the effectiveness of the popularity-based
subdivision with respect to the static one (in terms of caching Hit-Ratio) and to assess the scalability
of the protocol with increasing number of CPs and volume of their catalogues. This scenario is
simplified since (i) all the contents are assumed to be of the same size and the capacity of the
cache server Ncache is measured in number of contents that it can store (and not in Bytes) and
(ii) a simplified version of the protocol is considered. Specifically, by using it, the generic CPk
receives an amount of cache storage equal to the number of its contents whose popularity is less then
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the capacity of the cache server, i.e., γk = zk (whereas in the full implementation of the protocol
CPk would have received a portion of the total cache storage proportional to the popularity of its
contents, i.e., γk = zk∑K

j=1 zj
· Scache). This simplified approach may lead to an inefficient utilization

of the storage, i.e., when the number of requested contents is less then the overall capacity of the
cache. In the second group of simulations, that we refer to as extended simulative scenario, we
develop a discrete-event-driven simulator to perform dynamic simulations of VoD content caching
and distribution considering a more complex network of cache servers and three approaches to divide
the available storage, namely the popularity-based, the resource-occupation-based and the static one.
The aim of these simulations is to show the effectiveness of the popularity-based subdivision against
a more challenging baseline (i.e., the resource-occupation-based caches’ subdivision) and considering
other metrics with respect to the Hit-Ratio, e.g., the occupation of network resources. Indeed, our
overall objective is to evaluate the gain given by our protocol (in terms of caching performance) over
the baselines, provided that all the considered approaches (i.e., our method and the baselines) are
privacy-preserving to the same extent. Notice, in fact, that we selected the baselines in such a way
that they do not require any exchange of sensitive data between ISP and CPs.

For both the simplified and extended simulative scenarios, we adopt the same traffic model,
which is described in the following Subsection. Then, in Subsection 4.7.2, we describe in detail the
simulation process, e.g., we present the developed simulator, the VoD request provisioning process
and the general simulation settings. Finally, in Subsection 4.7.3, we provide details on the considered
caching systems.

4.7.1 Traffic Model

Information about contents’ requests is widely considered sensitive and business relevant by CPs.
Hence, public data sets are rarely available to the research community and we had to perform our
simulations over synthetic traffic traces, which have been crafted as follows. Based on a common
assumption made in the literature, we consider a fixed catalogue [46] of contents whose popularities
are distributed according to the Zipf law, i.e., pj = j−α∑M−1

z=0 pz
,∀j ∈ {0, ...,M − 1}, where pj is the

probability that the j-th popular content is chosen among the available M videos. α ∈ [0, 1] is the
skew parameter of the Zipf (the number of scarcely-requested contents increases with increasing α).
Inspired by [85], we also introduce a temporal dynamic to this popularity distribution. In particular,
every 30 minutes we sum (or subtract, with the same probability) a Poisson-distributed random
variable (with mean value 1) to the popularity rank of each content cj , ∀j ∈ {0, ...,M − 1}. Notice
that the described catalogue results from the aggregation of the single catalogues owned by each CP.

Finally, we consider CPs that offer, on average, contents of significantly different popularities.
Although being a well-known characteristic of existing CPs (few of which are much more popular
than the others), to our knowledge a contents’ popularity model that take this fact into consideration
has never been proposed in the literature. To fill this gap, we propose a model that is described in
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the following. We assume that the k-th CP is characterized by a gaussian probability distribution
ρ

(k)
j over the ranks of the overall catalogue with mean value µk = M

K · (k−
1
2) and standard deviation

σk = σ1 + (K− k) · σ2−σ1
K , where M and K are the total number of contents and of CPs, respectively.

σ1 and σ2 are tuned to obtain different degrees of CPs’ popularity, in particular to model the
difference of CPs’ attractiveness towards the users.

According to the proposed model, the j-th popular content of the overall catalogue described
above belongs to the k-th CP with probability P (j, k) = ρ

(k)
j∑K

x=1 ρ
(x)
j

. In this way, for example, given

K = 5 CPs and M = 25000 contents and considering σ1 = M
K and σ2 = σ1

K , CP1 and CP5 are
assigned contents with an average rank of 4369 and 22144, and standard deviations of 3348 and
1946, respectively. This makes the contents offered by CP5 much less popular than those owned by
CP1, on average.

In the simplified simulative scenario we measure the capacity of the cache server considering
the number of contents that it can store and all the contents are assumed to be of the same size.
Instead, in the extended simulative scenario, caches’ storage capacities are measure in Bytes, and we
assume that the duration of the contents is a random variable distributed according to a Pareto
distribution with skew parameter equal to 0.25. All the durations are then normalized between 1200
s and 8400 s. We then assume the same bit-representation for all the contents to be equal to 12
Mbits (hence contents have a size that ranges between 1.8 and 12.6 Gbytes).

4.7.2 Dynamic VoD Content Caching and Distribution Simulator

4.7.2.1 Simplified Scenario

In the simplified scenario, we perform caching using the LRU strategy (i.e., the last requested content
is inserted in cache). Notice that in this scenario caching is performed on a content-basis, while in
the extended one caching is performed on the chunks in which the contents are divided.

4.7.2.2 Extended Scenario

The overall framework of the simulator developed to perform simulations in the extended scenario
is described as follows: given the network topology, content catalogue characteristics of each CP,
locations of caches and the list of stored contents per CP in each cache, the simulator provisions the
dynamically-arriving VoD-content requests, based on current network status, and gives as an output
the overall amount of resources occupied to provision contents of a specific CP, the overall RO of
the network and caches’ hit-ratios.

Note that a VoD-content request is provisioned taking into consideration its chunk-nature, i.e.,
each VoD request, according to its duration, consists of a number of chunks and the chunks are
provisioned sequentially. This allows to have different chunks of the same VoD request delivered
from different caches, which is basically the case when caches are dynamically updated, i.e., when
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Figure 4.5: Schematic representation of the ISP Network Topology and the location of caches.

contents are pulled out from or pushed in caches. Specifically, a VoD-chunk request is described
by the tuple r = (tr, Dr, br, m, dr), where tr is the request arriving time from node Dr, br is
the requested bit-rate, m is the requested content and dr is the chunk duration. The simulated
VoD-chunk provisioning/deprovisioning process is described as follows: Upon arrival of a VoD-chunk
request for content m from node Dr, a list of all cache nodes hosting m (including the video server)
is identified. Then, the nearest cache storing content m delivers the chunk to node Dr, considering a
path with available bandwidth greater than or equal to br. The chunk is later deprovisioned at time
ts + dr deallocating the assigned bandwidth from the utilized path.

4.7.3 Network Model and Caching System

4.7.3.1 Simplified Scenario

We consider one single cache server, whose capacity is measured as the number of contents that it
can store.

4.7.3.2 Extended Scenario

We consider a real ISP metro-aggregation network topology, depicted in Fig. 4.5. The network
consists of three types of nodes, namely metro-core backbone nodes, metro-core nodes and metro-
aggregation nodes. We assume that the metro-core and metro-aggregation nodes are cache-enabled
nodes, i.e., capable of hosting and delivering video contents while the metro-core backbone nodes
are routers connecting the ISP to the Internet. As for the cache-enabled nodes, we considered 2
metro-core and 12 metro-aggregation caches whose locations are highlighted in Fig. 4.5.
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Figure 4.6: Comparison of the Hit-Rates experienced with the popularity-driven and the static
subdivision with varying Tcol, K = 5 CPs and M̂ = 5000 average contents per CP. Nc indicates the
dimension of the cache (in number of stored contents); S and P stand for static and popularity-driven
cache subdivision strategy, respectively.

4.8 Illustrative Simulative Results

4.8.1 Simplified Simulative Scenario

Our main performance metric is the Hit-Rate experienced by the ISP that divides its cache using
our protocol with respect to a static division. We show the average of the results obtained in 100
simulations in which the LRU caching strategy is used. We consider sequences of requests generated
according to the traffic model described in Section 4.7.1 and issued with a rate of λ = 1req/sec during
a total period of 6 hours (skewness parameter of the Zipf function α = 0.9). In Figure 4.8 we depict
the Hit-Rate with increasing Tcol ∈ {10, 20, 30, ..., 110} minutes and Ncache ∈ {1000, 2000, 3000}
considering K = 5 CPs and M̂ = 5000 contents as average dimension of their catalogues.

Increasing Tcol has two conflicting objectives on the Hit-Rate relative to the popularity-driven
subdivision. From one side, the subdivision of the cache is computed based on more information
and can therefore better reflect the actual proportions of popularities; moreover, for low values of
Tcol the cache is not efficiently used since the number of unique contents that are requested is likely
to be less than the dimension of the cache (i.e., ∑K

k=1 γk < Ncache). From the other side, the delay
between the computation of γ and its actual enforcement increases according to Eq. 4.5 and this
may make the obtained γ out-of-date. This results in Hit-Rates that reach their maximum at Tcol
between 60 and 90 minutes and then tend to decrease with increasing Tcol.

We notice a general gain over the static subdivision, whose performance are, as expected, not
dependent from Tcol. We notice, for example, that our method allows to reach an Hit-Rate ' 0.45
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when Ncache = 1000, whereas a static division of the cache would require Ncache = 2000 to guarantee
the same performance. The gain decreases with incresing Ncache, i.e., when the available storage is
enough to accomodate all most popular contents of the CPs.

We then run a second set of experiments with the objective to assess the effect of Ncache ∈
{1000, 2000, 3000} on the overall performance changing number of CPs K ∈ {2, 5, 10} and average
size of their catalogues M̂ ∈ {5000, 10000, 20000}. The results shown in Table 4.3 are obtained
setting Tcol = 80 minutes (and Top ' 90 minutes, according to Eq. 4.5). These simulations confirm
that the gain becomes more evident when the cache resources are scarce with respect to the number
available contents. Moreover, the protocol is demonstrated to scale with respect to both the number
of CPs and the size of their catalogues. For example, the gain increases from ' 9% to ' 43% with
Ncache = 1000 when K goes from 2 to 10 CPs.

4.8.2 Extended Simulative Scenario

4.8.2.1 Simulation Settings

In this set of experiments, we consider three approaches of cache storage subdivision, namely the
popularity-driven, the resource-occupation-driven and the static subdivisions. In the first approach,
which is enabled by the use of our protocol, each CP receives a portion of storage proportional to the
popularity of its contents. In the second approach each CP receives a portion of storage proportional
to the RO the the delivery of its contents generates within the network of the ISP. In the third
approach, all the CPs receive the same amount of storage.

To compare the performance of these approaches, we perform simulations on two different
scenarios, the first characterized by K = 5 CPs and M̂ = 5000, and the second by K = 10 CPs
and M̂ = 5000, for values of Tcol ∈ {10, 20, 30, ..., 100} minutes. In each simulation, we simulate the
arrival of 43000 VoD requests generated according to the traffic model described in Sec. 4.7.1 at an
arrival rate guaranteeing negligible blocking probability (i.e., Zipf α = 0.8 and λ = 1req/sec), to
provide a fair comparative analysis between the considered approaches. We assume the network

Table 4.3: Impact of Ncache on the gain with respect to the Hit-Rate with changing number of CPs
K and average dimension of their catalogues M̂

M̂ = 103

K = 2 K = 5 K = 10
Ncache = 1k 9.3% 21.3% 43.1%
Ncache = 2k 3.2% 13.9% 28.6%
Ncache = 3k 0% 5.45% 20.3%

K = 5

M̂ = 5k M̂ = 10k M̂ = 20k
Ncache = 1k 23.5% 25.2% 26.3%
Ncache = 2k 13.9% 16.1% 18.1%
Ncache = 3k 5.4% 9.78% 13.3%
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Figure 4.7: Resource Occupation vs Tcol obtained with the popularity-driven and with the resource-
occupation-driven subdivisions divided by the RO achieved with the static subdivision.

topology shown in Fig. 4.5 with cache locations highlighted. We fix the size of caches located at
metro-aggregation nodes and those located at metro-core nodes to 5% and 10% of the overall content
catalogues size (of all content catalogues of all CPs).

4.8.2.2 ISP’s Resource Occupation and Caching Hit-Rate

In this section, we show the comparison of popularity-driven, resource-occupation-driven and static
subdivisions considering the overall network RO and the Hit-Rate measured by the ISP for increasing
Tcol. First, we depict the RO obtained with the former approaches as a percentage of the RO
measured when the static subdivision is enforced (which is equal to ∼ 760 · 106Mbit if K = 5 CPs
and ∼ 713 · 106Mbit if K = 10 CPs). The RO

ROstatic
as a function of Tcol is depicted in Fig. 4.7a

and Fig. 4.7b, for the scenarios with 5 and 10 CPs, respectively. We remind that an approach is
preferable to the ISP if it reduces the RO measured within its network. We note that both the
popularity-driven and the resource-occupation-driven subdivision lead to a remarkable RO gain
with respect to the static subdivision. In both the scenarios under analysis, the minimum RO is
obtained when the storage of the caches is divided according to the popularity-driven subdivision.
More specifically, the minimum RO is obtained with Tcol = 10 minutes and at Tcol = 50 minutes
when 5 CPs and 10 CPs are considered, respectively. This result confirms that the effectiveness of
caching highly depends on information about contents’ popularity and motivates the adoption of
our protocol as a tool to keep this information private.

In general, we observe a RO increase for increasing Tcol. This fact can be explained considering
that high values of Tcol allow the ISP to obtain more information (e.g., about contents’ popularity),
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but, at the same time, increases the number of changes that contents’ popularity undergo during
Tcol. This increase is much more evident in the popularity-driven subdivision, with such percentage
going from ∼ 50.9% to ∼ 53% when Tcol passes from 10 to 100 minutes, whereas the percentage
increases only slightly and it is mostly stable around ∼ 51% when the resource-occupation-driven
subdivision is employed. This difference between the two approaches is due to fact that our protocol
introduces a delay between the computation of the popularity-driven subdivision and its actual
enforcement. This delay increases with increasing Tcol and this may make the computed storage
subdivision out-of-date with respect to the current popularity patterns (we elaborate further on the
dependency between this delay and Tcol in Section 4.8.2.4). The conflicting effects of increasing Tcol
are more visible in Fig. 4.7a, where it is possible to observe that the RO of the popularity-driven
subdivision decreases until the minimum value is reached (at Tcol = 50 minutes) and then increases
up to the maximum (at Tcol = 100 minutes).

Fig. 4.8 shows the Hit-Rates measured at the caches located in the metro-aggregation level (i.e.,
the percentage of requests served from the caches closer to the users). Obtained results are consistent
with the RO previously described: (i) the Hit-Rates of popularity-driven and resource-occupation-
driven subdivisions significantly outperform the static subdivision and (ii) the RO decreases (resp.,
increases) when the Hit-Rate increases (resp., decreases). The maximum Hit-Rates obtained with a
popularity-driven subdivision are higher than the benchmarks in both scenarios. For example, in the
scenario with 5 CPs, the maximum Hit-Rates for the popularity-driven and for the resource-driven
subdivision are ∼ 0.45 and ∼ 0.44, respectively (see Fig. 4.8a). When instead 10 CPs are considered,
the corresponding values are ∼ 0.436 and ∼ 0.428 (see Fig. 4.8b).
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(a) Comparison of the ISP’s Hit-Rate considering a
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Figure 4.8: ISP’s Hit-Rate (measured at metro-aggregation caches) vs Tcol obtained with the
popularity-driven, the resource-occupation-driven and the static subdivisions.
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(a) 5 CPs offering an average number of 5000 contents;
the attractiveness towards the users is significantly-
different among the CPs
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(b) 5 CPs offering an average number of 5000 contents;
the attractiveness towards the users is similar among
the CPs

4.8.2.3 Hit-Rates for the CPs

According to our vision of NN an ISP should maximally benefit from the application of caching
strategies, as long as they are not discriminatory towards the CPs. Therefore, we believe that the
ISP is entitled to decide how frequenty the protocol is executed (i.e., by setting Tcol to the value
that minimizes the RO). However, since the value that minimizes the RO is not necessarily the one
that maximizes the hit-ratio of every CP, CPs may experience a loss in their hit-ratio. We formally
define this loss as:

Lk =
ĥ(k) − ĥ(k)

isp

ĥ(k)
, 1 ≤ k ≤ K (4.4)

where ĥ(k) is the maximum Hit-Rate that the k-th CP would obtain if it selfishly selected Tcol,
while ĥ(k)

isp is the Hit-Rate that it actually experiences according to the decision taken by the ISP.
Notice that such hit-rates refer to the cumulative hit-rates of metro-aggregation and metro-core
caches (i.e., it is the overall percentage of requests that the CPs serve from the area of the ISP).

In Tab. 4.4, we show the loss for each CPs of the first scenario described in the previous Section
(5 CPs with an average number of contents of 5000 and contents’ popularity distributed as shown in
Fig. 4.9a). We notice that the loss highly varies among the CPs that, in this scenario, offer contents
of significantly different popularities (e.g., CP1’s contents are much more popular, on average, than
CP5’s contents). For instance, the loss goes from a minimum of ∼ 0.5% to a maximum of ∼ 27.6%,
which are experienced by CP1 and CP5 (the CP with the most and the least catalogues on average,
respectively). In the considered scenario, there is a clear difference of popularity among the CPs. To
understand the impact that popularity difference has on the loss, we perform additional simulations
on a second scenario in which the contents’ popularity is much more similar among the CPs. Also
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Table 4.4: Loss of CPs’ Hit-Rates when CPs offer contents with significantly-different popularity

CPs Hisp Hcps Loss
CP1 0.807 0.811 0.499%
CP2 0.537 0.556 3.252%
CP3 0.147 0.171 14.104%
CP4 0.081 0.084 4.09%
CP5 0.068 0.094 27.64%

Table 4.5: Loss of CPs’ Hit-Rates when CPs offer contents with similar popularity

CPs Hisp Hcps Loss
CP1 0.659 0.67 1.65%
CP2 0.615 0.617 0.31%
CP3 0.596 0.596 0.03%
CP4 0.597 0.597 0%
CP5 0.533 0.533 0%

in this second scenario there are 5 CPs offering, on average, 5000 contents. The distribution of
contents’ popularity is derived setting σ1 = σ2 = 15000 and it is depicted in Fig. 4.9b. The loss of
each CP in this second scenario is presented in Tab. 4.5, from which we can observe that the loss
goes from a minimum of 0% to a maximum of 1.65% and it is therefore much less significant than in
the previous case. From this comparison, it becomes evident that the difference in CPs’ popularity
highly affects the loss experienced by the CPs. This can be explained considering that the hit-ratios
of the CPs do not significantly vary with changing the storage subdivision (as a result of tuning
Tcol) if the CPs cache contents with similar popularity. Hence, the hit-ratios of the single CPs do
not strongly depend on Tcol (i.e., the hit-ratios are similar and close to the optimum one regardless
the Tcol chosen by the ISP). We therefore conclude that the CPs are strongly penalized by being
inhibited to select Tcol only if their attractiveness towards the users is significantly different.

4.8.2.4 Complexity of the protocol and volume of the exchanged data

We now provide an evaluation of the data overhead introduced in all the phases of the execution of
the protocol, as well as the time needed to perform them. The secure computation of the average
size of CPs’ contents’ ŝ is the only operation executed with our protocol that does not require the
use of SSS. The k-th CP 1 ≤ k ≤ K sends to the RA the values of its number of contents Nk and
the overall size of its catalogue Sk encrypted using the Paillier cryptosystem. Then, the RA decrypts
these values and communicates to the ISP the ratio between them, i.e., ŝ =

∑K

k=1 Sk∑K

k=1Nk
. This operation

requires the exchange of 2K messages between the CPs and the RA, and the exchange of one piece
of data between the RA and the ISP. As all such data have negligible size (i.e., in the order of
the hundreds of bits) and their computation is not time-consuming, the introduced time and data
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Table 4.6: Overhead of data exchanged during the execution of the protocol (being φ the bit-length
representation of the shares exchanged among the parties)

ISP RA CPs

ISP 0

(
N !

(N−2)!2! +N

)
· 9φ2

+N logN · 7φ2

+ 14φ

4Kφ

RA

(
N !

(N−2)!2! +N

)
· 9φ2

+N logN · 7φ2

+Nφ+ 14φ

0 2Kφ

CPs Nφ+ 3Kφ Nφ 0

overhead can be considered negligible.

Let us now consider all the remaining operations, which are based on SSS. We refer to φ =
b(log2 q + 1)c to indicate the bit-length representation of a share ∈ Zq. The secure computation of
the multiplication triple (JaK, JbK, JcK such that c = a · b) requires the ISP and the RA to exchange
4φ bit (to obtain JaK, JbK in a distributed manner) and other 6φ to obtain JcK. The reader is referred
to [37] for an in-depth understanding of all the required exchanges.

The collections of the shares relative to N requests issued during Tcol requires the following
exchange of data: 2Nφ (to account for the shares sent by the CPs to the ISP and the RA) and
Nφ for the shares of 1s sent from the RA to the ISP (to account for the value associated with
each request). The next phase requires N logN equality tests to perform the aggregation of the
collected shares and

(N
2
)

+N comparison operations to compute the ranks of the contents and to
compare them with the size of the cache. Each equality operation requires the exchange of 2φ2

(which need to be exchanged during the execution of the protocol, i.e., online) and 12φ2 (which can
be pre-computed and transmitted before the execution of the protocol, i.e., offline) bits, while the
comparison operation requires 18φ2 bits exchanged on-line [112].

Then, the ISP and the RA compute the random value rv in a secure and distributed fashion and
use it to obtain Jrv · zk · ScK and Jrv ·

∑K
j=1 zjK. This operations require the exchange of 18φ (2φ

for the computation of rv and 16φ needed for the multiplications). Successively, the RA sends the
obtained shares Jrv · zk · ScKRA and Jrv ·

∑K
j=1 zjKRA to the K CPs, which requires 2Kφ additional

transmitted bit. Finally, the ISP exchanges with the CPs their shares to obtain γk, and this results
in an additional exchange of 4Kφ bits. In Table 4.6, we show the amount of data (in bits) exchanged
by the three entities in a round of execution of the protocol.

From these considerations, it results that the additional time overhead Top is given by the
following formula:
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Figure 4.10: Time needed to perform the operations on the shares vs Period of collection of the
shares (an arrival rate λ = 1req/s is considered)

Top = N logN · τeq +
(

N !
(N − 2)!2! +N

)
· τcomp (4.5)

Where τeq and τcomp refer to the time required to perform an equality and a comparison operation,
respectively. By discarding the operations that can be performed offline, we obtained τeq ' 0.47ms
and τcomp = 0.68ms on a Intel Core I7 computer. A representation of the time overhead needed to
perform operations on the shares (i.e., Top) as a function of Tcol is depicted in Fig. 4.10.

Concerning the overhead introduced by the execution of the protocol, the volume of data
exchanged with the CPs can be considered negligible. Conversely, the overhead of data exchanged
between ISP and RA grows quadratically with the number of requests issued during the collection
phase and with the bit-length representation of the shares (i.e., φ). With φ = 13 bits, it is possible
to generate unique shares during a collection phase that lasts up to 135 minutes, considering an
arrival rate of 1req/s. With these parameters, we obtain an overhead of ' 2.2Gb online and ' 5Mb
offline considering Tcol = 80 minutes. This overhead drops to ' 1.2Gb when Tcol = 60 minutes and
to ' 138Mb when Tcol = 20 minutes. This overhead is acceptable, especially considering the traffic
reduction achievable by the ISP. Remarkably, low values of Tcol does not only guarantee the lowest
data overhead, but also the lowest RO (as results from the analysis described in Section 4.8.2.2).
Moreover, the negative impact of such overhead may be further reduced by colocating the RA with
the ISP (e.g., as a virtual machine). We stress on the fact that the popularity-driven subdivision
needs to be computed for each cache storage. In this work, we consider that the storage size can
be of two types only: capacity of metro-core nodes and capacity of metro-aggregation nodes (i.e.,
10% and 5% of the total size of the CPs’ catalogues, respectively). Hence, the considered overhead
needs to be accounted twice. Notice, however, that this overhead is still acceptable, and it would
be acceptable even if more possibile caches’ capacity was available. For example, if 10 types of

62



4.9. Concluding Remarks

cache sizes were present, it would be required to execute the protocol 10 times. This would imply,
considering Tcol = 60 minutes, an overhead of 12 Gb, which is ∼ 4 times the average size of the CPs’
contents in our simulations.

4.9 Concluding Remarks

4.9.1 Summary

In this Chapter, we described a privacy-preserving network-neutrality-compliant protocol for caching
of VoD contents in ISP networks. The protocol guarantees that the ISP assigns portions of its caches’
storage to several CPs proportionally to the popularity of their contents (i.e., popularity-driven
subdivision) and it is therefore compliant with neutrality requirements recently proposed in the
literature. Besides ensuring a NN-compliant caching, the protocol also allows to meet CPs’ and
ISP’s privacy requirements, as the information about contents’ popularity and size of cache are not
disclosed. We evaluated how caching performance is influenced by a popularity-driven-subdivision
in terms of overall network resource occupation and hit-ratio for ISP and CPs comparing it to
baseline approaches, namely, static subdivision, where CPs are assigned the same amount of storage
independent of their popularity, and resource-occupation-driven, where CPs are assigned an amount
of storage according to amount of capacity their requests occupy in ISP’s network. We performed two
main sets of simulations. In the first one we considered a simplified version of the protocol and we
evaluated its effectiveness against the static subdivision only, which was significantly outperformed
in terms of Hit-Ratio. These simulations also allowed us to show the scalability of the protocol
with increasing number of CPs and number of their contents. We also developed a dynamic VoD
content caching and distribution simulator to perform more extensive simulations considering all the
aforementioned baselines, the complete protocol and a more complex network of cache servers. We
found that the popularity-driven and the resource-occupation-driven subdivisions lead to a reduction
of the RO of up to ∼ 52% (and to an improvement of the hit-ratio of up to ∼ 32%) with respect to
the static subdivision. In particular, the minimum RO and the maximum hit-ratio are obtained
with the popularity-driven subdivision computed with our protocol. Moreover, we observed that the
RO is highly-influenced by the frequency of execution of the protocol, that we assume to be tuned
by the ISP in order to minimize the RO. Numerical results show that each CP experiences a loss
in terms of its hit-ratio with respect to the case where it could selflishly establish this frequency.
In the considered scenarios, this loss can range from a minimum of 0% to a maximum of ∼ 27%
and it is much less significant when CPs’ popularity are similar. Overall, our protocol proved to
be beneficial in increasing caching performance (e.g., RO is reduced) while ensuring the protection
of privacy. Note that privacy is protected also using the benchmark approaches, but none of them
guarantees that the subdivision is actually compliant with NN requirements (as our protocol, instead,
ensures). We also evaluated the data overhead introduced by the protocol and we conclude that it is
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acceptable compared to the reduction of RO experienced by the ISP. As a future work, we plan to
extend our study considering more challanging security models (e.g., malicious parties that can alter
their data during the execution of the protocol).

4.9.2 Final Comments

In this Chapter we have considered an advanced video content delivery approach enabled by the
application of caching strategies. Specifically, we have considered a cooperative approach between
an ISP and several CPs that remotely manage the caching resources. The protocol that we have
proposed allows to compute a subdivision of the available caching resources that is both compliant
with Network Neutrality ideals and privacy preserving, as ISPs and CPs are not required to exchange
with each other confidential information. In the next Chapter, we consider a similar content delivery
model enabled by the use of Virtual Servers that the CP uses to stream Live Videos directly from
the area of the ISP. Specifically, we employ an existing privacy-preserving data sharing protocol
that allows the ISP and the CP to deploy such servers close to users’ requests without exchanging
sensitive information (i.e., the CP does not discover users’ location and the ISP does not discover
users’ requests).
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As described in the previous Chapters, VoD content delivery benefits from the application of caching
strategies implemented by the ISPs. Differently from traditional VoD contents, Live Videos (LVs)
are delivered (i.e., streamed) while they are being generated. Hence, LVs cannot be stored in advance
in cache servers. However, the LVs can be directly streamed from Virtual Server (VSs) that are
deployed in strategic ISPs’ network positions to achieve some optimization objective (e.g., minimize
the average retrieval latency). The knowledge of the geographic distribution of users’ requests is
crucial to perform an optimal VSs deployment, mostly because the requests for LVs are characterized
by higher locality with respect to traditional VoD [100]). Due to contents’ encryption, this geographic
distribution is unknown to the ISP. In this Chapter, we employ an existing protocol to enable an
ISP discover the geographic distribution of the requests in a privacy-preserving manner. Based
on this information, the ISP deploys the VSs within its network. We show that primary privacy
requirements can be achieved at no expenses of QoE, which is evaluated considering the average
number of network hops crossed by the LVs to reach their viewers. We also show that more stringent
privacy requirements can only be met if the CP applies data perturbation strategies that induce a
trade-off between QoE and users’ privacy, that we also evaluate by means of simulations.

5.1 Motivation

A multimedia service that is rapidly gaining popularity is LV, which is expected to account for the
13% of global Internet video traffic by 2021 [91]. Several Content Providers (CPs) offer platforms that
allow to stream LVs, e.g., Facebook, YouTube and Twitch. The most common approach implemented
by CPs consists in streaming the LV directly from their data centers. As such servers are generally
located far away from the final users, this solution may lead to a poor QoE experienced by users.
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Thanks to the use of virtualization strategies, the CP can improve the QoE by streaming the LVs
from Virtual Servers (VSs) (i.e., Virtual Machines that receive the LVs from the CP and stream
them to the users) hosted within the network of the ISP.

The requests for LVs are characterized by higher locality with respect to traditional VoD contents
[100]. This is explicable considering that LVs are often user-generated contents that become viral
within small geographical areas (e.g., a school or a village). Therefore, an efficient deployment of
the VSs requires the ISP to know the geographic distribution of users’ requests. Since the ISP
delivers traffic to the users located within its area, the ISP also knows their position but, due
to content encryption, it is not aware of the contents they request. Conversely, the CP has full
knowledge of what the costumers request, but it inaccurately infers their position. These information
are complementary and, if exchanged between the two parties, would enable the ISP to know
how requests are geographically distributed and perform the optimal VSs deployment accordingly.
Conversely, only a suboptimal VSs deployment can be executed.

In a privacy-preserving scenario, however, this exchange should be avoided. Specifically, to
guarantee users’ privacy, the CP is not allowed to know precisely the location of its users, whereas
the ISP should not know that contents that they request. In this work, we envision a content delivery
system in which the ISP and the CP cooperate towards the privacy-preserving discovery of the
geographic distribution of users’ requests. To this end, we employ an existing Secure Multiparty
Computation protocol that the ISP and the CP can apply to obtain the geographic distribution
of costumers’ requests in a privacy-preserving manner. By using this protocol, which is described
in Section 5.3.2, the ISP obtains an aggregate information about users’ geographic distribution,
which is then used to optimally deploy the VSs within its network (task performed by means of an
algorithm presented in Section 5.3.1).

To make the cooperation between ISP and CP maximally beneficial to both the parties, we
assume that the ISP deploys the VSs to minimize the average number of hops crossed by the LVs to
reach their viewers. The minimization of this metric, in fact, allows the CP to offer an increased
QoE (as contents’ retrieval latency and congestion probability are lowered) and the ISP to reduce
its network resource occupation (as traffic is delivered from sources close to users). We evaluate the
average number of crossed network hops if the information about the geographic distribution of LVs’
requests is known to the ISP, and we compare it with that obtained if, instead, an inaccurate request
distribution is estimated without executing the privacy-preserving protocol. Obtained results show
that the application of the protocol allows to achieve a significant reduction of the number of crossed
network hops.

We define the privacy requirements of the ISP and the CP and we evaluate their fulfilment when
the privacy-preserving protocol is employed. In particular, the privacy of the ISP is fulfilled when the
CP is not able to infer, from the execution of the protocol, additional information about the location
of the final users. On the other hand, the privacy of the CP is guaranteed when the ISP cannot
obtain additional information about users’ requests (namely, the contents of users’ requests and if
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two users are requesting the same content). We formally describe these requirements in Section
5.4.1.

We notice that ISP’s privacy is guaranteed at no expenses of the effectiveness of contents’ delivery
(measured considering the average number of network hops crossed by the LVs to reach the users).
Instead, a complete fulfilment of CP’s privacy requirements can only be achieved if the CP alters its
data during the execution of the protocol (by employing data perturbation strategies). The level of
this perturbation induces a trade-off between privacy and effectiveness of the delivery. Specifically,
a high level of CP’s privacy comes at the cost of a significant increase of the number of crossed
network hops.

5.2 Related Work

Content delivery is a complex ecosystem composed of several entities (e.g., CPs, ISPs and CDNs),
none of which has the end-to-end control of the transmitted data [60]. Cooperation among the
involved players (CPs and ISPs, in particular) is regarded as a natural direction to address the
performance issues resulting from the fact that contents traverse different domains (i.e., the networks
of the CP, CDN and ISP) [52]. Several cooperative strategies have been proposed and analyzed to
improve participants’ QoS [52], showing that virtualization is an enabling technology for effective
cooperation [60]. The benefits of virtualization of computational resources, in fact, are universally
recognized (e.g., an increased scalability and a more flexible adaptation to traffic dynamics [101]).
However, the effective deployment of virtual resources in a multi-domain environment may require
the involved entities to share information that violate users’ privacy (e.g., their location and the
resources they access, which is the specific problem that we address in this Chapter).

Althougth the literature concerning the optimal deployment of virtual resources is particularly
rich and heterogeneous (e.g., energy-efficient [76] and network-resource-efficient [13] migration of
virtual machines), the problem of efficiently deploying virtual resources for streaming live events
has attracted attention only recently. To our knowledge, the problem has been addressed for the
first time in [80], where an ISP’s network is the considered domain. The main shortcoming of this
work is that the geographic distribution of the requests is assumed to be known to the ISP, while
under content encryption it is not. Our work solves this problem by allowing an ISP and a CP to
infer such distribution by employing an existing privacy-preserving protocol. This protocol falls in
the category of Secure Multiparty Computation methods, which allow multiple parties to jointly
compute an optimization function while keeping their inputs private. These methods find wide
application, e.g., in computer security and financial data analysis [73].
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5.3 Building Blocks of the Cooperation

We now present the two main building blocks of the cooperative architecture, namely an algorithm
for efficiently deploying the VSs and a protocol to allow the private computation of the cardinality
of the intersection of two sets.

5.3.1 Virtual Server Placement Algorithm

Given a catalogue of LVs, a geographic distribution of users’ requests and a set of Candidate Nodes
(CNs) belonging to the ISP network, the ISP performs the deployment of the VSs relative to the
live videos on the CNs in order to achieve some optimization objective. The authors of [80] propose
both exact and heuristics solutions to carry out this operation with the objective of minimizing the
global latency experienced by viewers. Due to the expensive computational requirements of the
exact solution, in our simulations we adopt the heuristic solution that we briefly describe here. A
fitness value is defined to quantify the goodness of placing a specific VS content on a CN. Specifically,
the fitness value takes into account i) the total latency experienced by the users and ii) the overall
traffic introduced by a content when it is streamed from a specific CN. Constraints are defined for
the capacity of links, while the storage of the hosting nodes is considered unlimited and only one
VS for each content is instantiated in the network. Among the potential solutions that fulfill the
constraints, the one with the highest fitness value is chosen.

5.3.2 Privacy-preserving protocol

The problem of privately inferring the geographic distribution of LV contents requests can be solved
by employing an existing protocol presented in [38]. The protocol allows to efficiently and privately
compute the cardinality of the intersection of two sets (owned by separate entities that do not will
the reveal the other party their private information). One of the two entities plays the role of client,
while the other is the server. After the application of the protocol, the client learns the cardinality
of the intersection of the two sets. In addition, both the client and the server learn an upper bound
of the cardinality of the other party’s set. The overhead introduced by the protocol is linear in the
cardinality of the input sets.

5.4 Problem Statement

ISP and CP are assumed to be separate entities with different domains. The domain of the ISP is
represented by a set CN = {CN1, CN2, ..., CNK} of candidate nodes that host the live contents of
the catalogue C owned by the CP (i.e., C = {C1, C2, ..., CM}). The area covered by the ISP can be
represented as a set of non-overlapping areas, i.e., A = {A1, A2, ..., AN}. The domain of the CP is
abstracted as a Video Server external to the area of the ISP.
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Figure 5.1: Example of privacy-preserving exchange of users’ information

Each user is located in an area Aj , from which she issues her requests to the CP. Both the ISP
and the CP can recognize a user from her identifier ur,∀r ∈ {1, 2, ..., R} (e.g., the IP address). For
the sake of simplicity, we assume that each user issues a single request. As the ISP is in charge of
routing the contents to the users belonging to its domain, we assume that it can associate each user
with the area Aj from which it streams the live content.

Both the CP and the ISP aim to efficiently place the live contents closest to the users, as this
results in an improved QoS and in the reduction of traffic. More formally, they aim at finding the
best Candidate Node k (CNk) from where the i-th content (Ci) should be streamed in order to
minimize the average number of hops (h) crossed by the live contents to reach the viewers:

min
N∑
j=1

M∑
i=1

K∑
k=1
D(i, j) · xik · hijk (5.1)

where D is a matrix representing the geographic distribution of users’ requests, i.e., its (i, j)-th
entry is the number of requests for content Ci issued from area Aj ; xik = 1 if Ci is hosted in CNk (0
otherwise) and hijk is the number of hops crossed by content Ci to reach area Aj when it is hosted
in CNk. Following [80], capacity constraints are defined for the network links but not for the CNs,
as detailed in Section 5.6.

The algorithm employed to perform such optimization, referred to as Γ, takes as input D and
other system parameters (e.g., network settings) and returns the best CNk for every content Ci.
Note that the approach described throughout this Chapter can be applied to other metrics and
objective functions (e.g., the maximum load on network links). We assume that algorithm Γ is
executed by the ISP, because the CNs belong to its domain. However, the ISP lacks the knowledge
of the input D, which prevents the application of the optimization algorithm. In fact, the ISP
only knows the geographic distribution of its customers, while the CP knows what its customers
request but inaccurately infer their geographic distribution. In Section 5.4.1, we describe the privacy
requirements that prevent the two parties from freely exchanging these information about the
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distribution of requests. We then present in Section 5.5 a protocol for making CP and ISP jointly
compute D without revealing the pieces of information that they own.

5.4.1 Privacy Requirements of ISP and CP

The CP requires that the ISP does not discover i) the content that is being streamed by the generic
user u and ii) if two users u1 and u2 are streaming the same content. We refer to the first requirement
as primary privacy CP’s goal and to the second as secondary privacy CP’s goal. The importance to
guarantee the primary requirement is widely-recognized in the literature (e.g., [116]), as it prescribes
the protection of users’ requests confidentiality. To the extent of our knowledge, we are the first
to consider the privacy requirement embodied in the secondary goal. However, we argue that such
privacy objective is still very relevant, as it prevents the ISP from being able to profile theirs users
(i.e., by grouping together those with similar interests).

On the other hand, the ISP requires that the CP cannot associate the generic user u with the area
in which it is located. Similarly to the primary ISP’s privacy requirements, there is wide agreement
on the importance of protecting users’ location [22, 18].

5.5 The Privacy-Preserving Cooperative Protocol

For every area Aj ∈ A, the ISP builds a set Aj , whose elements are the identifiers of all the users
located in the j-th area, regardless of the content they are watching. Similarly, for every content Ci,
the CP builds a set Ci containing the identifiers of the users that are currently requesting the i-th
content. The identifiers could be, for instance, the IP addresses of the users, or any attribute that
allows both the ISP and the CP to unequivocally identify the requests.
D(i, j) is the number of requests for content Ci issued from the generic area Aj , i.e., the

cardinality of the intersection of sets Ci and Aj .

D(i, j) = |Ci ∩ Aj | (5.2)

Due to the privacy requirements presented in Section 5.4.1, however, the two parties cannot reveal
the contents of their sets, which prevents them from computing a simple intersection. This problem
can be solved by employing the secure multyparty computation protocol described in Section 5.3.2.
More specifically, the CP is the server and the ISP is the client that learns D, that it successively
uses as input of the algorithm Γ. An example of application of the protocol is depicted in Fig. 5.1,
where it is shown how the ISP infers the number of users in area A1 who are watching content C1.

5.5.1 Attackers’ Model

We assume that both CP and ISP honestly execute the protocol, but perform analysis on the
obtained data to infer additional information about the other party’s inputs (i.e., honest-but-curious
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attacker model).
As far as the ISP privacy is concerned, the CP knows the identifiers of the users ur,∀r ∈

{1, 2, ..., R} (e.g., it knows their IP addresses in order to deliver the contents to them). As server
of the privacy-preserving protocol, the CP also obtains an upper bound of |Aj |,∀j ∈ {1, 2, ..., N},
from which it tries to associate the generic user u with the area where it is located. We assume
that the CP can localize its users by using inaccurate techniques (e.g., IP geolocation) that can
mis-locate users over the whole area of the ISP. This is confirmed in [98], where it is shown that the
localization error can be significant (i.e., up to hundreds of kilometers). |Aj | provides the CP with
the information about the number of users located within the j-th area, but not which contents they
request. Hence, the privacy requirement of the ISP is fulfilled.

As far as the CP privacy is concerned, the ISP can perform its analysis on the following pieces of
information: identifiers of the users ur, ∀r ∈ {1, 2, ..., R} and geographic distribution of the users
Aj , ∀j ∈ {1, 2, ..., N} (owned because needed to perform the delivery of contents). In addition, as
client of the privacy-preserving protocol, the ISP learns the geographic distribution of the number
of requests D(i, j),∀i ∈ {1, 2, ...,M} and ∀j ∈ {1, 2, ..., N} and an upper bound of total number of
users requesting a particular content |Ci|, ∀i ∈ {1, 2, ...,M}. From these information, the ISP tries
to infer i) if a content Ci is streamed by the generic user ur (primary privacy objective) and ii) if
two users u1 and u2 are watching the same content (secondary privacy objective).

ISP and CP execute the privacy-preserving protocol N ·M times, i.e., once for each pair of Aj
and Ci. In order to build D the ISP needs to unequivocally identify to which content the current
execution of the protocol refers. This objective can be achieved by associating each content with a
pseudonym that is freely readable by the ISP, thus allowing the CP to not reveal the actual names
of contents. From D, the ISP only discovers an aggregate information on the requests for (the
pseudonym of) Ci coming from Aj , while from Aj the ISP knows the identifiers of the users located
in the j-th area. From this information, the ISP can infer the probability that a generic user u
located in Aj is requesting Ci as:

Pu(Ci) = D(i, j)
|Aj |

(5.3)

Hence, the ISP can make a guess on the pseudonym that a user u is requesting, but it can never
link it to the corresponding actual content name, thus fulfilling the primary requirement.

From Eq. (5.3), it is possible to mathematically derive the probability that two generic users u1

and u2 are simultaneously watching content Ci:

Pu1u2(Ci) = Pu2(Ci|u1 watches Ci) · Pu1(Ci) (5.4)

and, from this, the probability that u1 and u2 are watching the same content is:

71



5. Protection of the Privacy of Live Videos’ Users’ Location

Pu1u2 =
M∑
i=1

Pu1u2(Ci) (5.5)

Hence, the secondary privacy requirement is fulfilled to a degree that is measured as 1− Pu1u2 ,
i.e., the probability that the ISP cannot recognize if two users are streaming the same content.

5.5.2 Countermeasure Description

The ISP is capable of violating the secondary privacy requirement with a certain probability. As a
countermeasure, the CP can execute the protocol by applying a perturbation to its data as follows.
Given a content Ci, the CP builds the set Ci as explained in Section 5.5. The noisy counterpart of Ci,
referred to as C̃i, is obtained by replacing, with a given probability p, each user ux who is currently
streaming Ci (i.e., ux ∈ Ci) with another user uy /∈ Ci (i.e., who is streaming another content). This
leads to the joint computation of a noisy version of D, that we refer to as D̃, that improves users’
privacy at the expense of a performance degradation that we quantitatively assess in Section 5.7.2.

The effect of this perturbation on the probability that two generic users u1 and u2 are streaming
the same content is given by Eq. (5.6), which is derived considering that both the users actually
belong to Ci if and only if they had not been moved from another set Cw 6= Ci, which happens with
probability (1− p)2:

P̃u1u2 = (1− p)2 · Pu1u2 (5.6)

where P̃u1u2 is the probability that the ISP discovers that two generic users are watching the
same content if the CP applies a perturbation to its inputs. In this case, the degree of fulfilment of
the secondary privacy requirements is measured as 1− P̃u1u2 .

5.6 Simulation Settings

5.6.1 Traffic Modeling

The start time of a live-video stream is chosen according to a uniform probability distribution,
whereas its lifespan is distributed according to Poisson distribution with mean value of 24 minutes.
The duration of a content is not assumed to be related to its popularity. Users watch a content
for a random period that lasts, on average, half of its lifespan. A Zipf distribution with skewness
parameter α = 0.8 models the popularity of the 80 contents of the catalogue (the size of the catalogue
is derived from [80]).

Content Ci can be requested from β · M−iM · |A| number of areas (which are considered adjacent to
model the spatial correlation of requests). M is the total number of contents, |A| is the total number
of areas and i is the position of the content in the popularity rank. According to this model, the
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least popular contents are requested from a fewer number of areas (i.e., they have a higher degree
of spatial locality). β ∈ [0, 1] tunes the degree of spatial locality of the catalogue. Specifically, low
values of β make most of the contents to be requested from a small cluster of adjacent areas.

5.6.2 Algorithm for deploying the live-video contents

We slightly modify the heuristic solution proposed in [80] in order to minimize the average number
of crossed hops (instead of the latency) between viewers and candidate nodes. In fact, this metric
is more objective than the latency, which is heavily biased by the arbitrary simulation settings.
Moreover, we consider a different topology than that described in [80], which does not represent well
the hierarchical structure of today’s ISPs’ networks.

5.6.3 Network Settings

We consider a three-tier metro network that covers a squared area of 100 km2, which approximates
the area of an average-size city. We consider this assumption to be realistic, as most of today’s
telecom networks are arranged in such hierarchical fashion. The first layer is composed of 400 BSs
located at equidistant positions. We assume that the ISP can localize its users up to the BS they
are connected to, i.e., the j-th BS specifically covers area Aj . Each BS is connected to the nearest
node among the 25 available Access Nodes (ANs), which are uniformly distributed over the whole
area. The metro segment is composed of 5 Metro Nodes (MNs) interconnected in a ring fashion.
Each AN is connected to its nearest MN, which in turn has a dedicated link toward a remote server
that abstracts the CP. A representation of the employed topology is drawn in Fig. 5.2. Both ANs
and MNs can host and stream the live videos (i.e., they are candidate nodes). Following [80], no
constraint is defined for the storage of the CNs. Concerning the capacities of network links, we
reserve 50 Mbps for the transmission of the live video in the backhaul links (from ANs to BSs).
Because the MNs are missing in the original topology, we arbitrarily set the available capacities
to 100 Mbps and 200 Mbps for the links between MNs and ANs and for the links among MNs,
respectively.

5.7 Results

Ten requests are issued every minute for a total period of 120 minutes, according to the traffic model
described in Section 5.6.1. The privacy-preserving protocol to obtain the request distribution D
and the algorithm for deploying the VSs (i.e., Γ) are executed every fixed period T . We run 200
simulations and we show the average of the performance.
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Figure 5.2: Considered topology
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Figure 5.3: Privacy of the most popular contents of the CP’s catalogue considering a privacy
threshold η = 0

5.7.1 Impact of the mis-location

Firstly, we evaluate the average number of hops saved by feeding Γ with the input D instead of its
mis-located counterpart Dmis that is obtained as follows: the CP infers the location of its users by
employing geo-location techniques (that are assumed to mislocate users over the all area covered by
the ISP) and sends it to the ISP. We show the performance for β ∈ {0.1, 0.5, 1} with varying T in
Fig. 5.3a. The maximum gain is around 1.28 hops (obtained with T = 15 minutes and β = 0.1) and
can be considered significant in the examined topology, where, given a fixed routing based on the
shortest paths, the farthest candidate nodes are 4 hops away from each other. As expected, the gain
generally increases with decreasing T and is higher for low values of β.

On one hand, low values of T implies a frequent re-deployment of the VSs, which allows to adapt
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to the dynamics of the requests. Note that every time Γ is executed, the ISP has to obtain the input
D by engaging an exchange of data with the CP by using the privacy-preserving protocol, which
introduces the following traffic overhead between the CP and the ISP [38]:

Overhead =
N∑
j=1

M∑
i=1

(
2 ·
(
|Aj|+ 1

)
· q + |Ci| · v

)
(5.7)

where q and v are the size (in MB) of two security parameters. To understand if this overhead is
significant, we computed it for all the pairs of Aj and Ci in our simulations and we obtained an
average value of around 11.65 MB per simulation (i.e., around 0.15 MB per live video) considering q
and v to be 2048 bits. Only the value of q was suggested in [38], while we agreed on the value of v
based on considerations about how it affects the security of the protocol. Hence, the overhead can
be considered negligible also if Γ is executed frequently.

On the other hand, the gain increases with decreasing β, because the mis-location error is
more detrimental when the catalogue is characterized by high locality. Similarly, the gain is more
significant for the least popular contents that, according to our model, have a higher degree of
locality. We depict in Fig. 5.3b the results obtained with T = 30, where the gain is shown for each
content in decreasing order of popularity. The average gain for the least popular content is around
1.75 over a maximum of 4 hops. The effects of mis-location are almost negligible on highly-popular
contents when β = 1, but are quite significant for the least popular ones. Conversely, decreasing β
has the effect of increasing the degree of locality of all the contents, thus making the gain relevant
for all the catalogue. The gain difference between least and most popular contents is reduced but
remains significant. Hence, the application of the privacy-preserving protocol benefits the contents
to a degree proportional to their locality.

5.7.2 Impact of input perturbation

In Fig.5.4 we evaluate the trade-off between CP’s privacy and performance for T = 30 and β ∈
{0.1, 0.5, 1}. The probability p tunes the level of distortion of the input and rules this trade-off.
Privacy is measured as the average probability that the ISP cannot infer if two users are watching
the same content (i.e., secondary privacy requirement) and it is computed using Eq. (5.6) for all the
pairs of users in our simulations. We quantify the performance as the average number of hops lost
when Γ is fed with the noisy request distribution D̃ instead of its actual counterpart D.

We notice a general decrease of the performance with increasing p, that is more significant for
low values of β. In the latter case, in fact, a relevant number of contents is requested from small
areas, thus increasing the probability to correctly guess if two co-located users are watching the
same video. If p = 0 (i.e., no perturbation), the privacy of users is around 0.15, 0.17 and 0.2 for
β = 1, 0.5 and 0.1, respectively. A very high level of privacy (i.e., close to 1) is achieved at the cost
of around 0.3,0.6 and 1 lost hops which, compared with the performance gain shown in Fig. 5.3a
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for T = 30, results in a net performance gain of 0.09, 0.06 and 0.1 average hops, for β = 1, 0.5 and
0.1, respectively. Hence, a complete achievement of the secondary privacy requirement significantly
impairs the performance. Conversely, the fulfilment of the primary privacy constraint, which is much
more relevant, comes at no performance loss.

We remind that the described results are obtained considering the minimization of the total
number of network hops crossed by the users to retrieve the live videos. As mentioned in this Chapter,
this metric allows us to perform an evaluation of retrieval performance that is less dependent on the
simulation settings (i.e., the delay introduced by each network link). However, the CP and the users
are likely to be more concerned with the minimization of the retrieval latency, as it provides a more
accurate indication of the QoE. We stress that the considered optimality criterion (i.e., minimization
of the number of crossed hops) coincides with the minimization of the retrieval latency only if all
the network links introduce the same delay. As this assumption hardly holds in practical cases (i.e.,
in real telecom network), we plan, as a future work, to perform a thorough evaluation of the impact
that links’ delays have on the optimization process and, in particular, on the gain given by the use
of our privacy-preserving protocol.

5.8 Concluding Remarks

5.8.1 Summary

In this chapter we applied an existing secure multiparty computation protocol to allow an ISP and a
CP to jointly compute the geographical distribution of the amount of requests issued toward a CP
from the ISP’s area. In order to execute the protocol, the two parties do not need to reveal sensitive
information, namely what users request (CP’s privacy) and where users are (ISP’s privacy). As a
use case, we considered the deployment of Virtual Servers to stream live-video contents owned by
the CP directly inside the ISP’s network. By employing an existing algorithm to place the VSs, we
concluded that the knowledge of the actual geographical distribution of requests leads to a significant
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performance gain, which confirms the need to apply the privacy-preserving protocol to infer it.
We then proposed a strategy to violate the privacy requirements of both CP and ISP and a

countermeasure to address it. Specifically, we assessed the trade-off between privacy and performance
when the CP applies a perturbation to its information during the execution of the protocol. We
realized that a basic privacy requirement (i.e., not allowing the ISP to discover which content
is being streamed by a generic user) comes at no performance cost. Conversely, more stringent
privacy requirements lead to a relevant performance degradation. Finally, the proposed cooperative
approach is not limited to the considered use case, but it can be reproduced in many scenarios
where it is required to move resources to the edge of the network (e.g., computational resources) in
a privacy-preserving fashion.

5.8.2 Final Comments

In the work described in this chapter we have proposed an approach to guarantee both users’ location
privacy and service effectiveness in the context of live-video content delivery. The protocol proposed
to achieve this objective is executed by the CP and the ISP and does not require any intervention
of the final user. In other scenarios, instead, the user is in direct control of the information of her
location and, therefore, is also expected to play a more relevant role in protecting it. For example,
in Online Social Network platforms (e.g., Twitter) users can deliberately expose their location along
with the contents they publish. In these cases, it is of paramount importance that users become
aware of the risks associated with such public exposition of their sensitive data and understand how
to protect it. In the next Chapter, we consider the problem of protecting the location of Twitter’s
users. Specifically, we measure the ability to infer unexposed locations from publicly-available ones.
Then, we also propose approaches that users can employ to control their level of privacy and to
quantitivaly measure the impact of the factors affecting it (e.g., the number of published locations).
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In the previous Chapter, we have considered the problem of providing efficient live video content
delivery while protecting users’ location privacy. Location, in fact, is an information that most of
the users tend to consider sensitive. At the same time, users’ location is a business-relevant asset
that many entities may be interested to obtain, e.g., a Location Based Service (LBS). Moreover,
as Online Social Network (OSN) platforms allow users to publish their contents along with their
location (i.e., in the form of geo-tags), this information is often publicly-available. All these facts
call for the development of methods to increase users’ awareness about location privacy, where by
awareness we refer to their ability to quantify their level of privacy and to properly control the
factors affecting it. In this Chapter, we consider the problem of protecting Twitter users’ locations.
In particular, we show that users’ location can be accurately estimated based only on publicly
available locations shared by users on this OSN platform. Therefore, we propose data perturbation
techniques that users can enforce to control the exposition of their data, and we show the resulting
privacy improvements. To shed light on the factors influencing users’ vulnerability, we model privacy
as a combination of users’ social and behavioral characteristics. Finally, to further increase users’
awareness of the effects of applying privacy control strategies, we examine, as a study case, the
trade-off between users’ privacy and the effectiveness of a proximity marketing LBS.

6.1 Introduction

OSNs have gained tremendous popularity worldwide. Just as an example, as of April 2019, Twitter
and Facebook count around 330 and 2375 millions active users, respectively1. In OSNs users can
perform several activities, such as socialize and publish different contents (e.g., opinions, news,

1https://www.statista.com/
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videos, etc...). By doing so, users leave a digital shadow that, if properly analyzed, can provide
very detailed information about them. Such information can be exploited by a third party to offer
increasingly-tailored services to the users, e.g., a marketing company that uses social media platforms
to perform targeted advertisement.

Users defend their privacy by limiting the amount of contents they share. However, this approach
does not totally protect users from the disclosure of their personal data, since it has been proven that
sensitive information about a given person can still be obtained from data released by other users
[77, 16]. In fact, users more likely interact with and connect to people similar to them [86, 50] (e.g.,
with same interests, who visited common locations, etc...). For instance, a user can be mentioned
by others in relation to a given topic, which may unintentionally reveal interest for that subject.
Hence, a user is not in full control of the public exposure of her personal information [53], nor she
can easily measure the related privacy risks.

In this respect, geographical location is widely considered both a highly-valuable and a very
sensitive information. For example, users’ position is often required for effective delivery of Location-
Based Services (LBSs) [67], e.g., proximity marketing, in which users are advertised offers from
retailers close to them. However, to protect their privacy, users rarely reveal their location in OSNs
(operation referred to as geo-tagging). As an example, only less than 1% of the messages published on
Twitter (i.e., the tweets) are provided with a geo-tag [55]. Nonetheless, third parties that offer a LBS
might have alternative strategies to obtain users’ location2. In previous studies, it has been proven
that users’ unexposed location, even if not explicitly exposed, can still be accurately inferred by
combining different sources of information, such as users’ generated contents (e.g., public messages),
mobility patterns and social cues [45, 103, 107].

In this study, we explore the problem of how to measure and control a user’s geo-location privacy
on OSNs. We consider a scenario where a third-party entity (e.g., a LBS) is interested to obtain
users’ location. This third party is the attacker that tries to violate users’ privacy by inferring the
locations that users are not willing to expose. In such scenario, our first objective is to measure the
level of geo-location privacy of a user. We define the geo-location privacy of a user as the geographical
distance between the actual location and the one estimated by the attacker. More specifically, we
investigate whether a user’s privacy can be violated by leveraging the locations shared by other
users. Notice that such attack does not require the implementation of any illicit strategies, as it is
based only on the information attainable from publicly-available geo-tags.

As users are generally not aware of the potential privacy risks behind this public data exposure,
it is crucial to provide them with tools to measure the geo-location privacy and control it (i.e., to be
capable of setting the level of privacy a user is comfortable with). In this work, we consider the
Twitter OSN as a study case and we provide the following four main contributions:

• To assess users’ geo-location privacy, we propose a novel deep learning architecture that,
2The terms geo-tag and location are used interchangeably in this study.
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starting from publicly-available geo-tags, attempts to violate users’ privacy by unveiling their
unexposed locations. Our results confirm the serious concerns about location privacy in OSN,
as on a test dataset, we show that the geo-location privacy of about 60% of the analyzed users
can be violated with a precision below 1km.

• We propose two data perturbation techniques that users can employ to control the public
exposure of their geo-tags and, in this way, improve privacy. These strategies are called geo-tag
obfuscation and geo-tag reduction and, by using them, a user can provide noisy locations or
diminish the number of shared geo-tags, respectively. We found that the former approach is
preferable to the latter as it allows a more effective tuning of the desired privacy level.

• We model the privacy value obtained with the deep learning approach as a function of users’
characteristics related to mobility, social network and enforced data perturbation. This model,
which is based on an off-the-shelf machine learning algorithm, allows to measure the impact
of each feature on privacy, thus enabling their proper control. We observe that the features
related to users’ mobility and level of data perturbation are the most relevant factors affecting
privacy.

• As users may be interested to exploit LBSs, they should also be aware of the impact that
privacy protection has on service effectiveness. To this aim, we explore the trade-off between
user’s privacy and the utility of a LBS proximity marketing service. This evaluation, which is
performed at varying degree of data perturbation, shows that a significant privacy improvement
can be obtained at the cost of a modest deterioration of service effectiveness.

The rest of the Chapter is structured as follows. In Section 6.2, we review previous works related
to information leakage on OSN with particular attention to geo-location privacy on Twitter. Section
6.4 is devoted to the methodology to measure users’ geo-location privacy. Section 6.5 presents the
proposed strategies to control the level of users’ privacy. Experimental settings and results are
presented in Section 6.6 and 6.7, respectively. In Section 6.8, we elaborate on the trade-off between
privacy and utility. Finally, Section 6.9 concludes the Chapter.

6.2 Related Work

6.2.1 Privacy in OSN

There is an increasing concern on the ability of users to effectively hide personal information in OSN
[118]. OSN providers include in their platforms several privacy-preserving strategies (e.g., to restrict
the access to the published contents to some users only). However, it has been shown that such
strategies are not fully effective in the protection of personal data in the most popular OSN [77]. In
this respect, social cues (e.g., strength of social connections and similarity patterns between users)
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are widely regarded as one of the main cause of privacy vulnerability in OSN. For example, it has
been shown that public data on OSN can be effectively used to infer users’ personal information
[96, 15, 119, 28, 17, 70] and to predict future users’ activity [82, 16]. Similarly to these studies, our
work shows how OSN users are not in full control of their privacy [53], as sensitive information can
be obtained by analyzing other users’ data. In [42], authors present a generic mathematical model
of attacks to violate users’ privacy from publicly-available data in OSN (including location privacy).
In line with these researches, we introduce a deep-learning approach specifically targeted at the
violation of users’ location privacy. We then propose a model that allows to assess the extent to
which several factors affects the privacy of users, therefore enabling its proper tuning and control.

6.2.2 Control of Geo-Location Privacy

Although privacy-control mechanisms are offered by most social media platforms, location leakage in
OSN remains an open problem [77]. For example, Polakis et. al [99] identify several vulnerabilities
related to location privacy in Facebook and Foursquare and propose a set of guidelines to limit them.
A theoretical framework to evaluate privacy-preserving strategies against various types of attacks in
LBSs has been proposed by Shokri et al. [110]. The most adopted technique to protect location
is based on the perturbation of the location. For instance, Refs [56, 21, 62] propose to reduce the
spatial and temporal resolution of location traces to protect users’ anonymity. In this work, we apply
similar data perturbation techniques on the privacy of Twitter users. In particular, we quantitatively
measure the impact on users’ privacy caused by the obfuscation and by the reduction of the shared
geo-tags.

The topic of privacy control has recently gained attention. In [22], the authors develop a method
to measure the level of users’ anonymity in LBSs and propose countermeasures to increase their
privacy. Baron et al. [18] propose a framework to assess the likelihood that the public exposure of a
location leads to the leakages of personal information (e.g., political view). By using this framework,
users can evaluate their vulnerability to privacy attacks and understand the factors behind it. Our
work shares with these previous studies the objective of giving users methods to measure and control
their privacy. The main difference of our study with respect to [18, 22] is the information that we
aim to protect, i.e., users’ location. Moreover, given that the knowledge of location is required for
the effective delivery of many services, users should be aware that privacy and quality of service
are conflicting in several scenarios. This trade-off has been considered, for example, in [4] and [23],
whose authors propose strategies to minimize the loss of the quality of the offered service while
ensuring a minimum level of privacy in the context of video content delivery and LBSs, respectively.
In this study, we perform an assessment of the trade-off between the privacy of location and the
effectiveness of a LBS service delivered over an OSN platform. Differently from our work, in [4] users’
privacy is managed by the video content provider and not by the users themselves. We perform a
qualitative evaluation of the trade-off between utility and privacy, whereas in Ref [23], the utility is
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optimized under several privacy constraints.

6.2.3 Location in Twitter

Being Twitter one of the most used OSN, the importance of both sharing and protecting location
information on its platform is widely-recognized [120]. For example, various applications for
emergency detection [8, 78], health monitoring [32], and events recommendation [92, 114] are based
on the location information shared on Twitter. Recently, large efforts have been dedicated to the
development of tools to perform location inference on Twitter. According to [120], location on
Twitter can be of three main types: home location, mentioned location, and tweet location. The
first one represents user’s long-term residential address, which may be published at several levels
of granularity (e.g., city or village) in the user profile. The second refers to the locations that
users mention in the text of their tweets. The third is the geo-tag that users may publish as a
meta-data attached to their tweets. The decision to either provide a geo-tag or not is done for each
published tweet. On average, 1% of tweets is published with a geo-tag [55]. As described in [120],
tweet location can be uncovered by relying on multiple sources of information: (i) tweet content
[45, 114, 69], (ii) Twitter social network [103], and (iii) Twitter contextual information [107, 33]
(i.e., meta-data related to both tweets and users’ profiles).

In this work, we propose a novel deep learning architecture for unveiling users’ geo-location based
only on social network information. The proposed approach aims to infer the geo-tag of a generic
user’s tweet by only leveraging the geo-tags shared by other users on Twitter. The rationale is to
investigate whether OSN users can effectively hide their location information. This intuition takes
inspiration from [103], where a geo-tag published by a user is inferred considering information of her
friends on Twitter (i.e., their geo-tags and the time when tweets are published). In [103], nearby
locations are merged into a cluster and the location inference is framed as a classification task,
where the objective is to maximize the classification accuracy. In this approach, the classification
error does not carry information of the geographical distance between the target and estimated
clusters. Differently from [103], in our work we measure privacy as the geographical distance between
estimated and actual locations and we frame the geo-location inference as a regression problem. The
objective of this regression is the minimization of the aforementioned distance, i.e., the privacy of a
user. Also, to the best of our knowledge, this is the first approach that attempts to assess users’
location privacy based only on the locations shared by other OSN users.

6.3 Problem Definition

In this work, we aim to infer the geo-tag of the generic user u by exploiting only the past location
information of u and of the other users within Twitter. Notice that we use the terms geo-tag and
location interchangeably. We consider time to be discretized into time slots of fixed duration ∆t. We
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refer to ti as the time slot i. We assume that, when multiple geo-tagged tweets occur in the same
time slot, we discard all but the first geo-tag.

We represent Twitter as a directed graph G = (V,E), where V is the set of users and E

is set of edges connecting them. On Twitter, social connections among users are based on the
followee/follower paradigm. A generic user v ∈ V can follow u without being necessarily followed
back. For this reason, we consider u and v to be friends iff (u, v) ∈ E and (v, u) ∈ E, i.e., iff both
users follow each other. According to this definition, we denote the 1-hop neighborhood of u as
the set of u’s friends, the 2-hop neighborhood as the set of u’s friends of friends, and so on. As we
explain in the next Section, we utilize the concept of social proximity to select the N users in the
k-hop neighborhood of u that provide their location at ti. We refer to this set of users as neighbors.

Formalizing the problem, our objective is to determine the geo-location l(u)
ti of u at ti, exploiting

the known locations of u’s neighbors and the location history of u, i.e., l(u)
t<ti . Overall, for each user,

we aim to find a function f that learns spatial and temporal dependencies of u with her neighborhood.
Therefore, we define f(x) as

f(x) = f({l(q)t≤ti , l
(r)
t≤ti , . . . , l

(z)
t≤ti , l

(u)
t<ti}) = l̂(u)

ti (6.1)

where l̂(u)
ti is the predicted location of u at time slot ti, while q,r, and z indicate u’ neighbors at slot

i.

6.4 Geo-Location Privacy Measurement

In this Section, we initially present the formulation of the privacy measurement problem. Then, we
describe the deep-learning methodology that we employ to solve it.

6.4.1 Geo-Location Privacy Definition and Measurement

As we mentioned in Section 6.1, social cues represent relevant information to violate users’ privacy.
We model social relationships within OSN as an undirected graph G = (V,E), where V is the set of
users and E is set of edges encoding friendship relations. Notice that, on Twitter, social connections
are based on the followee/follower paradigm. Hence, we consider two users to be friends if both
follow each other and we denote the 1-hop neighborhood of u as the set of u’s friends, the 2-hop
neighborhood as the set of u’s friends of friends, etc.

In this Section, we describe the proposed approach to violate a target user’s privacy from other
users’ data available on OSN. Privacy is generally considered a problem-dependent and subjective
metric. This holds true for location privacy as well. In fact, each user may have a different perception
of the intrusiveness of a precise localization. However, to perform our analysis, we require an objective
measure of privacy. We define the privacy Pu of the generic user u as the average geographical
distance between the locations visited by u and the ones estimated by a certain attacker. In the
following formula
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Pu = 1
Nu

∑
ti

Dist(l(u)
ti , l̂

(u)
ti ) (6.2)

l
(u)
ti and l̂(u)

ti are the actual and estimated geo-tags of the tweet published by user u at time ti.
Dist is the geographical distance, i.e., the distance between two locations (expressed as pairs of
latitude and longitude) measured along the surface of the earth. Nu is the total number of tweets
published by u and provided with a geo-tag.

Based on this definition, we investigate whether a user’s undisclosed location can be uncovered
by leveraging the locations shared by other OSN users. Formally, the objective of the attacker is to
estimate the geo-tag of the content (in the considered case, a tweet) published by the generic user u
from the set of geo-tags that have been shared on the OSN platform by other users within a given
period of time. Such period of time is discretized into time slots of fixed duration ∆t and we refer to
ti to indicate the i-th time slot.

To perform this inference, we need an estimator Θ that models both the spatial and temporal
dependencies between target user u and the other users within the OSN. In the following formula,

l̂
(u)
ti = Θ(l(u)

t<ti , l
(F)
t≤ti) (6.3)

l̂
(u)
ti is the estimated location of the tweet published by u at time slot ti; l(u)

t<ti is the set of geo-tags
published by u before time slot ti and l(F)

t≤ti is the set of geo-tags published by other users up to time
slot ti. Notice that we include also the geo-tags provided by other users within time slot ti itself
because we expect it to be highly-informative of the current location of u. In the next subsection,
we describe how we take into account both temporal and social proximity to design the estimator Θ.

6.4.2 Data Selection

From a theoretical standpoint, the estimator Θ could consider the whole historical information
available on the OSN, i.e., all geo-tags published up to ti. However, this amount of data grows
linearly with the number of users and with the considered period of time. Hence, this approach can
not scale to large instances of OSN (which can count up to several hundreds of millions of users
in real scenarios). In addition, most of the geo-tags are expected to be uninformative with respect
to the location of u at time ti and can be safely discarded. In particular, tweets that have been
published (i) far away in time and (ii) by users with weak social relationships with u are expected to
be the least relevant ones [89]. To reduce the volume of available data, we perform a data selection
process that undergoes two subsequent phases, namely the valid slots selection and the valid users
selection.

In the first phase, we select the last T time slots before ti when user u has published at least a
geo-tagged tweet. Once this phase has been performed, N valid users are chosen, in each valid slot,
among those who have published a geo-tagged tweet within that slot. The valid users selection phase
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is carried out privileging users with high social proximity with u. Therefore, the first candidate users
are those who are 1-hop-away from u. If the number of such users is less than N , the process is
carried out for users that are 2-hops-away from u, etc. The process concludes when N valid users are
found. We refer to this set of users as neighbors. It should be noticed that when it is not possible to
assign u a set of N valid neighbors, e.g., in the case of disconnected network components, we assign
specific missing values to l(F)

t≤ti , as detailed in the following subsection. We stress on the fact that
other users’ geo-tags are considered if provided in valid slots, i.e., when also the target user u has
published at least one geo-tag. This choice is motivated by the objective of learning a consistent
spatio-temporal dependency between u and her neighbors. Notice also that the N selected users
differ at each time slot, as not in every time slot the same users have geo-tagged their tweets. In the
next subsection, we present the deep-learning based model that we use to learn the estimator Θ.

6.4.3 Deep Learning Model for Geo-Location Privacy Measurement

The deep learning architecture proposed to learn the estimator Θ is trained separately for each user.
The architecture has two main inputs, namely the information relative to the geo-tags published by
the target user before time slot ti and by her neighbors up to time slot ti (included). The model is
trained to map these inputs to the output, i.e., the geo-tag of the target user at time slot ti. Notice
that the generic geo-tag lti is represented as a vector with 2 components, the first for the latitude and
the second for the longitude. The architecture is designed to initially process its inputs separately
and to perform a successive downstream elaboration of their representations. This approach is
common in the machine learning community to learn an effective representation of the inputs [68].
To realize such design objective, the architecture is composed of the following four main building
blocks: i) Target User Transform, ii) Neighbors Aggregator, iii) Concatenator and iv) Regressor.
A representation of the architecture is depicted in Fig. 6.1. The transform and aggregator blocks
perform a first processing of previous geo-tags of the target user and her neighbors, respectively;
the concatenator simply juxtaposes the outputs of the previous processing and provides a single
input for the regressor; finally, the downstream regressor returns the inference of the target user’s
location. The overall deep learning architecture is trained to minimize the Mean Squared Error
(MSE) between the estimated and actual geo-tags of user u in the selected slots.

Each block of the deep learning architecture is described in detail in the next paragraphs.

6.4.3.1 Target User Transform

This block takes as input the sequences of u’s geo-tags provided in the last T valid time slots, i.e.,
l
(u)
ti−T , ..., l

(u)
ti−1 . Each geo-tag is processed separately by a feed-forward neural network, which returns

an abstract representation of its input. The considered neural networks are independent, i.e., they
do not share any parameter. The output of this block is a sequence of T elements containing the
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Figure 6.1: Overview of the deep learning architecture

representations of the locations geo-tagged by u in the selected T valid slots. The process performed
by this block is depicted in Fig. 6.2a.

6.4.3.2 Neighbors Aggregator

This block computes an overall representation of the information relative to the N neighbors who
have been previously selected in each valid time slot, i.e., l(F)

ti−T+1 , ..., l
(F)
ti . Notice that l(F)

tk
is the list

of all the geo-tags provided by the selected users within the k-th time slot. The list corresponding
to each selected slot is individually processed by a Long-Short Time Memory (LSTM) [61] and then
by a feed-forward neural network. The choice of the LSTM in this phase is inspired by [59], in
which it is suggested to use it as a tool to learn the representation of a node’s neighbors within a
graph. In our approach, topological information are considered since, as explained in Subsection
6.4.2, neighbors are chosen according to their proximity with respect to the target user. Apart from
this, the LSTM guarantees higher expressive capabilities with respect to other data aggregation
methods, e.g., mean aggregator [59]. The output of this block is a sequence of T elements containing
the representations of the locations geo-tagged by the selected neighbors in the T valid slots. A
representation of this block is depicted in Fig. 6.2b.

6.4.3.3 Concatenator

This block receives in input two sequences of T elements, which encode the representations of the
geo-tags provided in the selected T slots by the target user and by the N neighbors, respectively.
The concatenator block juxtaposes the elements in corresponding positions of the sequences and
returns a single sequence of T elements which can be processed by the downstream regressor. A
representation of this block is depicted in Fig. 6.2c.

6.4.3.4 Regressor

The final block is composed of a LSTM and feed-forward neural network module. This block
processes the outputs of the concatenator and returns the inferred geo-location. Notice that, even
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(a) Target User Transform (b) Neighbors Aggregator

(c) Concatenator

(d) Regressor

Figure 6.2: Building blocks of the deep learning architecture

though the architecture of this block is quite similar to that of the neighbors aggregator block (see
Fig. 6.2b), the design strategies behind them are significantly different. In fact, in this phase, we
want to exploit the ability of the LSTM to learn recurrences within a sequence of temporal data,
which are useful to perform the inference task. A representation of this block is depicted in Fig.
6.2d.

The proposed deep learning architecture returns an estimate location l̂(u)
ti for each geo-tagged

tweet shared by user u. Finally, the privacy of u is measured according to Eq. (6.2), i.e., by
computing the geographical distance between actual and estimated locations.
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6.5 Control of Privacy Level

After having shown how to measure user’s geo-location privacy in Section 6.4, in this Section we
describe two strategies that users can implement to enhance their privacy, i.e., to reduce the ability
of an attacker to correctly infer their location. Then, as the measured privacy is likely to be affected
by other factors beyond data perturbation, we also propose a privacy model that captures the
impact on privacy of several users’ behavioural characteristics (e.g., data perturbation level and
users’ mobility) and that can therefore be employed as a more comprehensive privacy control tool.

6.5.1 Strategies to Tune the Level of Privacy

Every time a user publishes a tweet, she can decide to either provide it with a geo-tag or not.
In this respect, each user is characterized by a particular behaviour, which can be defined as the
percentage of tweets that she normally geo-tags. As location privacy can be violated by relying
on the information released by other OSN users, to prevent this violation and preserve the secrecy
of their location, users may purposely alter the geo-tags of a portion of the tweets they normally
publish. We refer to this strategy as data perturbation and we introduce a variable p, the data
perturbation probability, i.e., the probability that a user deviates from her normal behaviour. For
instance, a user who publishes, on average, 10 geo-tags per month, can set p = 0.3 and reduce the
number of normally geo-tagged tweets to 7. The remaining 3 tweets are perturbated. We propose to
use two data perturbation strategies, namely data obfuscation and data removal strategy and we
describe them in the following.

6.5.1.1 Data Obfuscation

According to this strategy, a geo-tag is shared, with probability p, by randomly selecting a location
within the boundaries of the city where the user is tweeting (New York City, in our dataset).

6.5.1.2 Data Reduction

Following the data reduction strategy, with probability p, a user does not geo-tag a tweet that would
have been provided with a location if no perturbation were applied.

The rationale is that, by increasing p, i.e., the level of data perturbation, a user can improve her
privacy. However, we shall still provide a quantitative answer to an important pending question:
how much privacy a user should expect to gain by increasing p?

A user who is interested to have a quantitative assessment of her privacy can follow the approach
described in Section 6.4.3 to infer her visited locations (as an attacker would do) and, from this,
evaluate her own level of privacy. This approach is effective to estimate users’ expected level of
privacy, but has several drawbacks. First of all, to assess the impact of the data perturbation level on
the resulting privacy, the user has to train and test the deep learning model using data perturbated
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Figure 6.3: Block diagram of the approach followed to learn the Privacy Model. Notice that Pu is
the target value that the privacy model aims to estimate.

for several values of p. This process, besides being highly-time consuming, does not allow users to
understand the impact that several factors (e.g., related to her mobility behaviour) beyond p have
on her privacy. In fact, this model takes as input only raw data (i.e., geo-tags) that do not explicitly
capture the characteristics of users’ behaviour. Moreover, there is no possibility to interpret the
impact of each feature on privacy, since the output of the model is itself a location (and not a value
of privacy). Lastly, deep learning models are widely considered as black boxes whose outcomes are
difficult to interpret in relation to the input features [57, 79]. Hence, the proposed deep learning
approach is only capable to measure privacy, but it does not give users a proper understanding on
how to control it. In the next subsection, we describe a privacy model that quantifies the impact
of various factors on privacy and allows to directly measure its level (i.e., without performing an
intermediate location inference).

6.5.2 Privacy Model

In this subsection we present a privacy model that provides users with an estimate of their privacy
level given a set of features that explicitly capture their characteristics and behaviour. This model is
based on an off-the-shelf machine learning algorithm trained in a supervised manner to map diverse
users’ features to their value of privacy. Machine learning algorithms are commonly trained using
ground truth values. In our case, however, the target privacy cannot be regarded as a ground truth
value in the traditional sense. In fact, privacy is not an attribute of the users, but rather a value
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derived from the estimation of their location, which in turns depends on many factors (e.g., ability
of the attacker, amount of available data, etc...). In this study, we consider as target value the
measurement of privacy obtained with the deep learning approach explained in Section 6.4.3, as
represented in Fig. 6.3. Notice that, in principle, any estimation of privacy could be used as target
value.

We train several off-the-shelf machine learning algorithms (e.g., random forest and decision tree)
to obtain an estimator of users’ privacy (results in Section 6.7.3). These algorithms are trained to
minimize the Mean Absolute Error (MAE) with respect to the target privacy value. The MAE is
defined as:

MAE = 1
|V |

∑
u∈V
|Pu − P̂u|, (6.4)

where Pu and P̂u are the target privacy value of user u (computed according to Eq. (6.2)) and
the privacy value estimated by the off-the-shelf model, respectively. |V | is the total number of users
present in our dataset.

To obtain the privacy model, such off-the-shelf algorithm is fed with a set of features, which
are listed in Table 6.1. These features cover a broad range of parameters that users can tune to
control their privacy, and fall into three main categories, namely mobility-related, topology-related,
and data-perturbation-related. Mobility-related features are considered to statistically describe the
mobility (e.g., in terms of variability of the visited locations [94]) of the users. Topology-related
features aim to provide a characterization of users’ position within the social network (e.g., in terms
of network centrality measures). The data-perturbation-related feature is p, i.e., the level of data
perturbation the user is willing to adopt for tuning her privacy.

Given these features for a certain user, the model outputs an estimate of her location privacy. If,
for example, a user is not satisfied with her privacy level, she can evaluate how the secrecy of her
information enhances by varying her sharing activity (e.g., by geo-tagging less frequently), changing
her social clique (e.g., by diminishing the number of friends on the OSN), or perturbing their geo-tag
(i.e., by increasing the data perturbation probability p).
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Figure 6.4: Geographical Distribution of the Geo-tagged tweets in New York City

Table 6.2: Statistics of the Twitter dataset

New York City Dataset
Unique users 6082

Friendship relationships 31874
Average degree 10.22

Diameter 19
Clustering coefficient 0.15

Density 0.001

We envision the utilization of this model in a client-server scheme, where the client is a user who
requires an estimate of her privacy, while the server is a third-party entity that offers a service of
privacy awareness. Notice that this approach is also privacy-preserving, since it requires users to
disclose to the server only the aforementioned features, which, as detailed in Table 6.1, represent
aggregate information (e.g., variance of their visited locations) and do not need the sharing of the
visited locations.
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6.6 Experimental Setup

6.6.1 Data

We perform our evaluations on the Twitter dataset presented in [103], which includes the information
about social connections among users (i.e., pair of followees, followers) and 2, 173, 681 tweets collected
within 100 kilometers from New York city center for 31 days. Figure 6.4 shows the spatial distribution
of the tweets over all the collection period. In Table 6.4, we summarize the statistics about the data
and network properties related to the social graph. The average degree is the average number of
friends over all the users in the social network, while the diameter is the longest of the shortest
paths in the social network. The clustering coefficient is the average of the clustering coefficients
over all the users, i.e., the ratio between the number of links connecting user’s friends to each other
and the total number of possible connections. Finally, the density is the ratio between the number
of edges connecting the users and the total number of edges in the network.

6.6.2 Simulation Settings

We evaluate the privacy of a user (defined as the geographical distance between her actual and
estimated location) at a given time slot ti, given the information of the geo-tags published on the
past T slots. After preliminary evaluations, we found that T = 3 was the best compromise between
accuracy and training time of the deep learning algorithm. Each slot represents a period of 3 hours,
which is the average time between two consecutive tweets in the dataset. Each location published
during the slots is expressed as a pair of latitude and longitude. Both latitude and longitude have
been normalized according to the standardization technique, which is widely employed to perform
feature scaling in machine learning.

The deep learning architecture includes a target user transform (i.e., a feed forward neural
network composed of a single layer with 5 neurons), a neighbors aggregator (i.e., a LSTM layer with
5 neurons followed by a feed forward neural network layer with 2 neurons) and a regressor (i.e.,
a LSTM layer with 5 neurons and a feed forward neural network layer with 2 neurons). Among
the configurations of hyper-parameters that we have considered, the aforementioned one proved
to achieve the best balance between inference effectiveness and training time efficiency. The deep
learning model is trained to estimate the location of the target users at time slot ti from the previous
T geo-tags provided by the target user u (up to time slot ti−1) and those of the N neighbors (up to
time slot ti) chosen in the valid users selection phase. The number of neighbors N is set to 10, that
is the network average degree (see Table 6.4). The first 75% of the time slots are used for training
purposes, while the remaining 25% are used to test the learned model. The 75% of training slots are
further divided into pure training slots (60%) and validation slots (40%).
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Table 6.3: Comparison between the deep-learning and the baseline approaches

Approach Average Error [km]
Deep Learning 2.3
Median-Based 7.3
Mean-Based 7.7
Cluster-Based 9.2

6.7 Results

6.7.1 Privacy Measurement

In this Section, we present an overview of the results related to the privacy measurement obtained
by using the proposed deep-learning approach described in Section 6.4.3. To motivate the use of
a machine learning strategy, we firstly show the average location inference error obtained using
several alternative approaches. In particular, we propose three baselines that perform the location
inference of a target user based on the same inputs of our deep-learning algorithm, i.e., her most
recent available location and the geo-tags of other users. Specifically, the three baselines compute a
value F̂loc from the geo-tags of N = 10 target users’ neighbors as follows:

• mean-based: F̂loc is obtained by computing the average latitudes and longitudes of the N
neighbors.

• median-based: F̂loc is obtained by computing the median value of latitudes and longitudes of
the N neighbors.

• cluster-based: the geographical area considered in our dataset is divided into a set of non-
overlapping squares with sides equal to ∼ 155m. F̂loc is the centroid of the square mostly
visited by the neighbors.

The location of the target user is then estimated by computing the average between her most
recent available location and F̂loc. In Tab. 6.3, we show the average error of the location inference
obtained using the deep-learning approach and the three baselines. As expected, the deep-learning
algorithm significantly outperforms all the considered alternatives, which confirms its ability to
capture complex relationships among the input data.

To further elaborate on the results obtained with the deep-learning strategy, we show the
distribution of the location privacy in Fig. 6.5. It can be noticed that 60% of the users have a level
of privacy below 1km and almost 80% of the users achieve a privacy measure below 3km. Overall,
the average privacy measure is of 2.3km and the median privacy value is of 0.4km. Such results
corroborate our intuition that the secrecy of the location information can be violated by leveraging
publicly available information shared by other users.
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Figure 6.5: Distribution of the location privacy measurement

Figure 6.6: Geo-localization error vs Variance of Mobility. Users whose localization error is lower
(resp. higher) than the average (2.3km) are represented as blue (resp., red) points.

To better understand this result, in Figure 6.6, we depict the privacy measure as a function of
variances of latitude and longitude visited by each user. Users whose privacy is lower (resp. higher)
than the average (2.3km) are colored in blue (resp., red). We expected that the variance of the
locations visited by the user could be a strong indicator of user’s privacy leakage. However, a subset
of users with limited mobility achieves a privacy level above the average, suggesting that mobility
variance is not the only factor determining the level of privacy risks. We further analyze other
factors impacting users’ privacy in Section 6.7.3.
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6.7.2 Data perturbation strategy

The results related to the privacy assessment indicate a considerable peril for users’ privacy in OSNs.
We now evaluate the effect of two possible countermeasures to increase the location error of attacker’s
estimates. Thereby, we examine the data perturbation strategies introduced in Section 6.5.1. In Fig.
6.7, we depict the percentile of the geo-location error with varying data perturbation probability
p related to the data obfuscation strategy. Notice that the geo-location error corresponds to the
definition of privacy provided in Section 6.4.1. We firstly observe that the percentage of perturbed
geo-tagged tweets significantly affects the ability of the attacker to correctly infer the geo-tags. In
fact, as expected, the localization error increases with increasing p, i.e., users’ privacy increases as
the level of perturbation increases.

On the other hand, as shown in Fig. 6.8, the data reduction strategy does not improve users’
privacy as much as the data obfuscation strategy. The gap between the percentiles with varying
p is very small, i.e., there is no significant privacy improvement with respect to the unperturbed
scenario (p = 0). This result suggests that even a small percentage of uncorrupted information
is sufficient to effectively estimate users’ location. This is further confirmed in Fig. 6.9, which
compares the average localization error of the perturbation strategies with varying p. Interestingly,
in the data obfuscation strategy, users’ privacy grows linearly with p, whereas the localization error
is almost constant around 3.5km using the data reduction strategy. We observe that, using the data
obfuscation strategy, privacy increases proportionally with the data perturbation level, which can in
turn be tuned according to the desired level of privacy.

This result suggests that data obfuscation is preferable with respect to data reduction. However,
several issues are still worth exploring to further validate this outcome. For instance, the robustness
of data obfuscation to eventual counter-reactions of the attacker should be carefully evaluated.
In fact, an attacker might identify the altered geo-tags and discard them to perform the location
inference. Intuitively, the ability to discriminate between actual and altered geo-tags grows with
increasing the area in which users provide their obfuscated locations (as it becomes more evident
when a user publishes geo-tags far away from her common visited locations). However, a thorough
evaluation of the data obfuscation strategy is out of the scope of this work and it is left as a future
study.

6.7.3 Validation of the privacy model

In this subsection, we show the results on the privacy model described in Section 6.5.2. Specifically,
we evaluate the ability of this model to estimate users’ privacy and we examine the impact that
users’ behavior have on their level of privacy. To this end, we train and compare several off-the-shelf
machine learning algorithms. In particular, we train and test all the algorithms by following a 10-fold
cross validation approach.

Table 6.4 shows the MAE for the different considered approaches. For further evaluations, we
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Figure 6.7: Percentile of the geo-localization error using the data obfuscation strategy with varying
p
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Figure 6.8: Percentile of the geo-localization error using the data reduction strategy with varying p
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Figure 6.9: Comparison of the data perturbation strategies considering the average geo-localization
error with varying p
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Figure 6.10: Features importance of the model based on random forest

consider the model that yields the minimum MAE, i.e., the model based on a random forest. We
present the feature importance in Fig. 6.10. First of all, we observe that mobility-related features,
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Figure 6.11: Graphical validation of the privacy model

Table 6.4: Performance of the privacy model for several machine learning algorithms

Algorithm Error [km]
Random Forest 1.4
Decision Tree 2.1

Gradient Boosting 3.0
k-nearest neighbors 3.7
Ridge Regression 3.8

Support Vector Machine 4.1

e.g., variance and median value of the visited locations, play the most relevant role. This can be
explained considering that mobility patterns strongly affect the predictability of the visited locations.
Perhaps surprisingly, the median of the visited locations highly influences the outcome of the model.
This may suggest that some locations are strong indicators of the privacy of a user [18]. It is also
noticeable that the variables (e.g., variance and median) related to the visited latitudes have a larger
impact on the outcome with respect to the variables related to the visited longitudes. Arguably,
this is due to the nature of users mobility within the specific urban area under analysis. Another
very relevant feature is the level of data perturbation, i.e., p. This confirms the discussion done in
Section 6.5.1, where the importance of tuning p to increase privacy has been highlighted. Finally, we
notice that topology-related features have the least significant impact on the estimation of privacy,
suggesting that the privacy of a user is quite unrelated with her position in the social network.
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Until now, we have considered the MAE between estimates of privacy (i.e., P̂u) and corresponding
reference privacy values (i.e., Pu) as the only metric to evaluate the goodness of the privacy model.
However, the MAE does not consider the impact of each estimate’s error on its actual reference
privacy value. For example, an absolute error of 1km is much more significant if Pu = 3km with
respect to the case where Pu = 50km. To provide a more complete evaluation of the actual ability of
the model to correctly estimate privacy, we propose two model validation strategies. The first one is
the analysis of the distribution of the relative errors between estimates and target privacy values.
The second one is the Q-Q plot, which graphically shows the likelihood that two populations have
been generated by the same model. The two validation strategies are explained in details in the
following.

6.7.3.1 Distribution of relative errors

We now present the distribution of relative errors between the target privacy values and the privacy
estimates computed by the random-forest model. The relative error of the privacy of user u, i.e., εu
is defined as:

εu = |Pu − P̂u|
Pu

. (6.5)

We depict the distribution of the relative error in Fig. 6.11a. Notice that the relative error
provides much more valuable information with respect to the MAE shown in Table 6.4, because it
considers the error in relation to the reference privacy value (i.e., Pu). From Fig. 6.11a it is possible
to notice that most of the users present a low relative error. More specifically, for around 33% of the
users, the random forest estimates the privacy with a relative error below 10%. This percentage
grows to 50% if a relative error below 20% is considered.

6.7.3.2 Q-Q plot

The Q-Q plot allows to graphically assess the likelihood that two populations have been generated
by the same model. In our case, the elements of the two populations correspond to the privacy
values estimated by the random forest model and the target values, respectively. Each element of
the population is represented in the Q-Q plot as a point whose coordinates are the corresponding
percentiles of the two populations. If the data were generated from the same model, each point
would lie on a line of slope equal to 1 passing through the origin. In Fig. 6.11b, it is possible to
observe that most of the points lie in the proximity of this line. The obtained results suggest the use
of the privacy model as a reliable tool to estimate privacy of users from their characteristics.
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6.8 Trade-off between Utility and Privacy

In this Section we consider the case study of a proximity marketing service delivered on an OSN
platform to quantitatively evaluate the trade-off between utility and privacy. This LBS geo-localizes
its users and advertises products that are sold close to them. Following [88], we define utility the
probability that a user clicks on the advertised products and we refer to this to as U . According to
[88, 65, 83], this utility depends on many factors that interplay with each other. Among them, the
geographical distance between target user and the retailer is one of the most important, as utility
decreases with increasing this distance. Our analysis is based on the numerical evaluation performed
in [88], which provides an estimate of the probability of a click as a function of the distance between
user and advertised object. To give an example, according to [88] the probability that a user clicks
on the advertisement of a product sold 0km away from her is 0.011. This probability drops to 0.008
when the distance is increased to 10km.

Exploiting our definition of privacy (i.e., the geographical distance between the actual and
estimated users’ location) and the relation between click probability and distance [88], we perform
an evaluation of the degradation of utility with increasing privacy. Our overall objective is to assess
the extent to which the effectiveness of LBSs and the protection of location privacy conflict with
each other. More specifically, in our evaluation, we assume that the LBS geo-localizes its users by
employing the approach presented in Section 6.4.3. Since users are likely to be interested in products
that are sold in their proximity [88, 75], their utility highly depends on the ability of the LBS to
perform an accurate localization.

However, users might be interested to experience a high utility while not sacrificing their privacy.
Hence, it is crucial to quantitatively assess the deterioration of their utility caused by the application
of data perturbation strategies. In the following, we explore this trade-off between privacy and
utility as a function of the data perturbation level p, assuming that users apply a perturbation to
their geo-tags using the data obfuscation approach described in Section 6.5.1.

We collect the actual and estimated locations of all the tweets that have been used to assess
users’ privacy by means of the deep learning architecture (i.e., test data). For the tweet published by
user u at time slot ti, we then perform 10 experiments in which we simulate the advertisement of a
product located within an area of radius η centered in the estimated location l̂(u)

ti . A representation
of this process is depicted in Fig. 6.12, where p1 and p2 are products advertised at a distance of dp1

and dp2 , respectively, from the target user’s actual position. The position of the product is assumed
to follow a uniform distribution within the considered area. In each simulation, we compute the
distance between the actual position of the user (i.e., l(u)

ti ) and the advertised product. Intuitively,
this distance mostly depends on the geo-location error, i.e., user’s privacy. Based on this distance,
we compute the value of the corresponding utility experienced by u, according to the analysis done
in [88].

Our first objective is to evaluate the trade-off between privacy and utility as a function of the
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data perturbation level p. Experiments are performed by simulating the advertisements of products
within a radius of η ∈ [1, 5, 10]km from the estimated user’s location. We present this result in Fig.
6.13. We observe a linear increase (resp., decrease) of privacy (resp., average utility) with increasing
p. Then, we also notice that the utility is lower for higher values of η, because the average distance
between user and product increases when the product is advertised on larger areas. Moreover, we
notice that the gap among the utilities (for several values of η) decreases for high values of data
perturbation. This can be explained considering that, when p is high (e.g., close to 1), the LBS
severely mis-locates its users and the products are likely to be advertised in areas far away from
them.

The second objective is to measure the negative impact that guaranteeing privacy has on the
utility. The considered metric is the percentage loss with respect to the utility that user u would
experience if she was perfectly geo-localized. To this end, we also simulate the advertisement of a
product randomly placed within a circular area of radius η = 1km centered in the location where
user u is actually located, i.e., l(u)

ti . The percentage loss relative to the tweet published by u at time
slot ti is defined as:

L(u)
ti = 100 ·

U(l(u)
ti )

U(l(u)
ti )− U(l̂(u)

ti )
, (6.6)

where U(l̂(u)
ti ) and U(l(u)

ti ) are the utilities experienced by user u if she is localized with an error
(privacy-preserving scenario) and if she is perfectly localized (privacy-intrusive scenario), respectively.
In Fig. 6.14, we show the percentile of L for several values of data perturbation level p. As a
benchmark, we consider the case when users do not perform any perturbation to their geo-tags
(p = 0). In this situation, the loss with respect to the case of perfect localization is < 2% for 50% of
the advertisements. When p = 0.1 and p = 0.9, 50% of the advertisements’ products reach a loss
< 6% and < 22%. We consider this loss acceptable compared to the gain on privacy induced by
data perturbation. For instance, when no perturbation is applied (p = 0), 50% of the users can
be localized with an error < 0.4km, while for p = 0.9, 50% of the users can be localized with an
error < 8.6km. Further evaluations are needed to extend these results to other more general use
cases. However, the obtained results suggest a coexistence of privacy-preserving strategies and LBSs,
as the effectiveness of the latter is robust to inaccurate users’ geo-localization. Hence, users can
preserve their location privacy while not significantly affecting the delivery of LBSs.

6.9 Conclusions

In this Chapter, we focused on the problem of geo-location privacy on OSNs, considering Twitter as
a study case. We address this problem from two different angles: on one side, we develop methods
to assess the ability of an attacker to correctly infer users’ locations; on the other side, we propose
effective strategies that users can adopt to measure and control their privacy.
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Figure 6.12: Proximity marketing in a privacy-preserving scenario: user u, which is in the location
l
(u)
ti at time slot ti, receives advertisement of a product pi located within an area of radius η centered
in the estimated location l̂(u)

ti
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Figure 6.14: Percentile of the Utility Function loss with varying p

To pursue the first objective, we propose a deep learning model that can accurately infer users’
location by only considering publicly available geo-tags. From this estimate, we measured location
privacy as the geographical distance between the inferred and the actual position. Our experiments
confirm the concerns about privacy perils in OSN. In fact, we showed that 60% of the users have a
level of location privacy below 1km and almost 80% of the users achieve a privacy measure below
3km.

To achieve the second objective, we propose data perturbation techniques that users can use
to decrease the knowledge obtainable by analyzing their published geo-tags. We measure the
effectiveness of such strategies considering their ability to increase users’ privacy. In particular, the
obfuscation of the actual location proved to be the most effective strategy. To further increase users’
control, we model privacy considering features that capture users’ behaviour (e.g., characteristics
related to the mobility of the user and to the enforced level of data perturbation). This model, based
on the random forest algorithm, provides an accurate estimate of privacy and enables a principled
understanding of the features that mainly affect it. Features related to the mobility of the user
and to the enforced level of data perturbation resulted to be the most relevant factor behind the
infringement of users’ location secrecy.

Finally, we consider as a study case the effectiveness of a LBS, i.e., proximity marketing. We
notice a trade-off between privacy and utility of the LBS when users enforce data perturbation
strategies. We measure this trade-off and we conclude that users can achieve a significant level of
privacy at the cost of an acceptable deterioration of utility. We believe that the trade-off between
utility and privacy is of paramount importance also in other contexts (e.g., video content delivery)
that we aim to explore in future works. Also, as the proposed methodology to measure and control
privacy is based only on the geo-tag information, it is agnostic to the considered OSN platform.
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Hence, we plan to extend this work by validating the proposed methodology on other OSNs, as well
as on diverse types of sensitive data.
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Privacy-Preserving Reinforcement Learning for Multi-domain
Virtual Network Embedding 7

In this Chapter, we consider the problem of performing Virtual Network Embedding (VNE) over a
multi-ISP infrastructure in a privacy-preserving manner. More specifically, we consider a problem
in which a customer is willing to minimize the deployment cost of a Virtual Graph (employed to
offer a service to its users) performed over the infrastructures of several independent ISPs. In this
context, ISPs are concerned of exposing to such customer sensitive infrastructural details that,
however, are needed to perform an effective deployment. Following a common privacy-preserving
approach, the embedding may be performed by the customer based on the abstract view of the
multi-domain infrastructure that ISPs accept to expose, i.e., Limited Information Disclosure (LID).
With this approach, embedding is sub-optimal (e.g., embedding cost is not minimized) in comparison
with the case where all information is available, i.e., Full Information Disclosure (FID). In this
Chapter, we present a Reinforcement-Learning-based algorithm able to process data that customer
and ISPs cipher under the Shamir Sharing Scheme (SSS) scheme. We perform extensive simulations
to evaluate the effectiveness of our RL algorithm considering the total embedding cost, compared
with that obtained by applying two existing LID and FID existing heuristics.

7.1 Motivation

The decoupling of the software implementation of a service from its underlying hardware, known
as function virtualization [49], brings several advantages, such as increased service flexibility and
scalability, as well as reduced Capex and Opex expenses. A virtualized service can be represented as
a Virtual Graph (VG), i.e., a set of Virtual Nodes (VNs) and relative Virtual Paths (VPs), that a
third-party entity (e.g., a customer) supplies to its users exploiting the physical infrastructure of an
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Internet Service Provider (ISP).
The problem of embedding this graph into the physical network towards some optimization

objective (e.g., minimization of the deployment cost) is referred to as Virtual Network Embedding
(VNE) and has received considerable attention in the literature [49]. In particular, as VNE is proved
to be NP-hard [26], many heuristics have been proposed to efficiently solve it [11]. Although VNE is
a well-studied problem when a single network operator is considered, to the extent of our knowledge,
the scenario where the underlying infrastructure is composed of several independent ISPs’ networks
has not been explored as much. In this case, the customer may benefit from an extended covered
geographical area, an increased heterogeneity of the available infrastructure and, eventually, also
from reduced embedding costs.

However, the multi-domain scenario introduces new challenges that increase the difficulty to
effectively solve the VNE. In fact, ISPs may be concerned about the exposition of business-critical
and privacy-sensitive details of their networks that are required the execute embedding algorithms.
A viable approach proposed in the literature [41] to guarantee ISPs’ privacy requirements while not
preventing embedding consists in limiting the information available to the entity performing the
optimization. Following this approach, referred to as Limited Information Disclosure (LID), the
customer optimizes the assignment of portions of the VG to each involved ISP based on an abstract
view of the multi-domain infrastructure (e.g., only the peering links and the cost of traversing them
are visible to the customer) and, based on this decision, each ISP embeds the assigned sub-graph
on its infrastructure. The main drawback of the LID approach is a sub-optimal embedding with
respect to the Full Information Disclosure (FID) counterpart, in which the customer performs the
optimization based on a complete view of the substrate multi-domain infrastructure.

In this study, we initially propose a multi-agent RL algorithm that customer and ISPs can execute
in a distributed manner to solve the VNE problem and that ensures several privacy guarantees.
More specifically, we subdivide the VNE problem into several main sub-tasks and we define a RL
environment for each of them. Customer and ISPs perform operations on their environments and,
based on that, receive rewards through which they learn how to efficiently solve the associated
sub-task. To make the operations done towards a common optimization objective, rewards are
specifically designed and properly exchanged among the participants. We compare our RL-based
algorithm with the LID and FID heuristics proposed in [41] considering the overall embedding cost.
Our approach generally achieves a cost that is slightly lower then the cost obtained with FID, and
significantly lower than the cost obtained with LID. However, whilst the rewards are designed to
provide only aggregated information about participants’ data (which makes the approach somehow
privacy-preserving), their exchange may still leak sensitive information.

Aiming to achieve total privacy, we then propose a privacy-preserving version of the RL algorithm
that is based on the Shamir Secret Sharing (SSS) scheme. By using this approach, customer and
ISPs only learn information relative to the final embedding and no sensitive information is leaked
during the optimization process (e.g., the computational demand of a VN is only disclosed to the
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ISP selected to host it). The main drawback is the high volume of data that participants exchange
with each other to execute the privacy-preserving algorithm. We address this issue by reducing
the number of expensive operations (in terms of introduced data overhead), and we evaluate the
corresponding increase of embedding cost for several levels of this relaxation. Results show that,
when this relaxation is low, the privacy-preserving RL generally outperforms the LID approach while
achieving a reduction of the overhead of at least two orders of magnitudes.

7.2 Related Work

The topic of VNE has been extensively considered in the literature [49, 87]. In particular, several
heuristics have been proposed to solve it efficiently, as reviewed in [26]. To our knowledge, smaller
attention has been devoted to the VNE problem in the multi-domain scenario, in which the
optimization is hindered as, to protect their privacy, ISPs do not expose sensitive information
needed for the optimization. Two main approaches have been proposed in the literature to solve the
multi-domain VNE problem, i.e., the distributed and centralized ones.

Examples of the former category are the works presented in [105],[117]. In [105] ISPs address
privacy issues by exposing information only to other network operators they have a mutual agreement
with. The main drawbacks of a distributed approach is that the optimization is not performed based
on a global view of the overall network. On the other hand, existing centralized approaches generally
divide the VNE problem in two sub-tasks: in the first, a VG is partitioned over the participants
ISPs; in the second, each ISP performs the VNE of the received portion of graph. The first sub-task
is executed by a centralized entity, e.g., a customer or a broker acting on behalf of it [63, 40, 58].
In these approaches, privacy issues are addressed as the first sub-task is executed based on the
limited information about network infrastructures that the ISPs provide to the centralized entity.
For example, in [40, 41] only the peering links and the cost of embedding a given VN on a physical
peering node are exposed. The main drawback of this approach is that this reduction of available
information leads to a sub-optimal solution of the VNE. In our work, we propose a RL-based method
that achieves better embedding performance with respect to such limited-information approaches,
while guaranteeing total privacy.

RL has been widely used as a tool to perform optimization in telecom networks, e.g., towards
QoS-driven network slicing [31], resource allocation in cloud [43] and traffic prediction [2]. A RL
algorithm designed to work over encrypted data has been proposed in [81] to enable privacy-preserving
treatment of medical patients. In line of this research, we design a RL algorithm able to process
data encrypted under the SSS scheme to perform VNE over a multi-domain infrastructure. To the
best of our knowledge, our work is the first attempt to solve the VNE problem over encrypted data
and contributes to the literature on privacy-preserving strategies for cooperative service delivery.
For example, secure multiple-party computation and SSS-based approaches have been used in the
context of cooperative video content delivery in [3, 6, 4].
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7.3 Background

Reinforcement Learning RL is a type of machine learning technique employed to learn a model
of an initially-unknown environment E , which describes the solution space of the problem that the
RL aims to solve. The solution space is represented as a set of states S which is explored by an
entity referred to as agent. The agent moves within the environment by performing actions and,
based on that, it receives feed-backs (i.e., rewards). In case of multiple environments and/or multiple
agents (as in our work), the approach is often referred to as multi-agent RL. The objective of a RL
algorithm is to learn the best action to perform according to the state in which the agent is, i.e., the
action that maximizes the overall received rewards.

Q - learning Q-learning is a type of RL algorithm that models an environment as a matrix
referred to as Q-table, whose sa-th entry represents to goodness of performing action a from state s.
The model of the environment is learned by iteratively updating the Q-table as follows:

Q(s, a)← Q(s, a) + lr ·
(
r + γ ·max

â
Q(s, â)−Q(s, a)

)
(7.1)

where lr is the learning rate, r is the reward that the agent receives based on having performed
action a from state s and γ is the discount factor.

Shamir Secret Sharing The SSS scheme [109] allows several parties to hold portions of a secret in
such a way that secret reconstruction is made possible only by the cooperation of a sufficiently-large
subset of them. Specifically, in a (σ, ψ) SSS scheme, the secret is divided into σ shares and can
be reconstructed only if such subset is composed of at least ψ parties. In SSS, secret s and the
corresponding set of shares JsK are defined in Zq, where q is a prime number greater than all the
possible secrets.

Heuristics for VNE We consider two existing heuristics approaches to solve the multi-domain
VNE problem, namely the Limited Information Disclosure (LID) and the Full Information Disclosure
(FID). These heuristics have been proposed in [41] and are based on a relaxed linear programming
formulation. LID is executed in two main phases: in the first, portions of a virtual graph are assigned
to the ISPs by a centralized entity (e.g., a customer) that has a limited view of the multi-domain
infrastructure. In the second, each ISP performs the optimal deployment of the received sub-graph
within its network. FID is more privacy-intrusive than LID, as the centralized entity performs the
optimization based on a full view of the underlying infrastructure. A deeper description of both
heuristics is provided in [40].
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7.4 Problem Statement

7.4.1 Problem Statement and Motivation

The formal statement of the VNE problem is the following:

min
∑
u∈M

∑
i∈VN

wiudic
i
ux

i
u +

∑
(i,j)
i 6=j

∑
(u,v)∈L

yijuvdijcuv (7.2)

subject to: ∑
u∈M

xiu = 1 ,∀i ∈ VN (7.3)

∑
v∈M

yijuv −
∑
v∈M

yijvu = xiu − xju, ∀(i, j) ∈ VP, ∀(u, v) ∈ L (7.4)

∑
i∈VN

dix
i
u ≤ ζ(nodes)

u ,∀u ∈M (7.5)

∑
(i,j)∈VP

yijuvdij ≤ ζ(links)
uv , ∀(u, v) ∈ L (7.6)

whereM and L are the sets of physical nodes and links, respectively. u and v are the indexes
of generic substrate nodes ∈ M, while (u, v) indicates the link ∈ L having u and v as end-points.
During the rest of the Chapter, we may indicate a generic link also as l. VN is the set of virtual
nodes, di is the computational requirement of the generic V Ni, wiu ∈ {1,∞} is a variable indicating
the feasibility of embedding V Ni into node u, ciu is the cost of embedding a computational unit
of V Ni in node u and xiu ∈ {0, 1} is the corresponding decision variable. VP is the set of virtual
paths, dij is the bandwidth requirement of V Pij , cuv is the cost of embedding a unit of bandwidth
on the link connecting nodes u and v and yijuv ∈ {0, 1} is the decision variable corresponding to the
embedding of V Pij in link uv. Eqs. 7.3, 7.4, 7.5, 7.6 prescribe that each VN is embedded onto
exactly one physical node, the requirement of flow consistency, the fulfilment of node capacity and
link capacity constraints, respectively (being ζ(nodes)

u the capacity of node u and ζ(links)
uv the capacity

of link uv).
The considered problem is aimed at minimizing the overall embedding cost. Whilst this is

a plausible objective for the customer, the same cannot be said for the ISPs, whose goal is the
maximization of their revenues. In a multi-domain scenario, however, this optimization cannot be
performed by the single ISPs, but rather by a centralized entity (such as the customer) that has
an overall view of the underlying infrastructure. However, this scenario introduces privacy issues
that ISPs may address, as proposed in [41], by providing only a partial view of their network to the
customer. In this case (i.e., LID approach), the customer assigns portions of the virtual graph to
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the ISPs, thus incurring in a nominal embedding cost. To protect privacy, the successive deployment
of sub-graphs in ISPs’ networks is performed by the ISPs themselves, and this operation introduces
an additional extra cost that ISPs pay as a price for privacy protection. Hence, we assume the
minimization of the embedding cost to be a common objective of both customer and ISPs.

Figure 7.1: Overview of the information visible to ISPs and Customer

7.4.2 Privacy Requirements and Security Models

We consider a customer and K ISPs, whose privacy requirements are discussed in the following.

7.4.2.1 Customer

The customer aims to deploy a VG over the multi-domain infrastructure. The computational
demands of the N VNs and the bandwidth requirements of the relative VPs are represented as
a vector ~d and a matrix D, respectively. Moreover, the types of VNs are represented as a binary
matrix ∆ with N rows and a number of columns equal to the number of available VNs’ types (e.g.,
a virtual firewall).

Privacy Requirements computational demand of V Ni (i.e., di) and its type (i.e., δi) can only
be disclosed to the ISP that hosts V Ni,∀i and the bandwidth requirement dij only to the ISPs that
are traversed by V Pij ,∀ij.
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Security Model the customer is assumed to be an honest-but-curious entity that does not deviate
from the licit execution of the protocol, but tries to obtain as many information as possible from the
obtained data.

7.4.2.2 Internet Service Providers

The generic ISPk owns a physical infrastructure composed of a set ofMk nodes which are intercon-
nected by Lk links. Each node (resp., link) has a computational (resp., bandwidth) capacity, which
are encoded in vectors ζ(nodes)

k and ζ(links)
k , respectively. Moreover, the uf -th entries of matrices Fk

and ηk indicate if node u can host a VN of type f and the cost of hosting it, respectively. Vector
C(links) indicates the cost of embedding a unit of bandwidth in each link.

Privacy Requirements the following information can only be known to the owner ISP: (i)
capacity ~ζ(nodes), embedding costs η and feasibility F of the physical nodes; (ii) capacity ~ζ(links) and
cost C(links) of the physical links; (iii) interconnection of the internal nodes, i.e., the information
if two generic nodes u, v are connected by a link. On the other hand, the interconnection of the
peering nodes is assumed to be known to all the participants.

Security Model We model the ISPs as an honest-but-curious entity which may, for instance, be
interested to obtain infrastructure details of competitor ISPs.

In Fig. 7.1, we show an overview of the information visible to the considered entities. In this figure,
it is possible to identify three main layers. Going bottom up, the first layer shows the information
visible only to the owner ISPs (e.g., the topology of their networks and the cost of embedding a
type of VN into their nodes); the intermediate layer represents the peering interconnection, which
is visible to all the participants; the top layer represents the information about the virtual graph,
which are known to the customer only.
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7.5 The RL Algorithm for multi-domain VNE

In this Section we describe our RL-based approach to solve the VNE problem in a multi-ISPs
scenario. Initially, we identify four sub-tasks in which the problem can be divided, i.e., selection of
(i) the ISPs that host the VNs, (ii) the peering links that the VPs traverse, (iii) the physical nodes
that embed the VNs and (iv) the intra-ISP links that embed the VPs. Note that the decisions taken
in sub-task (iii) are conditioned by the output of sub-task (i). Indeed, a VN can be embedded into a
physical node only if that node belongs to the infrastructure of the ISP to which the VN has been
assigned in task (i). A similar reasoning can be done considering flow consistency of the VPs (i.e.,
Eq. 7.4).

Please notice that the solution space of the considered problem is too large to apply an exhaustive
search of the optimum (i.e., the VN deployment that minimizes the total embedding cost). In such a
scenario, metaheuristic approaches are commonly used. Among the possible alternatives, we employ
a RL approach for the two following main reasons: (i) RL proved effective in sampling large solutions
spaces efficiently and (ii) it is possible to design a privacy-preserving alternative of the Q-learning
algorithm (as all the required operations can be implemented using suitable cryptographic primitives,
which are presented in Section 7.6).

7.5.1 Environments

In this subsection, we define four types of RL environments that model the execution of the
aforementioned sub-tasks. Each environment E is characterized by its state vector S and its Q
matrix. S is a binary vector with a number of components equal to the number of states (where
the only component equal to 1 is the state currently occupied by the agent), while Q has a row for
each state and 3 columns, corresponding to the actions that the agent can perform, i.e., left, stay
and right. As an example, if an agent is in state [0, 1, 0, 0] and it performs the action right, the new
state becomes [0, 0, 1, 0]. An action is represented as a binary vector ~α (e.g., ~α = [0, 0, 1] for action
right) and chosen to balance between exploitation and exploration. In the former case, the action
that maximizes the row of the Q matrix corresponding to the current state is selected (where it is
assumed that indexes 0, 1, 2 correspond to left, stay and right actions, respectively). In the latter,
an action is randomly selected. The proposed environments are the following:

• An environment E(i)
CUST that models the selection of the ISP in which V Ni has to be embedded,

∀i. S(i)
CUST is a vector with K components, one for each ISP to which V Ni can be assigned.

• An environment E(i)
ISPk

that models the selection of the physical node in which V Ni has to be
embedded, ∀i, k. S(i)

ISPk
is a vector with |Mk| components, whereMk is the set of physical

nodes ∈ ISPk.
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• An environment E(kk′,ij)
CUST that models the selection of the path of peering nodes connecting

ISPk and ISPk′ in which V Pij has to be embedded, ∀k, k′, i, j. S(kk′,ij)
CUST is a vector with |Pkk′|

components, where |Pkk′| is the number of peering paths between ISPk and ISPk′.

• An environment E(uv,ij)
ISPk

that models the selection of the path (between nodes u and v ∈ ISPk)
to embed V Pij , ∀u, v, i, j. S(uv,ij)

ISPk
is a vector with |Puv| components, one for each path that

interconnects nodes u and v. As this number may be very high, practically we can consider
the |Puv| shortest paths between u and v.

We propose in Tab. 7.1 an overview of the notations used in this Chapter. Then, in the following
two subsections we describe the main operations performed in the proposed RL approach. In support
of the following description, we provide a pseudo-code in Algorithm 4.

7.5.2 Action Selection and State Updating

Figure 7.2: High-Level representation of the main operations performed by the proposed RL
algorithm

After the initialization of the main variables (e.g., vectors states and Q-tables), an action is
performed in environment E(i)

CUST and state vector S(i)
CUST is changed accordingly. This operation

is aimed to find the ISP in which V Ni has to be embedded, and it is repeated ∀i. Let us assume
that V Ni has been assigned to ISPk. An action is then performed in the environment E(i)

ISPk
and

the corresponding state is changed accordingly to select the physical node in which V Ni has to be
embedded.

We now consider the operations relative to the selection of the peering paths on which V Pij has
to be embedded. Assuming that ISPk and ISPk′ are the ISPs that, at the current iteration of the
RL algorithm, are required to embed V Ni and V Nj , respectively, the considered environment is
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E(kk′,ij)
CUST . An action selection and successive state updating are performed in this environment to

select the peering path traversed by V Pij ,∀i, j. The selected peering path is composed of a set of
peering nodes (e.g., Uk, ..., Uk′). As mentioned in subsection 7.4.2.2, all the involved participants
are aware of the peering nodes that interconnect the ISPs (while the cost of traversing them is only
known to the owner ISPs).

Once V Ni and V Nj have been assigned to their physical nodes and the peering links traversed
by V Pij has been chosen, operations are executed to embed V Pij within the intra-ISP physical links
consistently with the decisions that have been previously taken. Specifically, the flow consistency
constraint of Eq. 7.4 must be fulfilled. To this end, four different scenarios must be considered: (i)
ISPk is assigned both V Ni (which is embedded in node u) and V Nj (which is embedded in node v).
In this case, V Pij has to be embedded within a path between nodes u, v ∈ ISPk. To do so, action
selection and state update are performed within the environment E(uv,ij)

ISPk
; (ii) ISPk is assigned only

V Ni (which is embedded in node u) and operations are executed in E(uUk,ij)
ISPk

, where Uk is assumed to
be the first peering node of the peering path that was selected in environment E(kk′,ij)

CUST ; (iii) ISPk is
assigned only V Nj (which is embedded in node v) and operations are performed in the environment
E(Uk′v,ij)
ISPk′

, where Uk′ is the last node of such peering path; (iv) ISPk is assigned neither one of the
two V Ns and operations are performed in the environment E(UxUx+1,ij)

ISPk∗
, where Ux and Ux+1 are

two adjacent peering nodes of the considered peering path, which are assumed to belong to the
infrastructure of ISPk∗.

To efficiently explore the solution space, each agent receives a reward providing a feedback on the
goodness of the performed action. In our approach, actions are executed in isolated environments.
To make all the agents behave towards a common optimization objective, it is crucial to carefully
craft the rewards and to properly exchange them between different environments. In the next
subsection, we describe the proposed reward signals, and we illustrate a high-level representation of
their exchange in Fig. 7.2.

7.5.3 Rewards Computation and Q-table Updating

7.5.3.1 Embedding a VN into a physical node

The reward associated with E(i)
ISPk

is defined as r(i)
ISPk

= −di·ciu−vu−wiu, where di is the computational
demand of V Ni and ciu is the cost of embedding V Ni in node u; vu ∈ {0,∞} indicates if the node
capacity constraint is fulfilled; wiu ∈ {1,∞} indicates if node u is eligible to host V Ni.

7.5.3.2 Embedding a VP into an intra-ISP physical path

The reward associated with E(uv,ij)
ISPk

is defined as r(uv,ij)
ISPk

= −∑
l∈Pijuv

(dijcl + vl) + r
(i)
ISPk

+ r
(j)
ISPk

,
where l is the generic link belonging to the path P ijuv connecting nodes u and v and traversed by
V Pij ; cl is the cost of embedding a unit of bandwidth in link l and vl ∈ {0,∞} is a penalty value that
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Algorithm 4 Reinforcement Learning Algorithm for Multi-Domain Virtual Network Embedding
Input: Patience, Q(i)

CUST ,S
(i)
CUST ,Q

kk′,ij
CUST ,S

kk′,ij
CUST ,Q

(i)
ISPk

,S(i)
CUST ,Q

uv,ij
ISPk

,Suv,ijISPk
,∀i,∀uv, ij, i 6=

j,∀k, ∀k′
Output: S(i)

CUST ,S
kk′,ij
CUST ,S

(i)
CUST ,S

uv,ij
ISPk

,∀i,∀uv, ij, i 6= j,∀k, ∀k′

1: Variable Initialization Costfinal =∞, epoch =
0, Nunimproved

epochs = 0
2: while Nunimproved

epochs ≤ Patience do
3: if epoch ≡ 0 mod T V FCUST then
4: for 1 ≤ i ≤ N do
5: ~α

(i)
CUST ← Action

(
S(i)
CUST ,Q

(i)
CUST

)
6: S(i)

CUST ← UpdateState
(
S(i)
CUST , ~α

(i)
CUST

)
7: r

(i)
CUST ← GetReward

(
S(i)
CUST , ~α

(i)
CUST

)
8: end for
9: end if

10: if epoch ≡ 0 mod T V PCUST then
11: for 1 ≤ i, j ≤ N, i 6= j do
12: k ← GetState

(
S(i)
CUST

)
13: k′ ← GetState

(
S(j)
CUST

)
14: ~α

V Pkk′,ij

CUST ← Action
(
Skk′,ijCUST ,Q

(kk′,ij)
CUST

)
15: S(kk′,ij)

CUST ← UpdateState
(
S(kk′,ij)
CUST , ~α

(kk′,ij)
CUST

)
16: r

(kk′,ij)
CUST ← GetReward

(
S(kk′,ij)
CUST , ~α

(kk′,ij)
CUST

)
17: end for
18: end if
19: if epoch ≡ 0 mod T V FISP then
20: for 1 ≤ i ≤ N do
21: k ← GetState

(
S(i)
CUST

)
22: ~α

(i)
ISPk

← Action
(
S(i)
ISPk

,Q(i)
ISPk

)
23: S(i)

ISPk
← UpdateState

(
S(i)
ISPk

, ~α
(i)
ISPk

)
24: r

(i)
ISPk

← GetReward
(
S(i)
ISPk

, ~α
(i)
ISPk

)
25: end for
26: end if
27: for 1 ≤ i, j ≤ N, i 6= j do
28: k ← GetState

(
S(i)
CUST

)
29: k′ ← GetState

(
S(j)
CUST

)
30: Path

(kk′,ij)
peering ← GetPeeringPath

(
S(kk′,ij)
ISPCUST

)
31: for Linkpeering ∈ Pathpeering do
32: u, v ← EndPoints (Linkpeering)
33: k ← OwnerISP (u, v)
34: ~α

(uv,ij)
ISPk

← Action
(
S(uv,ij)
ISPk

,Q(uv,ij)
CUST

)
35: S

(uv,ij)
ISPk

← UpdateState
(
S(uv,ij)
ISPk

, ~α
(uv,ij)
ISPk

)

36: r
(uv,ij)
ISPk

← GetReward

(
S(uv,ij)
ISPk

, ~alpha
(uv,ij)
ISPk

)
37: Q(uv,ij)

ISPk
← UpdateQ

(
Q(uv,ij)
ISPk

, ~alpha
(uv,ij)
ISPk

)
38: end for
39: end for
40: if epoch ≥ 1 & epoch ≡ 0 mod T V FISP − 1

then
41: for 1 ≤ i ≤ N do
42: k ← GetState

(
S(i)
CUST

)
43: r

(i)
ISPk

← r
(i)
ISPk

+
∑
u,v r

(uv,ij)
ISPk

44: Q(i)
ISPk

← UpdateQ

(
Q(i)
ISPk

, ~alpha
(i)
ISPk

)
45: end for
46: end if
47: if epoch ≥ 1 & epoch ≡ 0 mod T V PCUST − 1

then
48: for 1 ≤ i, j ≤ N, i 6= j do
49: k ← GetState

(
S(i)
CUST

)
50: k′ ← GetState

(
S(j)
CUST

)
51: r

(kk′,ij)
CUST ← r

(kk′,ij)
CUST +

∑
k

∑
u,v r

(uv,ij)
ISPk

52: Q(kk′,ij)
CUST ← UpdateQ

(
Q(kk′,ij)
CUST , r

(kk′,ij)
CUST

)
53: end for
54: end if
55: if epoch ≥ 1 & epoch ≡ 0 mod T V NCUST − 1

then
56: for 1 ≤ i ≤ N do
57: Q(i)

CUST ← UpdateQ
(
Q(i)
CUST , r

(i)
CUST

)
58: end for
59: end if
60: Currentcost ← ComputeCost (SCUST ,SISPk

∀k)
61: if Currentcost ≤ Finalcost then
62: FinalCost = Currentcost
63: Nunimproved

epochs = 0
64: else
65: Nunimproved

epochs ← Nunimproved
epochs + 1

66: end if
67: epoch← epoch+ 1
68: if Nunimproved

epochs ≥ Patience then
69: break
70: end if
71: end while

return S(i)
CUST ,S

kk′,ij
CUST ,S

(i)
CUST ,S

uv,ij
ISPk

,∀i,∀uv, ij, i 6= j,∀k, ∀k′
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describes the fulfilment of the link capacity constraint. r(i)
ISPk

and r(j)
ISPk

are the rewards associated
with the embedding of V Ni and V Nj (i.e., the end-points of the considered VP), which have been
described in the previous subsection.

7.5.3.3 Assigning a VN to an ISP

The reward associated with E(i)
CUST is defined as r(i)

CUST = ∑K
k=1

∑N
j=1 r

(j)
ISPk

. This reward is the same
for all the VNs, i.e., ∀i, to provide a feedback that considers the current embedding of all the VNs.

7.5.3.4 Assigning a VP to a peering path

The reward associated with E(kk′,ij)
CUST is defined as r(kk′,ij)

CUST = ∑
(u,v)

∑K
k=1 r

uv,ij
ISPk

. This reward is the
summation of the single rewards relative to the embedding of the V Pij within all the K ISPs.

Once the reward relative to an environment has been computed, the corresponding Q-table is
updated according to Eq. 7.1. Since the considered sub-tasks can be solved at different time scales
(e.g., the selection of the ISP in which a VN is embedded can be performed less frequently than the
selection of the embedding node), we define the periods of execution of such sub-tasks (measured
in number of RL iteration) as T V NCUST , T V PCUST , T V NISP , T V PISP . At every iteration of the RL algorithm
the current embedding cost is computed and all the described operations are repeated until no
improvement to the embedding cost is observed for a number of iterations equal to patience.

As it may be noticed, we design rewards that are strictly related to the embedding costs.
Therefore, from their exchange, the participants obtain information about other parties’ data that,
if properly analyzed, can be used to violate the privacy requirements in subsection 7.4.2. To address
this issue, we propose a privacy-preserving version of the RL approach, which is build on the elements
that we describe in the following Section.

7.6 Building Blocks for Privacy-Preserving RL

7.6.1 Representation of Data Suitable for Secure Computation

As presented in subsection 7.4.2, data owned by the customer and the ISPs are arranged in vector/-
matrix form (e.g., vector ~d and matrix D to represent computational and bandwidth requirements).
Each element of these vectors and matrices can be distributed among the participants as a set of
shares, thus allowing secure computation on them. In addition to these data, we also a propose
a representation of topological relations among the networks’ nodes suitable to perform secure
computations. Specifically, we represent the paths connecting two generic nodes u and v as a matrix
Puv, with a number of rows equal to the number of paths connecting nodes u and v (i.e., |Puvk |) and
a number of columns equal to the total number of links of the infrastructure (i.e., |Lk|). Each path
can be represented as a binary vector, whose l-th element is 1 if the path contains the l-th link of
the ISP’s infrastructure. An example of this representation is shown in the following:
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Table 7.2: Data Overhead

Operation Bits exchanged between each pair of parties
Name Online Offline

Random 0 B

Mult B 4B
MultDec (m+ 1) ·B m ·B

EQ B2 6B2

GE 9B2 0

Link1 · · · Linkl · · · Link|Lk|


Path1 0 0 0 1 1
Path2 0 1 1 0 1
· · · 0 1 0 0 1
Path|Puv

k
| 1 0 0 1 1

and it is defined for each possible pair of nodes, i.e., ∀u, v, u 6= v.

7.6.2 Existing Privacy-Preserving Primitives

In this Subsection, we describe several existing operators, and we show in Table 7.2 the amount of
data that each pair of participants need to exchange to execute them. By on-line, we refer to a data
exchange that must be done contextually to the execution of the operation and cannot be performed
in advance (as in the off-line case).

7.6.2.1 Secure generation of the shares of a random number

By executing Random, a share JrvK of a random variable is learnt by each participant (none of
which knows the secret rv). We employ the implementation described in [112].

7.6.2.2 Secure multiplication

Mult takes in input the shares JxK, JyK and returns JzK, where z = x · y. We employ the protocol
presented in [20].

7.6.2.3 Secure multiplication with a decimal number

MultDec takes in input a share JxK and a plain decimal value λ, and returns the share of their
product Jλ · xK. Exploiting the fact that a decimal number can be represented as the ratio between
properly chosen integer numerator λnum and denominator λden, the operations performed by this
subroutine can be split into two main parts: the first is the multiplication by λnum (which can be
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easily performed as Jλ · xK = λ · JxK) and the second is the division by λden. To this end, we employ
the protocol presented in [27], which takes as input a secret shared integer JxK and an integer m and
returns J

⌊
x

2m
⌋

+ ρK, where ρ ∈ {0, 1} is a random variable encoding the rounding strategy.

7.6.2.4 Secure equality test and greater-or-equal

EQ (resp., GE) takes in input the shares JxK and JyK and returns the share JbeqK (resp., JbgeK),
where beq = 1 (resp., bge = 1) iff x = y (resp., x ≥ y) and 0 otherwise. In this study, we employ the
implementations of EQ and GE described in [112].

All the privacy-preserving operators described until now are well-known and publicly available.
However, they are not sufficient to build our privacy-preserving RL algorithm, for which additional
operators are needed. We develope such novel operators based on the aforementioned existing
privacy-preserving primitives, and we describe them in the following subsection.

7.6.3 New Privacy-Preserving Operators

7.6.3.1 Secure computation of the maximum element of a vector and corresponding
index

Max (resp., ArgMax) takes as input a vector of shares ~x = [Jx1K, Jx2K, ..., JxΦK] and returns
Jmax (~x)K (resp., Ji∗K = Jarg max

i
(~x)K). These operators are described in Algorithm 5.

Algorithm 5 Computing the maximum value (along with corresponding index) of a vector of shared
secret values
Input: J~xK = [Jx1K, Jx2K, ..., JxΦK]
Output: Jmax (~x)K, Jβ∗K = Jarg max

β
(~x)K

1: Delivery of J1K from a given party to all the others
2: Initialize max = Jx1K
3: Initialize argmax = J1K
4: for β ∈ {2, ...,Φ} do
5: Jb(ge)

β K← Apply the GE operator on (max, JxβK)
6: argmax← argmax ·

(
1− Jb(ge)

β K
)

+ Jb(ge)
β K · β

7: max←max ·
(

1− Jb(ge)
β K

)
+ Jb(ge)

β K · JxβK
8: end for
return max = Jmax (~x)K,argmax = Jarg max

β
(~x)K

7.6.3.2 Secure update of the states vector

UpdateState takes as input the current vector state ~s = [Js1K, Js2K, ..., JsΦK] and outputs the new
state ~s′, according to the action executed by the agent (e.g., JleftK = J1K, JstayK = J0K and JrightK
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= J0K if the agent chooses the action left). The β-th component of the updated state is derived as
Js′βK = Jsβ−1K · JrightK + JsβK · JstayK + Jsβ+1K · JleftK.

Masked Secure Update of the states vector The MaskedUpdateState may be employed
in case the participants are not aware of the vector state to modify and only know JmaskK, where
the binary value mask is 1 if the considered state has to be updated. This subroutine updates the
output of UpdateState as Js′βK← JmaskK · Js′βK + (1− JmaskK) · JsβK.

7.6.3.3 Secure Selection of the row of a matrix

RowSelection takes as input a matrix ~M ∈ ZΦXΩ
q and a vector ~x = [Jx1K, Jx2K, ..., JxΦK]. All

the components of ~x are J0K, except the one corresponding to the row to select that is J1K (say
Jxβ∗K = J1K). RowSelection returns a vector ~Mβ∗ corresponding to the selected row. The χ-th
component of this vector is given by JMβ∗(χ)K = ∑Φ

β=1J ~M(β, χ)K · JxβK.

7.6.3.4 Secure Action Selection

SelectAction takes as input a Q-table matrix Q ∈ ZΦX3
q , a decimal number υ ∈ [0, 1] and a vector

representing the current state of an agent (i.e., ~s = [Js1K, Js2K, ..., JsΦK]). This subroutine returns the
action α that the agent should perform as [JleftK, JstayK, JrightK] (where only one component is J1K
and the others are J0K).

The approach to follow, i.e., exploitation or exploration, is chosen according to the realization
of a binary random variable, which returns exploitation with probability υ. For simplicity, we
mandate one of the participants to obtain such value and to communicate it to all the others.
In case of exploitation, RowSelection is employed to obtain the row of the Q-table associated
with the current state encoded in ~s. Then, ArgMax is used to compute Jarg max

χ
Q(s)K, which

is needed to compute JactionK using the EQ operator for all the three possible actions. For
example, JactionK = EQ(Jarg max

χ
Q(s)K, J2K) for action = right and derive the action vector

~α = [JleftK, JstayK, JrightK]. In case of exploration, the Random subroutine is executed to generate
the shares of a random value, i.e., JRV K ∈ [0, q − 1]. Then, the GE operator is used to perform
JleftK = 1−GE(JrvK, J q3K), JstayK = GE(JrvK, J q3K) ·

(
1−GE(JrvK, J2q

3 K)
)
, JrightK = GE(JRV K, J2q

3 K)
and derive the action vector ~α.

7.6.3.5 Secure Computation of VN Embedding Cost

CostEmbeddingVN takes as input the state vector S(i)
ISPk

, the cost vector ~c(nodes) and the compu-
tational demand of V Ni, i.e., JdiK and returns Jdi · c(nodes)

u K corresponding to the u-th node in which
V Ni is embedded. An element-wise secure multiplication of vectors S(i)

ISPk
and ~c(nodes) is executed.
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The obtained products are then summed up, and the result is securely multiplied with JdiK to get
Jdi · c(nodes)

u K.

7.6.3.6 Secure Computation of VP Embedding Cost

CostEmbeddingVP takes as input the state vector Suv,ijISPk
, which encodes the physical path

connecting nodes u and v (belonging to ISPk) that is currently traversed by V Pij , the matrix Puv
k ,

which encodes all the paths connecting nodes u and v, as described in Subsection 7.6.1, the cost
of traversing the links of ISPk, i.e., ~c(links)

k and the amount of traffic exchaged between V Ni and
V Nj , i.e., JdijK. The subroutine returns ∑

l∈Pijuv
Jdij · clinksl K, i.e., the cost of embedding V Pij in its

current physical path. The RowSelection operator is applied to matrix Puv
k and to state vector

Suv,ijISPk
to select the path belonging to ISPk traversed by V Pij . Then, Mult is used to perform a

secure element-wise multiplication of ~c(nodes) and the selected row. All the elements of the obtained
vector are summed up and the result is securely multiplied by JdijK using the Mult subroutine to
obtain ∑

l∈Pijuv
Jdij · clinksl K.

7.6.3.7 Secure Node’s Embedding Feasibility and Cost

NodeFeasibility takes as input the matrices ~F and ~∆. The uf -th element of ~F and the if -th
element of ~∆ are J1K if a VN of type f can be hosted in node u and if V Ni is of type f , (and J0K
otherwise). This subroutine returns a matrix ~W , whose ui-th element is J0K in case V Ni can be
hosted in node u and J∞K1 otherwise. The u-th row of matrix ~F and the i-th row of matrix ~∆ are
multiplied element-wise using the Mult operator. Resulting products are then summed up to obtain
JwiuK, which is J1K in case node u is eligible to host V Ni (and J0K otherwise). JwiuK is then updated
as JwiuK←

(
1− JwiuK

)
· ∞+ JwiuK

Similarly, the subroutine NodeCost takes as input the matrices η and ∆, where the uf -th
element of η is the cost of embedding the VN of type f in u. This subroutine returns a matrix C,
whose ui-th element is the cost of embedding a computational unit of V Ni in node u. The u-th row
of matrix η and the i-th row of matrix ∆ are multiplied element-wise using the Mult operator and
the resulting products are then summed up to provide the cost of embedding V Ni in u.

7.6.3.8 Secure Node’s Capacity Constraint Verification

NodeCapacity takes as input the states vector S(i)
CUST and S(i)

ISPk
,∀i, the VNs’ computational

demand vector ~d, the nodes’ capacity vector ~ζ(nodes) and the index u of a physical node ∈ ISPk.
The output vu ∈ {0,∞} indicates the fulfilment of the capacity constraint for node u. The k-th
element of S(i)

CUST (which is J1K iff V Ni has been assigned to ISPk) is securely multiplied with JdiK
and JS(i)

ISPk
Ku (which is J1K iff V Ni is embedded in node u) by recursively applying the Mult operator.

1∞ is encoded with the value 1000 in the performed experiments
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This operation is repeated ∀i, and the results are summed up to obtain the current amount of
computational demand embedded in node u. This value is then securely compared with the capacity
of the node Jζ(nodes)

u K using the GE operator. The result of this comparison is successively multiplied
by ∞ to obtain vu (which is equal to 0 if node’s capacity is not exceeded, and ∞ otherwise).

7.6.3.9 Secure Links’ Capacity Constraint Verification

LinkCapacity takes as input the states vector S(uv,ij)
ISPk

,∀i, j, i 6= j,∀u, v and a matrix Puv
k repre-

senting the paths connecting nodes u and v (as described in Subsection 7.6.1), the value JdijK and
the index l. This subroutine returns JvlK, where vl ∈ {0,∞} indicates the fulfilment of the capacity
constraint for link l. To select the path connecting nodes u, v that is traversed by V Pij , RowSelection
is applied on Puv

k . Then, Mult is executed to perform the secure multiplication between JdijK and
the l-th element of the selected vector. This operation is repeated ∀u, v, ∀i, j, i 6= j and the results
are summed up to obtain the share of the amount of bandwidth that are currently deployed on the
l-th link. Finally, the GE operator is applied to securely compare this value and ~ζ(links)

l . The result
of this operation is then multiplied by ∞ to obtain JvlK, which is (J0K in case the capacity of the l-th
link is not exceeded).

7.6.3.10 Secure Updating of the Q-table

UpdateQ inputs the following data: a state vector ~s = [Js1K, ..., JsΦK], an action vector ~α, a
Q-table ∈ ZΦX3, a reward JrK and two decimal values, i.e., the learning rate lr and the discount
factor γ. The output of this subroutine is the updated Q-table, which is equal to the matrix Q in
input, except for the s, χ-th entry (which corresponds to the selected action in the current state
of the agent), which is modified according to Eq. 7.1, that we repropose for clarity of exposition:
Q(s, χ)← Q(s, χ) + lr · (r + γ ·maxχ̂Q(s, χ̂)−Q(s, χ)).

Initially, RowSelection is employed on Q and ~s to obtain the row corresponding to the current
state. Max is then used to compute the maximum value of this row, i.e., Jmaxχ̂Q(s, χ̂)K, which is
then multiplied by the discount factor γ using the MultDec subroutine. The values within parenthesis
are successively summed up and multiplied by lr, also using the MultDec subroutine. At this point,
the obtained value need to be summed to Q(s, χ) only, while all the other values of the matrix
must remain unchanged. As participants are not aware of s and χ, all the elements of the matrix Q
must be summed to the value lr · (r + γ ·maxχ̂Q(s, χ̂)−Q(s, χ)) multiplied by a properly selected
JmaskK, which can be obtained as follows: the Mult operator is applied to J~s(φ)K and J~α(χ)K, ∀φ, χ,
in such a way that JmaskK is J1K only for the ŝχ̂-th entry (i.e., that corresponding of the current
state and selected action), and J0K otherwise.

124



7.7. Privacy-Preserving RL for VNE

7.6.3.11 Masked Secure Updating of the Q-table

MaskedUpdateQ differs from UpdateQ as the value (r + γ ·maxχ̂Q(s, χ̂)−Q(s, χ)) is securely
multiplied by JmaskK before being multiplied by lr using MultDec.

7.7 Privacy-Preserving RL for VNE

In this Section, we describe the privacy-preserving version of the algorithm described in Section
7.5, that performs operations on the shares exchanged between customer and ISPs. We consider
a (K + 1,K + 1) SSS, i.e., the secrets can be reconstructed only if all the ISPs and the customer
cooperate. Each participant generate K + 1 shares of its secrets, among which one is taken for itself
and the remaining delivered to the other parties.

7.7.1 Initial Data Sharing

7.7.1.1 Secret Sharing of the Data between customers and ISPs

Initially, the participants exchange with each other the following data:

Shares Distributed by the customer The customer distributes to the ISPs, in secret shared
form, the data described in subsection 7.4.2.1, i.e., the vector of computational demands ~d, the
feasibility matrix ~∆ and the bandwidth demand matrix ~D. Moreover, it also distributes Q(i)

CUST and
S(i)
CUST , ∀i and Q

(kk′,ij)
CUST and S(kk′,ij)

CUST , ∀k, k′,∀i, j, i 6= j.

Shares Distributed by the ISPs Each ISP distributes, in secret-shared form, the following
data: (i) the nodes’ computational capacity vector ~ζ(nodes), (ii) a feasibility matrix ~F indicating the
types of VNs that can be hosted in its physical nodes, (iii) the nodes’ embedding cost matrix η, the
link capacity vector ~ζ(links), (iv) Q(i)

ISPk
and S(i)

ISPk
, ∀i; the (iv) Q(uv,ij)

ISPk
and S(uv,ij)

ISPk
,∀i, j, i 6= j,∀u, v.

Initially, the NodeFeasibility and NodeCost subroutines are applied to ∆,F and ∆,η, respectively,
to obtain the information on the feasibility and cost of embedding the VNs on the physical nodes, i.e.,
W and C. With these data in hands, participants can perform the privacy-preserving counterparts
of the operations described in Algorithm 4, which are described in the following subsection. Note
that, as explained in Section 7.5, the operations performed within an environment may depend
on the operations performed in another one (e.g., the placement of a VN within the network of
an ISP is consequent to the selection of ISP hosting it). When performing operations on secret
shares, however, the participants are not aware of the decisions taken and, consequently, they do not
know the environments they should act in (i.e., they do not know which state vector and relative
Q-table has to be updated). To address this issue, we associate a JmaskK with each considered
environment, where mask ∈ {0, 1} encodes the information on the goodness of performing operations
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on it. Whenever needed, we will explain the procedures followed by the participants to obtain these
masks.

7.7.2 Privacy-Preserving Operations on the Environments

7.7.2.1 Operations on E(i)
ISPk

In the following we describe the privacy-preserving counterpart of the operations presented in
lines 19 : 25 and 41 : 45 of Algorithm 4, which aim to find the physical node in which V Ni has
to be embedded. Firstly, the action ~α

(i)
ISPk

is obtained using the SelectAction subroutine. The
state S(i)

ISPk
is then updated accordingly by means of the MaskedUpdateState subroutine, where

the employed mask is the k-th component of S(i)
CUST , which is J1K iff V Ni has been assigned to

ISPk. The corresponding reward is r(i)
ISPk

= J−di · c(i)
u − vu − wiuK, which is obtained using the

CostEmbeddingVN, NodeCapacity and NodeFeasibility operators. Then, Q(i)
ISPk

is updated using
the MaskedQUpdate subroutine. These operations are repeated ∀i, k.

7.7.2.2 Operations on Euv,ijISPk

Here we describe the privacy-preserving counterpart of the operations presented in lines 27 : 38
of Algorithm 4 to select the path connecting nodes u and v in which V Pij has to be embedded.
We remind that the selection of the physical path connecting nodes u and v belonging to ISPk
on which V Pij should pass is dependent on the peering path that such VP traverses. Since
customer and ISPs are not aware of the peering path in which V Pij is embedded, they compute
JmaskK = J(V Ni ∈ ISPk) · (V Nj ∈ ISPk′) · S(ij,kk′)

CUST [β]K, i.e., mask = 1 iff V Ni and V Nj have been
assigned to ISPk and ISPk′ and V Pij is embedded in the β-th peering path connecting them
(mask = 0 otherwise).

Then, the participants consider the environment EuUk,ijISPk
, where Uk is assumed to be the first

peering node of the β-th peering path. SelectAction is executed to obtain ~αuUk,ijISPk
, which is successively

used to update the corresponding state vector by means of the MaskedUpdateState subroutine.
At this point, the reward Jr(uv,ij)

ISPk
K = −∑

l∈Pijuv
(Jcl · dijK + JvlK) + Jr(i)

ISPk
K + Jr(j)

ISPk
K is computed

using the CostEmbeddingVP and the LinkCapacity operator to obtain ∑
l∈Pijuv

Jcl · dij + vlK, and by
summing the shares obtained as described in Subsection 7.7.2.1 to obtain Jr(i)

ISPk
+ r

(j)
ISPk

K. With
these values in hand, Quv,ijISPk

is updated with the MaskedQUpdate operator. The same process in
performed considering the last node of the peering path (say Uk′) and the environment SUk′v,ijISPk′

,∀v
and the intermediate peering nodes (say Uxi and Uxi+1), for which the same operations are performed
on the environment EUxiUxi+1 ,ij

ISPk′
. All these operations are repeated ∀u, v, i, j, k.
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7.7.2.3 Operations on E iCUST

Here we describe the privacy-preserving counterpart of the operations presented in lines 4 : 8
and 56 : 58 of Algorithm 4 to select the ISP in which V Ni has to be embedded. Firstly, action
vector ~α(i)

CUST is obtained by means of the SelectAction subroutine and used to update the state
vector S(i)

CUST employing the UpdateState subroutine. Then, the reward is computed as r(i)
CUST =∑K

k=1
∑N
j=1Jr

(j)
ISPk

K, where Jr(j)
ISPk

K is obtained as described in Subsection 7.7.2.1. With these data,
QiCUST is updated using the UpdateQ operator. These operations are repeated ∀i.

7.7.2.4 Operations on E(kk′,ij)
CUST

Here we describe the privacy-preserving counterpart of the operations presented in lines 11 : 17 and
48 : 52 of Algorithm 4 to select the peering path in which V Pij has to be embedded. Action ~α(kk′,ij)

CUST

is obtained using the SelectAction subroutine and used to update the vector state Skk′,ijCUST using the
MaskedUpdateState subroutine. The considered mask is obtained applying the Mult operator on
JV Ni ∈ ISPkK and JV Nj ∈ ISPk′K. Then, the reward rkk′,ijCUST = ∑

(u,v)
∑K
k=1Jr

uv,ij
ISPk

K is obtained by
summing the single rewards computed as explained in Subsection 7.7.2.2. Finally, Qkk′,ijCUST is updated
using the MaskedQUpdate operator. These operations are repeated ∀kk′, ij.

7.7.3 Computation of the Embedding Cost

At each iteration of the RL algorithm the participants know Jdi · ciuK,∀u, i,JvuK, ∀u, JwiuK,∀u, i,
which are obtained during the computation of the rewards relative to the embedding of the VNs
into the physical nodes, as explained in subsection 7.7.2.1. Similarly, the participants also obtain
J
∑
l∈Pijuv

dijc
links
l K,∀ij, l and JvlK,∀l from the computation of the rewards corresponding to the

embedding of the VPs into the physical links, as explained in subsection 7.7.2.2.
By computing ∑iJdi · ciuK +∑

ijJdijclinksl K participants obtain the embedding cost at the current
RL iteration, in secret shared form. This cost is then summed up with ∑iJwiuK +∑

uJvuK +∑
lJvlK,

which are penalty values corresponding to the feasibility of the solution. We remind that vu = 0
(resp. vl = 0) if node u’s (resp., link l’s) capacity is not exceeded (and ∞ otherwise) and wiu = 1 if
node u is eligible to host V Ni (and ∞ otherwise).

The obtained value is then securely compared with the previous minimum cost (which is supposed
to be initialized at J∞K) by means of the GE operator, whose output is recovered by the participants.
If the current cost is less then the previous minimum (i.e., GE outputs 0), this cost is taken as the
new minimum. The execution of the RL stops when the GE outputs 1 (i.e., current cost greater or
equal to the previous minimum one) for a consecutive number of epochs equal to patience. Notice
that the last iteration in which GE outputs 0 corresponds to the computation of the best embedding
and the number of this iteration is known to all the participants.
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7.7.4 Recovery of the Final Secrets

At the end of the execution of RL algorithm, the K ISPs deliver to the customer their shares of the
minimum cost, obtained as described in the previous subsection. In this way, only the customer
can recover the final embedding cost. Then, participants identify the iteration in which the best
embedding has been obtained and exchange with each other the following data relative to that
iteration:

Data Received by the customer the customer receives from all the K ISPs the shares relative
to the states vector S(i)

CUST , ∀i and S
(kk′,ij)
CUST , ∀kk′, ij. From these data, customer discovers the ISPs

in charge of embedding the VNs and the peering links traversed by the VPs.

Data Received by the ISPs The generic ISPk receives from all the other participants the k-th
component of vector state S(i)

CUST ,∀i, from which it can recover the information if V Ni has been
assigned to it, and the vector state S(i)

ISPk
,∀i, from which it discovers the physical node in which

it has to embed V Ni. Then, the customer delivers to ISPk the information on the peering nodes
belonging to its infrastructure that should be traversed by V Pij , ∀ij. Finally, ISPk receives from
all the participants the vector state S(uv,ij)

ISPk
,∀uv, ij. Knowing the physical nodes that host the VNs

assigned to it and the peering nodes traversed by the VPs, ISPk is able to identify the pair of nodes
uv and, from S(uv,ij)

ISPk
, discover the links in which V Pij has to be embedded.

7.7.5 Fulfilliment of Privacy Requirements

7.7.5.1 Customer’s Privacy Requirements

All the ISPs perform operations on data relative to customer’s environments E(i)
CUST ,∀i and

Ekk′,ijCUST ,∀kk′, ij. These operations, described in subsection 7.7.2, are based on secure primitives.
Hence, no information about the VG is leaked beyond the number of VNs N . At every iteration
of the RL algorithm the participants discover if the current embedding cost is greater or equal to
the previous minimum one, as described in subsection 7.7.3, which does not provide additional
information about the VG. Finally, during the secret recovery phase described in subsection 7.7.4,
each ISP only receives data related to the portion of VG that it has to embed, from which it derives
the computational capacity di and type δi only of the generic V Ni, for every V Ni assigned to it.
Similarly, each ISP discovers the bandwidth requirement dij for every V Pij that it has to embed,
but no information about other VPs. Hence, customer’s privacy requirements are fulfilled.

7.7.5.2 ISPs’ Privacy Requirements

Each participant performs operations over the shares hiding infrastructural datails of the generic
ISPk and from environments E(i)

ISPk
,∀i and E(uv,ij)

ISPk
,∀uv, ij. From them, it is possible to discover the
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Figure 7.3: Comparison of costs achieved with the non-private RL, LID and FID approaches

number of nodes |Mk| and links |Lk| of ISPk, as well as |Puv
k |, i.e., the number of paths connecting

any two generic nodes u and v. However, since the operations performed on the shares are proved
secure, no additional information about costs and capacities of ISPk’s nodes and links are exposed,
as well as if there is or not a link between two generic nodes. Hence, also ISPs’ privacy requirements
are satisfied.

7.8 Numerical Results

7.8.1 Simulation Settings

In our experiments, we compare the RL-based approach with the LID and FID heuristics [41]
considering the final embedding cost. We perform simulations based on the parameters presented in
Table 7.3 and we show the results obtained by averaging the embedding costs of 50 experiments for
each type of simulated scenario (e.g., characterized by a certain number of VNs N , number of ISPs
K, etc...). Unless stated otherwise, we consider K = 5 ISPs with an average number of Mk = 15
nodes. The training of the RL algorithm is stopped when no improvements to the final costs are
observed for a number of iteration patience = 50000.

7.8.2 Evaluation of the RL approach

In this subsection, we evaluate the effectiveness of the RL-based approach presented in Section 7.5
(i.e., the non privacy-preserving one). Experiments are performed setting T V NCUST = 20, T V PCUST =
50, T V NISP = 1, T V PISP = 1. In Fig. 7.3 we show CostRL

CostFID
and CostLID

CostFID
for N ∈ {2, ..., 8}. We observe that

the CostRL is always lower than CostLID and, with N < 6, also then CostFID. Except for N = 2,

129



7. Privacy-Preserving Reinforcement Learning for Multi-domain Virtual Network
Embedding

Table 7.3: Simulation Settings

Variable Value
di U ∼ [0, 10]

Probability that V Ni

and V Nj exchange traffic 0.5

dij U ∼ [1, 10]
Number of VNs Types 10

Probability that an ISP can
host a certain type of VN 0.5

Probability that a physical node
can host a certain type of VN 0.5

Number of Peering Nodes
per ISP (on average)) 1.5

Number of Outgoing Peering Links
per ISP (on average) 4

Cost of embedding V Ni in node u U ∼ [1, 10]
Computational capacity of node u U ∼ {30, 40, 50}

Cost of embedding V Pij
in an internal link U ∼ {6, 7, 8, 9}

Cost of embedding V Pij
in a peering link U ∼ {11, 12, 13, 14, 15}

Capacity of an internal link U ∼ {50, 100}
Capacity of a peering link U ∼ {200, 400}

Learning rate lr and Discount Factor γ 0.125

CostLID
CostFID

is always higher that 1 and, on average, CostLIDCostFID
= 1.14 and CostRL

CostFID
= 1, thus suggesting

that the RL approach is a valid alternative to both the considered heuristics.
Then, Fig. 7.5a shows the minimum embedding cost as a function of the number of executed

iterations of the RL algorithm for N ∈ {2, ..., 8}. As expected, a longer exploration of the solution
space is needed to find the best embedding with increasing N . More specifically, the largest decrease
of embedding cost is obtained after 25000 iterations for large instances of the VG (i.e., N ≥ 5),
while much fewer epochs are needed for small VGs (e.g., the minimum embedding cost of N = 2 is
generally achieved after as few as 5000 epochs).

In the next subsection, we discuss the data overhead introduced by the privacy-preserving version
of the RL algorithm considered in the aforementioned experiments.

7.8.3 Data Overhead of the Privacy-Preserving RL

In Fig. 7.4 we show the volume of data that each pair of participants exchange with each other
at every iteration of the privacy-preserving RL algorithm (where secret shares are assumed to be
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Figure 7.4: Cumulative Overhead in each type of Environment
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Figure 7.5: Minimum Cost of the RL algorithm as a function of the number of iteration

represented using 20 bits). In particular, we show the overhead generated by performing operations in
each one of the four considered types of environments (described in subsection 7.5.1) with increasing
N , both on-line (in Fig. 7.4a) and off-line (in Fig. 7.4b).

First of all, we observe that the overhead increases with increasing N in all the environments, and
this increase is much more voluminous in the environments related to the embedding of a VP into
the physical links, i.e., EV PISP . As shown in Fig. 7.4a, the operations performed in this environment
and described in Subsection 7.7.2.2 introduce, at every iteration of the RL algorithm, a cumulative
on-line overhead of up 400Mbytes. On the other hand, operations in the other environments are
much less expensive (e.g., operations in EV NCUST introduce ∼ 10−3Mbytes per iteration). A similar
trend can be observed for data exchanged off-line. Notice that these high values are mainly due to
the fact that, as data is ciphered, participants are not aware of the specific environment in which they
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have to act and operations are repeated in all environments. However, we remind that operations are
effective only in the environment associated with a JmaskK = J1K, as explained in Section 7.7.1. A
strategy to reduce this high overhead is to limit the number of operations performed in environments
of type EV PISP , as discussed in the next subsection.

7.8.4 Comparison between Privacy-Preserving RL and the baselines

Here we evaluate the embedding cost achieved by performing operations on Euv,ijISPk
, ∀k, uv, ij every

T V PISP iterations of the privacy-preserving RL algorithm, with T V PISP ∈ {1, 100, 500, 1000}, i.e., by
varying the frequency of operations within the type of environments responsible for the greatest
portion of the overhead. Obtained results are shown in Fig. 7.6a.

Firstly, we observe that the privacy-preserving RL yields to an average increase of the embedding
cost of 3% with respect to FID heuristic, while the average costs of the non-privacy-preserving RL
and FID are the same, when T V PISP = 1. This result can be explained considering that operations
on ciphered data introduce several approximations (e.g., multiplications by decimal numbers are
truncated to integer values, as mentioned in subsection 7.6.2.3). Then, we notice that the cost
generally increases with increasing T V PISP , as the number of operations performed to find the physical
paths that embed the virtual ones are reduced. In particular, there is an average increase of cost
with respect to FID of 16%, 27% and 27%, achieved for T V PISP = 100,500 and 1000 iterations. For
N < 6, the cost obtained with T V PISP = 100 is still lower than CostLID, which implies an advantage
over to the privacy-preserving baseline (i.e., LID) at a significant reduction of data overhead. As
an example, for N = 5, CostRL

CostLID
goes from 96% to 113% when T V PISP goes from 1 to 100, which

is an acceptable increase as the overhead at every iteration of the RL drops from 152.42 to 1.61
Mbytes (exchanged on-line) and from 223.12 to 2.31 Mbytes (exchanged off-line). In general, the
total overhead decreases of a factor ∼ T V PISP . On the other hand, for N ≥ 6 the reduction of overhead
achieved with T V PISP = 100 leads to an embedding cost that is higher than the LID heuristic. As
a future study, we will evaluate such trade-off when 1 < T V PISP < 100, which seems to be a crucial
range to evaluate the ability of the privacy-preserving RL to effectively embed large VGs.

We then show in Fig. 7.5b the comparison of the minimum embedding cost as a function of
the RL iteration, for several T V PISP , considering N = 5. We observe that increasing T V PISP does not
significantly affect the number of iterations needed by the algorithm to converge but, as expected,
reduces its ability to minimize the embedding cost.

Finally, we show in Fig. 7.6b the embedding cost considering N = 5 for several number of ISPs
K ∈ {3, 5, 7} (and fixed number of physical nodes Mk = 15) and for several number of average
physical nodes in every ISP, i.e., Mk ∈ {10, 15, 25} (and fixed number of ISPs K = 5). These results
show that, when T V PISP ∈ {1, 100}, the RL yields lower costs than the LID baseline if the number of
ISPs (resp., of physical nodes) is increased from 5 to 7 (resp., from 10 to 25), suggesting the validity
of the proposed RL approach in a broad range of scenarios.
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Figure 7.6: Comparison between LID, FID and privacy-preserving RL for several values of T V PISP

7.9 Conclusions

In this Chapter, we have proposed a privacy-preserving RL algorithm to perform VNE over a
multi-domain infrastructure composed of several independent and mutually-distrustful ISPs. In this
context, ISPs are not willing to expose details of their infrastructure that are needed to perform
effective embedding (e.g., cost of traversing a link). By performing operations on secrets that ISPs
and customer hide under the SSS scheme, our algorithm allows both customer and ISPs to retain
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total privacy. We performed extensive simulations to evaluate the embedding cost achieved with our
algorithm compared to two existing heuristics, i.e., the Limited Information Disclosure (LID) and
the Full Information Disclosure (FID). By using the RL algorithm, we generally achieve embedding
costs lower than both the baselines at the cost of a high data overhead exchanged between customer
and ISPs. We then reduced the number of expensive operations and evaluated the resulting trade-off
between overhead and embedding costs, showing that a considerable reduction of data overhead can
be obtained while slightly increasing the final cost.
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In this thesis we applied existing and novel privacy-preserving strategies in several Internet-based
services. In particular, we considered the service of video content delivery jointly performed by CPs
and ISPs, in which we identified various information that must be protected, such as the popularity
of the contents offered by CPs, the location of users retrieving the contents and ISPs’ infrastructural
details, e.g., size of their cache servers. The proposed privacy-preserving strategies were mainly based
on data perturbation, secure multi-party computation and secret sharing techniques. Considered
use cases ranged from NN-compliant caching (for the realization of which we proposed an open
and privacy-preserving protocol), privacy-preserving caching and privacy-preserving deployment of
Virtual Servers based on users’ location. Moreover, we proposed an awareness tool to give users the
ability to measure and control the risks associated with the public exposition of their location in
Online Social Networks. Finally, we proposed a Reinforcement Learning algorithm working on the
SSS scheme to perform Virtual Network Embedding (VNE) over a multi-domain infrastructure in a
privacy-preserving manner. In what follows we summarize more in detail the contribution of the
thesis highlighting on the research issues considered per chapter.

• In Chapter 2 we investigated the privacy issues raised in the cooperation between a CP and
an ISP that are willing to perform an efficient caching while keeping CP’s video contents in
encrypted form. To this end, we considered an existing architectural solution that allows the CP
to hide its contents behind pseudonyms that the ISP is entitled to read to obtain information
about contents’ popularity (needed to perform caching efficiently) without decrypting the
contents themselves. We formalized CP’s privacy requirements and we observed that, by
analyzing the occurrences of the pseudonyms, the ISP can still apply attacks that threaten
them. We then formalized a pseudonyms’ replacement strategy that the CP can apply to
increase its privacy, and we noticed the existence of a trade-off between privacy and caching
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effectiveness. Finally, we performed extensive simulations over both real and synthetic data to
measure caching hit-ratio, average contents’ retrieval latency and average traffic load on ISP’s
network links. Results suggest that privacy can be guaranteed at the cost of an acceptable
degradation of caching effectiveness.

• In Chapter 3 we have observed that, given the large use of encryption applied by CPs (e.g., to
protect their users’ confidentiality), caching strategies need to be performed in cooperation by
CPs and ISPs (as the latter, by themselves, cannot infer CPs’ contents’ popularity needed for
effective caching). We considered several cooperative schemes and, by means of simulations, we
shown that the employed cooperative approach may lead to a privileged treatment of a CP’s
traffic at the expenses of its competitors. Based on that, we advocated the inclusion of caching
in the discussion on Network Neutrality and we proposed a possible definition of NN-compliant
caching. In particular, our idea is that CPs should be allocated portions of caches’ storage
proportional to the popularity of their contents. As this definition threatens CPs’ privacy (as
they are not willing to reveal such business-critical information), we also advocated the design
of a privacy-preserving protocol through which our vision of NN-compliant caching can be
realized.

• In Chapter 4 we proposed a privacy-preserving protocol to implement NN-compliant caching,
according to the definition provided in the previous Chapter. More specifically, this protocol
enables an ISP to subdivide its caches’ storage among several CPs proportionally to the
popularity of their contents, while not requiring the exposition of sensitive information, namely
the popularity of CPs’ contents and the sizes of ISP’s caches. The protocol achieves this
objective by performing operations on data that CPs and ISP encrypt by means of the Shamir
Secret Sharing Scheme. We validated the popularity-driven caches’ subdivision against two
baselines, i.e., the static subdivision (in which all the CPs are allocated the same portion of
storage, regardless of their contents’ popularity) and the Resource-Occupation (RO) driven
subdivision (in which CPs receive a portion of storage proportional to the RO generated in
the network of the ISP). Results, obtained by means of extensive simulations, shown that
the subdivision enabled by our protocol leads to higher caching performance with respect to
both the baselines, measured considering both the Hit-Rate and the RO. Moreover, the data
overhead generated by the use of the protocol was much less significant than the reduction of
RO measured by the ISP. Finally, the protocol proved scalable with increasing number of CPs
and volume of their contents.

• In Chapter 5 we focused on the effective and privacy-preserving deployment, within the ISP’s
network, of Virtual Servers (VSs) that a CP employs to deliver Live Videos (LVs) to its users.
Effectiveness was measured considering the average contents’ retrieval latency, while privacy
was relative to the protection of users’ location and requests. In particular, we noticed that
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ISP and CP have complementary information about their users. Specifically, ISP precisely
knows users’ location (needed to perform traffic delivery) but do not know the content of
users’ requests (which are encrypted by the CP for security reasons). On the other hand, the
CP can only estimate users’ location but knows exactly the content of their requests. As the
geographical distribution of LVs proved more localized with respect to traditional video content
(e.g., LVs may become viral within small areas), this information is required to perform the
optimal deployment of the VSs. We defined CPs’ and ISPs’ privacy requirements, and we
applied an existing secure multi-party computation protocol to make the ISP only learn an
aggregated information on the number of requests for a given contents coming from a specific
area. We shown that this information is sufficient to perform an effective deployment but not
to violate several primary ISPs’ and CPs’ privacy requirements. However, to guarantee more
demanding privacy requirements, an additional data perturbation approach was needed. We
evaluated the trade-off between level of data perturbation and effectiveness of the deployment,
and we concluded that challenging privacy requirements can only be met at the cost of a severe
increase of average retrieval latency.

• In Chapter 6 we proposed a privacy awareness tool that Twitter users can employ to measure
and control the risk associated with the public exposition of their location. We defined the
privacy of a user as the geographical distance between her actual location (i.e., expressed as a
geo-tag attached to a published content) and the estimated location that an attacker may infer
by analyzing publicly-available geo-tags. We simulated such attack by means of a novel deep
learning architecture that we proposed. Obtained results suggested high privacy risks for the
majority of the users, as 60% of them could be localized with an average error below 1 Km.
To address this issue, we proposed privacy-preserving strategies based on data perturbation
techniques, and we shown that they allowed to significantly increase users’ privacy. We then
trained a Random Forest algorithm to learn a model of this value of privacy as a combination
of several users’ features, such as her mobility, the frequency of her geo-tags and the level of
applied data perturbation. This model can be used as a privacy awareness tool, as it provides
accurate estimates of users’ privacy and allows to measure the impact that each feature has on
it. In line with the idea of increasing users’ awareness concerning the privacy of their location
on Twitter, we then considered, as study case, the trade-off between effectiveness of a proximity
marketing Location Based Service and users’ privacy, resulting from the application of the
proposed data perturbation strategy. The main take-home message was that high level of users’
privacy can be achieved while not significantly sacrificing the effectiveness of this service.

• In Chapter 7, we proposed a Reinforcement Learning algorithm to perform Virtual Network
Embedding (VNE) over a multi-ISP infrastructure in a privacy-preserving manner. The
considered scenario involved a customer willing to offer a virtual service to its users exploiting a
multi-domain physical infrastructure owned by several independent ISPs. More specifically, the
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objective of the customer was to minimize the deployment cost of a virtual graph representing
the offered service over such multi-domain network. In this multi-domain context, the ISPs do
not expose to the customer complete information about their networks, which are considered
privacy-sensitive and business critical assets, but rather a limited and abstracted view of their
infrastructures. This Limited Information Disclosure (LID) approach leads to a suboptimal
embedding with respect to its Full Information Disclosure (FID) counterpart. The proposed
algorithm achieved an embedding cost comparable with an existing FID heuristic, while
guaranteeing total privacy to both the customer and the ISPs. In fact, the proposed algorithm
was designed to perform meaningful operations on data that have been ciphered using the SSS
scheme. The main drawback of the proposed algorithm was the high data overhead introduced.
We addressed the problem by reducing the number of expensive operations that it performed.
We then observed that such reduction led to an increase of the embedding cost. We evaluated
this trade-off for several levels of this reduction and noticed that intermediate costs between
the FID and LID approaches could be achieved while lowering the overhead of at least two
orders of magnitude.

In conclusion, this work advanced the existing research on privacy-preserving cooperation
in Internet. Strategies to enable an effective yet privacy-preserving cooperation between large
stakeholders in Internet are expected to have growing relevance in the service delivery of tomorrow.
Given the importance and vastness of the considered topic, the approaches that we proposed should
not be seen as the definitive solution to the privacy/utility dilemma, but rather as simple starting
points. In particular, we advocate any contribution that may lead to their improvement! Specifically,
several drawbacks may hinder the actual implementation of our solutions in a real scenario. In the
following, we describe the drawbacks that we identified, along with possible research directions to
get rid of them.

• Being privacy a rather problem-dependent concept, we could not identify a universal metric
to measure its violation. In general, the provided definitions/metrics of privacy are meant
to measure the reduction of information leakage given by the application of the proposed
privacy-preserving strategies. As such measures strongly depend on the ability of the attacker to
extract valuable information from an information source, we advocate the development of more
advanced attack strategy to further validate the effectiveness of the proposed privacy-preserving
protocols.

• Several of the proposed privacy-preserving approaches (namely, the protocol used to compute
a NN-compliant caches’ subdivision and the RL algorithm, described in Chapters 4 and 7,
respectively) introduce non-negligible overhead in computational time and volume of data
exchanged among the participants. A possible research direction to solve these issues is the
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definition of similar protocols/algorithms based on lighter secret sharing strategies (e.g., trivial
secret sharing).
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