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Abstract

The aim of this thesis is to introduce a discretization of the physical phenomenon of

propagation of acoustic waves through poroelastic materials, by exerting a finite element

discontinuous Galerkin method on polygonal meshes. Wave propagation is modeled

by acoustics equations in the acoustic domain and low-frequency Biot’s equation in

the poroelastic one. The coupling is introduced by considering interface conditions,

imposed on the interface between the domains, of different nature: open and sealed

pores. Existence and uniqueness is proven for the continuous problem. For the space

discretization we introduce a discontinuous Galerkin method, which is then coupled

with suitable time integration schemes, such as the leapfrog, the Newmark and the

generalized α-method. A stability analysis both for the continuous problem and the

semi-discrete one is presented and error estimates for the energy norm are derived.

A numerical implementation is achieved through the software Matlab and a wide set

of numerical results obtained on test cases with manufactured solutions are presented

in order to validate the error analysis. Numerical experiments are also presented by

dealing with different scenarios, meshes and interfaces.
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Estratto

Lo scopo di questa tesi è quello di introdurre una discretizzazione del fenomeno fisico

della propagazione di onde acustiche attraverso materiali poroelastici, tramite un metodo

a elementi finiti di tipo discontinuous Galerkin su mesh poligonali. La propagazione

delle onde è modellizzata da equazioni acustiche nel dominio acustico e dalle equazioni

di Biot a bassa frequenza in quello poroelastico. L’accoppiamento viene introdotto con-

siderando le condizioni di interfaccia, imposte all’interfaccia tra i due domini, di diversa

natura: open pores e sealed pores. Viene dimostrata l’esistenza e unicità del problema

continuo. Viene introdotto un metodo discontinuous Galerkin per la discretizzazione in

spazio, che viene poi accoppiato tramite schemi di integrazione in tempo, e.g.: leapfrog,

Newmark e generalized α-method. Un’analisi di stabilità è presentata sia per la for-

mulazione debole del problema continuo, che per la formulazione del problema semi-

discreto e vengono derivate stime dell’errore per la norma energia. Un’implementazione

numerica è svolta attraverso il software Matlab e viene presentata una serie di risultati

numerici, ottenuti da casi test con soluzioni costruite appositamente, al fine di confer-

mare l’analisi sull’errore. Vengono inoltre presentate simulazioni numeriche trattando

diversi scenari, mesh e interfacce.
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Introduction

The poro-elasto-acoustic coupling is an important physical phenomenon that often oc-

curs in nature and has different fields of applications. As intuitively suggested by the

name, it happens whenever an acoustic/sound wave impacts a poroelastic medium and

consequently propagates through it. As shown in Figure 1a1, in acoustic engineering it

has an important interest, as for example for the study of sound propagation through

acoustic panels, whose main intent is to intercept and absorb acoustic waves, with the

final goal of noise reduction [67, 68].

(a) Sound absorbing panels (b) Underwater wave propagation

Figure 1: Examples of applications in acoustic engineering (a) and underwater sound
propagation (b)

As studied in [51], in civil engineering it plays a key role in passive control and

vibroacoustics: plastic foams and fibrous or granular materials (see Figure 2a) are

mainly used with this intent. In particular air-saturated porous materials find an

interesting usage in aeronautical fields in the so called inverse problem [26, 36, 38]. With

a totally different aim is the application in underwater sound propagation [28, 45, 49]:

the coupling occurs when an acoustic wave moving in an acoustic domain, where a

fluid (water) lives, reaches the seabed. Part of the wave is absorbed by sand, modeled

as a poroelastic material, while a response given by the resulting reflection wave is

studied in order to have information about depth (as shown in Figure 1b2). Many

others are the fields of application, as for example the study of ultrasound propagation

throughout bones [40, 44, 56, 58, 65], deeply studied in biomechanics, thanks to the

1https://www.soundproofcow.com
2https://ostiaedintorni.it/20-000-telefonate-sotto-i-mari
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porous-sponge composition of cancellous bones (as shown in Figure 2b), in order to

diagnose osteoporosis and study the evolution of the disease. Still in the medical

field, the theory has been frequently used in order to solve soft tissues deformation, in

particular heart tissue [46, 78], skin [59] and aortic tissue [48, 50] . The direct study

of the interaction of soil with acoustic waves in geophysics [43, 77], seismology [52, 79],

etc., also find a relevant application of Biot’s theory.

(a) Air-saturated material (b) Cancellous bone

Figure 2: Examples of porous materials3

Poroelastic waves study the combined propagation of pressure and elastic waves

through a porous material. Pressure waves propagate through the saturating fluid in-

side pores, while acoustic ones through the porous skeleton. The theory of propagation

of acoustic waves with application to poroelasticity has been developed mainly by Biot

[16, 17, 18, 19, 20, 21] in 1956, by introducing general equations and proposing differ-

ent ways to treat coupling between acoustic and poro-elastic domains. This theory has

been mainly used in petroleum industries, in order to determine physical properties of

reservoir rocks. Main discoverings of Biot’s analysis concerned with slow compressional

waves, whose study carried on the analysis on fast compressional waves, introduced in

1944 by Frenkel. Frenkel was in fact the first who pointed out the existence of two

different compressional waves, dealing with the analysis of waves propagation in fluid

saturated porous media [55, 69, 74], proposing a model of seismic waves in saturated

soils. In particular, he distinguished in-phase (fast) movements between solid and fluid

from out-phase (slow) ones.

As done in [6], it has been chosen to numerically address the problem through a

high order discontinuous Galerkin (dG) method [25, 24, 61, 62]. The choice of this

technique has been made in order to ensure adaptivity to unstructured meshes and

to avoid numerical issues, even if imposing high computational requirements, possibly

avoided through parallel computing. Moreover, recent studies (see [7]) have proven that

this method supports polytopic meshes, a relevant aspect in dG-theory, not taken into

account in this work, as discussed later on. Other methods certainly lend themselves to

3Images taken from reference [37]
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polytopic meshes, such as the Virtual Element method [12, 13, 14], the Polygonal Finite

Element method [71, 72], the Hybrid High-Order method [31, 32, 33] and the Mimetic

Finite Difference method [3, 23]. On classical tetrahedral/hexahedral grids, standard

continuous Galerkin [47], Finite Volume [15] and many other numerical methods could

be equally considered. Lagrange Multipliers [11, 64] method could be adopted in order

not to take into account a penalty term, ensuring convergence in non-matching grids

and fitting perfectly with the coupled problem, due to its reduction to an interface

problem (see [2] for a direct application to the Biot system).

As commonly found in literature, discretization adopted has been done in space,

iterating then in time. As in [54] one could evenly consider a different approach, by

discretizing firstly in time through a Fourier transform and adopting then a Finite

Element method for the space.

As shown in Figure 3, poro-elastic materials could be very difficult to handle, since

natural aspects impose many different scenarios. A first analysis on the poroelastic

domain has been therefore introduced, in order to treat different cases of interest.

In order to carry on the treatment of poroelastic domain, the definition of pores is

necessary: bigger or smaller holes in (elastic) materials where a fluid is able to move.

In particular pores can be easily subdivided into open pores and sealed pores (closed),

widely simplifying previous concepts. Intuitively the first ones share a part with the

outer surface of the material, while the latter ones are totally locked in. As shown in

Figure 3, in-between these two definition, more rigorous ones can be given.

Figure 3: Pores subdivision in a poroelastic domain4: (A) closed pores, (B) channel
pores which connect separate pores, (C) blind alley pores, (D) loop pores, (E) pocket
pores and (F) micro pores.

In this study two different cases have been taken into account: open and sealed

pores. From the modelling point of view, the difference between them is the way in

which interface conditions between acoustic and poroelastic domains have been formu-

lated, as described later on. Poroelastic theory has been therefore introduced through

proper equations: numerical domains have been equally discretized, not taking into ac-

4Image taken from reference [1]
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count possibly meshes with many small holes, to represent pores in poroelastic domain.

The remaining part of the thesis is structured as follows: in Chapter 1 we introduce

the mathematical model equations to be solved, both for the acoustic and the poroe-

lastic domains, and coupling conditions, in order to consider a well-posed problem,

whose existence and uniqueness have been here proven. The weak formulation of the

continuous problem has been presented and a stability estimate has been proven; in

Chapter 2 dG theory has been taken into account, by introducing the discrete setting

and trace operators, so that the problem has been discretized, both in space and in

time, through suitable time integration methods. Moreover, a stability and an error es-

timate have been proven for the semi-discrete problem; in Chapter 3 it has been carried

out a convergence analysis both in a monodomain and in a two-domains asset, in order

to check the correct behaviour and the robustness of the implemented code. More-

over, some physical tests have been done, considering different domains and interfaces

(linear, transversal, circular and sinusoidal), to represent various scenarios.

General notation

In this thesis lighteface letters are adopted to represent scalar fields, boldface roman

letters are used for vector fields and boldface greek letters for second-order tensor fields.

An open, bounded, polygonal and convex domain Ω ⊂ Rd is introduced and shown in

Figure 4, with d ∈ {2, 3} and is decomposed as the union of two open, convex, polyg-

onal and bounded subdomains: Ω = Ωp ∪Ωa, representing respectively the poroelastic

and the acoustic domain. The (Lipschitz) boundary of Ω is denoted by ∂Ω. The two

subdomains share part of their boundary, resulting in the interface ΓI = ∂Ωp ∩ ∂Ωa.

Moreover, the following partions hold: ∂Ωp = ΓpD ∪ ΓI and ∂Ωa = ΓaD ∪ ΓI , with

Figure 4: Domains and Interface

ΓpD ∩ΓI = ∅ and ΓaD ∩ΓI = ∅. Surface measures of ∂Ω, ∂Ωp, ∂Ωa and ΓI are assumed

to be strictly positive. Outer unit normal vectors to ∂Ωp and ∂Ωa are respectively

denoted by np and na, so that np = −na on ΓI .

By taking X ⊆ Ω, the notation L2(X) is adopted in place of [L2(X)]d, with d ∈ {2, 3}.
The scalar product in X is denoted by (·, ·)X , with associated norm ‖·‖X . Similarly

16



H`(X) is defined as [H`(X)]d, with ` ≥ 0, equipped with the norm ‖·‖`,X . Assuming

conventionally that H0(X) ≡ L2(X), we set: ‖·‖X ≡ ‖·‖0,X . Here H`(X) = {v ∈
L2(X) : Dαv ∈ L2(X), ∀α : |α| ≤ `}, where the symbol Dα denotes the derivative

in the sense of distributions of order α = (α1, . . . , αd), such that |α| =
∑d

i=1 αi ≤ `,

d ∈ {2, 3}.
The notation x . y is introduced in place of x ≤ Cy, with C > 0, independent of poly-

nomial degree, meshsize, number of faces of mesh elements, but possibly dependent on

physical properties of material.

Main differential operators used are gradient, divergence and Laplacian, denoted re-

spectively by ∇, ∇· and ∆ (see [66]). Ψ̇(t) and Ψ̈(t) stand for first and second time

derivatives of a generic scalar or vector field Ψ(t). A time interval (0, T ] is introduced

by considering T > 0 as final time.

17
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Chapter 1

The physical model and

governing equations

1.1 The acoustic equations

Depending on cases of interest, different unknowns could be considered to represent an

acoustic wave propagation phenomenon. In particular a pressure wave moving through-

out a fluid can be simply modeled in terms of a pressure p, as done in [54]. In this

work it has been chosen, as in [6, 41] to consider an acoustic potential ϕ. This notation

allows moreover to rewrite acoustic equations in different ways: a velocity wave could

be considered by defining va = −∇ϕ; a pressure wave is written instead as pa = ρaϕ̇.

Those definitions will be useful to introduce interface equations later on.

An acoustic wave, moving with constant velocity c in a fluid domain Ωa, with density

ρa is considered. Acoustic equations depend on the acoustic potential ϕ and velocity

v as follows: 
ρav̇ +∇ϕ = 0

ϕ̇+ ρac
2∇ · v = fa.

(1.1)

Here fa indicates an external source term. In order to write equations (1.1) in terms of

the acoustic potential ϕ, the second equation can be differentiated in time. By writing

explicitly the time derivative of v and plugging it into the modified second equation,

the system reduces to:

ϕ̈− c2∆ϕ = fa. (1.2)

1.2 The poro-elastic equations

In this section we introduce the poroelastic equations, by considering a poroelastic

domain Ωp. As described in the introductive chapter, the domain could present different

kind of pores, but for all of them the system of equation shortly introduced before

holds true. Different cases will be treated as soon as the coupling equations with the
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acoustic part will be introduced. Even for the poro-elastic model, different unknowns

could be considered. In this thesis it has been chosen to consider a two-displacement

formulation, as in [54], by considering solid and filtration displacements, indicated with

u and w, respectively. Other choices could consider velocities of the solid skeleton and

filtration velocity [27], namely: u̇ and ẇ as unknowns. Eventually, a velocity-pressure

(u − p) formulation is often used in literature, as in [2, 15, 61], where p denotes the

pores pressure, in order to study the quasi-static Biot system. As in [27], we consider

low-frequency Biot equations, that read:
ρü+ ρf ẅ −∇ · σ = fp

ρf ü+ ρwẅ + η
k ẇ +∇p = gp.

(1.3)

The three densities ρ, ρf and ρw that appear in the system are defined as: an average

density ρ = φρf +(1−φ)ρs, with ρs solid density; ρf is the saturating fluid density, the

same of the acoustic fluid density ρa; ρw is defined as ρw = a
φρf , respectively. Here η

is used to represent the dynamic viscosity of the fluid, a measure of internal resistance.

Parameters of poro-elastic theory need to be introduced: 0 < φ0 ≤ φ ≤ φ1 < 1 indicates

the porosity of the material, that is nothing but the percentual of void spaces; a > 1

is the tortuosity [70], a measure of the deviation of the pore fluid paths from straight

streamlines in porous and saturated media. Here, k is the permeability, a measure of the

ability of a material to host a fluid. The filtration displacement w has to be intended

as a relative displacement with respect to the solid one, namely: w = φ(uf − u). The

term uf denotes the fluid displacement, hidden in this analysis by the same filtration

displacement. In (1.3) the forcing and boundary terms are denoted by fp and gp, re-

spectively.

Notice that the second equation of system (1.3) is valid under a constraint on frequen-

cies. In particular, the spectrum of the waves has to lie in the low-frequency range, so

that in this analysis will be considered only frequencies lower than:

fc =
ηφ

2πakρf
.

System (1.3) counts as unknowns u,w,σ and p. In order to have two equations in two

unknowns, constitutive laws for stress σ and pressure p are introduced:

σ(u, p) = C : ε(u)− βpI, (1.4)

p(u,w) = −m(β∇ · u+∇ ·w). (1.5)

20



Here the strain tensor is defined as ε(u) = 1
2(∇u+∇uT ). Moreover, C stands for the

fourth-order, symmetric and uniformly elliptic elasticity tensor, written as:

C =

λ+ 2µ 0 λ

0 µ 0

λ 0 λ+ 2µ

 .

It is important to stress the fact that the above tensor is a two-dimensional tensor. By

the way it has been rewritten in such a way, in order to have an algebraic visualization

of its action over the strain tensor. In particular C : ε(u) could be intended as a matrix-

vector product C e(u), where e = (ε11, 2 ε12, ε22)T , so that σ = (σ11, σ12, σ22)T can

be easily rebuilt as a matrix. The Lamé coefficients λ and µ of the elastic skeleton

are introduced, as done in [6]. In (1.4)-(1.5) β and m are the Biot’s coefficients of

the isotropic matrix. It can be shown that Lamé coefficients of the saturated and dry

matrices (respectively λf and λ) are linked, i.e.:

λf = λ+ β2m.

Equation (1.4) plays a crucial role in theory of poroelasticity. In fact, it shows how

stresses applied to a porous (saturated) medium are partly split into a solid skeleton

contribute and partly into a pore fluid one. In literature this constitutive law is referred

to the principle of effective stress, since responsible for solid deformations. This princi-

ple has been introduced in 1936 by Terzaghi [53, 74, 75], showing how stresses applied

to rocks are opposed by fluid pressure of pores, constituting the rock itself. Beside main

assumptions that need to be verified in order to state the principle, here not listed (see

[74]), it is important to point out the need of a fully saturated asset for the soil, so

that no air voids could be taken into account. Biot’s coefficient β, has been set equal

to 1 in Terzaghi’s theory, in order to model soil and in general soft soil. We point out

that this assumption fails to hold when dealing with rocks, so that in general 0 ≤ β ≤ 1.

By plugging the constitutive laws (1.4) and (1.5) into (1.3), the poro-elastic system

in two unknowns is the following:
ρü+ ρf ẅ −∇ · (C : ε(u))− β2m∇(∇ · u)− βm∇(∇ ·w) = fp

ρf ü+ ρwẅ + η
k ẇ − βm∇(∇ · u)−m∇(∇ ·w) = gp.

(1.6)

1.3 The interface equations

So far, two different phenomena have been considered in two separate domains. The

poro-elasto-acoustic coupling is now introduced by considering (physically consistent)

interface conditions, a highly discussed topic in literature [22, 27, 39, 42, 54]. Interface

conditions will be four for displacements in Ωp and one for the acoustic potential in Ωa.
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In particular stress and velocities continuities are imposed in order to ensure respec-

tively the continuity of normal stresses and the conservation of mass at the interface

ΓI . While a pressure continuity is imposed by rewriting the acoustic potential in terms

of a pressure. This latter condition is nothing but a local Darcy’s law, modelling the

hydraulic contact between the fluid and the porous medium. From the above discussion

we can write the interface conditions as:

σ · np = −ρaϕ̇np, (1.7)

(u̇+ ẇ) · np = −∇ϕ · np, (1.8)

[p] = − 1

K
ẇ · np, (1.9)

where the operator [·] indicates the jump of the variable considered, from domain Ωp to

Ωa over the interface ΓI . The variable K is the hydraulic permeability at the interface

and depending on it, different kind of pores can be considered in the analysis, as shown

in Figure 3. In particular:

• If K → +∞, equation (1.9) reduces to the continuity of pressure at the interface,

that is: p = ρaϕ̇, where p is explicited in terms of u and w through constitutive

law (1.5). Physically, this condition represents the open pores case.

• If K → 0, (1.9) simplifies to ẇ·np = 0, that implies that (1.8) imposes a continuity

only on the solid velocity, namely: u̇ · np = −∇ϕ · np. This is the sealed pores

case, in which the filtration velocity is imposed to be null at the interface.

• Following [27], intermediate scenarios between open and sealed pores could be

considered. This is the case of imperfect pores, for which 0 < K < +∞. This last

condition will not be taken into account in this analysis.

In order to numerically treat those different cases, a variable kint is introduced as

follows:

kint =

1 if K → +∞ (open pores)

0 if K → 0 (sealed pores).
(1.10)

Interface equations impose therefore conditions mainly on time or space differentiated

quantities. This aspect will be relevant in the postprocessing analysis of numerical

tests, as having a graphical visualization of coupling conditions will not be trivial.

1.4 The fully-coupled poro-elasto-acoustic problem

Following the previous considerations on single domains, a coupled formulation can now

be stated. As asserted before, unknowns are the solid displacement (of the skeleton)

u, the filtration displacement w and the acoustic potential ϕ. For simplicity, it has

been chosen to set null boundary Dirichlet conditions on ΓpD and ΓaD, ∀t > 0. Second
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order time derivatives require an initial condition on first time derivatives of unknowns,

in addition to an initial condition on u, w and ϕ. Therefore the poro-elasto-acoustic

problem reads as:

for sufficiently smooth fp, gp, fa and initial conditions (u0,u1,w0,w1, ϕ0, ϕ1), find

u : Ωp × [0, T ]→ R3, w : Ωp × [0, T ]→ R3 and ϕ : Ωa × [0, T ]→ R s.t.:



ρü+ ρf ẅ −∇ · σ = fp in Ωp × (0, T ],

ρf ü+ ρwẅ + η
k ẇ +∇p = gp in Ωp × (0, T ],

ρac
−2ϕ̈− ρa∆ϕ = ρafa in Ωa × (0, T ],

σ · np = −ρaϕ̇np in ΓI × (0, T ],

p+ 1
Kẇ · np = ρaϕ̇ in ΓI × (0, T ],

∇ϕ · na = −(u̇+ ẇ) · na in ΓI × (0, T ],

u = w = 0 in ΓpD × (0, T ],

ϕ = 0 in ΓaD × (0, T ],

u(·, 0) = u0 in Ωp,

w(·, 0) = w0 in Ωp,

u̇(·, 0) = u1 in Ωp,

ẇ(·, 0) = w1 in Ωp,

ϕ(·, 0) = ϕ0 in Ωa,

ϕ̇(·, 0) = ϕ1 in Ωa.

(1.11)

The acoustic equation has been multiplied by ρa, in order to ensure (skew) symmetry

of coupling bilinear forms introduced later on. Moreover, it has been chosen to split

interface equations in order to be consistent with the integration by parts that will

follow in the next chapter. Initial conditions will be differently taken into account from

the numerical point of view, depending on the time integration schemes.

1.5 Existence and uniqueness of strong solution

The existence and uniqueness of a strong solution to (1.11) can be inferred in the

framework of the Hille-Yosida theory. To this aim, suitable regularity assumptions are

needed on source terms, as well as on initial and boundary data. Hilbertian Sobolev

spaces are firstly introduced as follows:

H1
D(Ωp) = {v ∈H1(Ωp) : v = 0 on ΓpD},

H1
D(Ωa) = {v ∈ H1(Ωa) : v = 0 on ΓaD},
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H∆
C (Ωp) = {v ∈ L2(Ωp) : ∇ · (C : ε(v)) ∈ L2(Ωp)},

H2
∗ (Ωp) = {v ∈ L2(Ωp) : D2v ∈ L2(Ωp)},

H∆(Ωa) = {v ∈ L2(Ωa) : ∆v ∈ L2(Ωa)}.

For any integer k ≥ 0 and a generic Hilbert space H, the usual notation Ck([0, T ];H)

has been adopted for the space of functions k-times differentiable in [0, T ], belonging

to H.

For the sake of presentation, it will be considered in the following problem (1.11)

equipped with homogeneous Dirichlet boundary conditions.

Theorem 1 (Existence and uniqueness). Assume that the initial data have the follow-

ing regularity:

u0 ∈ H∆
C (Ωp) ∩H1

D(Ωp) ∩H2
∗ (Ωp), u1 ∈H1

D(Ωp),

w0 ∈ H1
D(Ωp) ∩H2

∗ (Ωp), w1 ∈H1
D(Ωp),

ϕ0 ∈ H∆(Ωa) ∩H1
D(Ωa), ϕ1 ∈ H1

D(Ωa),

and that the source terms are such that fp ∈ C1([0, T ];L2(Ωp)), gp ∈ C1([0, T ];L2(Ωp))

and fa ∈ C1([0, T ];L2(Ωa)). Then, problem (1.11) admits a unique strong solution

(u,w, ϕ) s.t.

u ∈ C2([0, T ];L2(Ωp)) ∩ C1([0, T ];H1
D(Ωp)) ∩ C0([0, T ];H∆

C (Ωp) ∩H2
∗ (Ωp) ∩H1

D(Ωp)),

w ∈ C2([0, T ];L2(Ωp)) ∩ C1([0, T ];H1
D(Ωp)) ∩ C0([0, T ];H2

∗ (Ωp) ∩H1
D(Ωp)),

ϕ ∈ C2([0, T ];L2(Ωa)) ∩ C1([0, T ];H1
D(Ωa)) ∩ C0([0, T ];H∆(Ωa) ∩H1

D(Ωa)).

Proof. Let v = u̇, z = ẇ, λ = ϕ̇ and let U = (u,v,w, z, ϕ, λ). The following Hilbert

space is introduced:

H = H1
D(Ωp)×L2(Ωp)×H1

D(Ωp)×L2(Ωp)×H1
D(Ωa)× L2(Ωa),

equipped with the following scalar product

(U1,U2)H = (ρv1,v2)Ωp + (ρfz1,v2)Ωp + (ρfv1, z2)Ωp + (ρwz1, z2)Ωp

+ (C : ε(u1), ε(u2))Ωp
+ (m∇ · (βu1 +w1),∇ · (βu2 +w2))Ωp

+ (ρac
−2λ1, λ2)Ωa + (ρa∇ϕ1,∇ϕ2)Ωa .

Notice that

(ρv1,v2)Ωp + (ρfz1,v2)Ωp + (ρfv1, z2)Ωp + (ρwz1, z2)Ωp =

(ρ̃sv1,v2)Ωp + (ρ̃wz1, z2)Ωp +
(
ρf [φ1/2v1 + φ−1/2z1], φ1/2v2 + φ−1/2z2

)
,

where ρ̃s = (1− φ)ρf , ρ̃w = a0
φ ρf and a = 1 + a0.
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The operator A : D(A) ⊂ H→ H has been defined as

AU =



−v
−ρw
ρT
∇ · σ − ρf

ρT

η
kz −

ρf
ρT
∇p

−z
ρf
ρT
∇ · σ + ρ

ρT

η
kz + ρ

ρT
∇p

−λ
−c2∆ϕ


,

with ρT = ρρw− ρ2
f > 0, where the domain D(A) of the operator is the linear subspace

of H defined as follows:

D(A) = {U ∈ H : u ∈H∆
C (Ωp) ∩H2

∗ (Ωp),v ∈H1
D(Ωp),w ∈H2

∗ (Ωp),

z ∈H1
D(Ωp), ϕ ∈ H∆(Ωa), λ ∈ H1

D(Ωa);

(σ + ρaλI) · np = 0, on ΓI ,

(p− ρaλ)np = 0, on ΓI ,

(∇ϕ+ v + z) · na = 0, on ΓI}.

Finally, let

F(t) =



0

(ρwfp − ρfgp)/ρT
0

(ρgp − ρffp)/ρT
0

c2fa


.

With the above notation, problem (1.11) can be reformulated as follows:

given F ∈ C1([0, T ],H) and U0 ∈ D(A), find U ∈ C1([0, T ];H) ∩ C0([0, T ];D(A)) s.t.
dU
dt

+AU(t) = F(t), t ∈ (0, T ],

U(0) = U0.

Owing to the Hille-Yoside theorem, this problem is well-posed provided A is maximal

monotone, i.e. (AU ,U)H ≥ 0 ∀ U ∈ D(A) and I +A is surjective from D(A) to H.

By definition of the scalar product in H, it follows:

(AU ,U)H =−
(
ρ
ρw
ρT
∇ · σ + ρ

ρf
ρT

η

k
z + ρ

ρf
ρT
∇p,v

)
Ωp

+

(
ρf
ρf
ρT
∇ · σ + ρ

ρf
ρT

η

k
z + ρ

ρf
ρT
∇p,v

)
Ωp

−
(
ρf
ρw
ρT
∇ · σ + ρf

ρf
ρT

η

k
z + ρf

ρf
ρT
∇p, z

)
Ωp
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+

(
ρw
ρf
ρT
∇ · σ + ρw

ρ

ρT

η

k
z + ρ

ρw
ρT
∇p, z

)
Ωp

− (C : ε(v), ε(u))Ωp
− (ρa∆ϕ, λ)Ωa

− (ρa∇λ,∇ϕ)Ωa − (m∇ · (βv + z),∇ · (βu+w))Ωp

=− (∇ · σ,v)Ωp + (∇p, z)Ωp + (
η

k
z, z)Ωp

− (C : ε(v), ε(u))Ωp
− (ρa∆ϕ, λ)Ωa

− (ρa∇λ,∇ϕ)Ωa − (m∇ · (βv + z),∇ · (βu+w))Ωp

= (C : ε(u), ε(v))Ωp
+ (m∇ · (βu+w),∇ · (βv))Ωp

− (σnp,v)ΓI

+ (m∇ · (βu+w),∇ · z)Ωp
− (pnp, z)ΓI

+
(η
k
z, z

)
Ωp

− (C : ε(v), ε(u))Ωp
+ (ρa∇ϕ,∇λ)Ωa − (ρa∇ϕ · na, λ)ΓI

− (ρa∇λ,∇ϕ)Ωa − (m∇ · (βu+w),∇ · (βv + z))Ωp

=

∥∥∥∥(ηk)1/2
z

∥∥∥∥2

Ωp

≥ 0.

Notice that the terms that live on ΓI vanish due to interface conditions imposed.

A is therefore monotone. It remains to verify that for any F ∈ H, there exists a unique

U ∈ D(A) s.t. U +AU = F , that is:



u− v = F1,

v − ρw
ρT
∇ · σ −

ρf
ρT

η

k
z −

ρf
ρT
∇p = F2,

w − z = F3,

z +
ρf
ρT
∇ · σ +

ρ

ρT

η

k
z +

ρ

ρT
∇p = F4,

ϕ− λ = F5,

λ− c2∆ϕ = F6.

(1.12a)

(1.12b)

(1.12c)

(1.12d)

(1.12e)

(1.12f)

Observe that (1.12a), (1.12c) and (1.12e) can be further rewritten as v = u − F1,

z = w − F3 and λ = ϕ − F5, respectively. By using equations (1.12a), (1.12c) and

(1.12e) , the system can be reformulated as follows:

ρ

(
v − ρw

ρT
∇ · σ −

ρf
ρT

η

k
z −

ρf
ρT
∇p
)

+ ρf

(
z +

ρf
ρT
∇ · σ +

ρ

ρT

η

k
z +

ρ

ρT
∇p
)

=

ρF2 + ρfF4,

ρf

(
v − ρw

ρT
∇ · σ −

ρf
ρT

η

k
z −

ρf
ρT
∇p
)

+ ρw

(
z +

ρf
ρT
∇ · σ +

ρ

ρT

η

k
z +

ρ

ρT
∇p
)

=

ρfF2 + ρwF4,

ρac
−2
(
λ− c2∆ϕ

)
= ρac

−2F6,
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which implies
ρu+ ρfw −∇ · σ = ρ(F1 + F2) + ρf (F3 + F4) = G1,

ρfu+ ρww +
η

k
w +∇p = ρf (F1 + F2) + ρw(F3 + F4) +

η

k
F3 = G2,

ρac
−2ϕ− ρa∆ϕ = ρac

−2(F5 + F6) = G3.

(1.13)

Since np = −na on ΓI and owing to (1.12a), (1.12c) and (1.12e) and to the transmission

conditions on ΓI embedded in the definition of D(A), the variational formulation of the

above problem reads:

Find (u,w, ϕ) ∈ H1
D(Ωp) × H1

D(Ωp) × H1
D(Ωa) s.t. for any (v, z, λ) ∈ H1

D(Ωp) ×
H1
D(Ωp)×H1

D(Ωa), it holds:

A((u,w, ϕ), (v, z, λ)) = L(v, z, λ),

where:

A((u,w, ϕ), (v, z, λ)) =(ρu,v)Ωp + (ρfw,v)Ωp

+ (Cε(u), ε(v))Ωp
+ (m∇ · (βu+w),∇ · (βv + z))Ωp

+
(η
k
w, z

)
Ωp

+ (ρac
−2ϕ, λ)Ωa + (ρa∇ϕ,∇λ)Ωa

+(ρfu, z)Ωp + (ρww, z)Ωp

+(ρaϕnp,v + z)ΓI
− (ρa(u+w) · np, λ)ΓI

and

L(v, z, λ) = (G1,v)Ωp + (G2, z)Ωp + (G3, λ)Ωa .

This problem is well posed thanks to the Lax-Milgram Lemma (see [66]). Notice that

the bilinear form A is coercive since the interface contribution vanish when v = u,

z = w and λ = ϕ. In addition, thanks to (1.12b), it can be inferred that u ∈
H∆

C (Ωp) ∩H2
∗ (Ωp) ∩H1

D(Ωp), w ∈ H2
∗ (Ωp) ∩H1

D(Ωp) and ϕ ∈ H∆(Ωa) ∩ H1
D(Ωa).

Moreover, this gives (v, z, λ) ∈H1
D(Ωp)×H1

D(Ωp)×H1
D(Ωa), thanks to (1.12a), (1.12c)

and (1.12e). Then U ∈ D(A) and the proof is complete.
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1.6 Weak Formulation

We multiply equations (1.2) and (1.3) by test functions v, ξ ∈H1
D(Ωp) and ψ ∈ H1

D(Ωa)

and integrate by parts. We obtain:



(ρü,v) + (ρf ẅ,v) + (C : ε(u), ε(v))

+(βm(β∇ · u+∇ ·w)I, ε(v))− 〈C : ε(u) · np,v〉

−〈βm(β∇ · u+∇ ·w)np,v〉 = (fp,v),

(ρf ü, ξ) + (ρwẅ, ξ) + (ηk−1ẇ, ξ) + (m(β∇ · u+∇ ·w),∇ · ξ)

−〈m(β∇ · u+∇ ·w)np, ξ〉 = (gp, ξ),

(ρac
−2ϕ̈, ψ) + (ρa∇ϕ,∇ψ)− 〈ρa∇ϕ · na, ψ〉 = (ρafa, ψ).

(1.14a)

(1.14b)

(1.14c)

To derive equations (1.14a)-(1.14c), it has been used a well-known corollary of the

Divergence Theorem (see [66] for more details). In particular, given V ⊂ Rn compact

set (with a regular enough boundary ∂V ), a sufficiently regular vectorial field F and a

scalar function g, the following identity holds:∫
V

[F · ∇g + (∇ · F )g] dV =

∮
∂V
gF · n dγ. (1.15)

More precisely, equation (1.14a) has been derived through a proper generalization to

tensorial analysis of this last identity. Equation (1.14b) is ensured instead by simply

setting in (1.15) g = p . The last integration has been computed by considering F = ∇ϕ
and the same definition of the Laplacian operator: ∆ϕ = ∇ · ∇ϕ.

We remark that, at this point the constitutive laws have not yet been used, in order to

correctly impose the coupling conditions. It should also be noted that the boundary

terms perfectly match (on ΓI) with the following interface conditions in weak form,

imposed on the interface ΓI :

− 〈σ · np,v〉 = 〈ρaϕ̇np,v〉 = Cp(ϕ,v), (1.16)

kint〈pnp, ξ〉 = kint〈ρaϕ̇np, ξ〉 = kintCp(ϕ, ξ), (1.17)

− 〈ρa∇ϕ · na, ψ〉 = ρa〈(u̇+ kintẇ) · na, ψ〉 = Ca(u, ψ) + kintCa(w, ψ). (1.18)

It is important to stress the fact that equation (1.17) cancels out when kint = 0, as ex-

pected by equation (1.9) and the resulting condition ẇ ·n = 0 is inherited by condition

(1.8).

Moreover, by plugging into equations (1.14a-1.14c) the constitutive laws defined in

equations (1.4) and (1.5) and the newly introduced coupling bilinear forms, a the solu-
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tion of (1.11) satisfies the following system:

for any t ∈ (0, T ], find (u,v, ϕ) ∈ H1
D(Ωp)×H1

D(Ωp)×H1
D(Ωa) s.t. for all (v, ξ, ψ) ∈

H1
D(Ωp)×H1

D(Ωp)×H1
D(Ωa), it holds:

(ρü,v)Ωp + (ρf ẅ,v)Ωp +Ap(u,v) + Bp(βu+w, βv) + Cp(ϕ,v)

+ (ρf ü, ξ)Ωp + (ρwẅ, ξ)Ωp + ηk−1(ẇ, ξ)Ωp + Bp(βu+w, ξ) + kintCp(ϕ, ξ)

+ (ρac
−2ϕ̈, ψ)Ωa +Aa(ϕ,ψ) + Ca(u, ψ) + kintCa(w, ψ)

= (fp,v)Ωp + (gp, ξ)Ωp + (ρafa, ψ)Ωa .

(1.19)

The bilinear forms Ap : H1
D(Ωp) ×H1

D(Ωp) → R, Bp : H1
D(Ωp) ×H1

D(Ωp) → R, Aa :

H1
D(Ωa)×H1

D(Ωa)→ R, Cp : H1
D(Ωa)×H1

D(Ωp)→ R and Ca : H1
D(Ωp)×H1

D(Ωa)→ R
are defined as follows:

Ap(u,v) = (C : ε(u), ε(v))Ωp ∀ (u,v) ∈H1
D(Ωp)×H1

D(Ωp),

Bp(u,v) = (m∇ · u,∇ · v)Ωp ∀ (u,v) ∈H1
D(Ωp)×H1

D(Ωp),

Aa(ϕ,ψ) = (ρa∇ϕ,∇ψ)Ωa ∀ (ϕ,ψ) ∈ H1
D(Ωa)×H1

D(Ωa),

Cp(ϕ,v) = 〈ρaϕ̇np,v〉ΓI
∀ (ϕ,v) ∈ H1

D(Ωa)×H1
D(Ωp),

Ca(u, ψ) = 〈ρau̇ · na, ψ〉ΓI
∀ (u, ψ) ∈H1

D(Ωp)×H1
D(Ωa).

As already mentioned in Section 1.4, the coupling bilinear forms Cp(·, ·) and Ca(·, ·) are

(skew) symmetric, property ensured by the fact that np = −na.

1.7 Stability of the continuous problem

In this section we will address the stability of the weak solution (u,w, ϕ) of problem

(1.19). In particular, the goal is to derive a priori estimates to bound the energy norm

of the solution in terms of problem’s data.

To start with, we consider (1.19) and we choose as test functions (u̇, ẇ, ϕ̇), to obtain:

(ρü, u̇)Ωp + (ρf ẅ, u̇)Ωp +Ap(u, u̇) + Bp(βu+w, βu̇)

+ (ρf ü, ẇ)Ωp + (ρwẅ, ẇ)Ωp + ηk−1(ẇ, ẇ)Ωp + Bp(βu+w, ẇ)

+ (ρac
−2ϕ̈, ϕ̇)Ωa +Aa(ϕ, ϕ̇) = (fp, u̇)Ωp + (gp, ẇ)Ωp + (ρafa, ϕ̇)Ωa .

(1.20)

29



We remark that Ca(u, ϕ̇) + Cp(ϕ, u̇) = 0 due to skew-symmetry. Moreover, for the

forthcoming analysis, we introduce the following energy norms:

‖u‖2E,e = ‖ρ̃su̇‖2Ωp
+
∥∥∥C1/2ε(u)

∥∥∥2

Ωp

,

‖ϕ‖2E,a =
∥∥∥c−1ρ1/2

a ϕ̇
∥∥∥2

Ωa

+ ‖∇ϕ‖2Ωa
,

where ρ̃s = (1 − φ)ρs. Moreover the tortuosity a > 1 is rewritten as a = 1 + a0, with

a0 > 0. Equation (1.20) is therefore accordingly rewritten, by expliciting densities:

1

2

d

dt

[
‖u‖2E,e + ‖ϕ‖2E,a +

∥∥∥m1/2∇ · (βu+w)
∥∥∥2

Ωp

+

∥∥∥φ1/2ρ
1/2
f u̇

∥∥∥2

Ωp

+

∥∥∥∥∥
(
a

φ

)1/2

ρ
1/2
f ẇ

∥∥∥∥∥
2

Ωp

+ 2(ρf ẇ, u̇)

]
+

ηk−1 ‖ẇ‖2Ωp
= (fp, u̇)Ωp + (gp, ẇ)Ωp + (ρafa, ϕ̇)Ωa . (1.21)

By observing that:

∥∥∥φ1/2ρ
1/2
f u̇

∥∥∥2

Ωp

+

∥∥∥∥∥
(
a

φ

)1/2

ρ
1/2
f ẇ

∥∥∥∥∥
2

Ωp

+ 2(ρf ẇ, u̇) =

∥∥∥φ1/2ρ
1/2
f u̇

∥∥∥2

Ωp

+

∥∥∥∥∥
(
ρf
φ

)1/2

ẇ

∥∥∥∥∥
2

Ωp

+

∥∥∥∥∥
(
ρfa0

φ

)1/2

ẇ

∥∥∥∥∥
2

Ωp

+

2(ρf ẇ, u̇) =
∥∥∥ρ1/2

f

(
φ1/2u̇+ φ−1/2ẇ

)∥∥∥2

Ωp

+
∥∥∥ρ̃1/2

w ẇ
∥∥∥2

Ωp

,

where ρ̃w =
(
ρfa0
φ

)1/2
, the following energy norm can therefore be defined:

‖U(t)‖2E = ‖u(t)‖2E,e + ‖ϕ(t)‖2E,a +
∥∥∥m1/2∇ · (βu+w)

∥∥∥2

Ωp

+∥∥∥ρ1/2
f

(
φ1/2u̇+ φ−1/2ẇ

)∥∥∥2

Ωp

+
∥∥∥ρ̃1/2

w ẇ
∥∥∥2

Ωp

,

where U = (u,w, ϕ).

Theorem 2 (Stability of the continuous formulation). For any t ∈ (0, T ], let (u,w, ϕ)

be the solution of (1.19). Then, the following bound holds

‖U(t)‖E ≤ ‖U(0)‖E +

∫ t

0

(∥∥∥ρ̃−1/2
s fp

∥∥∥
Ωp

+
∥∥∥ρ̃−1/2

w gp

∥∥∥
Ωp

+
∥∥∥cρ1/2

a fa

∥∥∥
Ωa

)
dτ,
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Proof. Equation (1.21) is rewritten as:

1

2

d

dt
‖U(t)‖2E + ηk−1 ‖ẇ‖2Ωp

= (fp, u̇)Ωp + (gp, ẇ)Ωp + (ρafa, ϕ̇)Ωa .

By integrating with respect to time in [0, t], it follows:

‖U(t)‖2E ≤ ‖U(0)‖2E − 2ηk−1 ‖ẇ‖2Ωp
+ 2

∫ t

0

(
(fp, u̇)Ωp + (gp, ẇ)Ωp + (ρafa, ϕ̇)Ωa

)
dτ.

Observe now that ‖U(t)‖2E . ‖U(t)‖2E + 2ηk−1 ‖ẇ‖2Ωp
, so that:

‖U(t)‖2E ≤ ‖U(0)‖2E + 2

∫ t

0

(
(fp, u̇)Ωp + (gp, ẇ)Ωp + (ρafa, ϕ̇)Ωa

)
dτ. (1.22)

By applying the Cauchy-Schwartz inequality, (1.22) is rewritten as:

‖U(t)‖2E ≤‖U(0)‖2E

+2

∫ t

0

(∥∥∥ρ̃−1/2
s fp

∥∥∥
Ωp

+
∥∥∥ρ̃−1/2

w gp

∥∥∥
Ωp

+
∥∥∥cρ1/2

a ρafa

∥∥∥
Ωa

)
‖U(τ)‖Edτ,

By employing Gronwall’s lemma (see [66]), we obtain:

‖U(t)‖E ≤ ‖U(0)‖E +

∫ t

0

(∥∥∥ρ̃−1/2
s fp

∥∥∥
Ωp

+
∥∥∥ρ̃−1/2

w gp

∥∥∥
Ωp

+
∥∥∥cρ1/2

a fa

∥∥∥
Ωa

)
dτ,

and the thesis follows.
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Chapter 2

The numerical model

2.1 Discrete setting

As in [4, 6, 7, 24, 25], the domains Ωp and Ωa are assumed to be polygonal and

we introduce a polytopic mesh Th of meshsize h over Ω. Meshsize is defined as h =

maxk∈Th hk, with hk diameter of every element k ∈ Th, whose measure is instead

denoted with |k|. Th is decomposed as follows:

Th = T ph ∪ T
a
h ,

where T ph = {k ∈ Th : k ⊆ Ωp} and T ah = {k ∈ Th : k ⊆ Ωa} denote poroelastic and

acoustic polytopic meshes, respectively. The elements k ∈ Th can be general polygons

(in 2d) or polyhedra (in 3d).

Implicit in this decomposition there is the assumption that the meshes T ah and T ph are

aligned with Ωa and Ωp, respectively. A polynomial degree is associated with each

element of T ph and T ah : pp,k ≥ 1 for the poroelastic domain and pa,k ≥ 1 for the acoustic

one.

It has been moreover assumed that C, ρa and βm are element-wise constant, respec-

tively:

Ck = (|C1/2|22)|k ∀k ∈ T ph ,

ρa,k = ρa|k ∀k ∈ T ah ,

(m)p,k = (m)p|k ∀k ∈ T ph .

The symbol | · |2 stands for the norm induced by the `2-norm on Rn, where n is the

dimension of the space of second-order symmetric tensors, so that n = 3 if d = 2 and

n = 6 if d = 3.

Finite-dimensional subspaces are introduced as follows:

V p
h = [Ppp(T ph )]d = {vh ∈ L2(Ωp) : vh|k ∈ [Ppp,k(k)]d ∀k ∈ T ph }
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V a
h = Ppa(T ah ) = {ψh ∈ L2(Ωa) : ψh|k ∈ Ppa,k(k) ∀k ∈ T ah }

For an integer l ≥ 1, we also define the broken Sobolev spaces as:

H l(T ph ) = {v ∈ L2(Ωp) : v|k ∈H l(k) ∀k ∈ T ph }

H l(T ah ) = {ψ ∈ L2(Ωa) : ψ|k ∈ H l(k) ∀k ∈ T ah }.

2.2 Grid assumptions

In order to deal with polygonal and polyhedral elements, mesh interfaces are intro-

duced, intuitively defined as the intersection of the (d − 1)-dimensional faces of two

any neighbouring elements. It is important to stress the fact that the term interface

here used, refers to interface of single elements and not to interface between poroelastic

and acoustic domains, fact that will be discussed later on. A distinction between cases

d = 3 and d = 2 is however needed:

• when d = 3, interface includes general polygons that could be moreover decom-

posed into a set of triangles, denoted by Fh. This latter notation will be used for

generally dealing with faces.

• when d = 2, concepts of interface and face are equivalent, since a line segment

will be taken into account. Notation used will be again Fh to consider faces.

From now on, symbol Fh will then denote a set of (d− 1)-dimensional simplices (lines

or polygons).

We next introduce some notation to take into account interface between Ωp and Ωa.

Let

Th,I = {k ∈ Th : ∂k ∩ ΓI 6= ∅}

denote the set of elements that share a part of their boundary with the interface ΓI .

Intuitively other two sets can be defined as follows:

T ph,I = Th,I ∩ T ph ,

T ah,I = Th,I ∩ T ah .

These last two notation allow to split the polytopic mesh into poroelastic and acoustic

parts. By defining by Fh the set of the faces of Th, we set:

Fh,I = {F ∈ Fh : F ⊂ ∂kp ∩ ∂ka, kp ∈ T ph,I , k
a ∈ T ah,I}.

By introducing Fph and Fah , indicating all faces of T ph and T ah respectively not laying

on ΓI , Fh can be decomposed as:

Fh = Fph ∪ Fh,I ∪ F
a
h .
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Finally, faces of T ph and T ah are written as the union of internal (i) and boundary (b)

faces:

Fph = Fp,ih ∪ F
p,b
h ,

Fah = Fa,ih ∪ F
a,b
h .

We next introduce the main assumption on Th, as done in [5, 7, 25].

Definition 2.2.1. A mesh Th is said to be polytopic-regular if ∀ k ∈ Th, ∃ {SFk }F⊂∂k
a set of non-overlapping d-dimensional simplices contained in k, s.t. ∀ F ⊂ ∂k, the

following condition holds:

hk .
d|SFk |
|F |

. (2.1)

Note that
⋃
F⊂∂k S

F
k ⊆ k, that reveals the fact that in general the union of simplices

does not have to cover the whole element k. Moreover this definition does impose any

restriction on either the number of faces per element or on their measure relative to

the diameter of the element they belong to. This concept is confirmed by the fact that

the hidden constant in equation (2.1) does not depend on discretization parameters,

as introduced in Section 2.1. Moreover, it imposes a further condition on the choice of

the size of a face F ⊆ ∂k: in fact |F | could be arbitrarily small compared to hk, if the

same hk and the height of the considered simplex are comparable. In Figure 2.1 two

examples of elements of a polytopic regular mesh are shown: notice how triangles SFk
have height comparable to the meshsize hk. In particular, in Figure 2.1b it is shown an

example of union of simplices non covering the whole element. This definition allows

(a) (b)

Figure 2.1: Examples of elements that satisfy the polytopic regularity assumption. In
blue non-overlapping simplices (triangles)

thus to introduce the following assumption:

Assumption 2.2.1. The sequence of meshes {Th}m is assumed to be uniformly poly-

topic regular.

Under this assumption, the following trace-inverse inequality holds:

∀ k ∈ Th, ∀v ∈ Pp(k), ||v||L2(∂k) . ph
−1/2
k ||v||L2(k), (2.2)
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where the hidden constant is independent of the discretization parameters. For more

details on equation (2.2), see reference [66].

Definition 2.2.2. A covering T# = {K} associated with the polytopic mesh Th is a

set of regular shaped d-dimensional simplices K, s.t. ∀ k ∈ Th, ∃ K ∈ T# s.t. k ( K.

Assumption 2.2.2. There exists a covering T# of Th and a positive constant CΩ s.t.

max
k∈Tk

card{k′ ∈ Th : k′ ∩ K 6= ∅, K ∈ T #
h s.t. k ⊂ K} ≤ CΩ

and diam(K) . hk for each pair k ∈ Th, K ∈ T #
h , with k ⊂ K.

Assumption 2.2.3. Let k+ and k− be two any neighbouring elements of Th. The

following hp-local bounded variation property is assumed to hold for both meshsize and

the polynomial degree:

hk+ . hk− . hk+ , pk+ . pk− . pk+ ,

where hidden constants do not depend on the discretization parameters, the number

of faces per element and the physical parameters.

2.3 Trace operators

In order to consider a dG-formulation of the semi-discrete problem, as in [9, 10, 62],

the average and jump operators have to be introduced. These operators, at the center

of the analysis and design of dG methods, are defined on faces, in particular both on

internal and boundary faces. Averages and jumps for scalar, vector or tensor fields ψ,

v and τ , respectively are defined on an internal face F ∈ Fp,ih ∪ F
a,i
h , F ⊂ ∂k+ ∪ ∂k−,

with k+ and k− neighbouring elements in T ph and T ah , as follows:

JψK = ψ+n+ + ψ−n−, {{ψ}} =
ψ+ + ψ−

2
,

JvK = v+ ⊗ n+ + v− ⊗ n−, {{v}} =
v+ + v−

2
,

Jτ K = τ+n+ + τ−n−, {{τ}} =
τ+ + τ−

2
,

where a⊗b denotes the tensor product of a, b ∈ R3, ·± is the trace of the scalar, vector

or tensor element on F , taken from the interior of k± and n± is the outer unit normal

to ∂k±, respectively.

Accordingly, on boundary faces F ∈ Fp,bh ∪ F
a,b
h , averages and jumps are defined:

JψK = ψn, {{ψ}} = ψ,

JvK = v ⊗ n, {{v}} = v,

Jτ K = τn, {{τ}} = τ .
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2.4 Semi-discrete problem

The semi-discrete dG formulation reads:

For any time t ∈ [0, T ], find (uh,wh, ϕh) ∈ C2([0, T ];V p
h )×C2([0, T ];V p

h )×C2([0, T ];V a
h ),

s.t. for all (vh, ξh, ψh) ∈ V p
h × V

p
h × V

a
h ,

(ρüh,vh)Ωp + (ρf ẅh,vh)Ωp +Aph(uh,vh)

+ Bph(βuh +wh, βvh) + Ch,p(ϕh,vh)

+ (ρf üh, ξh)Ωp + (ρwẅh, ξh)Ωp + ηk−1(ẇh, ξh)Ωp

+ Bph(βuh +wh, ξh) + kintCh,p(ϕh, ξh)

+ (ρac
−2ϕ̈h, ψh)Ωa +Aah(ϕh, ψh) + Ch,a(uh, ψh) + kintCh,a(wh, ψh)

= (fp,vh)Ωp + (gp, ξh)Ωp + (ρafa, ψh)Ωa .

(2.3)

The bilinear forms appearing in (2.3) are defined as:

Aph(u,v) =(σh(u), εh(v))Ωp − 〈{{σh(u)}}, JvK〉Fp
h

+θ〈JuK, {{σh(v)}}〉Fp
h

+ 〈ηJuK, JvK〉Fp
h
, ∀ (u,v) ∈ V p

h ,

Bph(u,v) =(m∇h · u,∇h · v)Ωp − 〈{{m(∇h · u)I}}, JvK〉Fp
h

+θ〈JuK, {{m(∇h · v)I}}〉Fp
h

+ 〈γJuK, JvK〉Fp
h
, ∀ (u,v) ∈ V p

h ,

Aah(ϕ,ψ) =(ρa∇hϕ,∇hψ)Ωa − 〈{{ρa∇hϕ}}, JψK〉Fa
h

+θ〈JϕK, {{ρa∇hψ}}〉Fa
h

+ 〈χJϕK, JψK〉Fa
h
, ∀ (ϕ,ψ) ∈ V a

h ,

C1
h,p(ϕ,v) = 〈ρaϕ̇np,v〉Fh,I

, ∀ (ϕ,v) ∈ V a
h × V

p
h ,

C1
h,a(u, ψ) = 〈−ρau̇ · np, ψ〉Fh,I

, ∀ (u, ψ) ∈ V p
h × V

a
h ,

(2.4)

where ∇h is the broken gradient on Th and operators εh and σh are defined as follows:

εh(v) =
∇hv +∇hvT

2
,

σh(v) = C : εh(v).

We remark that the bilinear forms appearing in (2.4) take into account interface terms,

differently from previous ones introduced in Section 1.6. DG operators have been here

used as in [62], by extending integration by parts to dG framework. In particular, it
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has been chosen to consider a Symmetric Interior Penalty Galerkin (SIPG) method

[8, 76], by considering θ = −1. Other methods are suitable, such as the Non-symmetric

Interior Penalty Galerkin (NIPG) [63], with θ = 1 and the Incomplete Interior Penalty

Galerkin (IIPG) methods, θ = 0 [29].

We also point out that in (2.4) we have used the short-hand notation (·, ·)Ω and

〈·, ·〉Fh
in place of the sum all over the triangulation and faces, respectively, i.e.:

(·, ·)Ω =
∑

K∈Th
∫
K · and 〈·, ·〉Fh

=
∑

F∈Fh

∫
F ·.

The stabilization functions η ∈ L∞(Fph) and γ ∈ L∞(Fph) appearing in (2.4) for the

poroelastic part and χ ∈ L∞(Fah) for the acoustic one, are defined as follows:

η|F =


c1 max

k∈{k+,k−}

(
Ck p2

p,k

hk

)
∀F ∈ Fp,ih , F ⊆ ∂k+ ∩ ∂k−

Ck p2
p,k

hk
∀F ∈ Fp,bh , F ⊆ ∂k

(2.5)

γ|F =


c2 max

k∈{k+,k−}

(
mk p

2
p,k

hk

)
∀F ∈ Fp,ih , F ⊆ ∂k+ ∩ ∂k−

mk p
2
p,k

hk
∀F ∈ Fp,bh , F ⊆ ∂k

(2.6)

χ|F =


c3 max

k∈{k+,k−}

(
ρa,k p

2
a,k

hk

)
∀F ∈ Fa,ih , F ⊆ ∂k+ ∩ ∂k−

ρa,k p
2
a,k

hk
∀F ∈ Fa,bh , F ⊆ ∂k,

(2.7)

with c1, c2, c3 > 0 positive constants, to be properly chosen.

We next introduce the following norms:

‖v‖2dG,e =
∥∥∥C1/2εh(v)

∥∥∥2

Ωp

+
∥∥∥η1/2JvK

∥∥∥2

Fp
h

, ∀ v ∈H1(T ph ) ⊃ V p
h ,

|||v|||2dG,e = ‖v‖2dG,e +
∥∥∥η−1/2{{C : εh(v)}}

∥∥∥2

Fp
h

, ∀ v ∈H2(T ph ),

‖ψ‖2dG,a =
∥∥∥ρ1/2

a ∇hψ
∥∥∥2

Ωa

+
∥∥∥χ1/2JψK

∥∥∥2

Fa
h

, ∀ ψ ∈ H1(T ah ) ⊃ V a
h ,

|||ψ|||2dG,a = ‖ψ‖2dG,a +
∥∥∥χ−1/2{{ρa∇hψ}}

∥∥∥2

Fa
h

, ∀ ψ ∈ H2(T ah ),

‖z‖2dG,p =
∥∥∥m1/2∇h · z

∥∥∥2

Ωp

+
∥∥∥γ1/2JzK

∥∥∥2

Fp
h

, ∀ z ∈H1(T ph ) ⊃ V p
h ,
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|||z|||2dG,p = ‖z‖2dG,p +
∥∥∥γ−1/2{{(∇h · z)I}}

∥∥∥2

Fp
h

, ∀ z ∈H2(T ph ).

The following results follow based on employing standard arguments [6, 7, 62].

Lemma 1 (Coercivity and boundedness of Aph, Aah and Bph). Provided that Th satisfies

Assumptions 2.2.1, 2.2.2 and 2.2.3 and that c1, c2 and c3 in (2.5), (2.6) and (2.7),

respectively, are chosen sufficiently large, the following continuity and coercivity bounds

hold:

Aph(u,v) . ‖u‖dG,e ‖v‖dG,e , ∀ u,v ∈ V p
h ,

Aph(u,u) & ‖u‖2dG,e , ∀ u ∈ V p
h ,

Aah(ϕ,ψ) . ‖ϕ‖dG,a ‖ψ‖dG,a , ∀ ϕ,ψ ∈ V a
h ,

Aah(ϕ,ϕ) & ‖ϕ‖2dG,a , ∀ ϕ ∈ V a
h ,

Bph(w, z) . ‖w‖dG,p ‖z‖dG,p , ∀ w, z ∈ V p
h ,

Bph(w,w) & ‖w‖2dG,p , ∀ w ∈ V p
h .

Moreover

Aph(u,v) .|||u|||dG,e ‖v‖dG,e , ∀ u,v ∈H2(T ph )× V p
h ,

Aah(ϕ,ψ) .|||ϕ|||dG,a ‖ψ‖dG,a , ∀ ϕ,ψ ∈ H2(T ah )× V a
h ,

Bph(w, z) .|||w|||dG,p ‖z‖dG,p , ∀ w, z ∈H2(T ph )× V p
h .

The proof of the above results are based on arguments along the same lines as in the

proof of Lemma 3 of Section 2.5.

2.5 Stability of the semi-discrete formulation

In order to prove the stability of the semi-discrete problem, we introduce the following

norms that will be used in the following analysis. Let (v, z, ψ) ∈ C1([0, T ];V p
h ) ×

C1([0, T ];V p
h ))× C1([0, T ];V a

h ), we define the following mesh dependent energy norm:

‖(v, z, ψ)‖2E = ‖v‖2E,e + ‖βv + z‖2E,p + ‖ψ‖2E,a , (2.8)

where:

‖v‖2E,e =
∥∥∥ρ̃1/2

s v̇
∥∥∥2

Ωp

+ ‖v‖2dG,e , (2.9)

‖βv + z‖2E,p = ‖βv + z‖2dG,p +
∥∥∥ρ1/2

f

(
φ1/2v̇ + φ−1/2ż

)∥∥∥2

Ωp

+ ‖ρ̃wż‖2Ωp
, (2.10)
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‖ψ‖2E,a =
∥∥∥c−1ρ1/2

a ψ̇
∥∥∥2

Ωa

+ ‖ψ‖2dG,a . (2.11)

Before stating the main result of this section (i.e. the stability of the numerical solu-

tion), the following lemmas, that will be used in the sequel, have been introduced.

Lemma 2. The following bounds hold:∥∥∥η−1/2{{σh(v)}}
∥∥∥
Fp

h

.
1
√
c1

∥∥∥C1/2εh(v)
∥∥∥

Ωp

, ∀v ∈ V p
h , (2.12)∥∥∥χ−1/2{{ρa∇hψ}}

∥∥∥
Fa

h

.
1
√
c2

∥∥∥ρ1/2
a ∇hψ

∥∥∥
Ωa

, ∀ψ ∈ V a
h , (2.13)∥∥∥γ−1/2m{{(∇h · z)I}}

∥∥∥
Fp

h

.
1
√
c3

∥∥∥m1/2∇h · z
∥∥∥

Ωp

, ∀z ∈ V p
h , (2.14)

where c1, c2 and c3 are the stability parameters appearing in (2.5),(2.6) and (2.7),

respectively.

Proof. By taking into account that for simplices it holds the trace-inverse inequality, a

simplex T ⊂ Rd and a polynomial degree p ≥ 1 are considered. Indeed, it holds that,

for all v ∈ Pp(T ):

‖v‖2F . p2 |F |
|T |
‖v‖2T .

Moreover by the definition of Ck and η and Assumption 2.2.1, it follows:∥∥∥η−1/2{{σh(v)}}
∥∥∥2

Fp
h

≤
∑
k∈T p

h

∑
F⊂∂k

Ck
∥∥∥η−1/2C1/2εh(v)

∥∥∥2

F

≤
∑
k∈T p

h

∑
F⊂∂k

η−1Ckp2
p,k

|F |
|kF[ |

∥∥∥C1/2εh(v)
∥∥∥2

kF
[

.
1

c1

∥∥∥C1/2εh(v)
∥∥∥2

Ωp

.

Proofs of (2.13) and (2.14) are analogous to the proof of (2.12).

Lemma 3. For any uh ∈ C1([0, T ];V p
h ), zh ∈ C1([0, T ];V p

h ) and ϕh ∈ C1([0, T ];V a
h ),

it holds:

‖uh‖2E,e . ‖uh‖
2
E,e − 2〈{{σh(uh)}}, JuhK〉Fp

h
. ‖uh‖2E,e , (2.15)

‖ϕh‖2E,a . ‖ϕh‖
2
E,a − 2〈{{∇hϕh}}, JϕhK〉Fa

h
. ‖ϕh‖2E,a , (2.16)

‖zh‖2dG,p . ‖zh‖2dG,p − 2m〈{{(∇h · zhI)}}, JzhK〉Fp
h
. ‖zh‖2dG,p , (2.17)

provided that the penalization constants c1, c2 and c3 appearing in equations (2.5),

(2.6) and (2.7) are chosen sufficiently large.
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Proof. For the proof of (2.15) and (2.16) see [6], Lemma A.2.

Concerning (2.17), it holds

‖zh‖2dG,p − 2m〈{{(∇h · zh)I}}, JzhK〉Fp
h
. ‖zh‖2dG,p

by the Cauchy-Schwarz inequality, the definition of ‖·‖2dG,p and Lemma 2. Indeed,

‖zh‖2dG,p − 2m〈{{(∇h · zh)I}}, JzhK〉Fp
h

. ‖zh‖2dG,p +
∥∥∥mγ−1/2{{(∇h · zh)I}}

∥∥∥
Fp

h

∥∥∥γ1/2JzhK
∥∥∥
Fp

h

. ‖zh‖2dG,p +
1
√
c2

∥∥∥m1/2∇h · zh
∥∥∥

Ωp

‖zh‖dG,p . ‖zh‖2dG,p .

To prove the second bound, we observe that, for any δ > 0

〈m{{(∇h · zh)I}}, JzhK〉Fp
h
≤
∑
F∈Fp

h

∥∥∥γ−1/2m{{(∇h · zh)I}}
∥∥∥
F

∥∥∥γ1/2JzhK
∥∥∥
F

≤ 1

2δ

∥∥∥γ−1/2m{{(∇h · zh)I}}
∥∥∥2

Fp
h

+
δ

2

∥∥∥γ1/2JzhK
∥∥∥2

Fp
h

.

Hence, from the definition of the norm ‖·‖dG,p on V p
h , it follows that:

‖zh‖2dG,p − 2m〈{{(∇h · zhI)}}, JzhK〉Fp
h

&
∥∥∥m1/2∇h · zh

∥∥∥2

Ωp

+ (1− δ)
∥∥∥γ1/2JzhK

∥∥∥2

Fp
h

− 1

δ

∥∥∥γ−1/2m{{(∇h · zh)I}}
∥∥∥2

Fp
h

&

(
1− C

c3δ

)∥∥∥m1/2∇h · zh
∥∥∥2

Ωp

+ (1− δ)
∥∥∥γ1/2JzhK

∥∥∥2

Fp
h

.

Then, choosing δ = 1
2 and c3 = 4C, the thesis follows.

The main result can be therefore stated through the following theorem.

Theorem 3 (Stability of the semi-discrete formulation). For any t ∈ (0, T ], let (uh,wh, ϕh)

be the solution of (2.3). Let Assumptions 2.2.1, 2.2.2 and 2.2.3 on Th be satisfied. For

sufficiently large penalty parameter c1, c2 and c3 in (2.5), (2.6) and (2.7), respectively,

the following bound holds

‖Uh(t)‖E . ‖Uh(0)‖E +

∫ t

0

(∥∥∥ρ̃−1/2
s fp

∥∥∥
Ωp

+
∥∥∥ρ̃−1/2

w gp

∥∥∥
Ωp

+
∥∥∥cρ1/2

a fa

∥∥∥
Ωa

)
dτ,

where Uh(t) = (uh,wh, ϕh).

Proof. By taking in (2.3) test functions (vh, ξh, ψh) equal to (u̇h, ẇh, ϕ̇h), it follows:

(ρüh, u̇h)Ωp + (ρf ẅh, u̇h)Ωp +Aph(uh, u̇h)
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+ Bph(βuh +wh, βu̇h) + Ch,p(ϕh, u̇h)

+ (ρf üh, ẇh)Ωp + (ρwẅh, ẇh)Ωp + ηk−1(ẇh, ẇh)Ωp

+ Bph(βuh +wh, ẇh) + kintCh,p(ϕh, ẇh)

+ (ρac
−2ϕ̈h, ϕ̇h)Ωa +Aah(ϕh, ϕ̇h) + Ch,a(uh, ϕ̇h) + kintCh,a(wh, ϕ̇h)

= (fp, u̇h)Ωp + (gp, ẇh)Ωp + (ρafa, ϕ̇h)Ωa .

Using the definition of the bilinear forms Aph, Aah and Bp
h the skew-symmetry of the

coupling bilinear forms, we obtain:

(ρüh, u̇h)Ωp + (ρf ẅh, u̇h)Ωp

+ (σh(uh), εh(u̇h))Ωp − 〈{{σh(uh)}}, Ju̇hK〉Fp
h
− 〈JuhK, {{σh(u̇h)}}〉Fp

h
+ 〈ηJuhK, Ju̇hK〉Fp

h

+ (m∇h · (βuh +wh), β∇h · u̇h)Ωp − 〈m{{(∇h · (βuh +wh))I}}, Jβu̇hK〉Fp
h

−〈mJβuh +whK, {{(β∇h · u̇h)I}}〉Fp
h

+ 〈γJβuh +whK, Jβu̇hK〉Fp
h

+ (ρf üh, ẇh)Ωp + (ρwẅh, ẇh)Ωp + ηk−1(ẇh, ẇh)Ωp

+ (m∇h · (βuh +wh),∇h · ẇh)Ωp − 〈m{{(∇h · (βuh +wh))I}}, JẇhK〉Fp
h

−〈mJβuh +whK, {{(∇h · ẇh)I}}〉Fp
h

+ 〈γJβuh +whK, JẇhK〉Fp
h

+ (ρac
−2ϕ̈h, ϕ̇h)Ωa + (ρa∇hϕh,∇hϕ̇h)Ωa − 〈{{ρa∇hϕh}}, Jϕ̇hK〉Fa

h

−〈JϕhK, {{ρa∇hϕ̇h}}〉Fa
h

+ 〈χJϕK, Jϕ̇hK〉Fa
h

= (fp, u̇h)Ωp + (gp, ẇh)Ωp + (ρafa, ϕ̇h)Ωa .

(2.18)

The left-hand side of (2.18) can be rewritten firstly as:

d

dt

[
1

2

∥∥∥ρ1/2u̇h

∥∥∥2

Ωp

+
1

2
‖uh‖2dG,e − 〈{{σh(uh)}}, JuhK〉Fp

h
+

1

2

∥∥∥c−1ρ1/2
a ϕ̇h

∥∥∥2

Ωa

+
1

2
‖ϕh‖2dG,a − 〈{{∇hϕh}}, JϕhK〉Fa

h
+

1

2

∥∥∥ρ1/2
w ẇh

∥∥∥2

Ωa

+ (ρf ẇh, u̇h)Ωp+

‖βuh +wh‖2dG,p − 〈m{{∇h · (βuh +wh)I}}, Jβuh +whK〉Fp
h
+

ηk−1 ‖ẇh‖2Ωp
. (2.19)

We next observe that∥∥∥ρ1/2u̇h

∥∥∥2

Ωp

=ρ ‖u̇h‖2Ωp
= [(1− φ)ρs + φρf ] ‖u̇h‖2Ωp

= (1− φ)ρs ‖u̇h‖2Ωp
+ φρf ‖u̇h‖2Ωp

=
∥∥∥(1− φ)1/2ρ1/2

s u̇h

∥∥∥2

Ωp

+
∥∥∥φ1/2ρ

1/2
f u̇h

∥∥∥2

Ωp

=
∥∥∥ρ̃1/2

s u̇h

∥∥∥2

Ωp

+
∥∥∥φ1/2ρ

1/2
f u̇h

∥∥∥2

Ωp

,
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∥∥∥ρ1/2
w ẇh

∥∥∥2

Ωp

=

∥∥∥∥∥
(
a

φ

)1/2

ρ
1/2
f ẇh

∥∥∥∥∥
2

Ωp

=

∥∥∥∥∥
(

1 + a0

φ

)1/2

ρ
1/2
f ẇh

∥∥∥∥∥
2

Ωp

=

∥∥∥∥∥
(
ρf
φ

)1/2

ẇh

∥∥∥∥∥
2

Ωp

+

∥∥∥∥∥
(
a0ρf
φ

)1/2

ẇh

∥∥∥∥∥
2

Ωp

,

where the tortuosity a > 1 has been written as a = 1 + a0, with a0 > 0. It has been

moreover introduced ρ̃s = (1− φ)ρs and ρ̃w =
a0ρf
φ .

According to the above notation, it follows that:∥∥∥ρ1/2u̇h

∥∥∥2

Ωp

+
∥∥∥ρ1/2

w ẇh

∥∥∥2

Ωp

+ 2(ρf ẇh, u̇h)Ωp =∥∥∥ρ̃1/2
s u̇h

∥∥∥2

Ωp

+
∥∥∥φ1/2ρ

1/2
f u̇h + φ−1/2ρ

1/2
f ẇh

∥∥∥2

Ωp

+
∥∥∥ρ̃1/2

w ẇh

∥∥∥2

Ωp

.

By using definitions (2.8), (2.9), (2.10) and (2.11) and plugging them into (2.19), it

follows that the right hand side of (2.18) can be written as:

1

2

d

dt

[
‖uh‖2E,e + ‖ϕh‖2E,a + ‖βuh +wh‖2E,p−

2〈{{σh(uh)}}, JuhK〉Fp
h
− 2〈{{∇hϕh}}, JϕhK〉Fa

h
−

2〈m{{∇h · (βuh +wh)I}}, Jβuh +whK〉Fp
h
+

ηk−1 ‖ẇh‖2Ωp
≡ 1

2

d

dt

[
I

]
.

Equation (2.18) is therefore rewritten as:

1

2

d

dt

[
I

]
+ ηk−1 ‖ẇh‖2Ωp

= (fp, u̇h)Ωp + (gp, ẇh)Ωp + (ρafa, ϕ̇h)Ωa . (2.20)

By integrating in the time interval [0, t], equation (2.20) reduces to:[
I

]t
0

= 2

∫ t

0
(fp, u̇h)Ωp + (gp, ẇh)Ωp + (ρafa, ϕ̇h)Ωadτ − 2ηk−1

∫ t

0
‖ẇh‖2Ωp

(τ)dτ.

(2.21)

By using the results in Lemma 3 and proceeding as in Section 1.7, it follows:

‖Uh(t)‖2E . ‖Uh(0)‖2E +2

∫ t

0

(
(fp, u̇h)Ωp + (gp, ẇh)Ωp + (ρafa, ϕ̇h)Ωa

)
dτ

−2ηk−1

∫ t

0
‖ẇh‖2Ωp

(τ)dτ, t ∈ (0, T ].
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Since ‖Uh(t)‖2E . ‖Uh(t)‖2E + 2ηk−1
∫ t

0 ‖ẇh‖2Ωp
(τ)dτ , it holds:

‖Uh(t)‖2E . ‖Uh(0)‖2E + 2

∫ t

0

(
(fp, u̇h)Ωp + (gp, ẇh)Ωp + (ρafa, ϕ̇h)Ωa

)
dτ, t ∈ (0, T ],

that implies:

‖Uh(t)‖2E . ‖Uh(0)‖2E

+

∫ t

0

(∥∥∥ρ̃−1/2
s fp

∥∥∥
Ωp

+
∥∥∥ρ̃−1/2

w gp

∥∥∥
Ωp

+
∥∥∥cρ1/2

a fa

∥∥∥
Ωa

)
‖Uh(τ)‖Edτ, t ∈ (0, T ],

from the Cauchy-Schwarz inequality. We obtain, by applying Gronwall’s lemma (see

[66]):

‖Uh(t)‖E . ‖Uh(0)‖E

+

∫ t

0

(∥∥∥ρ̃−1/2
s fp

∥∥∥
Ωp

+
∥∥∥ρ̃−1/2

w gp

∥∥∥
Ωp

+
∥∥∥cρ1/2

a fa

∥∥∥
Ωa

)
dτ, t ∈ (0, T ],

so that stability is stated.

2.6 Error estimates

In this section we prove an a-priori error estimate for the semi-discrete problem (2.3).

For an open bounded polytopic domain D ⊂ Rd and a generic polytopic mesh Th
over D satisfying Assumptions 2.2.1, 2.2.2 and 2.2.3, for any k ∈ Th and m ∈ N0,

the extension operator Ẽ : Hm(k) → Hm(Rd) can be introduced, s.t. Ẽv|k = v and∥∥∥Ẽv∥∥∥
m,Rd

. ‖v‖m,k, as in [6].

The corresponding vector-valued version mappingHm(k) ontoHm(Rd) acts component-

wise and is denoted in the same way. The result below is a consequence of the hp-

approximation properties stated in [24] and of Assumptions 2.2.1, 2.2.2 and 2.2.3.

Lemma 4 (Interpolation estimates). For any functions v ∈ Hm(T ph ), m ≥ 2 and

ϕ ∈ Hn(T ah ), n ≥ 2, there exists vI ∈ V p
h and ϕI ∈ V a

h s.t.

|||v − vI |||2dG,e .
∑
k∈T p

h

h2svk−2

p2m−3
v,k

∥∥∥Ẽv∥∥∥2

m,K
,

|||v − vI |||2dG,p .
∑
k∈T p

h

h2svk−2

p2m−3
v,k

∥∥∥Ẽv∥∥∥2

m,K
,

|||ϕ− ϕI |||2dG,a .
∑
k∈T a

h

h2sϕk−2

p2n−3
ϕ,k

∥∥∥Ẽϕ∥∥∥2

n,K
,
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with svk = min{pvk + 1,m} and sϕk = min{pϕk + 1, n}.
Additionally, if v ∈ C1((0, T ];Hm(T ph )), m ≥ 2 and ϕ ∈ C1((0, T ];Hm(T ah )), n ≥ 2:

‖v − vI‖2E,e .
∑
k∈T p

h

h2svk−2

p2m−3
v,k

(∥∥∥Ẽ v̇∥∥∥2

m,K
+
∥∥∥Ẽv∥∥∥2

m,K

)
,

‖ϕ− ϕI‖2E,a .
∑
k∈T a

h

h2sϕk−2

p2n−3
ϕ,k

(∥∥∥Ẽϕ̇∥∥∥2

n,K
+
∥∥∥Ẽϕ∥∥∥2

n,K

)
.

Proof. See [6].

From Lemma 4 we can prove the following result.

Lemma 5. For any (u,w, ϕ) such that u ∈ C1([0, T ];Hm(T ph )), w ∈ C1([0, T ];H l(T ph ))

and ϕ ∈ C1([0, T ];Hn(T ah )), with m, l, n ≥ 2, there exists (uI ,wI , ϕI) ∈ V p
h ×V

p
h ×V

a
h

s.t.:

‖(u− uI ,w −wI , ϕ− ϕI)‖2E .
∑
k∈T p

h

h
2(suk−1)

k

p2m−3
u,k

(∥∥∥Ẽu̇∥∥∥2

m,K
+
∥∥∥Ẽu∥∥∥2

m,K

)

+
∑
k∈T p

h

h
2(swk −1)

k

p2l−3
w,k

(∥∥∥Ẽẇ∥∥∥2

l,K
+
∥∥∥Ẽw∥∥∥2

l,K

)

+
∑
k∈T a

h

h
2(sϕk−1)

k

p2n−3
ϕ,k

(∥∥∥Ẽϕ̇∥∥∥2

n,K
+
∥∥∥Ẽϕ∥∥∥2

n,K

)
.

Proof. The proof follows by applying estimates of Lemma 4 and reasoning as in [7,

62].

By defining ‖·‖E as:

‖Uh‖2E = ‖uh‖2E,e + ‖ϕh‖2E,a + ‖βuh +wh‖2E,p ,

withUh(t) := (uh(t),wh(t), ϕh(t)) andE(t) = (u−uh,w−wh, ϕ−ϕh)(t) = (eu, ew, eϕ)(t),

the following theorem is stated.

Theorem 4 (A-priori error estimate in the energy norm). Let Assumptions 2.2.1,

2.2.2 and 2.2.3 hold. Assume that the exact solution of problem (1.11) is such that u ∈
C2([0, T ];H2(Ωp)∩Hm(T ph )), w ∈ C2([0, T ];H2(Ωp)∩H l(T ph )) and ϕ ∈ C2([0, T ];H2(Ωa)∩
Hn(T ah )), with m,n, l ≥ 2. Let (uh,wh, ϕh) ∈ C2([0, T ];V p

h )×C2([0, T ];V p
h )×C2([0, T ];V a

h )

be the corresponding solution of the semi-discrete problem (2.3), with sufficiently large
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penalty parameters c1, c2 and c3. Then, the following bound holds for the discretization

error E(t) :

‖E‖E .
∑
k∈T p

h

h
2(suk−1)

k

p
m−3/2
u,k

(∥∥∥Ẽu̇∥∥∥
m,K

+
∥∥∥Ẽu∥∥∥

m,K
+

∫ t

0

[∥∥∥Ẽü∥∥∥
m,K

+
∥∥∥Ẽu̇∥∥∥

m,K

]
dτ

)

+
∑
k∈T p

h

h
2(swk −1)

k

p
l−3/2
w,k

(∥∥∥Ẽẇ∥∥∥
l,K

+
∥∥∥Ẽw∥∥∥

l,K
+

∫ t

0

[∥∥∥Ẽẅ∥∥∥
l,K

+
∥∥∥Ẽẇ∥∥∥

l,K

]
dτ

)

+
∑
k∈T a

h

h
2(sϕk−1)

k

p
n−3/2
ϕ,k

(∥∥∥Ẽϕ̇∥∥∥
n,K

+
∥∥∥Ẽϕ∥∥∥

n,K
+

∫ t

0

[∥∥∥Ẽϕ̈∥∥∥
n,K

+
∥∥∥Ẽϕ̇∥∥∥

n,K

]
dτ

)
,

Proof. From the strong consistency of the semi-discrete formulation, for any t ∈ (0, T ],

the exact solution (u(t),w(t), ϕ(t)) satisfies the semi-discrete formulation (2.3), that

is:

(ρü,v)Ωp + (ρf ẅ,v)Ωp +Aph(u,v) + Bph(βu+w, βv) + Ch,p(ϕ,v)

+ (ρf ü, ξ)Ωp + (ρwẅ, ξ)Ωp + ηk−1(ẇ, ξ)Ωp

+ Bph(βu+w, ξ) + kintCh,p(ϕ, ξ)

+ (ρac
−2ϕ̈, ψ)Ωa +Aah(ϕ,ψ) + Ch,a(u, ψ) + kintCh,a(w, ψ)

= (fp,v)Ωp + (gp, ξ)Ωp + (ρafa, ψ)Ωa ,

∀ (v, ξ, ψ) ∈ V p
h × V

p
h × V

a
h .

By subtracting the semi-discrete formulation from the above equation, the error equa-

tion reads as follows:

(ρëu,v)Ωp + (ρf ëw,v)Ωp +Aph(eu,v) + Bph(βeu + ew, βv) + Ch,p(eϕ,v)

+ (ρf ëu, ξ)Ωp + (ρwëw, ξ)Ωp + ηk−1(ėw, ξ)Ωp

+ Bph(βeu + ew, ξ) + kintCh,p(eϕ, ξ)

+ (ρac
−2ëϕ, ψ)Ωa +Aah(eϕ, ψ) + Ch,a(eu, ψ) + kintCh,a(ew, ψ) = 0,

∀ (v, ξ, ψ) ∈ V p
h × V

p
h × V

a
h . (2.22)

The error E = (eu, ew, eϕ) = (u− uh,w −wh, ϕ− ϕh) can be split as:

E = EI −Eh,

where EI = (euI , e
w
I , e

ϕ
I ) = (u−uI ,w−wI , ϕ−ϕI), Eh = (euh, e

w
h , e

ϕ
h) = (uh−uI ,wh−

wI , ϕh − ϕI) and (uI ,wI , ϕI) ∈ V p
h × V

p
h × V

a
h are the interpolants defined in Lemma
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4.

The error E is now estimated by means of the triangle inequality:

‖E‖2E ≤ ‖Eh‖
2
E + ‖EI‖2E

and the result in Lemma 5 is used to bound the term EI . Then, by taking as test

function (v, ξ, ψ) = (ėuh, ė
w
h , ė

ϕ
h), identity (2.22) is rewritten as:

(ρëu, ė
u
h)Ωp + (ρf ëw, ė

u
h)Ωp +Aph(eu, ė

u
h) + Bph(βeu + ew, βė

u
h) + Ch,p(eϕ, ėuh)

+ (ρf ëu, ė
w
h )Ωp + (ρwëw, ė

w
h )Ωp + ηk−1(ėw, ė

w
h )Ωp

+ Bph(βeu + ew, ė
w
h ) + kintCh,p(eϕ, ėwh )

+ (ρac
−2ëϕ, ė

ϕ
h)Ωa +Aah(eϕ, ė

ϕ
h) + Ch,a(eu, ėϕh) + kintCh,a(ew, ėϕh) = 0,

that can be easily rewritten as:

(ρëuh, ė
u
h)Ωp + (ρf ë

w
h , ė

u
h)Ωp +Aph(euh, ė

u
h) + Bph(βeuh + ewh , βė

u
h)

+ (ρf ë
u
h, ė

w
h )Ωp + (ρwë

w
h , ė

w
h )Ωp + ηk−1(ėwh , ė

w
h )Ωp + Bph(βeuh + ewh , ė

w
h )

+ (ρac
−2ëϕh , ė

ϕ
h)Ωa +Aah(eϕh , ė

ϕ
h)

=

(ρëuI , ė
u
h)Ωp + (ρf ë

w
I , ė

u
h)Ωp +Aph(euI , ė

u
h) + Bph(βeuI + ewI , βė

u
h) + Ch,p(eϕI , ė

u
h)

+ (ρf ë
u
I , ė

w
h )Ωp + (ρwë

w
I , ė

w
h )Ωp + ηk−1(ėwI , ė

w
h )Ωp

+ Bph(βeuI + ewI , ė
w
h ) + kintCh,p(eϕI , ė

w
h )

+ (ρac
−2ëϕI , ė

ϕ
h)Ωa +Aah(eϕI , ė

ϕ
h) + Ch,a(euI , ė

ϕ
h) + kintCh,a(ewI , ė

ϕ
h). (2.23)

Notice now that the coupling terms of left-hand side of the above equation have been

neglected due to skew-symmetry. Moreover, as in Section 2.5, left-hand side could be

rewritten, by collecting a first time derivative and introducing the energy norm. Indeed,

by defining N (t) as follows:

N 2(t) = ‖Eh‖2E − 2〈{{σh(euh)}}, JeuhK〉Fp
h
− 2〈{{∇heϕh}}, Je

ϕ
hK〉Fa

h

−2m〈{{∇h · (βeuh + ewh )}}, Jβeuh + ewh K〉Fp
h
,

the left-hand side of equation (2.23) is rewritten as:

1

2

d

dt
N 2(t) + ηk−1 ‖ėwh ‖

2
Ωp
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and in particular, from Lemma 3, it holds:∫ t

0

1

2

d

dt
‖Eh‖2E dτ .

∫ t

0

1

2

d

dt
N 2(t)dτ +

∫ t

0
ηk−1 ‖ėwh ‖

2
Ωp
dτ.

Next, we take into account the right-hand side of (2.23), that is

(ρ̃së
u
I , ė

u
h)Ωp +Aph(euI , ė

u
h) + (ρac

−2ëϕI , ė
ϕ
h)Ωa +Aah(eϕI , ė

ϕ
h)

+ (φρf ë
u
I , ė

u
h)Ωp + (ρf ë

w
I , ė

u
h)Ωp + (ρf ë

u
I , ė

w
h )Ωp

+ (ρfφ
−1ëwI , ė

w
h )Ωp + (ρ̃wë

w
I , ė

w
h )Ωp + Bph(βeuI + ewI , βė

u
h + ėwh )

+ Ch,p(eϕI , ė
u
h) + Ch,a(euI , ė

ϕ
h) + kint(Ch,p(eϕI , ė

w
h ) + Ch,a(ewI , ė

ϕ
h))

+ ηk−1(ėwI , ė
w
h )Ωp . (2.24)

By employing the Cauchy-Schwarz inequality, it follows:

|(ρ̃sëuI , ėuh)Ωp | . ‖ėuI ‖E,e ‖e
u
I ‖E,e ,

|(ρac−2ëϕI , ė
ϕ
h)Ωa | .

∥∥ėϕI ∥∥E,a ∥∥eϕI ∥∥E,a ,
Moreover, it holds:

(φρf ë
u
I , ė

u
h)Ωp + (ρf ë

w
I , ė

u
h)Ωp + (ρf ë

u
I , ė

w
h )Ωp + (ρfφ

−1ëwI , ė
w
h )Ωp + (ρ̃wë

w
I , ė

w
h )Ωp

=
(
φ1/2ρ

1/2
f ëuI + ρ

1/2
f φ−1/2ëwI , φ

1/2ρ
1/2
f ėuh + ρ

1/2
f φ−1/2ėwh

)
Ωp

+ (ρ̃1/2
w ëwI , ρ̃

1/2
w ėwh )Ωp

≤
∥∥∥φ1/2ρ

1/2
f ëuI + ρ

1/2
f φ−1/2ëwI

∥∥∥
Ωp

∥∥∥φ1/2ρ
1/2
f ėuh + ρ

1/2
f φ−1/2ėwh

∥∥∥
Ωp

+
∥∥∥ρ̃1/2

w ëwI

∥∥∥
Ωp

∥∥∥ρ̃1/2
w ėwh

∥∥∥
Ωp

,

where again it has been used the Cauchy-Schwarz inequality.

For Aph- and Aah- terms in (2.24), by employing continuity estimates in Lemma 1 and

observing that ‖·‖dG,? ≤ ‖·‖E,?, it follows:

Aph(euI , ė
u
h) +Aah(eϕI , ė

ϕ
h) =

d

dt

(
Aph(euI , e

u
h) +Aah(eϕI , e

ϕ
h)
)
−Aph(ėuI , e

u
h) +Aah(ėϕI , e

ϕ
h) .

d

dt

(
|||euI |||dG,e ‖e

u
h‖E,e +

∣∣∣∣∣∣eϕI ∣∣∣∣∣∣dG,a

∥∥eϕh∥∥E,a)+
(
|||ėuI |||dG,e ‖e

u
h‖E,e +

∣∣∣∣∣∣ėϕI ∣∣∣∣∣∣dG,a

∥∥eϕh∥∥E,a) .
Bph-terms in (2.24) can be bounded, in the same way, as follows:

Bph(βeuI + ewI , βė
u
h + ėwh ) =

d

dt
(Bh(βeuI + ewI , βe

u
h + ewh ))− Bh(βėuI + ėwI , βe

u
h + ewh ) .

d

dt

(
|||βeuI + ewI |||dG,p ‖βe

u
I + ewI ‖dG,p

)
+ |||βėuI + ėwI |||dG,p ‖βe

u
h + ewh ‖dG,p .
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For the coupling terms in (2.24), it follows that:

Ch,p(eϕI , ė
u
h) + Ch,a(euI , ė

ϕ
h) + kint(Ch,p(eϕI , ė

w
h ) + Ch,a(ewI , ė

ϕ
h)) =

Ch,p(eϕI , ė
u
h + kintė

w
h ) + Ch,a(euI + kinte

w
I , ė

ϕ
h),

for kint = {0, 1}.
Now, recalling the definitions of the coupling bilinear forms, it follows:

Ch,p(eϕI , ė
u
h + kintė

w
h ) = 〈ρaėϕI np, ė

u
h + kintė

w
h 〉FI

h

.
∑
F∈FI

h

∥∥ρaėϕI ∥∥F ‖ėuh + kintė
w
h ‖F

.
∑

kp∈T I
h,p

ka∈T I
h,a

∥∥ėϕI ∥∥∂ka ‖ėuh + kintė
w
h ‖∂kp

.
∑

kp∈T I
h,p

ka∈T I
h,a

pa,kah
−1/2
ka

∥∥ėϕI ∥∥∂ka ‖ėuh + kintė
w
h ‖kp

. Iah(ėϕI )

(
‖euh‖E,e +

∥∥∥ρ̃1/2
w ėwh

∥∥∥
Ωp

)
,

where

Iah(ϕ) =
∑

kp∈T I
h,p

ka∈T I
h,a

pa,kah
−1/2
ka ‖ϕ‖∂ka , ∀ ϕ ∈ H2(Ωa) ∩Hn(T ah ).

Analogously, by defining:

Iph(v) =
∑

kp∈T I
h,p

ka∈T I
h,a

pp,kph
−1/2
kp ‖v‖∂kp , ∀ v ∈H2(Ωp) ∩Hm(T ph )

it holds:

Ch,a(euI + kinte
w
I , ė

ϕ
h) . Iph(ėuI + kintė

w
I )
∥∥eϕh∥∥E,a .

Observe now, that since euh(0) = ewh (0) = eϕh(0) = 0, by integrating in time in the

interval [0, t], it follows:

‖Eh‖2E .
∫ t

0

(
‖ėuI ‖E,e ‖e

u
I ‖E,e +

∥∥ėϕI ∥∥E,a ∥∥eϕI ∥∥E,a)dτ
+|||euI |||dG,e ‖e

u
h‖E,e +

∣∣∣∣∣∣eϕI ∣∣∣∣∣∣dG,a

∥∥eϕh∥∥E,a
+

∫ t

0

(
|||ėuI |||dG,e ‖e

u
h‖E,e +

∣∣∣∣∣∣ėϕI ∣∣∣∣∣∣dG,a

∥∥eϕh∥∥E,a)dτ
+

∫ t

0

(∥∥∥ρ1/2
f

(
φ1/2ëuI + φ−1/2ëwI

)∥∥∥
Ωp

∥∥∥ρ1/2
f

(
φ1/2ėuh + φ−1/2ėwh

)∥∥∥
Ωp

)
dτ
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+

∫ t

0

(∥∥∥ρ̃1/2
w ëwI

∥∥∥
Ωp

∥∥∥ρ̃1/2
w ėwh

∥∥∥
Ωp

)
+ |||βeuI + ewI )|||dG,p ‖βe

u
h + ewh ‖dG,p

+

∫ t

0

(
|||βėuI + ėwI |||dG,p ‖βe

u
h + ewh ‖dG,p

)
dτ

+

∫ t

0
Iah(ėϕI )

(
‖euh‖E,e +

∥∥∥ρ̃1/2
w ėwh

∥∥∥
Ωp

)
dτ

+

∫ t

0
Iph(ėuI + kintė

w
I )
∥∥eϕh∥∥E,adτ

+

∫ t

0
ηk−1 ‖ėwI ‖

2
Ωp
dτ. (2.25)

By employing the Young’s inequality, it holds:

‖Eh‖2E .|||euI |||
2
dG,e +

∣∣∣∣∣∣eϕh ∣∣∣∣∣∣2dG,a
+ |||βeuI + ewI |||

2
dG,p

+

∫ t

0
ηk−1 ‖ėwI ‖

2
Ωp
dτ

+

∫ t

0

[
‖ėuI ‖E,e +

∥∥ėϕI ∥∥E,a + ‖βėuI + ėwI ‖E,p

+ |||ėuI |||dG,e +
∣∣∣∣∣∣ėϕI ∣∣∣∣∣∣dG,a

+ |||βėuI + ėwI |||dG,p

+ Iah(ėϕI ) + Iph(ėuI + kintė
w
I )

]
‖Eh‖E dτ. (2.26)

By defining:

C2(euI , e
w
I , e

ϕ
I ) = |||euI |||

2
dG,e +

∣∣∣∣∣∣eϕh ∣∣∣∣∣∣2dG,a
+ |||βeuI + ewI |||

2
dG,p +

∫ t

0
ηk−1 ‖ėwI ‖

2
Ωp
dτ

D(ėuI , ė
w
I , ė

ϕ
I ) = ‖ėuI ‖E,e +

∥∥ėϕI ∥∥E,a + ‖βėuI + ėwI ‖E,p
+ |||ėuI |||dG,e +

∣∣∣∣∣∣ėϕI ∣∣∣∣∣∣dG,a
+ |||βėuI + ėwI |||dG,p + Iah(ėϕI ) + Iph(ėuI + kintė

w
I ),

equation (2.26) reduces to:

‖Eh‖2E . C2(euI , e
w
I , e

ϕ
I ) +

∫ t

0
D(ėuI , ė

w
I , ė

ϕ
I ) ‖Eh‖E dτ

and, by employing Gronwall’s lemma:

‖Eh‖E . C(euI , ewI , e
ϕ
I ) +

∫ t

0
D(ėuI , ė

w
I , ė

ϕ
I )dτ,

We point out that in order to bound term C it has been used estimates in Lemma 4,

together with standard estimates as in [62]. To estimate term D, it has been used again
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estimates in Lemma 5 and the following ones for Iah(eϕI ) and Iph(euI + kinte
w
I ):

Iah(eϕI ) .
∑
k∈T a

h,I

h
sϕk−1

k

p
n−3/2
ϕ,k

∥∥∥Ẽϕ∥∥∥
n,K

Iph(euI + kinte
w
I ) .

∑
k∈T p

h,I

h
suk−1

k

p
m−3/2
u,k

∥∥∥Ẽu∥∥∥
m,K

+
∑
k∈T p

h,I

h
swk −1

k

p
l−3/2
w,k

∥∥∥Ẽw∥∥∥
l,K
.

By collecting all bounds, the following error estimate is achieved:

‖E‖E .
∑
k∈T p

h

h
2(suk−1)

k

p
m−3/2
u,k

(∥∥∥Ẽu̇∥∥∥
m,K

+
∥∥∥Ẽu∥∥∥

m,K
+

∫ t

0

[∥∥∥Ẽü∥∥∥
m,K

+
∥∥∥Ẽu̇∥∥∥

m,K

]
dτ

)

+
∑
k∈T p

h

h
2(swk −1)

k

p
l−3/2
w,k

(∥∥∥Ẽẇ∥∥∥
l,K

+
∥∥∥Ẽw∥∥∥

l,K
+

∫ t

0

[∥∥∥Ẽẅ∥∥∥
l,K

+
∥∥∥Ẽẇ∥∥∥

l,K

]
dτ

)

+
∑
k∈T a

h

h
2(sϕk−1)

k

p
n−3/2
ϕ,k

(∥∥∥Ẽϕ̇∥∥∥
n,K

+
∥∥∥Ẽϕ∥∥∥

n,K
+

∫ t

0

[∥∥∥Ẽϕ̈∥∥∥
n,K

+
∥∥∥Ẽϕ̇∥∥∥

n,K

]
dτ

)
, (2.27)

that concludes the proof.

2.7 Algebraic Formulation

In order to define the corresponding algebraic formulation, the dG bilinear forms listed

in previous section are now associated to corresponding matrices. Observe that the dG

structure of bilinear forms descending by the integration by parts, seen as the contribute

of four terms, is now lost and simplified into the notation of a general matrix. Mass

matrices have been simply associated to bilinear forms as shown here below:

(Ma)ij =

∫
Ωa

ρac
−2ψjψi, ∀ i, j ∈ {1, . . . , Nh,a},

(Mp)ij =

∫
Ωp

φjφi, ∀ i, j ∈ {1, . . . , Nh,p},

(Mρ
p )ij =

∫
Ωp

ρφjφi, ∀ i, j ∈ {1, . . . , Nh,p},

(M
ρf
p )ij =

∫
Ωp

ρfφjφi, ∀ i, j ∈ {1, . . . , Nh,p},

(Mρw
p )ij =

∫
Ωp

ρwφjφi, ∀ i, j ∈ {1, . . . , Nh,p}.

Other matrices are defined as:

(Aa)ij = Aah(ψj , ψi), ∀ i, j ∈ {1, . . . , Nh,a},

(Ap)ij = Aph(φj ,φi), ∀ i, j ∈ {1, . . . , Nh,p},
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(Bp)ij = Bph(φj ,φi), ∀ i, j ∈ {1, . . . , Nh,p}.

Here Nh,a and Nh,p denote the number of element-wise discontinuous basis functions

defined over V a
h and V p

h , respectively.

These last three elements could be moreover decomposed individually into the sum of

the following four matrices:

• V , volume term;

• −I, consistency term;

• −IT , symmetry term;

• S, stabilization term.

This structure will be considered in the numerical implementation of the proposed dG

method.

More precisely for the three terms Aa, Ap and Bp the decomposition reads as follows:

• Aa = Va − ITa − Ia + Sa, where:

Va(i, j) =
∑
K∈T a

h

∫
K
ρa∇hϕj · ∇hϕi,

Ia(i, j) =
∑
F∈Fa

h

∫
F

JϕjK · {{ρa∇hϕi}},

Sa(i, j) =
∑
F∈Fa

h

∫
F
χJϕjK · JϕiK, ∀ i, j ∈ {1, . . . , Nh,a}.

• Ap = Vp,1 − ITp,1 − Ip,1 + Sp,1, where:

Vp,1(i, j) =
∑
K∈T p

h

∫
K
σh(φj) : εh(φi),

Ip,1(i, j) =
∑
F∈Fp

h

∫
F

JφjK : {{σh(φi)}},

Sp,1(i, j) =
∑
F∈Fp

h

∫
F
ηJφjK : JφiK, ∀ i, j ∈ {1, . . . , Nh,p}.

• Bp = Vp,2 − ITp,2 − Ip,2 + Sp,2, where:

Vp,2(i, j) =
∑
K∈T p

h

∫
K
m(∇h · φj)(∇h · φi),

Ip,2(i, j) =
∑
F∈Fp

h

∫
F

JφjK{{m(∇h · φi)I}},
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Sp,2(i, j) =
∑
F∈Fp

h

∫
F
γJφjKJφiK, ∀ i, j ∈ {1, . . . , Nh,p}.

For the coupling bilinear forms, we define:

(Ca)ij = Cah(ψj ,φi), ∀i ∈ {1, . . . , Nh,p}, ∀j ∈ {1, . . . , Nh,a},

(Cp)ij = Cph(φj , ψi), ∀i ∈ {1, . . . , Nh,a}, ∀j ∈ {1, . . . , Nh,p}.

Equation (2.3) can therefore be rewritten as:

Mρ
p Ü(t) +M

ρf
p Ẅ (t) +ApU(t) + β2BpU(t) + βBpW (t) +CpΦ̇(t)

+ M
ρf
p Ü(t) +Mρw

p Ẅ (t) + ηk−1MpẆ (t) + βBpU(t) +BpW (t) + kintCpΦ̇(t)

+ CaU̇(t) + kintCaẆ (t) +MaΦ̈(t) +AaΦ(t)

= Fp(t) +Gp(t) + Fa(t), (2.28)

with initial conditions:
U(0) = U0; W (0) = W0; Φ(0) = Φ0,

U̇(0) = U1; Ẇ (0) = W1; Φ̇(0) = Φ1.

In order to fully discretize equation (2.28), different time discretization schemes have

been introduced, as it is described in the following.

2.7.1 Leapfrog scheme

A first approach considered is leapfrog method. The time interval [0, T ] has been

discretized by introducing a timestep ∆t > 0, such that ∀ k ∈ N, tk+1 − tk = ∆t, as

shown in Figure 2.2. We define Uk as Uk = U(tk). Time derivatives are approximated

Figure 2.2: Discretization of time interval [0, T ]

as follows:

U̇ i ≈ U i+1 − U i−1

2∆t
(2.29)

Ü i ≈ U i−1 − 2U i + U i+1

∆t2
. (2.30)
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A notation (·?) has been introduced to take into account a general scenario (semi-

implicit or fully-implicit). By plugging (2.29) and (2.30) into (2.28), we get:

Mρ
p

U i−1 − 2U i + U i+1

∆t2
+M

ρf
p
W i−1 − 2W i +W i+1

∆t2

+ApU
? + β2BpU

? + βBpW
? +Cp

Φi+1 − Φi−1

2∆t
= F ?

p ,

M
ρf
p
U i−1 − 2U i + U i+1

∆t2
+Mρw

p

W i−1 − 2W i +W i+1

∆t2

+ηk−1Mp
W i+1 −W i−1

2∆t
+ βBpU

? +BpW
? + kintCp

Φi+1 − Φi−1

2∆t
= G?

p,

Ca
U i+1 − U i−1

2∆t
+ kintCa

W i+1 −W i−1

2∆t
+Ma

Φi−1 − 2Φi + Φi+1

∆t2
+AaΦ

? = F ?
a .

If ? = i, the semi-implicit case will be considered, whereas if ? = i+1, the fully-implicit

one will be taken into account. The system has been therefore rewritten as:



Mρ
p (U i−1 − 2U i + U i+1) +M

ρf
p (W i−1 − 2W i +W i+1)

+ ∆t2ApU
? + ∆t2β2BpU

? + ∆t2βBpW
? +

∆t

2
Cp(Φi+1 − Φi−1) = ∆t2F ?

p ,

M
ρf
p (U i−1 − 2U i + U i+1) +Mρw

p (W i−1 − 2W i +W i+1)

+
∆t

2
ηk−1Mp(W

i+1 −W i−1) + ∆t2βBpU
? + ∆t2BpW

?

+ kint
∆t

2
Cp(Φi+1 − Φi−1) = ∆t2G?

p,

∆t

2
Ca(U i+1 − U i−1) + kint

∆t

2
Ca(W i+1 −W i−1)+

Ma(Φ
i−1 − 2Φi + Φi+1) + ∆t2AaΦ

? = ∆t2F ?
a ,

with initial conditions U0 = U0; W 0 = W0; Φ0 = Φ0,

U1 = U1; W 1 = W1; Φ1 = Φ1.

Collecting together matrices associated to the three time instants for the discretization,

the semi-implicit and fully-implicit schemes are shown below.
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Semi-implicit formulation:

Ki−1 =


Mρ

p M
ρf
p −∆t

2 Cp

M
ρf
p Mρw

p − ηk−1 ∆t
2 Mp −kint∆t

2 Cp

−∆t
2 Ca −kint∆t

2 Ca Ma

 ,

Ki =


−2Mρ

p + ∆t2Ap + ∆t2β2Bp −2M
ρf
p + ∆t2βBp 0

−2M
ρf
p + ∆t2βBp −2Mρw

p + ∆t2Bp 0

0 0 −2Ma + ∆t2Aa

 ,

Ki+1 =


Mρ

p M
ρf
p

∆t
2 Cp

M
ρf
p Mρw

p + ηk−1 ∆t
2 Mp kint

∆t
2 Cp

∆t
2 Ca kint

∆t
2 Ca Ma


and

F = ∆t2
[
F i
p, Gi

p, F i
a

]T
.

Fully-implicit formulation:

Ki−1 =


Mρ

p M
ρf
p −∆t

2 Cp

M
ρf
p Mρw

p − ηk−1 ∆t
2 Mp −kint∆t

2 Cp

−∆t
2 Ca −kint∆t

2 Ca Ma

 ,

Ki =


−2Mρ

p −2M
ρf
p 0

−2M
ρf
p −2Mρw

p 0

0 0 −2Ma

 ,

Ki+1 =


Mρ

p + ∆t2Ap + ∆t2β2Bp M
ρf
p + ∆t2βBp

∆t
2 Cp

M
ρf
p + ∆t2βBp Mρw

p + ηk−1 ∆t
2 Mp kint

∆t
2 Cp

∆t
2 Ca kint

∆t
2 Ca Ma + ∆t2Aa


and

F = ∆t2
[
F i+1
p , Gi+1

p , F i+1
a

]T
.
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A vector of unknowns has been introduced for each time instant and defined as:

X∗ =
[
U∗, W ∗, Φ∗

]T
,

where ·∗ := ·(i−1) , ·(i) , ·(i+1).

Finally, the linear system reads as:

Ki−1Xi−1 +KiXi +Ki+1Xi+1 = F ,

or equivalently:

Ki+1Xi+1 = F̃ (Xi−1,Xi). (2.31)

It’s important to stress the fact that, differently from the fully-implicit scheme, the

semi-implicit one needs a Courant-Friedrichs-Lewy (CFL, [30]) condition in order to

avoid stability issues. In particular, the condition reads as ∆t ≤ CCFL h, where the

constant CCFL is related to the polynomial degree and the characteristic velocities of

the acoustic and poroelastic waves.

2.7.2 Newmark scheme

Another time discretization that can be used is the Newmark-beta method (see e.g.

[34]). Equation (2.28) is rewritten in algebraic form as:
Mρ

p M
ρf
p 0

M
ρf
p Mρw

p 0

0 0 Ma



Ü

Ẅ

Φ̈

+


0 0 Cp

0 ηk−1Mp kintCp

Ca kintCa 0



U̇

Ẇ

Φ̇

+


Ap + β2Bp βBp 0

βBp Bp 0

0 0 Aa



U?

W ?

Φ?

 =


F ?
p

G?
p

F ?
a

 . (2.32)

Equation (2.32) can be rewritten in compact form:

AẌ +BẊ +CX = F . (2.33)

By expliciting the second time derivative:

Ẍ = A−1(F −BẊ −CX) = A−1F −A−1BẊ −A−1CX = L(t,X, Ẋ),
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that yields to: 
Ẍ = L(t,X, Ẋ)

Ẋ(0) = X0

X(0) = X1.

(2.34)

The Newmark scheme is defined by introducing a Taylor expansion for displacement

and velocity, respectively:
Xk+1 = Xk + ∆tZk + ∆t2(βNLk+1 + (1

2 − βN )Lk)

Zk+1 = Zk + ∆t(γNLk+1 + (1− γN )Lk),
(2.35)

where Zk = Ż(tk), Lk = L(tk,Xk,Zk) and the Newmark parameters βN and γN

satisfy (see [57]) the following constraints:

0 ≤ γN ≤ 1,

0 ≤ 2βN ≤ 1.

The typical choices of parameters are γN = 1/2 and βN = 1/4.

By plugging the definition of L into (2.35), the time integration reduces to:A+ ∆t2βNC ∆t2βNB

γN∆tC A+ γN∆tB

Xk+1

Zk+1

 =

A−∆t2(1
2 − βN )C ∆tA−∆t2(1

2 − βN )B

−(1− γN )∆tC A− (1− γN )∆tB

Xk

Zk

+

∆t2βNF
k+1

γN∆tF k+1

+

∆t2(1
2 − βN )F k

(1− γN )∆tF k

 . (2.36)

2.7.3 The generalized-α method

We consider also a generalization of the Newmark scheme, as in [35]. As done in

the previous subsection, the system has been simplified into equation (2.33). Taylor

expansions defined in equation (2.35) are again taken into account. By introducing

parameters αm and αf , intermediate time discretization instants are considered as

shown below:

Xk+1−αf = (1− αf )Xk+1 + αfX
k,

Zk+1−αf = (1− αf )Zk+1 + αfZ
k. (2.37)
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In order to discretize the second time derivative, the notation Jk = Ẍ(tk) is introduced.

Acceleration is discretized at intermediate nodes as:

Jk+1−αm = (1− αm)Jk+1 + αmJ
k. (2.38)

Equation (2.33) is rewritten in terms of intermediate nodes:

AJk+1−αm +BZk+1−αf +CXk+1−αf = F k+1−αf . (2.39)

Equations (2.37) and (2.38) are plugged into equation (2.39), yielding:

[
(1− αm)A+ ∆t(1− αf )γNB + ∆t2(1− αf )βNC

]
Jk+1 =

−CXk − [B + ∆t(1− αf )C]Zk−[
αmA+ ∆t(1− αf )(1− γN )B + ∆t2(1− αf )(

1

2
− βN )C

]
Jk+

(1− αf )F k+1 + αfF
k,

that leads to 

Jk+1 = φ(t,Xk,Zk,Jk),

X0 = x0,

Z0 = z0,

J0 = A−1(F 0 −BZ0 −CX0).

(2.40)

In order to have an unconditionally stable method, the following constraints have to

be satisfied:

γN =
1

2
− αm + αf ,

αm ≤ αf ≤
1

2
,

βN ≥
1

4
+

1

2
(αf − αm).
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Chapter 3

Numerical results

Numerical implementation has been carried out through the software Matlab1. The

code used in [6] has been modified by introducing matrices corresponding to the poroe-

lastic part and ensuring appropriate boundary conditions. Different time discretizations

presented in Section 2.7 have been implemented. Meshes have been generated through

the polymesher software (see [60],[73]). The latter routine ensures a polygonal mesh

generation, respecting grid Assumptions (2.2.1), (2.2.2) and (2.2.3) stated in Section

2.2. The polymesher function included in article [73] has been modified by overturning

the generated square (rectangle), over the interface ΓI . In Figure 3.1, some examples

of meshes generated by varying the number of polygons are shown.

Figure 3.1: Examples of meshes generated with polymesher:

number of polygons N = 100, 500, 1000

3.1 Remarks on the Matlab code

From the Matlab implementation point of view, the main coding work has been done

by modifying the assembly phase defined in the matrix2D.m function. As presented in

[7], a new theoretical dG analysis has extended previous theory on dG methods from

triangles to polygons. From the practical point of view, since bilinear forms have been

split by construction into volumetric and interface terms, two kinds of integration have

been therefore considered. Sub-triangulation has been introduced as shown in Figure

1MATLAB 2019a, The MathWorks, Inc., Natick, Massachusetts, United States.
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3.2a. It is shown the case for p = 2 polynomial degree and 2D quadrature nodes equal

to (2p + 1)d for each triangle. 2D quadrature nodes have been used to compute inte-

grals defined over the whole volumes, crucial aspect of this analysis when dealing with

cost of computational time, drastically reduced through most recent quadrature free

formula (see [7]). Instead interface integrals (and coupling integrals) have been calcu-

(a) Sub-triangulation and 2D
quadrature nodes

(b) 1D quadrature nodes

Figure 3.2: Quadrature nodes over polygons for p = 2

lated by 1D quadrature formulas defined on edges of polygons, as shown in Figure 3.2b.

In the following pseudocode it has been resumed different for cycles that have been

used inside the Matlab function, in order to evaluate volume and interface integrals.

For the sake of simplicity it has been chosen to keep only the skeleton of the function,

avoiding to represent all variables involved.
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Listing 3.1: Pseudocode of matrix2D.m

function [Matrices ]= matrix2D(femregion ,neighbour ,Dati)

for ie=1: femregion.ne % loop over elements

for iTria = 1:size(Tria ,1) % loop over triangles

for k=1: length(w_2D) % 2D quad nodes

for i=1: femregion.nln % shape functions

for i=1: femregion.nln

% volume integrals

end

end

end

end

for iedg =1: neighbour.nedges(ie) % loop over faces

for k=1: nqn_1D % 1D quad nodes

for j=1: femregion.nln % shape functions

% interface integrals

end

end

end

end

3.2 Monodomain test

As a first test case, the following ”simplified” poroelastic problem has been considered:

ü−∇ · σ̃ −∇(∇ · u) = f in Ω× (0, T ],

u(·, 0) = u0 in Ω,

u̇(·, 0) = u1 in Ω,

u = 0 on ∂Ω,

(3.1)

where symbol σ̃ stands for the elastic stress tensor σ̃ = C : ε(u). Moreover, as it could

be noticed from system (3.1), the whole boundary ∂Ω reduces to a Dirichlet boundary.

At the semi-discrete level, system (3.1) reads as:

M Ü +AU +BU = F . (3.2)

The domain is given by Ω = (0, 1)× (0, 1) and the exact solution is chosen as:

u(x, y; t) =

(
x2 cos(πx2 ) sin(πx)

x2 cos(πx2 ) sin(πx)

)
cos(
√

2πt).
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The forcing term, boundary and initial conditions have been defined accordingly. The

semi-implicit scheme has been used to integrate in time problem (3.2).

A convergence analysis measuring the errors in the L2 and H1 norms has been carried

out by considering four meshes of N = 80, 320, 1280, 5120 polygons. Here we choose

a polynomial approximation degree p = 2. The final time has been set to T = 1,

while the timestep to ∆t = 10−5, in order to respect the CFL condition. As shown in

Figure 3.3, H1 error and L2 error of gradient (H1-seminorm) point out a convergence

rate proportional to hp, as prescribed by the theory. Figure 3.3 also show the error

||u − uh||Ω as a function of h. It can be seen a convergence rate of hp+1. The error

Figure 3.3: Monodomain test: computed errors as a function of meshsize h, p = 2

analysis has moreover focused on the trend of the ||u−uh||Ω, by varying the polynomial

degree p from 1 to 5 and fixing the number of polygons to N = 400. The final time

has been set to T = 0.025, in order to reduce time iterations to 2500. Figure 3.4 shows

a semilogarithmic plot of L2 norms, stating an exponential decay of the errors. The

computed errors have been also reported in Table B.1 in the Appendix section.

3.3 Coupled domains test

An exact solution for the sealed pores case is constructed in order to respect constraints

on the interface imposed by (1.7), (1.8) and (1.9). Moreover, u and w are chosen in

such a way to have a null pressure in the whole poroelastic domain. Since solutions

at the interface are identically zero, with their x−, y− and t− derivatives, interface

coupling conditions are consequently null. This fact suggests to test both sealed pores
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Figure 3.4: Monodomain test: L2 errors as a function of polynomial degree p in semilog-
arithmic scale

and open pores with the same solutions. Physical parameters are set as shown in Table

3.1, the considered problem is solved in the domain Ω = (−1, 1) × (0, 1), on polygonal

meshes as in Figure 3.5. The poro-elasto-acoustic interface is given by ΓI = {0}× [0, 1].

As shown in Table 3.1, parameters has been set equal to 1, except for the dynamic

Figure 3.5: Polygonal mesh, with N = 100

viscosity, set to zero in order to simplify the study and ρw = 2 that have ensured a non

vanishing second poroelastic equation.

Exact solutions are defined as follows:

u(x, y; t) =

x2 cos(πx2 ) sin(πx),

x2 cos(πx2 ) sin(πx),

 cos(
√

2πt)
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Data Adimensional Value

ρf , ρs 1

λ, µ 1

a 1

φ 0.5

η 0

ρw 2

β, m 1

c 1

Table 3.1: Coupled domains test: physical parameters

w(x, y; t) = −

x2 cos(πx2 ) sin(πx)

x2 cos(πx2 ) sin(πx)

 cos(
√

2πt)

ϕ(x, y; t) = (x2 sin(πx) sin(πy)) sin(
√

2πt).

Forcing terms have been calculated accordingly and read as follows:

fp(x, y; t) =

λ+2µ
8

µ
8

h1(x, y) cos(
√

2πt),

gp(x, y; t) =

2π2x2 cos(πx/2) sin(πx)

2π2x2 cos(πx/2) sin(πx)

 cos(
√

2πt),

fa(x, y; t) = −2 (2πx cos(πx) + sin(πx)) sin(πy) sin(
√

2πt),

where:

h1(x, y) = (−8πx cos(πx/2)− 24πx cos(3πx/2)

+ 2(−8 + 5π2x2 + (−8 + 9π2x2) cos(πx)) sin(πx/2)).

A first error analysis has been carried out on L2-norms for sealed and open pores.

Four sequentially refined polygonal meshes (the coarsest mesh containing 50 elements,

the finest 400) have been considered, with uniform polynomial degree p = 1, 2, 3 set

on any element. Final time T has been set equal to 0.25, in order to consider just

2500 time iterations, considering a timestep of ∆t = 10−4. L2-errors are expected to

converge proportional to hp+1, while H1-seminorm and H1-norm proportional to hp,

as shown in Figure 3.6, for the case of p = 3 polynomials. Numerical results have been

shown in Tables B.2 to B.10 in the Appendix section. Moreover, an L2 error analysis

on the pressure has been carried out, for p = 3 polynomials. Figure 3.7 shows the

convergence proportional to hp: as expected the trend is the same of the one of the

gradient norm. Pressure has been computed through equation (1.5).
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(a) Sealed pores

(b) Open pores

Figure 3.6: Coupled domains test: computed errors as a function of meshsize h with
p = 3
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Figure 3.7: ||p− ph||Ωp as a function of meshsize h with p = 3

As done for the monodomain test, a convergence analysis of the computed errors mea-

sured in the L2 and H1-norms letting varying the polynomial degree p, has been taken

into account. Figure 3.8 points out an exponential decay of the errors, through a

semilogarithmic plot.

Since previous exact solutions introduced had vanishing interface conditions, other

possible choices could be taken into account, in order to consider non-zero coupling

conditions. Solutions will be now non identical for open and sealed pores scenarios,

since they slightly differ in imposing pressure continuity (equation (1.9)).

Dealing with sealed pores, an exact solution, constructed as a combination of polyno-

mials for space and an exponential for time variables, reads as follows:
u(x, y; t) =

(
1 + x2 − 3xy,−9 + x2

)
et

w(x, y; t) =
(
−x+ x2 + xy, 1 + x+ x2 + y − 4xy + y2

)
et

ϕ(x, y; t) =
(
−x+ x2 + 9y

)
et.
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Figure 3.8: Coupled domains: computed errors as a function of polynomial degree p in
semilogarithmic scale

Moreover, concerning with open pores, an analytical solution is proposed as follows:
u(x, y; t) =

(
9 + x+ x2 + y + 3y2, −x− 3y − 6xy

)
et

w(x, y; t) =
(
−1− x− x2 − y − 3y2, x+ 3y + 6xy

)
et

ϕ(x, y; t) = (−8x) et.

Even with these solutions, a convergence analysis has been carried out. By the way,

by considering a p = 2 polynomial degree, the numerical solution incurs a saturation

effect, due to the polynomial nature of the same analytical solution.

3.4 Physical examples

Test 1: Linear interface

A first test has been studied by considering the same rectangular polygonal mesh

presented in the previous section. Once again, the domain Ω has been split into

a poroelastic and an acoustic part, respectively Ωp = (−200, 0) × (0, 400) m2 and

Ωa = (0, 200)× (0, 400) m2. A linear interface has been placed at x = 0 m, resulting in

ΓI = 0× [0, 400] m.

Physical and dimensional parameters have been chosen as in [27] and listed in Table

3.2. Boundary and initial conditions have been set equal to zero both for the poroelas-

tic and the acoustic domain. Forcing terms are null in Ωp, while in Ωa a forcing term
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Fluid Fluid density ρf 1000 kg/m3

Wave velocity c 1500 m/s
Dynamic viscosity η 0 Pa · s

Grain Solid density ρs 2690 kg/m3

Shear modulus µ 1.86·109 Pa
Matrix Porosity φ 0.38

Tortuosity a 1.8
Permeability k 2.79 · 10−11 m2

Lamé coefficient λ0 1.2 · 108 Pa
Biot’s coefficient m 5.34 · 109 Pa
Biot’s coefficient β 0.95

Table 3.2: Test 1: straight interface. Physical parameters

is imposed until t = 0.05 s, by considering the following load:

fa = r(x, y)h(t),

where

h(t) =


∑4

k=1 αk sin(γkω0t), if 0 < t < 1
f0

0, otherwise,
(3.3)

with coefficients defined as: α1 = 1, α2 = −21/32, α3 = 63/768, α4 = −1/512,

γk = 2k−1, ω0 = 2πf0 Hz, f0 = 20 Hz . h(t) function is shown in Figure 3.9. Function

Figure 3.9: Point source load in the acoustic domain, evolving in the time interval
[0, 0.2] s

r(x) is moreover defined as:

r(x, y) =


1, if x0 − r ≤ x ≤ x0 + r and y0 − r ≤ y ≤ y0 + r

0, otherwise,

68



where x0 = 100, y0 = 200 and r = 50. Eventually, function r(x) has been plotted on the

mesh as shown in Figure 3.10. Simulations have been thus carried out by considering

Figure 3.10: Test 1: straight interface. r(x, y) function over polygonal mesh

a polygonal mesh consisting in N = 500 polygons. In order to reduce the computa-

tional time, it has been chosen to adopt a Newmark scheme for time discretization,

as introduced in Subsection 2.7.2. Indeed, Newmark parameters have been set equal

to βN = 1/4 and γN = 1/2, so that the method is unconditionally stable (see [34]).

This fact ensures not to have stability issues by taking ∆t = 10−2 s, in a time interval

[0, 1] s.

Solutions at four time instants are shown in Figure 3.11. As it could be noticed by

Figure 3.11: Test 1: straight interface. Dissipated solution in the acoustic domain at
four time istants
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the latter plot, after initial oscillations imposed by the forcing term, the solution starts

dampening to zero. This is mainly related to a numerical dissipation caused by consid-

ering a Newmark scheme with a too large timestep (∆t = 10−2 s). In fact, no damping

parameters have been taken into account in the considered model. At the physical level

the only factor which could affect the natural oscillations initially imposed are interface

conditions, that in general cause a loss of energy by transporting it. In order to fix this

problem it has been set ∆t = 10−4 s, again with a Newmark scheme. The potential

solution is shown, in the acoustic domain, in Figure 3.12. As it could be pointed out,

at final time T = 1 the solution reaches values comparable with previous ones, ensuring

a non-dissipation effect.

Figure 3.12: Test 1: straight interface. Non-dissipated solution in the acoustic domain
at four time istants

Test 2: Transversal interface

The analysis has carried on by considering a different interface. In particular, a plane

interface with slope 60◦ has been considered in the domain Ω = Ωa∪Ωp = [0, 400]2 m2.

Parameters has been set as in Test 1 (Table 3.2). The forcing term fa has been set

equal in time as in Test 1 (equation 3.3), while r(x, y) has been accordingly defined:

r(x, y) =


1, if y ≤ 40

23x− 348 and y ≥ 40
23x− 435

0, otherwise.

In Figure 3.13 it has been shown function r(x, y) over the mesh. fp and gp has been
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Figure 3.13: Test 2: oblique interface. r(x, y) function over the mesh

again set equal to zero. As time discretization scheme has been chosen again Newmark,

with parameters as in Test 1, timestep ∆t = 10−4 s and final time T = 1 s. It has

been carried out a simulation with N = 393 polygons, subdivided into Na = 211 and

Np = 182 polygons for the acoustic and poroelastic domain respectively.

In Figure 3.14 it has been shown again the potential in the acoustic domain.

Figure 3.14: Test 2: oblique interface. Potential solution in the acoustic domain at four
time istants

Test 3: Circular interface

In this test a square domain Ω = [−600, 600] m2 has been considered, with a hole of

radius 100 m centered in (0, 0), representing the acoustic domain Ωa. The interface
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ΓI is therefore nothing but ∂Ωa, separating Ωa from the remaining poroelastic domain

Ωp. Again, fa has been set in time as in Test 1, while r(x, y) has been considered as

follows:

r(x, y) =


1, if x2 + y2 ≤ 502

0, otherwise,

that is considering a cylinder as initial condition. The frequency f0 has been here

set equal to f0 = 10 Hz, in order to impose initial condition in a larger time interval

([0, 0.1] s). In Figure 3.15, we plot the function r(x, y) over an N = 1324 polygons

mesh, subdivided into Na = 25 and Np = 1299 polygons respectively in the acoustic

and poroelastic domains. Time discretization settings (final time, timestep, Newmark

Figure 3.15: Test 3: circular interface. r(x, y) function over the mesh

coefficients) have been chosen as in Test 1. Moreover, in Figure 3.16, it has been

chosen to represent both acoustic (pressure) and poroelastic (pressure) solutions in the

same plot. In order to show the same physical variables in both the domains, it has

been decided to compute the acoustic pressure in terms of a first time derivative of

the acoustic potential, namely: pa = ρaϕ̇. The derivative of the potential has been

taken directly from the Newmark scheme, as basically the numerical scheme involves

as unknowns u, w and ϕ and their first time derivatives. Pressure has been instead

calculated through equation (1.5). As it could be noticed, the initial condition imposed

in the acoustic domain, propagates through the poroelastic one, reflecting then on the

boundary, in which null Dirichlet conditions have been imposed. Note that pressure

solutions on both domains have been rescaled by a factor 1000, to better visualize

results.

Test 4: Sinusoidal interface

Eventually, with the same data structure of Test 3, it has been considered a square

domain Ω = [−1500, 1500]2m2. A sinusoidal interface has been taken into account

by defining it through the relation y = 40 sin
(
π

100x
)
. The number of polygons here
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Figure 3.16: Test 3: circular interface. Pressure solutions at four time istants

considered isN = 3664, subdivided intoNa = 1827 andNp = 1837 polygons. Moreover,

as shown in Figure 3.17, it has been again set initial conditions on acoustic domain, by

considering h(t) as before and r(x, y) as follows:

r(x, y) =


1, if − 500 ≤ x ≤ 500 and 500 ≤ y ≤ 1000

0, otherwise.

In Figure 3.18 it has been shown the propagation of pressure at four time instants.

Figure 3.17: Test 4: sinusoidal interface. r(x, y) function over the mesh

Observe how the sinusoidal interface contributes to the dispersion of the acoustic wave

in the poroelastic domain. Moreover, at time instant t = 1 s, it can be noticed that the
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Figure 3.18: Test 4: sinusoidal interface. Pressure solutions at four time istants

wavefront has reached the boundary of the poroelastic domain.
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Conclusions

In this work we have presented a discontinuous Galerkin approximation to the coupled

poro-elasto-acoustic problem. Existence and uniqueness of the (strong) solution to the

continuous problem have been proven. It has been stated a proof of the stability of the

continuous and semi-discrete problem (discretized in space). Moreover a priori error

estimates in a suitable mesh dependent energy norm have been presented and discussed.

Finally, through the software Matlab, numerical simulations have been carried out.

Firstly, verification tests have been addressed to validate the theoretical error bounds,

and then a number of physically interesting test cases, where different scenarios have

been treated.

As a further development opt to drastically reduce the computational time, it would

be of great advantage to consider a quadrature free algorithm, recently proposed in

literature [7]. By the physical point of view, no conditions on boundary have been

considered, other than homogeneous Dirichlet ones. In order to deal with constraints

imposed by physical test cases, non reflecting boundary conditions must be considered

into the implementation. A further development will also consist in implementing the

proposed scheme in the computational code SPEED (http://speed.mox.polimi.it/)

to deal with three-dimensional numerical tests in physically relevant scenarios.
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Appendix A

List of symbols

Variable Description SI unit

u solid displacement m

uf fluid displacement m

w filtration displacement m

ϕ acoustic potential m2/s

p pressure N/m2

ρs solid density kg/m3

ρf , ρa (saturating) fluid density kg/m3

c acoustic wave velocity m2/s

ρw, ρ other densities kg/m3

φ porosity -

a tortuosity -

k permeability m2

K hydraulic permeability m/(Pa s)

η dynamic viscosity Pa s

λ, µ Lamé coefficients Pa

λf Lamé coefficients of saturated matrix Pa

m Biot’s coefficient Pa

β Biot’s coefficient -

σ̃ total stress Pa/m2

σ effective stress Pa/m2

C isotropic stress tensor Pa
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Appendix B

Computed numerical errors

Error N p = 2 order

‖u− uh‖Ω 80 0.0012 -
320 2.3422e-04 3.4378
1280 2.5954e-05 3.2959
5120 7.3874e-06 3.3237

‖∇u−∇uh‖Ω 80 0.0289 -
320 0.0089 1.9282
1280 0.0021 1.9441
5120 4.9442e-04 1.9595

‖u− uh‖1,Ω 80 0.0289 -

320 0.0089 1.9277
1280 0.0021 1.9440
5120 4.9448e-04 1.9595

Table B.1: Monodomain test: computed errors

Interface condition N p = 1 order p = 2 order p = 3 order

sealed pores (k = 0) 50 0.0122 - 0.0045 - 2.5193e-04 -
100 0.0113 2.8842 0.0013 2.7094 5.2435e-05 3.5975
200 0.0075 2.1100 2.9302e-04 2.5266 1.2382e-05 4.2361
400 0.0043 1.9749 1.2708e-04 3.0098 3.0863e-06 3.7892

open pores (k = 1) 50 0.0124 - 0.0023 - 1.9780e-04 -
100 0.0115 2.9782 9.1133e-04 2.8735 4.8808e-05 3.8345
200 0.0062 2.0523 3.6750e-04 2.6647 1.0364e-05 3.7263
400 0.0038 1.8866 1.2947e-04 2.9182 2.6972e-06 3.9513

Table B.2: Coupled domains tests: ‖u− uh‖Ωp
for various interface conditions and

polynomial degree
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Interface condition N p = 1 order p = 2 order p = 3 order

sealed pores (k = 0) 50 0.1581 - 0.0804 - 0.0083 -
100 0.1326 1.4998 0.0297 1.4030 0.0027 2.1905
200 0.0978 1.2759 0.0130 1.5010 8.8210e-04 2.6452
400 0.0656 1.1770 0.0071 1.7753 3.2378e-04 2.4498

open pores (k = 1) 50 0.1641 - 0.0531 - 0.0066 -
100 0.1353 1.5016 0.0241 1.5444 0.0024 2.3848
200 0.0858 1.1790 0.0135 1.6087 7.5924e-04 2.3430
400 0.0606 1.1527 0.0073 1.7798 2.8673e-04 2.5688

Table B.3: Coupled domains tests: ‖∇u−∇uh‖Ωp
for various interface conditions and

polynomial degree

Interface condition N p = 1 order p = 2 order p = 3 order

sealed pores (k = 0) 50 0.1586 - 0.0805 - 0.0083 -
100 0.1331 1.5001 0.0298 1.4022 0.0027 2.1903
200 0.0981 1.2737 0.0130 1.5004 8.8219e-04 2.6451
400 0.0658 1.1755 0.0071 1.7752 3.2379e-04 2.4497

open pores (k = 1) 50 0.1646 - 0.0531 - 0.0066 -
100 0.1358 1.5020 0.0242 1.5439 0.0024 2.3845
200 0.0860 1.1769 0.0135 1.6083 7.5931e-04 2.3429
400 0.0607 1.1514 0.0073 1.7796 2.8674e-04 2.5688

Table B.4: Coupled domains tests: ‖u− uh‖1,Ωp
for various interface conditions and

polynomial degree

Interface condition N p = 1 order p = 2 order p = 3 order

sealed pores (k = 0) 50 0.0127 - 0.0040 - 2.3235e-04 -
100 0.0093 2.3338 0.0010 2.7329 5.0072e-05 3.6356
200 0.0056 2.1199 2.5237e-04 2.6377 1.1152e-05 4.2481
400 0.0032 2.0680 1.0043e-04 3.0403 2.7000e-06 3.8203

open pores (k = 1) 50 0.0130 - 0.0019 - 2.0529e-04 -
100 0.0096 2.4081 6.6660e-04 2.9143 4.5315e-05 3.8036
200 0.0048 2.0928 2.7293e-04 2.7793 9.2244e-06 3.7495
400 0.0029 2.9590 1.0392e-04 3.0379 2.3563e-06 3.9882

Table B.5: Coupled domains tests: ‖w −wh‖Ωp
for various interface conditions and

polynomial degree
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Interface condition N p = 1 order p = 2 order p = 3 order

sealed pores (k = 0) 50 0.1802 - 0.0761 - 0.0074 -
100 0.1281 1.2092 0.0260 1.4086 0.0025 2.2394
200 0.0968 1.3154 0.0120 1.5663 7.8601e-04 2.6743
400 0.0634 1.1645 0.0062 1.7812 2.8481e-04 2.4851

open pores (k = 1) 50 0.1851 - 0.0494 - 0.0064 -
100 0.1254 1.1934 0.0217 1.5620 0.0022 2.3857
200 0.0831 1.2413 0.0117 1.6326 6.7758e-04 2.3724
400 0.0580 1.1547 0.0066 1.8502 2.5026e-04 2.6025

Table B.6: Coupled domains tests: ‖∇w −∇wh‖Ωp
for various interface conditions

and polynomial degree

Interface condition N p = 1 order p = 2 order p = 3 order

sealed pores (k = 0) 50 0.1806 - 0.0762 - 0.0074 -
100 0.1285 1.2084 0.0260 1.4078 0.0025 2.2392
200 0.0970 1.3132 0.0120 1.5658 7.8609e-04 2.6742
400 0.0635 1.1637 0.0062 1.7811 2.8482e-04 2.4850

open pores (k = 1) 50 0.1855 - 0.0495 - 0.0064 -
100 0.1257 1.1927 0.0217 1.5616 0.0022 2.3854
200 0.0833 1.2392 0.0117 1.6323 6.7764e-04 2.3723
400 0.0581 1.1538 0.0066 1.8501 2.5027e-04 2.6025

Table B.7: Coupled domains tests: ‖w −wh‖1,Ωp
for various interface conditions and

polynomial degree

Interface condition N p = 1 order p = 2 order p = 3 order

sealed pores (k = 0) 50 0.0294 - 0.0053 - 2.8343e-04 -
100 0.0172 1.8037 0.0014 2.6134 6.9525e-05 3.5681
200 0.0094 1.8406 3.9309e-04 2.5173 1.5790e-05 4.1132
400 0.0047 1.8411 1.3063e-04 2.8513 3.5691e-06 3.6997

open pores (k = 1) 50 0.0297 - 0.0045 - 3.2627e-04 -
100 0.0157 1.8069 0.0013 2.5050 7.1933e-05 3.6018
200 0.0101 2.0355 3.7244e-04 2.4775 1.7916e-05 3.6017
400 0.0045 1.6230 1.3814e-04 2.9237 3.7768e-06 3.7460

Table B.8: Coupled domains tests: ‖ϕ− ϕh‖Ωa
for various interface conditions and

polynomial degree
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Interface condition N p = 1 order p = 2 order p = 3 order

sealed pores (k = 0) 50 0.3570 - 0.1029 - 0.0103 -
100 0.2557 0.9368 0.0441 1.3327 0.0034 2.0970
200 0.1773 0.9666 0.0192 1.3557 0.0012 2.5610
400 0.1214 0.9881 0.0093 1.5965 3.7052e-04 2.3317

open pores (k = 1) 50 0.3525 - 0.0921 - 0.0113 -
100 0.2483 0.9574 0.0421 1.3053 0.0035 2.1135
200 0.1817 1.0623 0.0184 1.3266 0.0012 2.2306
400 0.1177 0.8612 0.0098 1.6614 3.9264e-04 2.3747

Table B.9: Coupled domains tests: ‖∇ϕ−∇ϕh‖Ωa
for various interface conditions and

polynomial degree

Interface condition N p = 1 order p = 2 order p = 3 order

sealed pores (k = 0) 50 0.3582 - 0.1031 - 0.0103 -
100 0.2563 0.9343 0.0441 1.3318 0.0034 2.0968
200 0.1776 0.9650 0.0192 1.3555 0.0012 2.5609
400 0.1215 0.9871 0.0093 1.5964 3.7054e-04 2.3316

open pores (k = 1) 50 0.3538 - 0.0922 - 0.0113 -
100 0.2488 0.9543 0.0421 1.3045 0.0035 2.1132
200 0.1819 1.0610 0.0184 1.3263 0.0012 2.2305
400 0.1177 0.8602 0.0098 1.6613 3.9266e-04 2.3747

Table B.10: Coupled domains tests: ‖ϕ− ϕh‖1,Ωa
for various interface conditions and

polynomial degree
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