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Abstract

Measuring flow velocities is one of the main issues of hydraulic engineering. Tradi-
tional flow measurements require contact with the fluid and are usually costly, time-
consuming and, sometimes, even dangerous. The image-based technique Particle Image
Velocimetry (PIV) allows the flow velocity field to be remotely characterized from the
shift of intensity patterns of sub-image areas in at least two video frames with a known
time lag. Recently, Airborne Image Velocimetry (AIV) has enabled the surface flow
velocity of large-scale water bodies to be determined by analysing videos, recorded by
cameras mounted on Unmanned Aerial Vehicles (UAVs), with PIV. This work presents
a comparison of three AIV approaches: BASESURV, Fudaa-LSPIV and RIVeR. For
the evaluation, two nadiral videos were acquired on river Limmat (Switzerland) with a
low-cost UAV DJI Phantom 4 Pro. The first was recorded under low flow and seeded
conditions, the second during a flood event. According to the results obtained, BASE-
SURYV is found to be an accurate and complete research oriented AIV approach but it is
time-consuming and neither a GUI nor documentation are yet provided. Fudaa-LSPIV
is a well-developed AIV software package, with a user-friendly GUI and good docu-
mentation, however it lacks some features and the source code is closed. RIVeR may
be suitable for fast processing as well as for real time monitoring thanks to the efficient
rectification of the velocity vectors only. Overall, all the codes are found to be effective
in performing AIV in riverine environments using images taken from low-cost UAVs.
In addition to the AIV codes comparison, a further experiment was carried out on river
Lambro (Italy) in order to test an orthorectification approach based on Structure from
Motion. This technique is promising, as it performs the rectification by estimating one
3D-to-2D transformation based on the collinearity equations for each video frame.

Keywords: ALV, PIV, low-cost UAV, image-based velocimetry, river surface velocity,
BASESURV, Fudaa-LSPIV, RIVeR
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Abstract in italiano

Misurare le velocita di un flusso fluido € uno dei principali problemi dell’ingegneria
idraulica. Le misure tradizionali richiedono il contatto diretto con il flusso e sono so-
litamente costose, lunghe e, talvolta, pericolose. Particle Image Velocimetry (PIV) e
una tecnica basata su immagini che consente di caratterizzare da remoto il campo di
velocita di un fluido, a partire dallo spostamento di pattern caratteristici in almeno due
frame di un video, acquisiti con un intervallo temporale noto. Recentemente, Airborne
Image Velocimetry (AIV) ha permesso di determinare il campo di velocita superficiale
di corpi idrici su larga scala, analizzando video acquisiti da camere montate su drone. A
questo scopo, i video frame devono essere innanzitutto stabilizzati e rettificati. Succes-
sivamente, il campo di velocita puo essere calcolato con la tecnica PIV. Questo lavoro
presenta un confronto e una valutazione di tre diversi approcci di AIV: BASESURV,
Fudaa-LSPIV e RIVeR. Per il confronto sono stati acquisiti due video nadirali sul fiume
Limmat (Svizzera), usando un drone commerciale economico DJI Phantom 4 Pro. Il
primo video ¢ stato registrato durante condizioni di deflusso stabili e confrontabili con
la portata media mensile di ottobre. Sono stati usati inoltre dei traccianti biodegrada-
bili, composti di amido di mais, per aumentare il contrasto nelle immagini. Il secondo
video € stato acquisito durante una piena confrontabile con I’evento di periodo di ri-
torno annuale e non ¢ stato usato alcun tracciante. Sulla base dei risultati ottenuti,
BASESURUV si e rivelato il miglior software per applicazioni scientifiche: € I'approccio
piu accurato e completo, ma anche quello che richiede maggior tempo computazionale.
Inoltre, non ¢ stata ancora implementata un’interfaccia grafica ne ¢ stata redatta una
documentazione. Fudaa-LSPIV & risultato essere il miglior approccio per applicazioni
professionali: e infatti un software ben sviluppato, con un’interfaccia grafica semplice da
usare e una buona documentazione. Nonostante cio, € carente di alcuni strumenti utili
come il pre-processamento delle immagini e dei filtri per l'identificazione degli outlier
basati sulle serie temporali. Inoltre, il codice sorgente del software non & pubblico. RI-
VeR, infine, potrebbe essere adatto per applicazioni in cui & necessario un’elaborazione
rapida delle immagini, come nel campo del monitoraggio in tempo reale, grazie al suo
efficiente approccio di rettificazione dei vettori velocita invece che delle immagini. Nel
complesso, tutti i tre approcci di AIV sono risultati efficaci per il calcolo della velocita
superficiale in ambiente fluviale usando immagini acquisite da droni economici. In ag-
giunta al confronto dei codici di AIV, & stato sviluppato un ulteriore esperimento sul
fiume Lambro (Italia), finalizzato alla valutazione di un metodo di ortorettifica delle
immagini basato sulla fotogrammetria Structure from Motion. Questa tecnica si € ri-
velata promettente in quanto consente la rettifica di ogni video frame mediante una
trasformazione geometrica 3D-to-2D basata sulle equazioni di collinearita.

Parole chiave: ATV, PIV, droni, immagini, velocita fluviale superficiale, BASESURYV,
Fudaa-LSPIV, RIVeR.
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Chapter 1

Introduction

Measuring flow velocity field is one of the main issues of hydraulic engineering. In con-
trast to laboratory conditions, field measurements are usually difficult due to the large
spatial and temporal variability of the flow, costly, time-consuming and sometimes even
dangerous. In the nineteen eighties, an image-based technique named Particle Image
Velocimetry (PIV) was developed to capture the whole velocity field without being
directly in contact with the fluid, but recording the flow with a camera (Adrian 1991;
Raffel, Willert and Kompenhans 1998). The instantaneous velocity field is computed
from the shifts of characteristic intensity patterns of subimage areas between two frames
with a known time lag, obtained through a cross-correlation analysis (Keane and Ad-
rian 1992). PIV has been successfully used under laboratory conditions over the past
35 years (Adrian 2005) and, more recently, this technique has been adapted to measure
the velocities at the free surface of a water body: since this technique allows wide areas
to be investigated, it has been labelled by Fujita and co-workers as Large-Scale Particle
Image Velocimetry (LSPIV) (Muste, Fujita and Hauet 2008).

In the traditional PIV technique, the camera is required to be fixed at an elev-
ated position compared to the river flow in order not to have any apparent ground
displacement due to its shaking. However, the possibility of performing the analysis
from a non-fixed station, but flying or hovering above the river is promising because it
provides more degrees of freedom and more flexibility compared to a ground based sta-
tion. Airborne-based Image Velocimetry (AIV) was first developed in Japan by Fujita
and Hino (2003) and Fujita and Kunita (2011), who used images taken from a heli-
copter to compute the surface velocity of a riverine environment under both low flow
and flood conditions.

In the past ten years, UAVs (i.e. Unmanned Aerial Vehicles) and especially off-the-
shelf multi-copter drones have become affordable instruments to be used for several civil
engineering purposes. First UAV-based AIV experiments were conducted by Fujita,
Notoya and Shimono (2015) and Detert and Weitbrecht (2015). Their works were
mostly focused on video stabilization based on projective transformation and on PIV.

More recently, Detert, Johnson and Weitbrecht (2017) have developed a proof-
of-concept for low-cost AIV by employing Structure from Motion (SfM) techniques to
obtain the orthophotos for velocimetry and discharge computation. A similar approach
was used by Detert, Cao and Albayrak (2019) to measure a large surface velocity field
in proximity to the Schiffmiihle hydropower plant on river Limmat, Switzerland. In
both studies, the cost of the equipment used for the measurements was less than €2000.

In this work, a comprehensive overview over available AIV approaches is carried
out in order to evaluate their performances in computing the surface velocity of a river
using low-cost UAVs.
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Figure 1.1: Scheme of a traditional PIV experiment (Raffel, Willert, Scarano et al.
2018).

1.1 Particle Image Velocimetry (PIV)

PIV is traditionally used under laboratory conditions to measure the whole flow velo-
city field of a fluid. A thin sheet of fluid, typically containing high reflective particles,
is illuminated by laser light pulses at least two times, spaced at a known interval At.
A camera is positioned parallel to the illuminated sheet to capture the movement of
the tracer particles (Fig. 1.1). The local displacement vectors of the particles between
two consecutive images are computed by a cross-correlation statistical method. Each
image is divided into small sub-areas called Interrogation Areas (IAs) in such a way
that a large enough number of particles is present therein. A minimum number of 5
particles within the IA can be considered as a rule of thumb (Keane and Adrian 1992).
The cross-correlation can be performed either in the spatial domain by computing
the correlation matrix or in the frequency domain by multiplying the Fourier spectra
of the two IAs (Raffel, Willert, Scarano et al. 2018). The most probable displace-
ment vector is computed from the position of highest peak of the correlation function
(Fig. 1.2a). The integer displacement obtained may then be refined using a sub-pixel
estimation technique (Nobach, Damaschke and Tropea 2005; Nobach and Honkanen
2005). The standard procedure is to use a 3-point Gaussian sub-pixel estimation: two
one-dimensional Gaussian functions are fitted on the integer intensity distributions for
both axes independently. Their maxima are used to determine the displacement of
the particles with sub-pixel precision (Fig. 1.2b) (Thielicke and Stamhuis 2014). This
procedure is repeated for all the IA in which the images are divided, resulting in one
displacement vector for each area. Moreover, some PIV codes implement an iterative
multi-pass approach (Scarano and Riethmuller 1999). This is an iterative procedure for
which cross-correlation is applied several times, called passes, on the same area and the
integer result of the first pass is used to offset the IA in the following ones. At the same
time, the size of the IA may be gradually reduced at every iteration. Such technique
allows for both a finer resolution in space and a higher dynamic range of the resolvable
velocities. Finally, the flow velocity field is derived from the displacement vectors and
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Figure 1.2: (a) Example of integer displacement estimation computed as the location
of highest peak of the correlation intensity distribution over an IA with size 64 x 64 px.
The PIVlab using the provided sample data. (b) Example of sub-pixel displacement es-
timation using 3-point Gaussian fitting along the z-azis only (figure taken and adapted
from Thielicke and Stamhuis (2014)).

the time interval At between the two images. For a more detailed explanation about
the PIV methodology, one can refer to Adrian (1991), Keane and Adrian (1992) and
Raffel, Willert, Scarano et al. (2018).

Large-scale flow measurements in natural riverine environments, however, are more
challenging as the set-up described before is not longer applicable. First of all, it is
not possible to illuminate the fluid with a laser beam, but the images are subjected to
natural light conditions. Also distributing the reflective tracers uniformly over the area
of interest can be difficult (and sometimes also dangerous for the operators). Moreover,
the areas to be investigated are usually significantly larger than those typical of laborat-
ory experiments. It is therefore more difficult to distinguish the intensity pattern (e.g.
given by the tracers) from the background and the signal must be extracted adequately
from the noise, which is inevitably widely present in the images.

1.2 Airborne Image Velocimetry (AIV)

Airborne Image Velocimetry (AIV) enables the surface flow velocity of a river to be
characterized by recording a video while flying or hovering over it by a camera mounted
on an Unmanned Aerial Vehicle (UAV), for instance. The typical AIV workflow to be
followed is summarized in Fig. 1.3.

Although the performance of the recent UAVs in keeping a stable position while
they are hovering have improved in the past few years, the vibrations induced by the
propellers and the wind still introduce some shaking effects in the recorded video. This
must be corrected before applying PIV, in order to avoid spurious displacement vectors
due to the apparent movement of the images. Therefore, video frames have to be
first stabilized and rectified using GCPs or existing orthophotos of the study area. In
order to stabilize the video, several techniques have been investigated: despite some
differences, those mainly consist in warping the video frames by applying a geometric
transformation (usually a projective transformation), estimated on the basis of double
points detected on pairs of video frames.

Once the video is stabilized, the frames have to be rectified in order to correct the



‘ Raw video ’

I

Frame extraction and undistortion

I

Video stabilization

I

Frame rectification

I

Image pre-processing

I

PIV

I

Spurios vectors filtering

I

Time-averaged velocity field computation

I

‘ Final velocity field ’

Figure 1.3: Typical workflow to be followed to perform an AIV analysis.

perspective effect due to the camera central projection and to provide metric inform-
ation to the pixels. In order to achieve this, a transformation between the 2D image
reference system and the 3D world reference system (e.g. a Direct Linear Transform-
ation, DLT) has to be estimated. Under the assumption that the video is properly
stabilized, only one transformation can be estimated and applied to all the frames.

Several image enhancing techniques may be applied to the video frames to improve
the correlation analysis (e.g. by subtracting the video background to the images in
order to emphasize the moving particles). PIV is then applied to compute velocity
vectors over a regular grid of points for each pair of video frames with a known time
lag, as described in Sec. 1.1. Therefore, a sequence of instantaneous surface velocity
fields is built up. In the natural environment, generally, a large number of spurious
velocity vectors result from the PIV analysis. Those should be identified and filtered
out in order not to have noisy or biased results. Finally, the instantaneous velocity
fields can be averaged to compute a time-averaged velocity field over a certain time
window.



1.3 Goals of the study

In recent years, several studies on the application of PIV to riverine environments
or open channel have been developed, but just a small number of software packages
suitable for ATV analysis have been released to the public. Therefore, the goal of this
work is to compare the performance of three different AIV codes in computing the
surface velocity field of natural river flow using a low-cost UAV platform.

The following AIV approaches are considered:

e BASESURYV, developed recently by M. Detert and co-workers;

o Fudaa-LSPIV, developed by M. Jodeau, A. Hauet, J. Le Coz and co-workers (Le
Coz, Jodeau et al. 2014);

e RIVeR by A. Patalano and co-workers (Patalano, Garcia and Rodriguez 2017).

The comparison was carried out by performing the full AIV process based on two videos
acquired on river Limmat (Switzerland) under different flow conditions (i.e. low and
high flow rate) and both with and without seeding particles, used as tracers. The
framework adopted for this study allows for the evaluation of the performance of the
three codes in the different steps of the AIV process. At the same time, this work
aims to test the ability of the AIV technique, based on low-cost equipment, to provide
reliable results in terms of surface velocity field, without being in contact with the river
flow.

In addition to the comparison of the AIV approaches described above, a further
experiment was set up on river Lambro (Italy) to test a further orthorectification ap-
proach based on a complete Structure from Motion technique. The method lays the
foundations on the work of Detert, Huber and Weitbrecht (2016) and Detert, Johnson
and Weitbrecht (2017). They computed the external orientation of the video frames by
using the SfM software package Agisoft Photoscan (nowadays called Metashape) and
produced the orthophotos by means of an existing 3D model. The study presented in
this work aims to go further and to make use of the ability of Agisoft Metashape to
automatically detect codec targets in the images. This would enable the possibility to
robustly estimate the external orientation of every video frame, not only on the basis
of tie points with the other images, but also with a large enough number of ground
control point.

1.4 Thesis outline

The thesis is organized as follows:

e Chapter 1 provides an introduction to the study and the topics of PIV and AIV.
The goal of the work and its structure are also presented.

o Chapter 2 gives an overview of the existing AIV approaches (BASESURV, Fudaa-
LSPIV and RIVeR), focusing on the general logic behind each code.

o In Chapter 3, the area under study on river Limmat (CH), the equipment used
and the two collected datasets are described. An overview of the spatial reference
frame in which the work has been conducted is also presented. Moreover, the
setup of the experiment carried out on river Lambro (IT) and the simulation of
the photogrammetric blocks are described.



In Chapter 4 the processing workflow performed with BASESURV, Fudaa-LSPIV
and RIVeR for the two Limmat datasets is illustrated.

Chapter 5 presents the results of the comparison of the three AIV approaches.
In Chapter 6, the main strengths and limitations of the three codes are discussed.

Chapter 7 describes the study on SfM-based orthorectification carried out on
river Lambro (IT), the results obtained and possible future developments of this
approach.

In Chapter 8, a summary of the work is presented and some recommendations
for possible practical application of AIV are provided.



Chapter 2

Overview of current AIV
approaches

In this chapter, an overview of the three different AIV approaches considered in this
study is provided.

2.1 BASESURV

BASESURYV (acronym that stands for BASic Environment for SURface Velocity com-
putation) is a research-oriented software developed recently by M. Detert at the Labor-
atory of Hydraulics, Hydrology and Glaciology (VAW) at ETH Ziirich. The software
allows the surface velocity of a fluid to be resolved starting from a video or a sequence
of images acquired with a known time interval under laboratory conditions as well as
in natural riverine environment. It is written in MATLAB®, but the code is currently
not released to the public because it is still under development by the author. Neither
a GUI nor documentation about the code are yet available. This implies that the user
must go to code in depth and know the programming language to handle the software.

According to the typical AIV workflow explained in Sec.1.2, four main processing
blocks can be identified in the software:

a) a tool for the video frames orthorectification and stabilization, performed at the
same time

b) the image pre-processing block

c¢) the PIV part based on the code taken from PIVlab 1.42, developed by William
Thielicke (Thielicke and Stamhuis 2014) and released on 10/01/2018

d) an effective time-based filtering tool to exclude spurious velocity vectors from the
computation

2.2 Fudaa-LSPIV

Fudaa-LSPIV is an all-in-one software package developed by M. Jodeau, A. Hauet,
J. Le Coz and co-workers for processing flow image sequences to calculate surface ve-
locity fields and discharge across certain cross-sections. Its development has been ex-
ecuted by DeltaCAD since 2010 with financing and under the direction of EDF and
Irstea (France) (Jodeau et al. 2019). Fudaa-LSPIV has a Java GUI (Fig. 2.1), which
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Figure 2.1: Screenshot of the typical Fudaa-LSPIV software window.

calls executables written in Fortran. It is diffused to the public freely under GPL li-
cence. The version used in this work is Fudaa-LSPIV 1.7.1, released on 03/06,/2019.
Fudaa-LSPIV is equipped with a good user manual, that guides the user in the use
of the software as well as provides detailed explanations about the algorithms imple-
mented. This, together with the user-friendly graphical interface, makes Fudaa-LSPIV
easy to be used.

The ATV workflow with Fudaa-LSPIV is straight forward and the processing can
be fully performed inside the software. The main processing steps are the following
(Jodeau et al. 2019):

a) Video stabilization (optional)

b) Frame orthorectification

)
c) PIV analysis, performed with an internal code
)

d) Post-processing with some vector filtering tools and computation of time averaged

surface velocity field

e) Discharge computation on the basis of a bathymetric transect and a velocity
correction coefficient (this module is not considered in this work).

The author is aware of the existence of Fudaa as a distributed integration platform for
scientific codes. However, for the sake of brevity, the large-scale PIV code with its GUI,
named Fudaa-LSPIV, will be called just Fudaa from now on.

2.3 RIVeR

RIVeR (Rectification of Image Velocity Results) is a stand-alone application developed
by A. Patalano and co-workers in the Center for Water Research and Technology (CETA)
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Figure 2.2: Screenshot of the typical RIVeR software window.

at the National University of Cordoba (Argentina) in 2013. The aim of RIVeR is to
provide a new and fast approach in large scale water surface characterization by apply-
ing PIV first and then performing the rectification of the computed velocity vectors.
It was initially designed for processing video (or images) taken from an oblique view
(Patalano, Garcia and Rodriguez 2017). Like BASESURV, RIVeR is based on PIVlab
for the PIV part. Alternatively to PIV, individual trajectories of floating tracers can
be computed by Particle Tracking Velocimetry (PTV). It is written in MATLAB® and
released to be used free of charge with MATLAB® Runtime 8.5. At the time of this
work, the latest version of RIVeR is 2.4.3, released on 13/11/2019 (Fig. 2.2). The first
version of the User Manual was published on 12/11/2019 and helps the final user to
learn how to use the software. However, it does not provide almost any technical detail
about the algorithms implemented in the software.

The main difference of RIVeR compared to BASESURV and Fudaa is that it does
not rectify all the images on which the PIV analysis is performed, but it computes the
instantaneous surface velocity fields on the raw frames and then rectifies the velocity
vectors afterwards. This approach can, in principle, be useful in reducing the com-
putational time, especially in case the video stabilization is not necessary (e.g. when
the camera is fixed). Another feature of RIVeR is the independence of the processing
blocks, as these are developed in autonomous modules, launched from the main code.

RIVeR’s workflow can be summarized as follow:

a) Video stabilization (optional)

b) PIV analysis with PIVlab 2.31, released on 4/10/2019 by William Thielicke. Dur-
ing this step, image pre-processing and some post-processing filters can be also
applied.

c¢) Vector rectification



d) Discharge estimation in different cross sections (the module is not considered in
this work).
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Chapter 3

Experiments setup

3.1 River Limmat (CH)

3.1.1 Study area

During this work, two surveys were carried out on 10/10/2019 and 22/10/2019, on the
river Limmat, in proximity to the Ziirich Unterhard gauging station (Fig. 3.1). This is
located at 400 m a.s.l and has a surface of the catchment area of 2714 km?; the gauging
station is managed by the Swiss Federal Office for the Environment (FOEN), which
records water level data and estimates the discharge through the specific rating curve
for river Limmat every 10 minutes. Furthermore, close to the gauging station, a rope
is suspended across the river to control monitoring instruments such as a hydrometric
impeller or an Acoustic Doppler Current Profiler (ADCP) along the section.

3.1.2 Datasets A and B

In order to test the performance of the three AIV approaches, two datasets under
different conditions were acquired. The main characteristics of each one are summarized
in Tab. 3.1. Dataset A was acquired on 22/10/2019 under regular and very stable flow
conditions with a discharge comparable to the October daily average, computed during
years 1938-2018 (Swiss Federal Office for the Environment FOEN 2020). To obtain
a significant grayscale contrast on the frames, the flow was seeded with tracers from
an upstream bridge: ~ 2 m? of 100% biodegradable chips FILL-PAC Bio, produced
by MEDEWO, were used (Fig. 3.2). These chips were made out of corn starch and
therefore they were 100% biodegradable (certified according to EN 13432 as a proof
of their compostability). Dataset B, on the other hand, was acquired on 10/10/2019
when the discharge was comparable to the 1-year return period flood event (ibid.). In
this case, no seeding particles were used. Both the videos were acquired from a nadiral
viewing angle (i.e. with the camera facing plumb vertical to the ground).

The equipment used for all the surveys consisted of a quad-copter UAV DJI Phantom
4 Pro+ (Fig. 3.3). This was equipped with an on-board camera with a 1” CMOS sensor,
mounted on a three-axis gimbal. The focal length was 8.8 mm (24 mm in the 35 mm
format equivalent) and Field of View (FOV) was 84° (DJI 2020b). The take-off weight
of the UAV was 1.4 kg and the total cost of quadcopter and accessories was below
2,000 € (March 2018). Video A was acquired in the h.265 codec with a frame rate of
29.97 Hz; B in the h.264 codec at 23.97 Hz. Both were recorded with an image size of
4096 x 2160 px.

During the survey of 22/10/2019, additional measurements with a hydrometric
impeller and RioPro 2440 ADCP were executed by FOEN. Information about the flow
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Figure 3.1: Photo of the Limmat - Ziirich Unterhard gauging station. On the image
are marked: the flow direction (arrows); the area within which the surface velocity is
computed through AIV (sold line); the rope used to control monitoring instruments
such as the ACDP (dashed line).

Table 3.1: Summary of the main characteristics of the two datasets used in this study.
The hydrological information about the river Limmat at the time of the surveys is
taken from Swiss Federal Office for the Environment FOEN (2020).

Name Date Time Discharge Water level View angle Seeding
[m3 /s] [m a.s.l]
A 22/10/2019 11.09 83 400.2 Nadiral Yes
B 10/10/2019 14.45 220 401.2 Nadiral No

velocity near the water surface acquired by the hydrometric impeller and the measured
discharge were used as reference data in the comparison against the surface velocity
fields computed by AIV. The data acquired by the ACDP were not used in this study
because they were more difficult to handle and the surface velocity profiles were similar
to that measured near the water surface by the hydrometric impeller.

3.1.3 Spatial framework of the surveys and reference SfM models

For the surveys carried out on river Limmat, the Switzerland national reference system
CH1903+/LV95 (Swisstopo 2020) was used as spatial framework to georeference all the
data. The reference system was materialized with 29 Ground Control Points (GCPs)
placed on natural elements along the riparian sides of the river (e.g. characteristic
rocks and particular textured points on the concrete footpath). Their coordinates were
acquired by Detert and co-workers on 10/10/2018 by using a GNSS Trimble R8 in
RTK mode and the service Swipos, based on Automated GNSS Network of Switzerland
(AGNES). From the video acquired during the survey with the same UAV DJI Phantom
4 Pro+ described above, 50 images were extracted. Together with 20 GCPs, those were
used to produce a 3D model through SfM, named M1, by using the software Agisoft
Metashape Professional (Fig. 3.4). The geometrical accuracy of M1 was estimated from
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Figure 3.2: MEDEWO FILL-PAC  Figure 3.3: The quadcopter DJI Phantom
Bio chips. The diameter of the chips 4 Pro+ used for the two surveys on river
were about 3 cm Limmat.

Table 3.2: Geometrical accuracy of the 3D models M1 and M2, computed through SfM
from the data acquired respectively on 10/10/2018 and 10/10/2019

SEM model  Acquisition date E error N error h error RMS error

[m] [m] [m] [m]
M1 10/10/2018 0.06 0.05 0.1 0.12
M2 10/10/2019 0.06 0.07 0.1 0.17

the RMS of the reprojection error of 9 check points (i.e. the GCPs not used in the
Bundle Block Adjustment), as listed in Tab. 3.2. Moreover, an orthophoto and a Digital
Surface model (DSM), both with a Ground Sample Distance (GSD) of 0.05 m/px, were
built from the 3D model M1. Those were used to georeference the videos acquired
on 10/10/2019 and 22/10/2019. To this end, a set of artificial GCPs was each time
extracted from the orthophoto and the DSM.

A second SfM model, called M2, was built by using the video frames of the dataset
B and 16 artificial GCPs, obtained as described above. The geometrical accuracy of
M2 is presented in Tab. 3.2. From M2, an additional orthophoto and a DSM, both
with GSD of 0.05m/px, were extracted and used to rectify video B only. This step
was necessary due to the high water level occurred on 10/10/2019, when video B was
acquired. The water, in fact, was covering the stones along the riparian sides to be
used as double points and these were no longer visible in the images.

By considering the geometrical accuracy of the photogrammetric models and the
GSD of the DSMs and orthophotos, it is possible to assess that the accuracy of the
artificial GCPs collimated on those was in the order of magnitude of the decimetre.

3.2 River Lambro (IT)

In addition to that carried out on River Limmat, a further experiment aimed at testing
an orthorectification approach based on a Structure from Motion (SfM) technique was
set up on river Lambro in Italy. This procedure requires the reconstruction of a photo-
grammetric model of the study area first by using sequences of images acquired with a
robust geometry of acquisition (i.e. long bases within the camera centres of projection,
good overlap between the images etc.). The noise in proximity to the water surface
must be cleaned and the model smoothed. The video frames to be used for velocimetry
are oriented in the same reference system as the model and used to produce a sequence
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Figure 3.4: Screenshot of the SfM model M1 produced with Agisoft Metashape with
the data acquired on 10/10/2018 by M. Detert and co-workers. The blue flags visible
on the model are some of the markers used either as GCP or check points.

of orthophoto by solving the collinearity equations. Those can be further analysed by
PIV.

3.2.1 Study area

The study area was in proximity to Diga delle Fornaci in Inverigo (Italy), displayed in
Fig. 3.5. This is a small riverine dam built in 2018 to regulate the discharge of the river
Lambro and reduce the flooding hazard in the Lambro hydrological basin. The dam is
composed of two mobile gates: if the water level of the river increases too much due to
heavy precipitations, the gates are partially closed and the area upstream of the dam is
flooded. At the end of the flood event, the gates are gradually re-opened and the water
is safely released. The gates are divided by a bridge pile, with its foundation inside the
riverbed. The study area was chosen especially thanks to its easy accessibility.

3.2.2 AIV survey and dataset C

The survey on river Lambro was carried out on 20/02/2020. Due to a long draught
period without any precipitation, the water level at the nearest gauging station Cost-
amasnaga - Lamburgo (5km upstream) was 0.39 m, which corresponds to a discharge
of 1.2m3/s, according to the rating curve calibrated for river Lambro (ARPA Lom-
bardia 2020). This is a relevant low flow condition for the river, as the water level
occurred was extremely close the lowest limit of the region of validity of the rating
curve (i.e. 0.38 < h [m] < 1.41, where h is the water level).

Despite the low flow conditions occurred during the survey, no tracers particles were
used. This made it challenging to obtain surface velocities with PIV. As reported by
Benetazzo, Gamba and Barbariol (2017), in fact, the water surface dynamics under low
flow regime is strongly influenced by the effect of the capillary-gravity waves, propagat-
ing with their own speed and direction. Therefore, in order to obtain reliable surface
velocity results, this effect should be corrected in order to discriminate the surface
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Figure 3.5: Photo of the study area on river Lambro in proximity to Diga delle Fornaci
in Inverigo (IT). On the image are marked: the flow direction (arrows); the area within
which the surface velocity is computed through AIV (sold line); 8 of the 16 GCPs used
to georeference the survey (crosses).

structures advected by the current from the capillary-gravity waves. However, this was
not done because the focus of the experiment was the SfM-based orthorectification and
stabilization of the videos rather than velocimetry.

Several videos were acquired with different viewing angles by using small quad-
copter UAV DJI Mavic 2 Pro, with a take-off weight of 907 g. That was equipped with
an on-board camera with a 1” CMOS sensor, mounted on a three-axis gimbal. The
focal length was 10.27 mm (28 mm in the 35 mm format equivalent) and Field of View
(FOV) was 77° (DJI 2020a). All the videos were acquired in the h.264 codec with a
frame rate of 29.97 Hz and with an size of 3840 x 2160 px. Among them, only one
video, named video C, was analysed. This was acquired at a viewing angle of ~ 45°
to the water surface plane.

3.2.3 Topographic survey and reference SfM model

For the topographic survey, 16 coded photogrammetric target were printed on A3 pa-
pers, glued on a rigid plastic support and fixed along the ~ 30° concrete wall of the
dam, both upstream and downstream, and on the flat riparian sides. These targets
can be automatically detected on the images by Agisoft Metashape, matched with a
numeric code and used as GCPs. The 3D coordinates of the targets were measured in
a local reference system by using the MultiStation Leica MS60. The accuracy of the
measured GCPs coordinates was in the order of magnitude of the millilitre. Ten of the
16 GCPs were used to orient a photogrammetric block composed of 46 nadiral and 10
oblique images. The remaining 6 targets were used as control points and their RMS
reprojection error was 0.0l m. From the dense point cloud, a robust mesh model was
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Figure 3.6: Mesh model built with Agisoft Metashape by using a combination of nadiral
and oblique images. On the model are marked: the GCPs (flags with labels); the flow
direction (arrows); the region of interest (solid line).

built (Fig. 3.6). This was essential in order to build a sequence of georeferenced ortho-
photos to be analysed with PIV and, at the same time, to correct the video shaking.
From video C, in fact, it was not possible to build any photogrammetric model because
the drone was hovering over the river and the basis between the projective centres of
the video frames were negligible.

As visible in Fig. 3.6, some small details such as the railings above the bridge were
not well reconstructed because not enough oblique images had been acquired during the
survey. This may causes errors in the orthophoto in proximity to those. Nevertheless,
the region of interest for AIV was the water surface plane that was well reconstructed.

3.2.4 Simulations of the photogrammetric blocks

Before performing the experiments, simulations of the photogrammetric blocks were
carried out by using CALGE, a scientific software developed by the Department of
Civil and Environmental Engineering (DICA) of Politecnico di Milano (Forlani 1986).
CALGE is able to adjust topographic networks and photogrammetric blocks, or com-
binations of those, by using the least-squares adjustment technique. The aim of the
simulation was to test the feasibility of the SfM technique to estimate the External
Orientation of the video frames to be used for AIV when the UAV is hovering and thus
the basis between the projective centres are small. In the case of a photogrammetric
block, the simulation requires as input the approximate EO of the cameras, i.e. their
coordinates in the world reference system and the orientation angles. Moreover, the
approximates coordinates in the world reference system of the Ground Control Points
and the Tie Points (TPs, i.e. points visible in more than one image but with unknown
coordinates in the world reference system) are required. In addition to that, Internal
Orientation (IO) has to be provided. The output of the simulation is the covariance
matrix of the collinearity equation parameters (usually called C,,), which only depends
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Figure 3.7: Geometry of the simulations: the world reference system used is parallel
to the GCPs plane (a); acquisition geometry of simulation S1 with only GCPs (b);
acquisition geometry of simulation S2 with GCPs and TPs (b).

on the design matrix, but not on the observations (i.e. the image coordinates of GCPs
and TPs). Therefore, those are unnecessary to perform the simulation and estimate
the variances of the cameras projection centres.

Two simulations, named S1 and S2, with a simplified geometry were carried out: in
both of them the world reference system was define parallel to the GCPs plane, as in
Fig. 3.7a. The cameras were assumed to be in the same position and to be nadirally
looking, i.e. the UAV was hovering and the image plane of the camera was parallel to
the GCPs plane. In order to take into account the unavoidable shaking of the drone,
the approximate EO parameters of the cameras were perturbed with random noise
within £0.2m for the location and within 4+0.3° for the orientation angles w, ¢ and .
In S1, only 6 GCPs, distributed on the lateral sides of a rectangular area of interest,
were assumed to be visible in 15 images (Fig. 3.7b). No TPs were used for the orient-
ation of the block. In S2, the same 6 GCPs as before were assumed to be collimated
in only two images. However, 77 TPs were placed the images (Fig. 3.7c). The two
simulations reflect realistic scenarios concerning SfM-based orthorectification proced-
ures. S1 assumes that all the 6 GCPs can be detected automatically by Metashape
in all the video frames (i.e. hundreds or even thousands of images) by means of auto-
matic recognition of the coded targets. S2, on the other hand, represents a situation in
which the 6 GCPs are manually collimated in only a small subset of the images (e.g.
tens of images) and the orientation of all the other video frames is performed on the
basis of TPs only, automatically detected and matched on the images by using interest
operators.

The results of the simulations are presented in terms of standard deviations of the
camera EO parameters. These were computed as the square roots of the main diagonal
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Figure 3.8: Results of the simulations: (a) S1; (b) S2. For each EO parameter, the
RMS and the maximum value of the simulated standard deviations of the 15 cameras
are plotted.

elements of the parameter covariance matrix in the least-square adjustment (usually
called Cy;). In Fig. 3.8, the Root Mean Square (RMS) and the maximum values of
the simulated standard deviations of the 15 cameras are plotted, grouped by the EO
parameter. Both the simulations were successful and the results are similar. In S1,
the RMS and the maximum values are almost identical, denoting that all the cameras
were oriented with a similar accuracy. In S2, the slightly higher value of the maximum
compared to the RMS is due to the 13 cameras oriented only with TPs. Nevertheless,
the differences seem not to be significant, suggesting that both the approaches may be
suitable for the orthorectification.
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Chapter 4

Processing of videos A and B

In the following chapter, the processing of videos A and B, acquired on river Limmat,
is described according to the AIV steps presented in Sec. 1.2. The phases of video
stabilization and frame rectification are discussed together because they are performed
at the same time in BASESURV.

4.1 Video frames extraction and undistortion

For the computation of the surface flow velocity, 35 s and 30 s were analysed respectively
for video A and B. From video A (with a frame rate of 29.970 Hz) 1048 frames were
extracted; from B, 718 (23.976 Hz).

With BASESURV and RIVeR the frames were corrected in order to reduce the
radial and tangential distortion of the camera according to Brown’s model (Brown
1971). This is performed on the base of the intrinsic camera parameters estimated with
the MATLAB® Camera Calibrator app, available in the Computer Vision Toolbox' .
Fudaa, on the other hand, does not provide the possibility to calibrate the camera and
correct the distortions in the video frames.

4.2 Video stabilization and rectification

This step is crucial in AIV. It mainly consist in correcting the apparent movement of the
images due to the shaking of the UAV (video stabilization) and estimating a geometrical
transformation that links the 3D real world reference system with 2D image reference
system (rectification).

In BASESURV these two steps are performed simultaneously, by estimating a ho-
mography transformation between each video frame and an orthophoto of the same
area. The homography is a model for the central projection between two planes: the
water surface and the image plane. Therefore, the double points used for the estimation
of the transformation parameters must lay on the same plane as the water surface. In
order to easily rectify the two videos, a 2-step approach was followed. Initially, the
first frames of video A and B were manually rectified respectively on the orthophotos
obtained from M1 and M2, by collimating manually a set of double points along the
riparian sides, at water surface level. The RMS reprojection errors of the double points
are summarized in Tab. 4.1: the overall geometrical error of the rectified first frame
(Reference Frame, RF) can be considered again in the order of magnitude of the deci-
metre. The orthorectification of the videos is then performed estimating a different
homography transformation between each Video Frame (VF) and the RF. In order to
estimate the transformation, interesting points in each VF are searched with the KAZE

19



Table 4.1: Rectification error of the first frames of video A and B computed from the re-
projection error of the double points. BASESURYV rectification is based on homography
transformation, Fudaa on the full DLT.

North [m]

Dataset ~ Software =~ RMSE E [m] RMSE N [m] Global RMSE [m]

A BASESURV 0.11 0.16 0.14
Fudaa 0.05 0.03 0.05
B BASESURV 0.17 0.19 0.18
Fudaa 0.04 0.05 0.05

1249480

1249460

1249440

1249420

2682030 2682050 2682070 2682090 2682110
East [m]

Figure 4.1: The binary mask applied on the rectified frame of the video A in the
BASESURV rectification tool: only the RGB area corresponds to the visible part of
the binary mask and therefore has been used in interesting points research. The south-
west area in which there are no points at the water surface level along the riparian side
is marked in the box.
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Figure 4.2: Mask applied in Fudaa on the first frame of video A. The red area, marked
by the software as Flow area, is the one excluded by the mask.

operator (Alcantarilla, Bartoli and Davison 2012) and matched upon their descriptor
with the interesting points in the RF. In order to exclude matching points on the mov-
ing areas (e.g. flow area and shadows) and objects not belonging to the water surface
(e.g. trees and buildings), a binary mask is defined on the RF (Fig. 4.1). Interest-
ing points found in the VF are rejected if they fall outside the mask in the RF, after
computing the inverse transformation. Due to the presence of very small flat riparian
sides with the same height as the water surface (especially in the south-west area, high-
lighted in Fig. 4.1), a small portion of the buildings is included in the mask to find
enough matching points. This approach clearly leads to some errors in the estimation
of the homography parameters and it should be avoided, if possible. However, it was
necessary in order to successfully rectify the videos. Moreover, BASESURV includes
a tool that smooths the coordinates time-series of the 4 corners of the rectified frames
with a robust LOESS method (Cleveland 1979). For each VF, a new and final homo-
graphy transformation is estimated based on smoothed coordinates of the 4 corners.
This technique allows artificial errors in the rectification (e.g. due to a little number of
matching points found in particular areas of the image) to be reduced.

With Fudaa the stabilization and rectification are executed separately. For the sta-
bilization, a mask over the flow area is defined in the first frame (Fig. 4.2): the area
within the mask is not considered in the interesting point research. The mask is then
applied at the same way on all the video frames. This approach clearly leads to an
issue: the mask may no longer be correct for the other frames if the camera is shaking
significantly. The interesting points are detected and matched with the SURF operator
(Bay et al. 2008) and they are used to estimate a projective transformation (i.e. a ho-
mography) between each video frame with the first one (personal email correspondence
with M. Jodeau and J. Le Coz of 20/12/2019). For the image rectification in Fudaa,
only one transformation is estimated and applied to all the frames. This implies that
the video has been properly stabilized beforehand. To this end, a set of GCPs (even
not laying on the same plane as the water surface) must be manually collimated on the
first stabilized frame and their 3D world coordinates have to be provided. In this work,
those were extracted from the orthophotos and DSMs obtained from M1 and M2. The
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Figure 4.3: Drift error in the stabilization of video A performed with RIVeR: (a) the
first and last stabilized frames are plotted in false colours, respectively in magenta and
green, to enhance their differences; (b) cut-out at the location marked in (a) in which
the shift between the frames is evident.

Table 4.2: Summary of the main differences in stabilization and rectification for the
three AIV approaches. IP stands for Interesting Points; VF for the generic Video
Frame; RF (Reference Frame) for the first, manually rectified, frames.

Stabilization Rectification
. 1P . .
Transformation Object  Transformation
operator
BSV Homography KAZE Images  Same as stab
(each VF with the RF) & '
Homography

Fudaa (each VF with the first one) SURF Tmages DLT

RIVeR Affine FAST Vectors ~ Homography

(pairs of consecutive VF)

coordinates of the GCPs are then used to estimate the parameters of a full 3D Direct
Linear Transformation (DLT), that is employed for the rectification of all the frames.
The reprojection errors of the GCPs are summarized in Tab. 4.1. The implementation
of the full 3D DLT equations instead of a homography may be the reason for which the
Fudaa RMSE values are lower than those of BASESRUV.

In RIVeR the stabilization and rectification are carried out separately. For the
former, every video frame is linked to the previous one by an affine transformation,
estimated on the basis of the matching points detected by the FAST operator (Rosten
and Drummond 2005) (personal email correspondence with A. Patalano of 20/12/2019).
This approach is not optimal because the stabilization is affected by a drift error, that
is cumulating over the video (Fig. 4.3). In order to exclude the moving areas from the
matching point research, a mask over the flow area has to be defined, but no other
options are available in the software. Furthermore, as described in Sec. 2.3, RIVeR
does not rectify all the images, but only the velocity vectors computed by PIV over
the stabilized video frames. In a similar way as the frame rectification in Fudaa, vector
rectification in RIVeR is performed by solving full DLT equations based on a set of
GCPs, extracted from the orthophotos and DSMs obtained from M1 and M2. However,
RIVeR, in contrast to BASESURV and Fudaa, does not have any tool for evaluating
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(a) (b)

Figure 4.4: Example of image pre-processing: (a) Cut-out at the location marked in
(b) of a video frame after the background subtraction. The white pixels are the moving
objects (i.e. seeding particles) which are clearly distinguishable from the nearly-black
background.

the quality of the estimated transformation. Moreover, during the tests performed,
RIVeR revealed some issues using GCPs with world coordinates used (i.e. East and
North in CH1903 + /LV95 RS). A translation of the reference system was therefore
applied in order to have smaller numbers in the coordinates.

In Tab. 4.2, a summary of the differences in the stabilization and rectification tech-
niques of the three AIV approaches is provided.

4.3 Image pre-processing

Pre-processing of the video frames is a common approach aimed at enhancing the
images before PIV analysis and improving the result of the correlation. As they are
both based on PIVlab, BASESURV and RIVeR adopt almost the same tools; however,
this processing step is completely absent in Fudaa.

The pre-processing techniques implemented in PIVlab are detailed described in
Thielicke and Stamhuis (2014). Those are the Contrast Limited Adaptive Histogram
Equalization filter (CLAHE) based on Pizer et al. (1987), the intensity high-pass filter
and the intensity capping method from Shavit, Lowe and Steinbuck (2007). In addition
to these filters, the background subtraction can also be performed. This consists in
subtracting the average image, computed as the mean of a defined number of frames,
to the whole video in such a way as to enhance the moving particles only (Fig. 4.4).
Instead of the intensity capping as before, BASESURV implements a different noisy
pizel intensity capping approach: it simply consists in setting to zero all the pixels with
intensity below a certain threshold decided by the user.

For both dataset A and B, only the background subtraction was used in BASESURV
and RIVeR, by computing the average image from the whole stabilized video. Moreover,
the noisy pixel intensity capping was applied in BASESURV: for dataset A a threshold
of 10% of the highest radiometric value was chosen (i.e. pixels with greyscale intensity
lower than 25.6, which are most likely not due to the seeding particles, are set to black).
For video B, when no seeding were used and thus no clear signal was present, a lower
threshold of 1% was applied.
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4.4 PIV

Flow velocity fields were computed over a regular grid of points by PIV. For each point,
an Interrogation Area (IA) on the first video frame was searched in the following one by
means of a statistical correlation algorithm. Since the three AIV approaches implement
the PIV technique in different ways, the workflow followed with each software package
is separately described. As it is a crucial parameter in PIV, a focus on the time lag
between each pair of video frames is further given.

4.4.1 BASESURV

In BASESURYV, PIV was performed on a sequence of orthophotos previously rectified
and merged together in a video file with the same frame rate as the raw video. For each
image pair, 77 and io, the cross-correlation analysis was carried out in the frequency
domain, by means of Fast Fourier Transform (FFT). The discrete Fourier spectrum of
the TA on 41 was multiplied by that of the corresponding IA on iy in order to obtain
the most probable displacement vector (Fig.4.5). A three steps multi-pass approach
(see Sec. 1.1) was performed. Hence, cross-correlation was applied three times on the
same area and the integer displacement estimated in the first pass was used to offset
the IA in the following ones. At each pass, the size of the IA was gradually reduced by
factor 2 in order to achieve a finer spatial resolution, but without losing the ability to
resolve the higher velocities. Provided that, for dataset A an initial TA of 128 x 128 px
was employed, which resulted in a final IA of 32 x 32 px, with a footprint on ground
of 1.6 x 1.6 m?. For dataset B, on the other hand, a larger IA with a final size of
64 x 64 px was chosen because of the lack of clear patterns on the images. Finally,
the integer displacement obtained by correlation was refined with a 3 point Gaussian
sub-pixel estimation technique (see Sec. 1.1).

Starting from the version 2.30 (30/09/2019), William Thielicke has implemented in
PIVlab a new correlation algorithm called Multipass Window Deformation Ensemble
Correlation, which may be useful to analyse steady flows with low seeding density,
when a large number of images are recorded. However, at the time of this study,
BASESURV was implementing an older version of PIVlab, in which the Ensemble
Correlation technique was not yet available, and thus FFT correlation was used.

Figure 4.5: Simplified scheme of the cross-correlation algorithm implemented in BASE-
SURV. For each grid point, the cross-correlation function between an IA of e.g.
32 x 32 px in image i1 and the corresponding IA in 9 is computed in the frequency do-
main. The most probable displacement vector is given by the location of the correlation
peak. Images taken and adapted from Raffel, Willert, Scarano et al. (2018).

4.4.2 Fudaa-LSPIV

In Fudaa, the cross-correlation analysis was performed in the spatial domain. For every
grid point a;; in the first image, the correlation coefficient between the IA centred on
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Figure 4.6: Scheme of the cross-correlation algorithm implemented in Fudaa-LSPIV
for a sample grid point a;;. The IA (green square) centred in a;; on the first image is
searched on the second image within the Search Area (blue rectangle), by maximizing
the correlation coefficient R(a;j;,bi;) (Jodeau et al. 2019).

it and the same IA centred on point b;; in the second image was computed. The most
probable displacement vector was given by the maximum of the correlation function
R(a;j,b;;) (Fig. 4.6). The calculation was performed only for points b;; included in
a search area defined by the user to save computational time (Jodeau et al. 2019).
Since Fudaa did not implement any iterative multi-pass approach, IAs comparable to
the final ones of BASESURV were used: 32 x 32 px for dataset A; 64 x 64 px for
dataset B. Similarly to BASESURV, the sub-pixel estimation was carried out by fitting
two unidimensional Gaussian distributions on the correlation matrix. In order to have
consistent results between Fudaa and BASESURV, the same grid of points were used in
both the approaches. The grid was first created in BASESURV, by defining the region
of interest and the size of the TA. Then, after a transformation of reference system, it
was imported in Fudaa.

4.4.3 RIVeR

Since RIVeR is based on PIVlab as well as BASESURV, the algorithms implemented
in those AIV software packages are similar. In RIVeR, however, PIV is performed
on a sequence of non-orthorectified images. For each image pair, cross-correlation was
computed in the frequency domain with FFT, by using 3 passes and a 3-point Gaussian
sub-pixel estimation technique. For both dataset A and B, the same size of IAs as in
BASESURV were employed. Nevertheless, the grid used in RIVeR was different from
those used in BASESURV 