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ABSTRACT 

 Cardiovascular disease is a major cause of death in women. Up to 20% of all 

cardiovascular events in women occur without the attendance of conventional risk factors, 

highlighting a lack in currently cardiovascular risk stratification methods. Breast Arterial 

Calcifications (BACs), detected on mammograms for breast cancer screening, though 

extraneous to this primary aim, have attracted the attention of researchers involved in 

cardiovascular disease prevention. BACs have been suggested as a “potential women-

specific cardiovascular risk marker” providing the possibility of transforming the already 

widespread breast cancer screening program into a double test. The major obstacles to this 

goal, however, is the lack of a robust method to quantify BACs in mammograms for 

cardiovascular risk quantification and also adequate automatic support to the further 

workload asked to radiologists. 

 In this thesis work, we tackled the latter issue and implemented a deep learning model 

capable of classifying full breast images according to BACs presence (𝐵𝐴𝐶𝑠+) or absence 

(𝐵𝐴𝐶𝑠−). We developed a 16-layer convolutional neural network (CNN) using a transfer 

learning approach. We selected one of the most famous CNN classifiers trained on low 

resolution natural images, VGG16 net, and customized it in order to classify high-

resolution mammograms. We maintained the structure and filters of the original 

convolutional base and replaced the fully connected part with three new fully connected 

layers. We selected the optimal number of hidden units of the fully connected layers and 

the number of convolutional layers to fine-tune. This structure and the relevant 

hyperparameters were optimized to learn the high-level task-related features while 

avoiding overfitting. Then, we trained from scratches the fully connected layers, composed 

by 256, 256 and 1 neurons each, and fine-tuned the last five convolutional layers. To 

account for class imbalance in the dataset (𝐵𝐴𝐶𝑠+prevalence of 10%), we randomly down 

sampled the majority 𝐵𝐴𝐶𝑠− class until reaching a prevalence of 30%. In addition, a 

weighted training approach was used. Data-augmentation was carried out avoid overfitting 

and also the training epochs were stopped as soon as the validation loss function reached 

its minimum.  
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 We evaluated the resulting architecture and learning strategy performing a 7-fold cross 

validation using precision, recall, and F1 score as performance metrics. The models 

showed good performance in terms of precision (range = [0.842-0.950], mean = 0.864 and 

SD = 0.040) while showing lower recall values (range = [0.433 -0.772], mean = 0.667, SD 

= 0.132), resulting in a F1 score ranging from 0.653 to 0.840 with mean and standard 

deviation values equal to 0.744 ± 0.094.  

 The observation of saliency maps proved the reliability of BAC detection highlighting 

the ROI of the single BAC or of the most evident BAC of several ones. This allowed us to 

ascertain the feasibility of transforming global information, such as an image-level 

annotation, into a local one. Hence, we foresee that the CNN will support the radiologist 

both by sorting out the few 𝐵𝐴𝐶𝑠+cases and indicating the ROI or ROIs to be closely 

examined for a future BACs ranking.  

 Further investigations are needed in order to reduce the number of false negatives 

before testing the BACs classifier performance on a new independent testing dataset. 

Despite the obvious need to further improve the model, the results are encouraging and 

legitimate future studies on the potential role of deep learning automatic BACs detection 

in the prevention of cardiovascular disease in women.  
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1. Introduction 

1.1 Breast arterial calcifications and cardiovascular risk 

Cardiovascular disease (CVD) is the most common cause of death overall, causing the 

loss of around 7.9 million men and women each year. According to the World Health 

Organization, the number of deaths is destined to rise to 22.2 million by 20301. The 85% 

of CVD demises are the consequences of strokes and ischemic heart diseases, which 

occupy the first two places in the ranking of global causes of deaths, the top 10 shown in 

Figure 1.1. 

 
Figure 1.1 Top 10 global causes of deaths, 2016. Ischemic heart disease and stroke are the two major cause 

of death worldwide [www.who.int] 

 

 

CVD constitutes a major healthcare problem  that requires new prevention and risk 

stratification strategies, especially for women2. Many women with conventional risk 

factors have never experienced coronary heart diseases3, while up to 20% of all coronary 

events in women occur without the attendance of major risk factors4. These facts suggest 

sex-specific risk factors or cofactors (like pregnancy complications, oral conception, 

menopausal therapies, hormonal fertility5) not included in the actual CVD risk assessment.  

http://www.who.int]/
http://www.who.int]/
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One of the most widely used CVD risk scores is the Framingham Risk Score (FRS), 

developed in 20086. The FRS is a sex-specific algorithm that estimates the risk of 

manifesting clinical CVDs in the next 10 years. Age, sex, total cholesterol level, high-

density lipoprotein, systolic blood pressure, smoke, diabetes, hypertension and other 

known vascular diseases are the FRS covariates. Current guidelines recommend the 

inclusion of also sex and ethnicity into the calculation7, however the predictive value of 

risk scores based only on demographic and life-style factors is still poor. Actually, the lack 

of reliable, effective screening modalities remains and constitutes one of the major barriers 

to improve CVD outcomes in women8. Among noninvasive imaging biomarkers, coronary 

artery calcium (CAC) score is the most potent marker of subclinical cardiovascular disease 

and has been demonstrated to enhance risk prediction in women9. American and European 

guidelines recommend it to improve cardiovascular risk assessment in asymptomatic 

individuals with low-intermediate risk10. CACs are calcifications of the tunica intima (inner 

layer) (Figure 1.2) of the coronary arteries, vessels that wrap around the entire heart for 

suppling it. CACs are the results of the atherosclerotic process, an inflammatory process 

leading to lipid deposits and luminal narrowing11. CACs can be seen on a non-contrast 

chest computed tomogram (NCCT). However, a widespread CAC screening program, 

similar to mammography for breast cancer prevention, would expose women to excessive 

radiation, with a too unspecific indication. Furthermore, in some countries such as United 

States, assurance companies don’t cover the costs of such screening. 

 
Figure 1.2 Artery wall layers. Arteries are composed of three layers: tunica Intima, tunica media and tunica 

adventitia. Tunica intima is the layer in direct contact with the blood and is where the CACs occur. Tunica 

media is a muscular layer that lets arteries handle the high pressures from the heart. Tunica adventitia is the 

outermost layer that wraps the vessel. 

[Elsevier. Kumar et al: Robbins Basic Pathology 8e – www.strudentconsult.com] 

 

http://www.strudentconsult.com/
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Breast Arterial Calcifications (BACs) are localized calcific depositions in the tunica 

media of breast arteries and are a manifestation of the Mönckeberg’s medial calcific 

sclerosis, notably different from atherosclerotic process involved in CACs formation12. 

Calcifications are diffuse within the tunica media of medium and small muscular arteries 

involving nonocclusive circumferential thickening (Figure 1.3) which results in stiffer, less 

compliant vessels. 

 

 
Figure 1.3 Healthy and Mönckeberg’s calcific arteries. Cross section of human artery in normal conditions 

[a] and with Mönckeberg calcifications in tunica media [b]. [www.sciencephoto.com, 

www.memorangapp.com] 

 

 

 BACs prevalence varies depending on population age and comorbidities. In screening 

mammography population-based cohort studies it is reported to range from 10% to 12%. 

However, BACs prevalence can reach 70% in  women aged 70 years or more in women 

with chronic kidney diseases1314. 

 BACs are easily recognizable on breast cancer screening mammograms, where they 

appear as linear, parallel opacities on both sides of the vessel lumen (Figure 1.4). which 

justifies the term of “tram-track appearance”, in particularly evident BACs15. However, 

BACs can assume several aspects: involving vessels, or only one side of them, or can also 

appears as small intense dots superimposed on the artery lumen (Figure 1.5). 

 

http://www.sciencephoto.com/
http://www.memorangapp.com/
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Figure 1.4 BACs illustration from a clipped mammogram craniocaudal view.(a) A mammogram. (b) – (e) 

Examples of different appearance patterns of calcific arteries on the same mammogram. [from16] 

 

 

 

  
Figure 1.5 Various appearance patterns of BACs. Breast arterial calcifications in zoomed mammograms are 

indicated with yellow arrows. Different appearance is due to different amount of calcium deposition and 2D 

projection effects. [from16] 
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 From an oncological perspective, BACs do not represent a sign of breast cancer and 

for this reason are ignored or barely reported as present/assent. Nevertheless, BAC become 

more interesting for the research community as a  “potential women-specific CVD risk 

marker17”.  Several studies investigated the association among BAC seen on breast cancer 

screening mammograms, traditional cardiovascular risk factors and CVD events As 

reported on a recent meta-analysis published by Hendriks  et al. 13, age and diabetes are 

directly associated with BACs prevalence while no associations were found with other 

CVD risk factors such as obesity, hypertension and dyslipidemia. BACs are instead 

associated with an increase of CVD events suggesting that “medial arterial calcifications 

might contribute to CVD through a pathway distinct from the intimal atherosclerotic 

process13”. 

In a study18 performed on a retrospectively selected sample of 292 women who underwent 

both mammography and NCCT, Margolies et al. investigated the association between 

CACs and BACs assessed using  quantitative scores (0 to 12). They compared them with 

FSR and the 2013 Cholesterol Guidelines Pooled Cohort Equations (PCE). Their results 

showed that BACs are associated with increasing age (p<0.001), hypertension (p=0.007) 

and chronic kidney disease (p<0.0001) and all BACs variables are predictive of the CACs 

score (p<0.0001). BACs>0 had area under the curve of 0.73 for identification of women 

with CACs>0, equivalent to both FSR (0.72) and PCE (0.71). For the identification of 

high-risk CACs (score from 4 to 12) BACs>0 increased the area under the curve curves 

for FRS (0.72 to 0.77; p=0.15) and PCE (0.71 to 0.76; p=0.11).  BACs resulted to be 

superior to standard cardiovascular risk factors and to be strongly quantitatively associated 

with CACs. 

 In this light, we should exploit current breast cancer screening mammographic 

program to obtain a double test. Mammograms for breast cancer screening could be further 

exploited for CVD prevention without any additional radiation exposure or cost. Bui et al.8 

in their review wrote: “ At the very last, we strongly believe that the presence of BAC 

should initiate a personalized patient-provider discussion surrounding lifestyle changes 

and targeted medical therapies for prevention of cardiovascular disease or consideration 

for referral for cardiovascular risk assessment by specialist”. Their proposal, anticipated 
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and shared by many researchers actively involved in the cause, is reported schematically 

in Figure 1.6 

 
Figure 1.6  Cardiovascular Disease + Breast Cancer screening program [from.8] 

  

 Harnessing the full potential of digital screening mammograms can enhance 

prevention of the two leading causes of death in women, namely CVD and breast cancer. 

Still, this ambitious goal lacks two important points: a) so far, it doesn’t exist a robust 

quantitative or semi-quantitative scale to quantify BAC load, to stratify women’s CV risk 

19; b) an AI or deep learning (DL) tool to assist radiologist in this further diagnostic effort.  

 The latter issue is focused by this thesis and is motivated by the difficulty of BACs 

detection, also considering its difficulty even to expert radiologists, which could distract 

them from the primary cancer prevention purpose. Indeed, the above introduction, has 

clearly illustrated such problem, since BACs: a) can be significant even if a single lesion 

was radiologically detectable; b) have variable aspects and dimensions; c) their localization 

in the breast is unpredictable. 

 Therefore, it was decided to provide a DL CNN tool, trained, validate, and possibly 

tested on a sufficiently large database of mammograms annotated as BACs positive 

(𝐵𝐴𝐶𝑠+) or negative (𝐵𝐴𝐶𝑠−). Currently 293 𝐵𝐴𝐶𝑠+and 2575 𝐵𝐴𝐶𝑠− images were 

available, to be increased in the near future. Accordingly, the CNN outcome is limited to 

the indication of a highly probable presence of one or BACs, avoiding the specific analysis 

and waste of radiologist’s time on the prevalent 𝐵𝐴𝐶𝑠− cases, since the demographic 

prevalence in women undergoing mammographic screening ranges from 10% to 12% .  

Nonetheless, limited localization of at least the prominent BAC lesion is given by the CNN 

decision heat map.  
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1.2 Digital mammography and BACs  

1.2.1 Image acquisition process and characteristics  

Mammography is a specific type of two-dimensional (2D) breast imaging that uses 

low-energy X-rays, usually around 30 kVp20. It is mainly used for the detection of breast 

cancer at early stage ahead of palpable breast nodules.  During a mammogram, a patient’s 

breast is placed between two plastic plates and compressed to reduce projection thickness 

as much as possible. Then, an X-ray machine produces a burst of X-rays that passes 

through the breast to a detector located on the opposite side (Figure 1.7).   

 
Figure 1.7 Patient undergoing mammography. Patient’s breast is compressed and crossed by X-rays that 

attenuated from breast tissues and collected from detector generate the image. [www.teresewinslow.com] 

 

In digital full field mammography, the processes of image acquisition, 

storage/retrieval, and display are separated. Acquisition is often performed using a Flat 

Panel Detector (FPD) made by a high-resolution matrix of light sensitive elements (charge 

coupled devices or thin film transistors), each of which captures and image pixel. 

Conversion from X-rays to visible light is performed by a thin scintillation layer 

(frequently, thallium activated cesium iodide, CsI: Tl)). Scatter suppression is normally 

enhanced by a collimation grid overlapped to the FPD. The natively digital image is output 

by the FPD, stored on disk, and displayed either on a high-resolution radiological screen 

or on a film by laser printing. Quantization of signal levels occurs in the analog-to-digital 

conversion process, during the read-out of the FPD, since the FPD elements are spatially 

discrete pixels but still storing analogic values in the form of electrical charge. The number 

http://www.teresewinslow.com/
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of bits digitization must be adequate to represent subtle difference in X-ray attenuation by 

tissue over a wide dynamic range of X-ray exposure21. 

However, the method of ex-post digitalization of analogic fluorescence memory plates 

is still in use, due to the higher flexibility in resolution and precision settings. In place of 

an RX film, a memory plate is used. This detector, in place of photosensitive AgCl has a 

thin layer of fluorophore that does not immediately generate fluorescence, but stores 

energy for a while. Thus, only the stimulation by a laser beam in the dark room of a laser 

scanner is able to cause the stimulated fluorescence. In this way, the image stored in the 

memory plate is read-out scanning it by the laser beam, sensing and digitalizing the 

emission at each spot. Differently from FPDs, resolution and precision are hence 

determined by the read-out phase settings. 

 Digital mammograms are high resolved images but there is not an absolute standard 

for spatial resolution. The minimum pixel size on the detector required for digital 

mammography has been subject for debate. The size of the pixel element on currently 

available detectors ranges between 50 µm and 100 µm. Digital mammograms are usually 

represented with 4096 gray levels using 12 bits per pixel22, but gray level resolution can 

change between vendors too. The routine screening mammography includes the acquisition 

of two standard views for each breast, namely, craniocaudal (CC) and mediolateral oblique 

(MLO) views, thus providing four images per patient (as shown in Figure 1.8).  

 

Figure 1.8 Routine screening mammography standard views. In order: Right CC, Left CC, Right MLO, Left 

MLO 
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 Image quality is affected by the size, shape and X-ray absorption properties (i.e., 

density) of the imaged breast. In addition, X-ray beam quality, geometric un-sharpness and 

contrast, resolution, detector system noise, and scatter suppression are not standardized in 

the market and can add additional variability23.  

Salt and Pepper, Gaussian and Poisson Noise are the main types of noises that affect 

mammogram images. They are the result of different image acquisition processes but 

altogether can create problems to the fine analysis and interpretation of the breast image 

leading to wrong diagnosis. On mammographic image formation process the modulation 

transfer function (Amplitude of Fourier transform of the point spread function, PSF) adds 

a blurring which degrades the image spatial resolution. The core element is the focal spot 

size in the X-ray tube anode, the sized of which approximately gives the FWHM size of 

the PSF. Therefore, in mammographers the focal size is about a half of other X-ray imagers 

ranging from 0.3 to 0.6 mm. Quantum noise comes from acquisition system low-counts X-

ray photons and can be described by a Poisson distribution, which causes random errors 

called Poisson Noise (Figure 1.9 [b]) and is the predominant noise in digital 

mammograms, given the very low exposure. The electronic noise from digital 

mammography systems can be modeled as an additive Gaussian noise (Figure 1.9 [c]). Salt 

and pepper noise is the consequence of sudden changes of image signal and is frequent in 

digital imaging systems when the conversion of FPD data to image is quicker24. This 

phenomenon changes some pixels with minimum or maximum intensities randomly, 

appearing as black and white dots in the image (Figure 1.9 [d]).   

 

 
            [a]                    [b]                               [c]   [d]  
Figure 1.9 Mammogram image with noise. [a] Test image, Poisson Noise [b], Gaussian Nose [c], Salt and 

Pepper Noise [d]. [from25] 
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1.2.2 Breast anatomy representation on digital mammograms   

The breasts are complex structures located on the anterior thoracic wall, in the pectoral 

region, overlying the chest muscles. Each breast is mainly composed of glandular tissue 

specialized in milk production, supportive tissue (dense breast tissue), fatty tissue (non-

dense breast tissue) but also contains lymph vessels, lymph nodes and blood vessels 

(Figure 1.10). The glandular part named parenchyma includes 15 to 20 sections called 

lobes arranged like the petals of a daisy. Each lobe has many smaller structures called 

lobules where milk is produced. Lobes and lobules are linked by tiny tubes called ducts 

conveying milk to the nipple. There are not muscles in the breast, but they lie between the 

breast and the chest. 

 

 
Figure 1.10 Breast anatomy[www.webmd.com] 

 

 The arterial supply to the breast (Figure 1.11) is primarily derived from branches of 

the internal thoracic artery (a branch of the subclavian artery), intercostal arteries, and the 

lateral thoracic artery. From the surface, arterial branches of the internal and thoracic 

arteries arborize across the breast and go deep into the breast parenchyma26. The venous 

anatomy of the breast parallels the arterial anatomy in the deep breast tissues but 

superficially the venous anatomy is variable and differs from arterial location27.  

http://www.webmd.com/
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Figure 1.11 Arterial and venous anatomy of the breast. Paired arteries and veins are found in the perforating 

branches of the internal thoracic and lateral thoracic vessels. Intercostal vessels perforate the chest wall 

musculature to supply deeper parenchymal tissues of the breast [from28] 

 

 The variability of the breast vascular system visualization given by the variable number 

of branches of each principal vessel, variable position and the overlap in the 2D 

mammograms projection, complicates the BACs detection. Combining the two views per 

breast radiologists can inspect the complex vascular anatomy, which cannot be visible by 

a single projection thus enhancing BAC detection29 (Figure 1.12). 

 

 
[a]                         [b]           [c] 

Figure 1.12 BACs on right CC and MLO views. Right CC [a], Right MLO [b] views of the same breast with 

severe very evident BACs. Not all BACs visible in MLO view (green) are visible in CC view. Signed in red and 

zoomed [c] BACs visible only in MLO view. 
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The mammographic image brightness and contrast also depend on breast density, 

which decreases with aging. On a mammogram, non-dense breast tissue appears dark and 

transparent instead dense breast tissue appears as a solid white area, which makes it 

difficult to see through (Figure 1.13). Radiologists quantify breast density as the ratio 

between non-dense and dense tissues. Usually, there is an inverse relationship between 

patient age and mammographic breast density30.  

It has been found that women with dense breasts have a four to six higher risk of late breast 

cancer detection compared with women having no glandular tissue or with little glandular 

tissue, within the same age range. It is a common belief that one of the reasons could be 

the masking of lesions by the overlying breast dense tissue making difficult for radiologists 

detect cancer on early stage 31. In the same way, BACs can be covered from dense tissue, 

thus being not visible in mammography. Fortunately, BACs hidden in one view are often 

shown up in the other one.  

 
Figure 1.13 Effect of breast density on digital mammography visualization. From less dense breast (first on 

the left) to the densest (last on the right) [www.mayo.edu] 

Moreover, BACs are not the only type of calcifications that can be seen on digital 

mammograms. Hernández et al. provide an exhaustive description  of calcifications 

categories according to BI-RADS 5th edition in their article32. They report that many of 

these calcifications have a benign origin such in the case of response of inflammatory 

disease of ducts or coarse calcifications in benign nodules. Other calcifications can be the 

caused by malignant disease or high-risk lesion. Since our purpose in this section is to give 



  

13 
 

an idea of disturbing factors in BAC detection, we will just show some examples among 

the cases that they reported without specifying and going deep into benignant/malignant 

origin. They provide a first description based on microcalcification distribution showed in 

Figure 1.14. Every configuration could be a confounding source in BACs detection (for 

example in the case of a calcified dot that appears in mammography superimposed on a 

vase but in reality they are located in different panels), but particularly in linear distribution 

the calcific deposition suggests a deposits within a duct but in some cases is not too easy 

distinguish between vessels and milk’s ducts (Figure 1.16). They talk about also dermal, 

milk of calcium (small particles of calcium oxalate settling within saccular dilatations of 

the terminal duct lobular units), nodular, intraductal calcifications and here we report some 

images as examples. 

 
Figure 1.14 Schematic of the BI-RADS microcalcification distribution descriptors. In order: Grouped, 

Regional, Diffuse, Segmental, Linear. [from32] 

 
[a]                 [b] 

Figure 1.15 Examples of microcalcifications on mammogram. Round microcalcifications diffusely distributed 

within the breast (little white spots) [a] Regional distribution [b].  [from32] 
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Figure 1.16 Example of microcalcifications in linear distribution. [from32] 

 

 
[a]                    [b] 

Figure 1.17 Dermal [a] and milk of calcium [b] calcifications. [from32] 

 

 
Figure 1.18 Suture calcifications. Calcification forming knots. Linear or tubular calcifications that may 

present knots. Common in patient who have undergone radiotherapy.[from32] 
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    [a]    [b] 

Figure 1.19 Examples of thick linear calcifications. [a] Originating within a duct. Vascular calcifications are 

present too but is difficult to distinguish between them. [b]Originating in the duct wall. [from32] 

 

 

 

 
Figure 1.20 Popcorn calcifications. A nodule with coarse calcifications. [from32] 
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1.3 Detection and quantification of breast arterial calcifications on 

digital mammography 

Achieving an effective method of BACs assessment is not an easy task. Many scientists 

in the literature have tried to make their own version, but none of them has proved to be 

eligible as standard method to be used by clinicians. One of the biggest problems is surely 

the heterogeneity in BACs appearance in mammographic images. They can have different 

appearance patterns (tubular, single or parallel structures, little bright spots) and added to 

the topological complexity and vessels overlapped on two-dimensional projections make 

both BACs identification and quantification real challenges33.  

Many studies described BACs on a dichotomous scale34 35 , other in a semi-quantitative 

scale18 36 but there are few cases of quantitative scale, too. Part of quantitative methods are 

based on manual segmentation measure37 38 , which is time consuming and operator 

dependent. Aiming at including BAC assessment within a screening test, it is very 

important to minimize the reporting time and, even more important, operator-dependency 

of the manual segmentation process2. 

Recent studies have focused on the realization of automatic BAC segmentation 

methods, addressing operator-dependency by using multiple readers to establish the 

reference standards33 39. In some case, BACs are segmented, just to exclude them from the 

microcalcification detection for breast cancer diagnosis. In this light, several algorithms 

have been proposed for automated BAC detection. For example, Mordang et al.40 used a 

GentleBoost classifier to remove BACs from mammograms in microcalcification detection 

by a set of manually designed features obtaining a reduction of the number of false 

positives per case by 29% on average. In another study, Cheng et al.16 41 developed a 

twosteps fully automatic algorithm. In the first step with a random walk-based tracking 

algorithm they found BAC paths, then with the second step based on a linking algorithm 

they grouped BAC paths into BACs. Their proposed method was tested on 40 

mammograms and achieved performance of 93.8±1.3% in sensitivity and 84.7±3.9% in 

specificity. 
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Despite these efforts, the automatic BAC detection is far from clinical deployment.  

There is the need to go deeper and invest in a method that should: i) account for the 

diversity in shape, location, appearance and prevalence of BACs; ii) be insensitive to the 

variability of different machines; iii) not suffer the influence of other complex or abnormal 

structures of the breast that appear intense in mammograms; and iv) eliminate operator 

dependence.  

1.4 Deep learning and breast arterial calcification 

From the first appearance in 200642 as a new field of research field within machine 

learning, Deep Learning (DL) algorithms have been extensively applied in image analysis 

43 44. The versatility of this approach has allowed to tackle a wide range of task, ranging 

from pattern classification and detection in natural images45, to a system to screen 

coronavirus (COVID-19) disease pneumonia in the currently worldwide spread of 

pandemia46.  

 
Figure 1.21 Growth of the number of publications in Deep Learning, Sciencedirect database (Jan 2006-Jun 

2017) [from 42] 

 Convolutional Neural Network (CNN) is one of the successful and popular deep 

learning techniques to perform image classification allowing to outperform traditional 

classifier in several cases47.The main strength of CNN is that it can automatically perform 

both the feature extraction and classification tasks by a fully data-driven strategy, so that 

there is no need for manual feature extraction and selection48. 
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Due to their peculiar characteristics CNNs have been applied also to BACs detection. 

In a recent study, Wang et al.39 investigated the potential of deep learning for BACs 

detection on mammograms. To date, and to the best of our knowledge, this study is the 

only documented case of deep learning application for BAC detection. In their study, the 

authors developed a 12-layer convolutional neural network to discriminate BACs from 

non-BACs pixels using a pixelwise, patch-based procedure for BACs-detection and 

segmentation. They asked to expert radiologists to manually provide the boundaries of 

BACs in mammograms, then they extracted from these images a number P of batches of 

size 95×95 pixels from BAC-regions and a number P of batches of same size from non-

BAC regions. The image patches were fed to the CNN trained to provide the probability 

of the central pixel to belong to the BACs class or not. They tried to address the operator-

dependency asking multiple readers to establish the presence and location of BACs and 

using the boundaries provided by the most experienced reader. Known that the 

determination of BACs boundary is considerably more subjective than BACs location and 

they used segmentations provided from only one reader to train the net, as a consequence 

this approach is not fully operator independent.  

THESIS AIM 

 The first aim of this thesis is to implement a binary classifier of mammographic images 

to discriminate the presence/absence of BACs using pretrained CNN; i.e. the manual 

annotation used for training, validation, and possibly testing and the trained CNN output 

is dichotomic: positive (𝐵𝐴𝐶𝑠+) to the presence of at least one BAC, negative (𝐵𝐴𝐶𝑠−), 

no BAC detected. The second purpose is to verify the support to manual segmentation of 

the main BAC (or BACs) offered to the radiologist in 𝐵𝐴𝐶𝑠+ cases, thanks to the focus on 

a limited breast region provided by the CNN heat/saliency map.  

 Training a CNN on a database with whole image annotation, i.e. the single 

dichotomous annotation 𝐵𝐴𝐶𝑠+/𝐵𝐴𝐶𝑠− is the proposed strategy expressly chosen to 

reduce operator-dependency and to obtain a less biased result. Here we want to investigate 

the feasibility of the proposed method and find the network structure and transfer-learning 

approach that best suits the problem.  
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2. Methods 

2.1 Deep learning and Convolutional Neural Networks for binary 

classification 

 Machine learning (ML) is a term introduced by Arthur Samuel in 1959 to describe an 

artificial intelligence (AI) subfield 49.  ML includes all those approaches that allow 

computers to learn from data without being explicitly programmed.  Deep learning (DL) 

has emerged as one of the most promising machine learning techniques (Figure 2.1). DL 

methods belong to representation-learning methods with multiple levels of representation, 

which process raw data to perform classification or detection tasks50 .  

 
Figure 2.1 Artificial intelligence, machine learning and deep learning relationship. [From51] 

Neural network architecture is structured in layers composed of interconnected nodes. 

This structure mimics the interconnection of natural neurons, which perform summation 

of inputs each weighted by the relevant synapsis strengths, next firing if and only if a 

threshold is reached. So, each node of the artificial neural network (ANN) executes a 

weighted sum of the input data that are subsequently passed to a highly nonlinear activation 

function. Weights are dynamically optimized during the training phase, similar to the long-

term-potentiation/depotentiation of natural synapses. We can distinguish between three 

different kinds of layers: the input layer, which receives input data; the hidden layer(s), 

which are in charge to extract the patterns within the data; and the output layer, which 

provides the processing results. Deep neural networks were introduced to improve on the 

performance of conventional ANN adding many hidden layers, which characterize the 

depth of the network. In deep learning multiple linear and non-linear processing units are 

arranged in deep architectures to model high level information abstraction present in the 
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data52. There are several deep learning techniques including auto-encoders, restricted 

Boltzmann machines, deep belief networks53 and deep convolutional neural networks 

(CNNs).  

CNNs are feedforward networks in which the information flow takes place in one 

direction only. Their architecture is biologically inspired by the visual cortex of the human 

brain, which consists of alternating layers of simple and complex cells54. It is worth 

recalling that convolution is the main signal or image processing step, which simply 

consists of a scalar product (point-by-point multiply and overall summation) of data (in 

this case the CNN input or the output of the previous layer) with a set or fixed coefficients 

(in this case, the synaptic weights). Most feature extraction methods (Fourier, filtering, 

cross-correlation, matched filtering, texture analysis, etc.) are actually based on 

convolutions. CNNs architectures may strongly vary among different tasks but are 

generally composed by convolutional and pooling (or subsampling layers) steps grouped 

in blocks stacked on top of each other to form a deep model. Interestingly, pooling and 

next un-pooling implements the multiscale approach, which in the traditional signal/image 

processing is implemented by wavelet techniques, with self-similar convolutions done at 

different scales. Stacked modules are always followed by one or more fully connected 

layers, as in standard feedforward neural network. In Figure 2.2 an illustration is shown of 

a most popular basic CNN architecture for a toy image classification task provided from 

Rawat et al. in their review53. An input image is passed to the network and is processed 

through different convolutional and pooling stages. Then, representations of image content 

(i.e. extracted image features) are processed by one or more fully connected layers. The 

last fully connected layer (output layer) provides an estimate of the input image class label.  

 
Figure 2.2 Convolutional Neural Network classification pipeline. [From 55 ] 



  

21 
 

Convolutional layers  

 The Convolutional base of a CNN works as feature extractors. It aims at learning the 

feature representations of their input images. The neurons in the convolutional layers are 

organized in feature map and each neuron has a receptive field, which is connected to a 

neighborhood of neurons in the previous layers via a set of weights arranged in a matrix 

called kernel. Inputs are convolved with the kernel weights to compute new feature maps. 

Each convolved result is then summed to a bias value and sent through a non-linear 

activation function that typifies the neuron and allows the extraction of nonlinear features 

(Figure 2.3).  

 
Figure 2.3 How a neuron processes inputs to obtain its output. 

 

 Each feature map is the results of the application of a specific kernel, nevertheless the 

same convolutional layer contains multiple filtering kernels thus representing a high-

dimensional feature space. Each neuron is characterized by a specific activation function. 

Traditional activation functions are the sigmoid and hyperbolic tangent functions defined, 

respectively, as: 

𝑓(𝑥) =
1

1+𝑒−𝑥
   Equation 2.1 , 𝑓(𝑥) = tanh(𝑥) Equation 2.2 

Where 𝑓  is the neuron output as a function of its input of  𝑥 (convolution result plus bias). 

 Sigmoid activation function looks like a S-shape (Figure 2.5) and its output ranges 

between 0 and 1. We can distinguish three regions: zero-saturation region, linear region 

and one-saturation region.  
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 Recently, rectified linear units (ReLU) and their variants became popular, due to their 

simplicity and efficiency. Introduced by Nair and Hilton in 2010 56 the ReLU is a piecewise 

linear function defined as: 

𝑓(𝑥) = max(𝑥, 0)  Equation 2.3 

i.e. it retails only the positive part of the activation by reducing the negative part to zero, 

promoting faster computations. It was demonstrated that ReLU leads to faster convergence 

56 and not to suffer from the vanishing gradient problem, in which the lower layers have 

gradients near to zero because of the saturation of higher layers, in the back-propagation 

algorithm 57. ReLU shows possible disadvantages during the optimization process since 

the gradient is zero when the unit is not active (the derivative of the ReLU is 1 in the 

positive part and 0 in the negative part) 58 .This may fall to sub-optimal solutions of training 

where not activated neurons will be never retrieved. Thus, ReLU can lead to slow 

convergence of the training process when gradients are constant near to zero. Maas et al. 

58 tried to solve this problem by introducing Leaky Rectified Linear Units (Leaky ReLU), 

a variant of traditional ReLU that allows for small nonzero gradients when the unit is not 

active. Leaky ReLU is defined as follow: 

𝑓(𝑥) = max(𝑥, 0) + 𝜆min(𝑥, 0)  Equation 2.4 

Where λ is a predefined parameter within the range (0,1). 

Pooling layers 

 Pooling layers have the purpose of reducing the feature maps spatial resolution and 

achieve spatial invariance to input scale changes and distortions. Pooling create partitions 

of the input image into a set of non-overlapping sub-regions and presents as output only 

one value per partition, calculated according to a specific rule. Figure 2.4 represents two 

of the most used pooling types: Max pooling and Average pooling. Max pooling 

aggregation layers propagate the maximum value within a receptive field to the next layer, 

while Average pooling ones propagate the average value. Max pooling followed by the 

activation function is similar to a non-exclusive OR operations (alias, winner-takes-all), 

while Average pooling has a smoother, more linear behavior.  
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Figure 2.4 Max pooling and Average pooling with a 2x2 filter. [From 59] 

 

Fully connected layers 

 Fully connected layers follow the convolutional and pooling layers stacked on top of 

each other. Fully connected layers interpret these features and perform the function of high-

level reasoning 60. For classification problems, it is a standard solution to use the SoftMax 

operator 60  on top of a deep CNN. Nevertheless, there are other possible alternatives like 

radial basis functions or support vector machine. In binary classification task problems, a 

simple widely used solution is to stack on the top of the CNN a further one neuron layer 

with a sigmoid activation function. To perform a crispy binary classification a threshold 

between 0 and 1 is set. In Figure 2.5 is shown an example of binary classification using 

Sigmoid activation function and threshold equal to 0.5. Images with CNN output under 0.5 

are associated to class 0, otherwise to class 1.  

 

Figure 2.5 Binary classification using Sigmoid activation function. 
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Training 

 In order to obtain the desired network output, CNNs use learning algorithms to adjust 

their free parameters (i.e.  weights and biases). Backpropagation is the most common 

algorithm used for this purpose 61 62 63. Backpropagation computes the gradient of an 

objective function (loss function) to determine how to adjust network parameters to 

minimize errors that effect its performances. In binary classification problem the most 

widely used Loss function is Binary Cross Entropy. 

 Cross-Entropy Loss is defined as follows:  

𝐶𝐸 =−∑ 𝑦𝑖log(�̂�𝑖)
𝐶
𝑖   Equation 2.5 

Where 𝑦𝑖 and �̂�𝑖 are the ground truth and the CNN estimate for each class 𝑖 in 𝐶 

respectively.  

Since in Binary Cross-Entropy we have two classes, Equation 2.5 becomes: 

𝐵𝐶𝐸 = −∑ 𝑦𝑖 log(�̂�)
𝐶=2
𝑖 =−𝑡1 log(�̂�1) − (1 − 𝑦1)log(1 − �̂�1)  Equation 2.6 

 In order to adjust the free parameters using the loss function gradient, an optimization 

algorithm needs to be chosen. The most basic but used one is Gradient descent optimizer 

64. It is a first-order optimization algorithm which is directly dependent on the loss function 

gradient and the learning rate.  

 Importantly, given the CNN structure and the optimization algorithm, still some 

parameters of the latter are free and must be optimized, such as: the learning rate, the 

number of iterations (epochs), batch size, hidden layers, hidden units, activations functions 

and related parameters, possible optimizer parameters, parameters related to regularization 

methods etc. In order to distinguish these few figures from the high number of free 

parameters to be optimized upon the training dataset, the former ones are called 

hyperparameters. Learning rate is a very important hyperparameter because it determines 

the rate and speed of the learning process and is present in all optimization algorithm. 

Various optimizers have been proposed such as RMSprop, Adam, AdaDelta, AdaMax, 
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Adagrad, Nadam. Each of them has advantages and disadvantages compared to the others. 

For a description, please refer to the review 64 .  

 A common problem with training CNNs is overfitting, which means that the model 

poorly performs on a data that do not belong to the training dataset. Overfitting affects the 

model ability to generalize on unseen data and is a major challenge for deep CNNs given 

the high number of free parameters, unless a huge training-set was available. Usually, the 

first step in developing a neural network model is to divide the dataset into three subsets, 

namely training, validation and test datasets 65 .The training dataset is used to train the 

network. To prevent overfitting, the performance is simultaneously monitored and 

validated for an independent dataset, namely the validation dataset. As the training goes 

on, the performance of the network is continuously improved for the training dataset, if the 

same trend does not occur in the validation loss function it means that the model overfits 

the training dataset. Monitoring the validation Loss value at each epoch allow to visualize 

when overfitting occurs. One epoch is when an entire dataset is passed both forward and 

backward through the neural network only once. An increase in validation loss value in 

several successive epochs identifies overfitting and is conventionally used as a condition 

to stop the training process. Finally, testing dataset is used to prove model generalizability 

on unseen data. 

 

Evaluation metrics  

 When CNN are used to develop binary classifiers, validation and testing performances 

and their improvements are usually evaluated using common classification metrics derived 

from the confusion matrix. 

 Estimate 

Positive Negative 

Real Positive TP FN 

Negative FP TN 

Table 2.1 Confusion matrix. 

TP: true positives; TN: true negatives; FP: false positives: FN: false negatives 

 



  

26 
 

Table 2.1 describes the confusion matrix, where each element is defined as: 

• True positives (TP): number of 𝐵𝐴𝐶𝑠+images correctly classified 

• False negatives ( FN) : number of 𝐵𝐴𝐶𝑠+images incorrectly classified 

• True positives ( FP): number of 𝐵𝐴𝐶𝑠− images incorrectly classified 

• False negatives (TN) : number of 𝐵𝐴𝐶𝑠− images correctly classified 

 

 Accuracy is the most common evaluation metric used for the evaluation of most 

traditional DL classifiers. It is defined as the number of correct predictions divided by the 

total number of predicitons:  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
  Equation 2.7 

However, accuracy can be misleading while evaluating imbalanced data sets because it   

can be biased by the classification results perfomed on data belonging to the majority class, 

making it difficult for a classifier to performe well on the minority class 66. So, other 

metrics were proposed for handling  imbalanced data sets like precision, recall and F1 

score. 

Precision and recall are defined as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  Equation 2.8 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 Equation 2.9 

High precision means that the algorithm returns more relevant results than irrelevant ones 

(so it is a measure of model reliability), while high recall means that it returns most of the 

relevant results (it’s a measure of model ability in detecting a specific class). Precision and 

recall are often in conflict and improving recall reduces precision and vice versa. So, the 

trade off between performance metrics is choosen based on the application domain (e.g. 

cancer identification, predicting truck driver accidents etc.). 

F1 score is the harmonic mean of the precision and recall (Equation 2.4). Therefore, FP 

and FN are equally costly. F1 score ranges between [0,1].  F1 score represents a better 

evaluation metric compared to accuracy when prior probabilities are very between classes 

67. 

𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 Equation 2.10 
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Another largerly used evaluation tool is the receiver operating characteristic (ROC) curve. 

ROC curve is a graphical plot that illustrates the classifier performaces as its discrimination 

threshold is varied. It plots the true positive rate (TP rate) vs the false positive rate (FP rate) 

at various threshold setting .TP rate is also known as classifier sensitivity and correspons 

to the already introduced recall. On the other hand, the FP rate is defined as folloows: 

𝐹𝑃𝑟𝑎𝑡𝑒 =
𝐹𝑃

𝐹𝑃+𝑇𝑁
 Equation 2.11 

FP rate denotes the percentage of the misclassified negative examples, and TP rate is the 

percentage of the correctly classified positive examples. The point with coordinates (0,1) 

in the ROC space represents the ideal point (perfect performances) (Figure 2.6).  

 
Figure 2.6 Example of ROC curves. 

ROC area under the curve (AUC) is obtained calculating the area under the ROC curve. 

The AUC is one of the several different tools introduced to evaluate model performances 

but represents one of most used metrics. Since the ROC AUC is a portion of the area of 

the unit square, its value will always vary between 0 and 1, where AUC of one represents 

a model with perfect discrimination performances while a model with AUC of 0.5 has no 

discriminant ability 68. However, ROC AUC, although widely used even in cases of 

unbalanced datasets, does not place more emphasis on one class over the other, so it does 

not well reflect model performance in the minority class.  
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2.2 Network-based transfer learning  

 Transfer learning helps in solving the problem of an insufficient training-set specific 

to the target problem (i.e., BACs in mammograms). A previous training is performed on a 

more general problem (e.g., general object recognition, for which wide annotate data-bases 

are already available, thus transferring the knowledge from the source domain to the target 

domain by relaxing the assumption that the training data and the test data must be 

independent and identically distributed (Figure 2.7). For this reason, transfer learning has 

recently successful been used in various deep learning applications and CNNs already 

trained in the source domain are available 69 70. The driving hypothesis is that the source 

domain recognition and the target one share a major set of common features, the extraction 

capability of which can be usefully transferred from the former to the latter. 

 
Figure 2.7 Learning process of transfer learning. Knowledge transferred from source to the target domain in 

order to solve the target task. [from 70] 

Tan et al.70 in their survey summarize deep transfer learning into four categories:  

• Instances-based deep transfer learning 

• Mapping based deep transfer learning 

• Network-based deep transfer learning 

• Adversarial-based deep transfer learning 

We will discuss deeply the “Network-based deep transfer learning” approach, since it is 

the one that we applied in this work.  

 Network-based deep transfer learning entails the reuse of part of a network pre-trained 

in the source domain, including its network structure and connection parameters, and 

transfer it into the deep neural network used in the target domain (Figure 2.8). It is based 
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on the assumption that neural network works like the human brain, that is an iterative and 

continuous abstraction process.  

 
Figure 2.8 Sketch map of the network-based deep transfer learning. Part of the network trained in source 

domain with large-scale training dataset is transferred to be part of a new network designed for target domain. 

[from 70 ] 

 ImageNet  71 72 is a research project aim to develop a large database of annotated natural 

images to build “a useful resource for researchers, educators and students and all you who 

share our passion for pictures”. It includes millions of 224x224 pixels RGB natural images 

labelled according to 1000 classes (Figure 2.9). ImageNet database allows to perform the 

ImageNet Large Scale Visual Recognition Challenge which invites researchers from all 

over the world to challenge each other to create object detection and image classification 

algorithms. Those challenges led, from 2010 onwards, to the development of  well-known 

deep CNNs architectures like AlexNet 73, GoogLeNet 74, VGG16 60 , ResNet 75, which were 

built from scratch and trained over the ImageNet database. As the models are trained on a 

large dataset, they learned a good representation of low level features like edges, spatial, 

rotation and shapes that can be shared to enable the knowledge transfer and act as low-

level feature extractor for new images in different computer vision problems 76. 

Abovementioned deep CNNs architectures and corresponding weights are open source and 

available as Python libraries.  

 

Figure 2.9 Example of images and labels of ImageNet dataset. [from77] 
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 Due to the limited amount of data available in the biomedical field, transfer learning 

from natural image datasets has become a de-facto method for deep learning applications 

to medical imaging 78. However, there are fundamental differences in data-size, features 

and task specifications between natural image classification and the target medical tasks. 

Current standard practice involves using an existing architecture pre-trained on natural 

images and then to fine-tune it on medical imaging data. Fine-tuning process begins with 

the initialization of target network parameters using those learned by the pre-trained 

network except for the last fully connected layer, whose node number depends on the 

number of target classes 59.  Indeed, the last fully connected layer is strictly task-related 

and must be built up and trained from scratches. In literature there are examples of 

successful applications obtained by training only the fully connected part of the network 

maintaining the pre-existed part fixed 79 80 ,in other cases it was also necessary to fine-tune 

all convolutional layers 81 82 .Generally, the early layers of a CNN learn low level image 

features applicable to most vision task while in the late layers the network learns high-level 

features specific to the application at issue (Figure 2.10). So, the number of convolutional 

layers to fine-tune depends on the significance of the distance between the source and target 

applications. Shin et al. 59 suggest that an effective fine-tuning technique is to start from 

the last layer and then incrementally include more layers until the desired performance 

level is reached. 

 

                     [a]                   [b]      [c] 

 
Figure 2.10 Different fine-tuning strategies. [a] Train both convolutional and fully connected layers. [b] Train 

fully connected layers and high-level specific task convolutional layers. [c] Train fully connected layers only.   
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3. Protocol  

3.1 System model  

We used Python 3.6 language and open-source software libraries including: 

• TensorFlow-gpu 1.13.1: TensorFlow is a widely used for machine learning 

applications such as neural network. In its GPU version supports running 

computations with GPU (Graphic Processing Unit), electronic circuit designed to 

rapidly manipulate memory to accelerate the creation of images in a frame buffer 

intended for output to a display device. 

• Keras 2.3.0: Keras is a library that works as wrapper and it is a high-level neural 

network library that’s build on the top of TensorFlow 

• Scikit-image 0.14.2 

• Scikit-learn 0.22.1 

• Numpy 1.16.5 

• OpenCV  

All trainings were performed using NVIDIA GeForce RTX 2080TI (11GB on-board 

memory) 
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3.2 Dataset 

 For this project, we used a retrospectively selected database of mammograms that 

belongs to women who underwent screening mammogram at the IRCCS Policlinico San 

Donato (PSD) from January 2nd, 2018 to February 8th, 2018. The database included 719 

mammographic exams belonging to 719 women patients, accounting for 2876 DICOM 

(Digital Imaging and Communications in Medicine) images format (1438 CC and MLO 

projections for each breast). This retrospective, single center study focused on a subgroup 

of women included in a larger retrospective monocentric research project approved by the 

local Ethics Committee (Ethics Committee of IRCCS Ospedale San Raffaele; protocol 

code SenoRetro; approved on November 9th, 2017 and amended on July 18th, 2019.  

For privacy protections, all images and the accompanying information was pseudo-

anonymized by patient identity coding known only by one of the clinicians in charge at 

PSD. Hence, the unlikely event of back trancing a subject was kept in the clinician hands, 

exclusively for clinical purposes, under the responsibility of the curing MD. All non-useful 

demographic data were not transferred. Also, the date of examination was unknown to us. 

Given the fairly large group of subjects, the pseudo-anonymization can be considered close 

to full anonymization. Due to low image quality 2 subjects were excluded from the dataset. 

The final image dataset accounted for 2868 images (1434 MLO and CC views respectively) 

that belong to 717 women. 

 Data were acquired from three different devices. Table 3.1 reports the main 

specifications and the number of mammograms acquired with each of them. The image 

matrix size varies even when the same machine is used. Number of columns varies in a 

range from 2368 to 2784, while number of rows is fixed for every machine and is reported 

in Table 3.1.  

 Number of 

acquisitions 
Spatial 

resolution[µm] 
Number of 

gray levels 
Image rows 

Device 1 586 81.4 16384 3580 

Device 2 129 81.4 16384 3584 

Device 3 2 100.0 4096 2850 
Table 3.1 Acquisition systems and images properties. 
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 Three expert readers (R1, R2 and R3) labeled available images as 𝐵𝐴𝐶𝑠+or 𝐵𝐴𝐶𝑠−. 

At patient level, a single 𝐵𝐴𝐶𝑠+ image of the four, implied the patient classification as 

𝐵𝐴𝐶𝑠+. R1 is a medical student adequately trained for BACs identification by a breast 

imager with a ten-year experience, R2 is a radiology resident with a three-year experience 

in reading mammography, R3 is a PhD student with a medical degree and one-year 

experience in BACs identification. R1 and R2 labelled the images at patient-level and 

provided information about BACs laterality. Disagreement were solved asking for the 

opinion of a fourth external reader (a breast radiologist). R3 performed a second level 

screening re-examining the single images of patients labelled as 𝐵𝐴𝐶𝑠+ by R1 and R2, in 

order to detect BACs in further views. Figure 3.1 shows one example of patient and image 

labeling. At the patient level, even if  BACs are present in one breast, the patient is marked 

as 𝐵𝐴𝐶𝑠𝑝
+ ( i.e. class = 1) if at least one projections present BACs, otherwise 𝐵𝐴𝐶𝑠𝑝

− (i.e. 

class = 0), where p represents the code of a specific patient. At image-level each 

mammographic view was labeled as 𝐵𝐴𝐶𝑠+ if showing at least a single BAC (see Figure 

3.1).  

 

Figure 3.1 Example of image and patient labels. CC and MLO views of right breast and MLO view of 

left breast are labelled as BACs = 1. Left MLO is labelled as BACs = 0 because is not visible in the 

image.  BACs are present in both breasts, so, at the patient level we have a label BACs = 1, bilateral.  
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 The average age of the patients is 60.2  9.0 years (average  standard deviation) and 

women with BACs are on average older (66.7  9.3 years) than woman without BACs 

(59.2  8.5 years). Distribution of patients’ age according to BACs class is showed in 

Figure 3.2. 

 
Figure 3.2 Distribution of patients’ age per BACs classes. Histograms of patient distribution according to age 

of women with and without breast arterial calcifications. 

Table 3.2 and Table 3.3 report respectively a summary of labels per patient and image 

level. BACs prevalence per patient is 13.24% and falls within the standards found in 

literature13 14. 7.53% are women with bilateral BACs and 5.72% with unilateral BACs. 

BACs prevalence per image is 10.21 % 

 

 BAC+ 

total 

BAC+ 

unilateral 

BAC+ 

bilateral 

BAC- Total 

patients 

Frequency 95 41 54 622 717 

Prevalence [%] 13.24 5.72 7.53 86.76 100.00% 

Table 3.2 Labels per patient. Number of patients with or without breast arterial calcifications in our dataset.  

 

 

 BAC+  

 

BAC- Total 

images 

Frequency 293 2575 2868 

Prevalence [%] 10.21 89.79 100.00% 

Table 3.3 Labels per image. Number of images labelled as presenting BACs or not in our dataset. 
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3.3 Preprocessing 

 Preprocessing was performed in two steps: data preparation on the whole dataset, 

ahead of any DL step (training, validation), and online data augmentation by resampling 

on images included in the training set.  

Data preparation 

 During data preparation, images were cropped and saved into a hdf5 file in single-

precision floating-point format. Cropping aimed at extracting the region of interest (ROI) 

from original mammograms, to rescale the extracted ROI to a fixed shape. Intensity 

histogram normalization was performed after the cropping, to avoid biases from empty 

regions.  

 In order to be processed by the CNN, all images must have the same number of pixel 

rows and columns that define the size of the input layer. The image size was set to 

1536x768 pixels to preserve information content related to BACs (which may be very 

small) respect hardware capability. Furthermore, we set the matrix number rows and 

columns multiple of 32 dues to the used architecture, further details will follow. As a 

consequence, small breasts had a higher magnification than large ones. Nonetheless, this 

was hypothesized to not be a confounding factor, since the CNN training had in any-case 

to deal with different BAC dimensions (whether real or apparent). Also, sizing of BACs 

was not under the scope, in which case ex-post rescaling would be very simple. 

 Pixel intensity normalization allows to improve the convergence of learning process 

and represents a very common practice in deep learning image preprocessing. This process 

focuses relative contrasts, rather than absolute intensities, highly influenced by the image 

acquisition device and protocol, as well as by breast size and density. 

 Figure 3.3 shows processing steps applied on one mammogram and Figure 3.5 the 

gray level distribution at the end. Steps can be summarized in: 

1. ROI selection and cropping 

 Mammographic images are characterized by a gray level bimodal distribution 

(see histogram in Figure 3.4) in which one peak refers to biological tissues and the 
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other one to the background. To segment breast tissues, we used the Otsu threshold 83. 

Then, binarized images smallest rectangular area surrounding the biggest over-

threshold connected points area, i.e. the breast.  

 

2. ROI normalization and background isolation 

 Over-threshold pixels belonging to the breast region are normalized in order 

to obtain a zero-mean distribution with variance equal to 1 as follows: 

 

𝑝(𝑥, 𝑦) =
(𝑝(𝑥, 𝑦) − 𝑚𝑒𝑎𝑛(𝑅𝑂𝐼))

𝑠𝑡𝑑(𝑅𝑂𝐼)⁄  Equation 3.1 

 

When 𝑝(𝑥, 𝑦) is the pixel at x row and y column, 𝑅𝑂𝐼 refers to the pixels belonging to 

the breast.  Background pixels are all set equal to a fixed value empirically set to -20. 

No further histogram equalization was performed. 

 

3. Rigid image resizing 

 A rigid rescaling is performed in order to match the longest side of the image 

with the longest side of the standard and to include all the breast area on it. Then if the 

resized image doesn’t have the same size of the input layer it was padded with 

background pixels to fix size mismatch. During this process, breast resized image 

position was fixed to the top right or left corner of the new image depending on breast 

side, while background pixels were added according to initial image orientation. 

Centroid position was used to detect breast side. Figure 3.5 shows an example of 

histogram after preprocessing.  
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Figure 3.3 Steps involved in data preparation applied to a CC view mammogram. Starting from a 

3580x2784 pixels image (first one) in which the breast can be included in an area of 1732x753 

pixels (green rectangle), we obtain a 1536x768 pixels image (last one) in which the gray-scale pixels 

values of the breast have zero mean and variance = 1, the background is isolated (putting all pixels 

values = -20) and occupy the smaller area possible. It should be noted that the initial image, in 

addition to the breast, contained a small portion of shoulder (second image, in red) which was 

removed.  

 
Figure 3.4 Gray-scale pixels intensities histogram before preprocessing. Image (left) and histogram (right). 

Red line corresponds to Otsu’s threshold. 

 

 

Figure 3.5 Gray-scale pixels intensities histogram after preprocessing. Whole image histogram (left), breast 

pixels histogram (right). 

x 

y 
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Data augmentation  

 Data augmentation is a dataspace solution to the problem of limited data which in turn 

causes the overfitting problem 84. Several studies have shown that this technique can 

improve the performance of deep learning approaches by enlarging the number of training 

samples using different kinds of image transformations, ; see for instance 85. In addition, it 

was proved that adding noise to images can help CNNs to learn more robust features 86.  

Our BACs recognition model must overcome issues related to variability in scale, position, 

noises in the image, and more. The aim of data augmentation is to bake these translational 

invariances into dataset such that the resulting model will perform well despite these 

variability within data. We applied data augmentation online, i.e. during training. Each 

image, before being processed by the network, underwent several transformations. 

Included transformations were geometric transformations, noise addition and filtering.  

Geometric transformations: 

• Vertical and horizontal flip: both applied independently with a probability of 

50%. Figure 3.6 shows the effects of different flipping in BACs appearance. 

• Zoom: randomly selected in a uniform distribution [-30 %, 5 %] 

• Width shift: randomly selected in a uniform distribution [−0.001𝑛𝑐, 0.001𝑛𝑐] 

pixels, where nc represents the number of columns in the image  

• Height shift: randomly selected in a uniform distribution [−0.001𝑛𝑟, 0.001𝑛𝑟] 

pixels, where nr represents the number of columns in the image  

• Rotation: randomly selected in a uniform distribution [-3, 3] degrees with step 

equal to 10−16.  

 
Figure 3.6 Effect of vertical and horizontal flip in BACs appearance. [a] Original no flipped patch including 

BACs [b] Vertical flip [c] Horizontal flip [d] Vertical + Horizontal flip.  
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Types of noise: 

• Gaussian noise whose probability density function is defined by a mean value 

randomly selected in the range [ 0, 0.5] with step equal to 10−16 and standard 

deviation in range [ 0.01, 0.4]. 

• Salt and pepper noise covering from the 0.01 to 1 % of breast pixels, selected 

randomly. Salt pixels have intensity randomly selected in the range 

[𝐼𝑚𝑎𝑥, 1.2𝐼𝑚𝑎𝑥] with Imax representing maximum image intensity while pepper 

pixels intensities belongs to the range [1.2𝐼𝑚𝑖𝑛, 𝐼𝑚𝑖𝑛] with Imin (Imin < 0 due to 

normalization) representing the minimum image intensity value. The ratio between 

bright and dark noisy pixels ranged from 0 to 100 %.  

 

Type of filtering: 

• Gaussian filtering: application of a gaussian filter with a randomly selected 

kernel size in range [3, 7] pixels  

• Average filtering with a randomly selected kernel size in range [3, 7] pixels 

 Geometric transformations were always applied, while the addition of all type of noise 

and filtering take place with a probability of 12.5% each and the application of one exclude 

the others. In order keep the learning process simple, no noise and filtering are applied in 

50% of cases. Noises and filtering were applied only to the breast pixels and not to the 

background. After noise and filter application breast pixel intensities were normalized in 

order to maintain a 0 mean and unitary variance distribution. Geometric transformations 

parameters have been chosen to preserve the labels associated with the images by not 

cutting out ROIs possibly containing BACs. 
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3.4 CNN architecture building up  

 We implemented our binary mammograms classifier for BACs detection using a 

network-based deep transfer learning strategy.  

We selected one of the most famous deep pretrained neural networks, namely the 

VGG16 architecture which was trained, validated and tested on the very large natural 

images dataset ImageNet 60. We used its convolutional base as features extractor, while 

modifying the dense layers part. We stacked VGG16 convolutional base with a new 

designed classifier composed by three fully connected layers. To allow the convolutional 

base able to learn high-level features related to the target specific task, while exploiting the 

ability of the pretrained VGG16 architecture to extract low-level features.  To this aim, we 

froze low-level filters weights and fine-tuned the weights of last convolutional base layers. 

A limit of the actual stage of our work, is the lack of the test process, surrogating the 

performance of the CNN by the validation figures of merit. This limit emerged ex-post due 

to the needed training-set size experimentally verified, which gave further space to 

validation-sets only. Proper testing is scheduled in the near future as soon as further data 

are collected and annotated.  

The number of hidden units of fully connected layers and number of fine-tuned 

convolutional base layers are closely related network hyperparameters since they 

determine the model complexity and its ability to fits to the target domain. For this reason, 

as a first fine tuning step we fixed the number of hidden units to investigate how many 

convolutional layers must be trained to learn useful high-level features. Then, once we 

narrowed down the range of possible solutions, we empirically assessed the cross effect of 

those two hyperparameters on network performances and chose the best hyperparameter 

set.  
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3.4.1 Features extractor 

 VGG16 is a 16 layers CNN proposed by Karen Simonyan and Andrew Zisserman of 

the Visual Geometry Group Lab of Oxford University. This network won the first and 

second place in ImageNet Large Scale Visual Recognition Competition 2014 in object 

detection and image classification categories 60. Net architecture is shown in Figure 3.7. 

VGG16 architecture was designed to process RGB images and is characterized by an input 

layer with shape (224,224,3) pixels. Its convolutional base is composed of 13 convolutional 

layers using filters with kernel size of 3 × 3 pixels, which is the smallest size to capture the 

notion of left/right, up/down, center, convolutional stride (i.e., shift of the 3x3 weight 

matrix) was fixed to 1 pixel, while padding was chosen equal to 1 so that spatial resolution 

is preserved after convolution.  Convolutional layers are grouped into two convolutional 

blocks composed by two layers and three blocks composed by three layers. Each block is 

then followed by a max-pooling layer that perform spatial pooling over a 2 × 2 pixels 

window, thus converging to a single recognition choice, among the hundreds of objects 

represented in the dataset.  The stack of convolutional layers is followed by a fully 

connected neural network composed by two hidden layers of 4096 units with ReLU 

activation function followed by a SoftMax output layer of 1000 units, which reflects 

number of classes present of ImageNet database.  

 

Figure 3.7 VGG16 architecture. Originally designed for the ImageNet database, the image input size is 224 × 

224 and after each Max Pooling layer feature maps dimension is halved. The feature extractor part of the net 

has as output a tensor of size 7 × 7 x 512, i.e. 512 feature maps of 7 × 7 pixels.  

 There are several cases in the literature where VGG16 has been used for transfer 

learning in biomedical imaging applications. For example, Gardezi et al.87 used this 

approach to build a classifier of normal and abnormal tissues on mammograms ROI 

obtaining 100% classification accuracy. Shallu et al. 88 demonstrated the ability of transfer 

learning in comparison with the fully trained network on the histopathological imaging 
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modality by considering three pre-trained networks and yielded the best performance with 

a fine-tuned VGG16 model, with 92.60% accuracy.  

 We chose the VGG16 because is a very deep network with a high number of 

convolutional filters that could potentially model the complexity of the task at issue, i.e. 

cofounding factors in BAC identification and image quality variability among 

mammograms.  Furthermore, we found similarities with the CNN-net for BACs detection 

published by Wang et al. 39 and introduced in Section 1.4. Wang’s convolutional base 

network is indeed composed of two blocks of two convolutional layers and two blocks of 

three convolutional layers, using filters with kernel size of 3 × 3 pixels. Each block, like in 

VGG16, is followed by a max-pooling layer (Figure 3.8).  

 

Figure 3.8 Deep CNN architecture used in Wang et al. BACs detection strategy. [from 39] 

 

 In our application, we transferred the first part of the network, the convolutional base 

with its layers and 3 × 3 filter kernel size and stride 1. The advantage of transfer those 

convolutional layers is that they can be applied to images of any size regardless the size of 

images used during training. 

 Due to the small size of BACs compared to the entire area covered by the breast, strong 

image downgrade was not possible. Furthermore, the breasts often cover a rectangular area 
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characterized by a height to width ratio equal to 2. So, to reduce background pixels as much 

as possible we set input images size to 1536 × 768 pixels. Number rows and columns were 

forced to be multiple of 32 in order to match the network architecture, which required to 

halve image resolution 5 times (number of max pooling layers). In addition, we converted 

the mammograms to RGB images by presenting to the input layer a stack of three identical 

grayscale images along the channel dimension. 

  Image size does not impact the structure of the network, but only changes the size of 

the feature maps obtained after each convolutional step. As a result, the output of the last 

convolutional and max pooling layer we had a 48 × 24 × 512 pixels tensor, which translates 

into an increase in parameters to be estimated in the fully connected part (Figure 3.9).  

 

Figure 3.9 Microarchitecture of our convolutional base transferred from VGG16. 

  

3.4.2 Fully connected layers  

  To design the fully connected part of the network, we mimicked the VGG16 original 

one, thus making only few changes necessary to fit our task and hardware capability. We 

designed the fully connected network as composed by two hidden layers with neurons 

characterized by leaky ReLU activation functions and one output neuron with a sigmoid 

activation function, according to our two-class classification task. Threshold for binary 

classify the output was fixed to 0.5. Each hidden layer was followed by a dropout layer to 

prevent overfitting 89. Features can develop co-dependency amongst each other during 

training which curbs the individual power of each neuron leading to over-fitting of training 

data. A dropout layer reduces this problem by randomly select a subset of hidden unit to 
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force neurons to learn independently from each other. A representation of the fully 

connected part is shown in Figure 3.10.  

 
Figure 3.10 Schematic representation of our starting classifier fully connected (FC) part. There are two hidden 

layers having respectively 1024 and 512 units each, followed by a dropout layer. Black neurons are turned off 

because of dropout. Output layer consists on one neuron with sigmoid activation function. 

 

 

 As introduced before, we started our investigation with a fixed number of hidden units 

and after having fixed some parameters and narrowed the number of convolutional layers 

to train range, we tuned it. At first, we designed the dense network to reach the most 

complex network trainable without incurring in out of memory issues. The number of 

hidden units was set as power of two to exploit GPU efficiency and speed up the training 

phase. The final number of hidden units were respectively 1024 and 512 for the first and 

the second hidden layer, respectively. Both have a Leaky ReLU activation function with 

λ= 0.3 (Section 2.1, Equation 2.4). The dropout parameter was fixed to 0.3 (30% of neurons 

are turned off). Finally, we initialized weights using Glorot uniform distribution (also 

called Xavier uniform initializer) proposed by Glorot and Bengio 90. Their method assumes 

that stabilizing weight gradients variances across layers can help the training process by 

avoiding the saturation and the excessive shrinkage of the gradient signal.   
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3.4.3 Training strategy  

 Ones we defined the convolutional base and fully connected architecture, we stacked 

them (Figure 3.11) and defined our training strategy. 

 

 

Figure 3.11 CNN architecture obtained stacking VGG16 convolutional base and our designed fully connected 

part. 

 

Training strategy includes: 

• Data split  

• Class imbalance management 

• Hyperparameter initialization 

• Number of fine-tuned convolutional layer optimization 

• Hyperparameter fine-tuning (learning rate, maximum number of epochs, number 

of fine-tuned convolutional layer, number of hidden units in dense layers) 

 

Data split  

 Given that the database was enlarged in parallel with the development of the model, in 

this work we will refer to two different data splitting. 
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  The first phase was performed on a subset of 168 patients (i.e., 684 images) part the 

whole dataset presented in section 3.2. 𝐵𝐴𝐶𝑠+ prevalence per image was equal to 30%, 

with a significant overrepresentation of BACs compared to the epidemiological one, which 

is estimated to be 10.2%. This is justified for a better targeting of the training and the 

validation processes; conversely testing is foreseen on a dataset with the real prevalence. 

These data were splitted into training and validation sets (66:33 ratio) randomly sampling 

the entire database and checking for the resulting age matching. Hyperparameter 

initialization and number of fine-tuned convolutional layer optimization where performed 

on these data. 

 Next, passing to the whole dataset described in Section 3.2 (717 patients, 2868 images) 

and a BACs prevalence per image of 10.2%, we performed the second splitting. After 

preliminary trials, we recognized that the predominant number of 𝐵𝐴𝐶𝑠− was severely 

biasing the training process, at least with our dataset, which has a significant, but not very 

large as needed in CNN training targeted to recognize fairly rare cases as 𝐵𝐴𝐶𝑠+ ones. So, 

we decided to revert to the previously applied 30% prevalence by randomly under-

sampling the 𝐵𝐴𝐶𝑠− class. To this aim, we randomly down sampled the majority class 

while keeping age distribution similar between the two BACs classes. For each patient in 

𝐵𝐴𝐶𝑠+ class, we randomly selected two patients among those 1 year younger or older than 

the selected positive subject. When no patients were present in this age range, the two 

closest patients 𝐵𝐴𝐶𝑠− were chosen. Finally, we randomly under-sampled negative 

subjects to reach the same  𝐵𝐴𝐶𝑠+ prevalence of the dataset previously used. So, we 

obtained a database of 248 patients, 992 images. Then we performed three different 

subdivisions of the database (85:15 ratio), namely DB1, DB2, DB3. For each of them, the 

division between testing and validation set was made in the same way, thus approaching a 

Monte Carlo strategy, though limited to three extraction in place of many ones, for 

computational burden issues. We firstly shuffled the patients, then we randomly splitted 

the database preserving the same prevalence of bilateral and unilateral 𝐵𝐴𝐶𝑠+ as well as 

𝐵𝐴𝐶𝑠− patients in both training and validation sets.   
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Methodological note about class imbalance management  

 The note is presented here and not anticipated in Ch. “Methods”, since the problem 

emerged ongoing. 

 The 𝐵𝐴𝐶𝑠+ class is less prevalent than the  𝐵𝐴𝐶𝑠− one, as pointed out in the 

introduction section. Several solutions were previously proposed to reduce the class-

imbalance problem. Those methods may alter both data distribution and algorithmic 

structure 91. At the data level 92, solutions include many different forms of resampling such 

as random under-sampling the majority class, oversampling the minority class or 

combinations of them. At the algorithmic level 93, solutions include methods to adjust the 

loss function by assigning relatively higher costs to examples from minority classes. Since 

we hadn’t enough data to under-sample the majority class without lose information and to 

avoid the possible overfitting caused by the oversampling performed adding repeated 

samples 94, when using the first data split, we opted for an algorithmic level approach. As 

anticipated, in the second data split, having added several samples, we combined an under-

sampling of the majority class with the same algorithmic level approach. 

 We addressed class-imbalance using a cost-sensitive re-weighting method. The loss 

value that will be minimized by Adam optimizer at each batch will be the weighted sum 

of all individual losses, weighted by the inverse class frequency of the target class of the 

sample 95 96 .  

 

Hyperparameter initialization 

 To start hyperparameter optimization, we a-priori initialized the number of epochs 

equal to 200. To speed up training time, we chose a batch size to be equal to 8 images, that 

correspond to the maximum batch size allowed by our hardware setup. Moreover, since 

we had to account a binary classification task, we used Binary Cross-Entropy loss-function. 

We used Adam optimizer with parameters setting equal to those reported by the authors of 

the paper 97. We chose this optimization method because proved to be faster in convergence 

compared to other state of the art optimizers. Initially, the number of convolutional layers 

to train was put equal to three.  
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 Learning rate is a very important hyperparameter because it determines the speed at 

which our model learns, but conversely it limits convergence stability. Unfortunately, it is 

not possible to estimate learning rate a priori 98 but there are evidences in literature that can 

be applied to the starting point choice, next proceeding by empirical adjustments. Bengio 

in his paper 99 reports that typical values of learning rate for a neural network with 

standardized inputs are less than 1 and greater than 10−6. 

 Leslie Smith in 2017 100 introduced a method to automatically find a range of feasible 

learning rates. Their method consists in running the model for several epochs starting from 

a very small learning rate and exponentially increasing it after each batch update. Next, 

plotting model accuracy versus learning rate, is possible to identify the minimum useful 

learning rate as the value where the accuracy starts to increase and the maximum useful 

learning rate as the value where the accuracy starts again to decrease. In our case, having 

an imbalanced dataset, accuracy as performance metric is not a good choice. Using the 

same reasoning, we defined the learning rate boundaries by plotting learning rate values 

versus class-weighted loss function values. An example is shown in Figure 3.12.  

 

 

Figure 3.12 Example of learning rate range estimation. Class-weighted loss function vs learning rate in Log10 

scale is plotted. The minimum learning rate at which the networks already learns is identified by the point in 

which the loss starts to fast decrease( 10−6 ). The maximum boundary is where loss starts to increase ( 10−4). 

 

 Then we trained our model for a few epochs to empirically evaluate the best learning 

rate in the range identified. Finally, we chose to model learning rate decay over epochs as 

a half a cosine curve. It is called Cosine Annealing schedule and it is based on the idea to 
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start with relatively high learning rate for several iteration in the beginning to quickly 

approach a minimum, ending with several small learning rate iterations 101. 

The learning rate 𝑙𝑟𝑒𝑝 at each epoch 𝑒𝑝, can be defined as following: 

𝑙𝑟𝑒𝑝 = 𝑙𝑟 ∗
cos(𝜋∗

𝑒𝑝
𝐸𝑃𝐻⁄ )+1

2
 Equation 3.2 

 𝑙𝑟 is the starting learning rate and 𝐸𝑃𝐻 is the maximum epoch (in which learning rate is 

zero). 

Figure 3.13 shows an example of Cosine Annealing schedule with starting learning rate 

equal to 3 ∗ 10−6 and maximum number of epochs EPH = 200. 

 
Figure 3.13 Cosine Annealing schedule. Example of aggressive learning rate schedule where learning rate 

starts high and is dropped relatively rapidly to a minimum value near to zero  

 

Number of fine-tuned convolutional layer optimization 

 After having fixed other hyperparameters, we investigated the optimal number of 

convolutional layers to fine-tune. As proposed by Shin et al. 59 we ran a series of trainings 

starting to train the fully connected part only. Next, further convolutional layers were 

incrementally included until the desired performance level was reached. At this stage, we 

aimed at reducing overfitting by obtaining similar loss function decay in both the training 

and the validation sets. The addition of convolutional layers was stopped, passing to the 

fine-tuning of the final structure, as soon as the validation curve reached its minimum and 

started to grow, which is and established sign of overfitting.  

 



  

50 
 

Network hyperparameter fine-tuning 

 The monitoring of performance over the validation set aimed at the tuning of the 

following hyperparameters: i) the number of hidden units of the fully connected part; ii) 

the number of layers of the convolutional base; iii) the learning rate; and iv) the number of 

epochs (alias, iterations). Each parameter change made in this section was chosen by 

evaluating the effects on two different subdivisions of the database, namely DB1 and DB2. 

Lastly, when we found an eligible hyperparameter combination, we performed a training 

on a third dataset division, DB3.   

 Due to the increment in sample size, we needed to fine-tune both learning rate and 

number of epochs on the new dataset. For the learning rate, we used the same approach 

presented before. After having chosen the learning rate, we reduced the number of epochs 

by empirical observation of loss function evolution during trainings. Network structure, 

imbalanced-class compensation method, data augmentation, and other parameters were the 

same of the ones illustrated in the previous subsection.  

 Lastly, after having fixed all other hyperparameters, we investigated the best 

combination of number of hidden units of the fully connected layers and number of fine-

tuned convolutional layers. We ran several training sections testing different combinations 

using the most widely used hyperparameter-tuning strategy based on a combination of a 

grid search and a manual search approach (e.g., 102 103 104).  

 We decided to run each model two times, one per each database division DB1 and 

DB2. When a combination of parameters resulted to be not good enough with one division, 

in some cases we skipped the training with the other one. We ran each model for the same 

number of epochs, and we saved the model with its weights obtained at the epoch in which 

the validation loss function reached its minimum. This allowed us to save the best model 

before overfitting occurred. 
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3.5 Model evaluation  

 To evaluate performance and monitor the various tuning phases, we used some of the 

mostly used metrics in imbalanced dataset 66. They are Precision, Recall, F1 score, ROC 

curve and ROC AUC (Area Under the ROC Curve). In order to give the same weight to 

FP and FN, in making decisions we mainly relied on the use of F1 score.  

 Since with small datasets the data splitting into training and validation dataset can 

affect the resulting training process and performances, we performed a k-fold cross 

validation 105 in order to evaluate the mean value of metrics. k-fold cross validation consists 

of randomly dividing all the observations into k groups and run k different training 

sessions. For each training session will be used all the observations, but each observation 

is used for validation in one training only. Finally, metrics are calculated for each K model 

and the mean (or median) of the results evaluated.  

 To asses if corrected predictions were done based on what we are looking for, i.e. 

BACs, we used a very easy but powerful and intuitive tool: saliency maps. Saliency maps 

are a reproduction of the input image in which at each pixel is assigned a level of intensity 

dependent from the importance that the related pixel had in computing prediction. To 

obtain them, we followed the Simonyan et al.106 algorithm that computes the gradient of 

output category with respect to input image, thus providing a pixel-wise map of output 

sensitivity to change of local input values. If the network structure and hyperparameters 

are well designed and a 𝐵𝐴𝐶𝑠+ image is correctly classified, the saliency map should 

highlight BACs pixels. To obtain a more intuitive output, we made our costume gradients 

color map in which the lower gradients of color map are transparent and then we 

overlapped it to the original input gray scale image.  
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4.  Results 

4.1 CNN architecture and final hyperparameters 

4.1.1 Number of fine-tuned convolutional layer optimization  

 A summary of the initial database used to estimate the number of fine-tuned layers is 

showed on Table 4.1 and Table 4.2.  In this dataset, the 𝐵𝐴𝐶𝑠+ prevalence per image was 

equal to 30%. 

 BAC+ 

total 

BAC+ 

unilateral 

BAC+ 

bilateral 

BAC- Total 

patients 

Frequency 51 20 31 117 168 
Prevalence [%] 30.35 11.90 18.45 69.64 100.00% 

Table 4.1 Labels per patient. Number of patients with or without breast arterial calcifications in our dataset.  

 

 

 BAC+  

 

BAC- Total 

images 

Frequency 108 576 684 

Prevalence [%] 30 70 100.00% 
Table 4.2 Labels per image. Number of images labelled as presenting BACs or not in our dataset. 

 Loss function vs learning rate plot resulting from learning rate test performed on these 

data is shown in Figure 4.1. The learning rate that best performed in this subset of images 

and that we used during training aimed to optimize number of convolutional layers to train 

resulted to be equal to  3 ∗ 10−6. 

 
Figure 4.1 Learning rate test. Class-weighted loss function vs learning rate. At each batch update the learning 

rate is exponentially increased and corresponding loss function is reported. Good learning rates should be 

values from 10−6 and 10−4, where the cost function decreases.  
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Results of our strategy to find the optimal number of convolutional layers to train are 

showed in Figure 4.2. We trained till the sixth convolutional layer before stopping, 

because overfitting occurred. It is visible a gradual improvement reaching the best 

performance training five convolutional layers because training and validation losses 

are very close to each other. After that, deterioration begins.   

 

 

Figure 4.2 Training and validation log-loss function (Binary Cross-Entropy) improving during training, while 

adding more convolutional layers to fine-tune. In order: 1, 2, 3, 4, 5, 6 convolutional layers tuned. We can see 

an initial small improvement from 3, then best performance is reached in model 5. Finally, a little overfitting 

starts to come from epochs 60 in model 6. 
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 The same evolution can be ascertained in the observation of the saliency maps, which 

allowed us to visualize if the CNN was really using BACs-related pixels to make 

prediction.  Two examples of saliency maps overlapped on their mammograms are reporter 

respectively in Figure 4.3 and Figure 4.4. In Figure 4.3 we used model 1 (1 convolutional 

layer fine-tuned), in Figure 4.4, model 5, which according to the loss function plots are the 

worst and the best model. The saliency map is overlapped to its mammogram to highlight 

pixels that most influence the prediction. In Figure 4.3 the worst performing 1-layer 

convolutional neural network shows the colored heat map pixels covering wide breast 

regions, missing the BACs pixels. 

 

Figure 4.3 Saliency map of the worst model. Worst model (1 convolutional layer fine-tuned) saliency map 

covers the entire breast. 

 

 

Passing to the best performing CNN, even if limited to only five convolutional layers, red 

pixels are shown in Figure 4.4 well concentrated over the BACs ROI. It is worth noting, 

that both the hot ROI background and the BACs pixels are marked, showing that our 

dichotomic training did capture features relevant to object/surround contrast and 

differences (most probably, relevant to intensity and texture). 
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Figure 4.4 Saliency map of the best model. Best model (5 convolutional layers fine-tuned) saliency map is 

overlapped to its mammogram and is concentrated over the BACs ROI. 

 

4.1.2 Network hyperparameters fine-tuning 

 A summary of the larger database, though under-sampling 𝐵𝐴𝐶𝑠− to elevate 𝐵𝐴𝐶𝑠+ 

prevalence close to 30% (saving the age matching) is reported in Table 4.3 and Table 4.4. 

𝐵𝐴𝐶𝑠+ prevalence per image is equal to 29.54%. The distribution of patient’ age per BACs 

classes is reported in Figure 4.5. 𝐵𝐴𝐶𝑠+ and 𝐵𝐴𝐶𝑠− age was 66.7  9.3 and 66.5  8.7, 

respectively. 

 

 BACs+ 

total 

BACs+ 

unilateral 

BACs+ 

bilateral 

BACs- Total 

patients 

Frequency 95 41 54 153 248 
Prevalence [%] 38.31 16.53 21.77 61.69 100.00% 

Table 4.3 Labels per patient after resampling. Number of patients with or without breast arterial calcifications 

in our resampled dataset used to fine-tune hyperparameters.  
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 BACs+  

 

BACs- Total 

images 

Frequency 293 699 992 

Prevalence [%] 29.54 70.46 100.00% 

Table 4.4 Labels per image after resampling. Number of images labelled as presenting BACs or not in our 

resampled dataset used to fine-tune hyperparameters. 

 

 
Figure 4.5 Distribution of patients’ age per BACs classes in under-sampled database. Histograms of patient 

distribution according to age of women with and without breast arterial calcifications after under-sampling of 

the majority class. 

 Results relevant to the optimization of the learning rate for this database are shown in 

Figure 4.6. The best starting learning rate for our learning rate Cosine Annealing schedule 

was found to be equal to 10−5.  

 
Figure 4.6 Learning rate test result. Class-weighted loss function vs learning rate. At each batch update the 

learning rate is exponentially increased and corresponding loss function is reported. Good learning rates 

should be values around 10−6 and 10−3, where the cost function decreases.  
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 Since Figure 4.6 indicates that no learning can happen below a learning rate of 10−6, 

we the lower boundary of Cosine Annealing to this level. After several trial and error tests, 

we came to the cosine arch lower value and epoch range reported in Figure 4.7, since this 

permitted the best compromise between learning speed and convergence stability. It 

corresponds to a Cosine Annealing schedule of 100 epochs, truncated at the 50th epoch (see 

Equation 3.2, Section 3.4.3).   

 
Figure 4.7 Learning rate scheduling after fine-tuning. It corresponds to a truncated Cosine Annealing 

schedule, in order to avoid having learning rate too low at which our model would not learn. 

 

Specifications of each model tested are shown in Table 4.5. And results are reported in 

Table 4.6 

 

 

 

 

 

 

 

 

 

 

Model 1 2 3 4 5 6 7 8 

Number of 

hidden units 

(1st layer) 

 

1024 

 

512 

 

512 

 

256 

 

256 

 

256 

 

128 

 

128 

Number of 

hidden units 

(2nd layer) 

 

512 

 

512 

 

512 

 

256 

 

256 

 

256 

 

128 

 

128 

Number of 

trained 

convolutional 

layers 

 

5 

 

4 

 

5 

 

4 

 

5 

 

6 

 

5 

 

6 

Table 4.5 Specifications of models trained in manual grid-search. Hidden units (1) and (2) refer respectively 

to the number of neurons of the first and second fully connected layers. Conv. Layers is the number. In green 

the best configuration. 

. 
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The best combination resulted to be the CNN with 2 fully connected layers having 256 

neurons plus 5 further convolutional layers to be fine-tuned on the target classification 

(Model 5, highlighted in green in Table 4.6). We applied this configuration to a third subset 

partition DB3. In Figure 4.8 we reported the evolution of the cost function, precision, 

recall, and F1 score for each epoch during training. We trained the model for 50 epochs, 

but it is visible that the minimum was reached around the 30th epoch, after which the 

validation loss function started to increase (sign of overfitting). Since we saved the model 

at the validation loss minimum, this is not a problem. A maximum of 50 computed epochs 

gave a wide margin in the unlikely case of a slower convergence. Confusion matrix and 

metrics computed on validation data relevant to the best model saved at epoch 29 are 

reported respectively in Table 4.7 and Table 4.8. The ROC curve is shown in Figure 4.9. 

Model  Precision Recall F1 score ROC 

AUC 

Epoch 

 

1 

DB1 0.935 0.674 0.793 0.87 18 

DB2 / / / / / 

 

2 

DB1 0.833 0.814 0.823 0.93 27 

DB2 0.794 0.704 0.747 0.85 36 

 

3 

DB1 0.769 0.465 0.579 0.84 18 

DB2 / / / / / 

 

4 

DB1 / / / / / 

DB2 0.878 0.659 0.753 0.90 38 

 

5 

DB1 0.800 0.837 0.818 0.92 17 

DB2 0.837 0.818 0.827 0.94 45 

 

6 

DB1 0.837 0.720 0.774 0.87 24 

DB2 0.800 0.727 0.761 0.9 30 

 

7 

DB1 0.800 0.744 0.771 0.90 18 

DB2 0.871 0.772 0.819 0.94 30 

 

8 

DB1 0.833 0.68 0.749 0.87 11 

DB2 0.918 0.772 0.839 90.93 17 

Table 4.6 Metrics evaluated for each parameter combinations model. Precision, Recall, F1 score, Area Under 

the ROC Curve (ROC AUC) calculated on the validation set, for each model is shown. Epoch refers to the 

epoch in which the validation loss function value was minimum, at which point we saved the model weights as 

the optimal ones. Model 5 is highlighted in green, since it displayed the best performances in both DB1 and 

DB2 validation datasets. 
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Figure 4.8 Evolution of loss function and metrics during training using a third division (DB3). Cost function, 

precision, recall and F1 score are reported for each epoch. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Prediciton 

Positive Negative 

Real Positive 36 8 

Negative 4 96 

Precision 0.900 

Recall 0.818 

F1 score 0.857 

ROC AUC 0.950 

Table 4.7 Metrics calculated on validation data. Table 4.8 Confusion matrix of validation data predictions. 

4 

8 

Figure 4.9 ROC curve, best model, third database division (DB3), validation data. 
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4.1.3 Final network architecture   

 Final network architecture is reported in Table 4.9 We obtained a model having 

14912065 parameters, of which 13.176.577 trainable and 1.735.488 non-trainable. 

 

Layer # filters Size Output shape #parameters Trainable 

Input - - 1536 × 768 × 3 - - 

Conv_1_1 64 3 × 3 1536 × 768 × 64 1792 NO 

Conv_1_2 64 3 × 3 1536 × 768 × 64 36928 NO 

Max Pooling 1 - 2 × 2 768 × 399 × 64 0 - 

Conv_2_1 128 3 × 3 768 × 399 × 128 73856 NO 

Conv_2_2 128 3 × 3 768 × 399 × 128 147584 NO 

Max Pooling 2 - 2 × 2 384 × 199 × 128 0 - 

Conv_3_1 256 3 × 3 384 × 199 × 256 295168 NO 

Conv_3_2 256 3 × 3 384 × 199 × 256 590080 NO 

Conv_3_3 256 3 × 3 384 × 199 × 256 590080 NO 

Max Pooling 3 - 2 × 2 192 × 99 × 256 0 - 

Conv_4_1 512 3 × 3 192 × 99 × 512 1180160 NO 

Conv_4_2 512 3 × 3 192 × 99 × 512 2359808 YES 

Conv_4_3 512 3 × 3 192 × 99 × 512 2359808   YES 

Max Pooling 4 - 2 × 2 96 × 49 × 512 0 - 

Conv_5_1 512 3 × 3 96 × 49 × 512 2359808 YES 

Conv_5_2 512 3 × 3 96 × 49 × 512 2359808 YES 

Conv_5_3 512 3 × 3 96 × 49 × 512 2359808 YES 

Max Pooling 5 - 2 × 2 48 × 24 × 512 0 - 

FC1 256 - 256 131328   YES 

FC2 256 - 256 65792 YES 

Output 1 - 1 257 YES 

 

Table 4.9 Final CNN architecture. 
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4.2 Model validation 

 A 7-fold cross-validation was performed. Resulting metrics for each model calculated 

in training data are fully reported in Table 4.10, in which Epoch refers to the epoch in 

which the loss function reached its minimum and the resulting model weights were saved. 

An average result is reported in Table 4.11. The same information obtained from validation 

data are shown in Table 4.12 and Table 4.13. ROC curves for validation data of each model 

are reported in Figure 4.10.  

K Precision Recall F1 score ROC AUC Epoch 

1 0.940 0.706 0.806 0.93 15 

2 0.921 0.779 0.844 0.95 13 

3 0.930 0.708 0.804 0.93 11 

4 0.912 0.881 0.897 0.96 32 

5 0.837 0.864 0.853 0.96 21 

6 0.952 0.757 0.843 0.95 18 

7 0.975 0.630 0.765 0.93 12 

Table 4.10 7-fold cross-validation results for training set. 

 

 Precision Recall F1 score ROC AUC 

Minimum 0.837 0.630 0.765 0.93 

Mean ± SD 0.923 ± 0.043 0.760 ±0.089 0.830 ±0.042 0.94 ±0.01 

Maximum 0.975 0.864 0.897 0.96 

Table 4.11 7-fold cross validation compressive result on training set. 

 

K Precision Recall F1 score ROC AUC Epoch 

1 0.868 0.673 0.758 0.86 15 

2 0.854 0.759 0.803 0.9 13 

3 0.866 0.433 0.577 0.72 11 

4 0.950 0.760 0.840 0.94 32 

5 0.829 0.772 0.799 0.91 21 

6 0.842 0.533 0.653 0.86 18 

7 0.843 0.729 0.782 0.89 12 

Table 4.12 7-fold cross-validation results for validation set. 

 

 Precision Recall F1 score ROC AUC 

Minimum 0.842 0.433 0.653 0.72 

Mean ± SD 0.864 ± 0.040 0.667 ± 0.132 0.744 ± 0.094 0.86 ± 0.07 

Maximum 0.950 0.772 0.840 0.94 

Table 4.13 7-fold cross-validation compressive results on validation set. 
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Figure 4.10 ROC curves by validation data prediction for all 7-fold cross-validation models. 
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4.3 Saliency maps 

In the following, several representative examples of images and saliency maps are 

shown relevant to the validation dataset. Figures 4.11–17 display true positive cases, where 

the presence of one or more BACs was correctly detected by the output score. Interestingly, 

scores were generally well above 0.5 threshold, close to 1. Moreover, the respective 

saliency map well localizes the single BACs ROI or, the case of multiple BACs, at least 

the ROI of the predominant one. Cases are shown of successful recognition with various 

combinations of BACs and breast features. 

Several of the few cases of false negative and the relevant missed BACs are shown in 

Figures 4.18-20.  In some cases, BACs were correctly detected by the saliency, but the 

output value of the network was slightly below the sigmoid classification threshold and the 

image was therefore classified as negative (Figure 4.18). In other false negative cases, the 

saliency highlighted different breast regions including BACs and not-BACs (Figure 4.19) 

or only non-BACs regions, ignoring BACs. In the first two cases scores were slightly 

below the 0.5 threshold, while in the last case, the output is close to 0.  

Figure 4.21 shows an example of false positive in which saliency map focused on a tubular 

structure which is not a BACs and the score is just above the threshold.  

Finally, in Figure 4.22 two of many cases of true negative are shown. The scores are well 

below the classification threshold and the saliency maps don’t highlight a particular region, 

but several regions scattered through the breast.  
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Figure 4.11 Example of true positive image having severe BACs and its saliency map. (Up, left) Input 𝐵𝐴𝐶𝑠+ 

mammogram belonging to validation set, after preprocessing, (up, right) saliency map overlapped to the input 

image. In red/green the pixels that cause the most change in the output. They correspond to BACs area of the 

image. (Down, left) Zoomed BACs region. Calcifications are indicated by yellow arrows. (Down, right) 

Zoomed highlighted BACs regions. The output of the network for this image is equal to 0.9493 (classification 

threshold equal to 0.5). 
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Figure 4.12 Example of true positive image having sparse BACs and its saliency map. (Up, left) Input 𝐵𝐴𝐶𝑠+ 

mammogram belonging to validation set, after preprocessing, (up, right) saliency map overlapped to the input 

image. In red the pixels that cause the most change in the output. They correspond to BACs area of the image. 

(Down) Zoomed BACs region. BACs are the three white clusters indicated by yellow arrows. The output of the 

network for this image is equal to 0.9493 (classification threshold equal to 0.5). 
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Figure 4.13 Example of true positive having small BACs and its saliency map. (Up, left) Input 𝐵𝐴𝐶𝑠+ 

mammogram belonging to validation set, after preprocessing, (up, right) saliency map overlapped to the input 

image. In red the pixels that cause the most change in the output. They correspond to BACs area of the image. 

(Down) Zoomed BACs region. BACs are white pixels indicated by yellow arrows. The output of the network 

for this image is equal to 0.9964 (classification threshold equal to 0.5). 
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Figure 4.14 Example of true positive image having linear one side BACs and its saliency map. (Up, left) Input 

𝐵𝐴𝐶𝑠+ image belonging to validation set, after preprocessing, (up, right) saliency map overlapped to the input 

image. In red the pixels that cause the most change in the output. They correspond to BACs area of the image. 

(Down) Zoomed BACs region. BACs are white pixels between the two yellow arrows. The output of the network 

for this image is equal to 0.9987 (classification threshold equal to 0.5). 
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Figure 4.15 Example of true positive image with dense breast and its saliency map.  (Up, left) Input 𝐵𝐴𝐶𝑠+ 

mammogram belonging to validation set, after preprocessing, (up, right) saliency map overlapped to the input 

image. In red the pixels that cause the most change in the output. They correspond to BACs area of the image. 

(Down) Zoomed BACs region. BACs are white pixels indicated by yellow arrows. The output of the network 

for this image is equal to 0.9968 (classification threshold equal to 0.5). 
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Figure 4.16 Example of true positive image having and its saliency map. (Up, left) Input 𝐵𝐴𝐶𝑠+ image 

belonging to validation set, after preprocessing, (up, right) saliency map overlapped to the input image. In red 

the pixels that cause the most change in the output. They correspond to BACs area of the image. (Down) 

Zoomed BACs region. BACs are white pixels indicated by yellow arrows. The output of the network for this 

image is equal to 0.9705 (classification threshold equal to 0.5). 
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Figure 4.17 Example of true positive having benign calcifications and its saliency map. (Up, left) Input 𝐵𝐴𝐶𝑠+ 

image belonging to validation set, after preprocessing, (up, right) saliency map overlapped to the input image. 

In red the pixels that cause the most change in the output. They correspond to BACs area of the image. (Down, 

left) Zoomed BACs region. Very severe BACs indicated by yellow arrows. (Down, right) Zoomed region 

containing round benign calcifications. The prediction is not affected from the presence of other types of 

calcifications. The output of the network for this image is equal to 0.9997 (classification threshold equal to 

0.5). 
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Figure 4.18 Example of false negative image and its saliency map highlighting BACs region. (Up, left) Input 

𝐵𝐴𝐶𝑠+ image belonging to validation set, after preprocessing, (up, right) saliency map overlapped to the input 

image. In red the pixels that cause the most change in the output highlighting the They are localized in an area 

without BACs. (Down) Zoomed highlighted region. The output of the network for this image is equal to 0.400 

(classification threshold equal to 0.5). 
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Figure 4.19 Example of false negative image and its saliency map partially highlighting BACs region. (Up, 

left) Input 𝐵𝐴𝐶𝑠+ image belonging to validation set, after preprocessing, (up, right) saliency map overlapped 

to the input image. In red/blue the pixels that cause the most change in the output. They are localized in three 

different area of the breast. In the first, the most highlighted region in red, zoomed in the green rectangle 

(down, left) corresponds to a BACs region. The second one, in highlighted in blue e zoomed in the yellow 

rectangle (down, middle) was signed from our human reader as a dubious region. The third region contains 

absolutely no BACs. The output of the network for this image is equal to 0.4699 (classification threshold equal 

to 0.5). 
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Figure 4.20 Example of false negative image and its saliency map highlighting no BACs region. (Up, left) 

Input 𝐵𝐴𝐶𝑠+ image belonging to validation set, after preprocessing, (up, right) saliency map overlapped to 

the input image. In red the pixels that cause the most change in the output highlighting a region not including 

BACs. (Down) Zoomed highlighted region. The output of the network for this image is equal to 0.1569 

(classification threshold equal to 0.5). 
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Figure 4.21 Example of false positive image and its saliency map. (Up, left) Input 𝐵𝐴𝐶𝑠− image belonging to 

validation set, after preprocessing, (up, right) saliency map overlapped to the input image. In red the pixels 

that cause the most change in the output. They are localized in an area without BACs. (Down) Zoomed 

highlighted region. This image has an output of the output neuron equal to 0.6635 (classification threshold 

equal to 0.5). 
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Figure 4.22 Examples of true negative images and their saliency maps. The outputs of the net having these 

images as inputs are respectively 0.0284 and 0.04725 
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5. DISCUSSION, CONCLUSION AND FUTURE AIMS 

We investigated the feasibility of building an automated system able to add to the current 

cancer screening mammograms the further, cost-free information about the presence of 

breast arterial calcifications (BACs), recently indicated as a potential women-specific 

cardiovascular risk marker. Importantly, breast cancer and cardiovascular risk are major 

life-threatening causes specific to women population, starting from their middle age. 

Clearly, this work did not deal with breast cancer detection; nonetheless, it was assumed 

to exploit breast cancer screening mammograms without any modification, thus sharing 

the same confounding factors given by the wide variability of breast size and density, also 

aiming at avoid any confusion of BACs with benign or malignant oncological lesions of 

any nature.  

 Few experiments relevant to automatic BACs segmentation have been recently 

describe, though suffering of sever biases due to manual annotation gold standards. For 

this purpose, we formulated the problem as a two-class classification problem. A full 

mammogram, after preprocessing, is fed into a deep CNN that extracts and weights 

imaging features to provide information about BACs presence (𝐵𝐴𝐶𝑠+) or absence 

(𝐵𝐴𝐶𝑠−). To this automatic screening, the only information about the ROI or ROIs of 

highest influence for the classification is given to the radiologist in the form of heat-map. 

In the end, the duty of a quantitative or semi-quantitative reporting on BAC number, size, 

and severity is fully left to the radiologist. Nonetheless, a great relief of workload is given 

by pinpointing the 𝐵𝐴𝐶𝑠+ cases, with a prevalence of 10%, which is hoped to result in 

about 10 times less manual preliminary screening. It is also unlikely that BACs will ever 

be a diagnostic tool per-se; still, they may drive selective decision about further costly and 

invasive investigations on cardiovascular risk, up to coronarography. 

We overcame the problem of the huge datasets needed to train and validate a deep 

learning model using a transfer learning strategy. Thus, our deep CNN classifier was built 

starting from the VGG16 convolutional base, pretrained for general image recognition on 

thousands of non-medical images. This base was customized according to our input image 

size, also investigating the number of pretrained layers to be kept, frozen to the original 
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training (basic image feature extraction), how many further ones to be fine-tuned to the 

target problem (tuning of high level features), eventually stacking additional layers to lead 

to the final dichotomic classification. The result was a CNN-based classifier newly 

designed in three stages: i) frozen to general purpose feature extraction; ii) fine-tuned to 

the target medical images; iii) trained from scratch the fully connected layers to deliver the 

wanted output.  

We set most of network hyperparameters using a-priori knowledge derived by the 

available literature. We preserved most of the hyperparameters that characterize the 

convolutional base of the VGG16 Network like neuron receptive field size, number of 

filters for each convolutional as well as number and properties of pooling layers 60. BACs 

are expected to appear at different locations on different mammographic projections and 

across different subjects. This potential limitation turned out to be main reason for using 

convolutional neural networks for BACs detection. Indeed, the parameter sharing approach 

that characterize the VGG16 model allows to reduce the number of model parameters while 

learning a high number of imaging features that are applied at all image locations. 

Parameter sharing assumption may not be effective when the CNN is expected to learn 

specific features at different image locations (e.g. like facial characteristics in portrait 

pictures 107). On the contrary, it is a powerful approach when specific features have to be 

found at the same time in multiple locations, like in our case. For this reason, we fixed the 

convolutional base of the VGG16 model pretrained natural images to exploit its robustness 

in detecting a large number of low-level features and train the remaining part of our 

classifiers using a limited amount of data compared to the large number of parameters that 

characterize the model. 

We also selected the optimization algorithm among those available in the literature. 

Among them, we choose the Adam optimizer since it proved to be computationally 

efficient and suitable for machine learning projects that deal high-dimensional parameter 

spaces97. Indeed, one of the downsides of VGG16-derived models is the large number of 

parameters to be optimized during the training process. The number of parameters in 

VGG16-derived models are usually higher that 107 and are mainly located in the fully 

connected part of the network. In addition, Adam optimizer have been reported to be 
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suitable for machine learning projects that need to be developed using large database97. 

The detection of 𝐵𝐴𝐶𝑠+ images will require, on a long-term perspective, to train our CNN 

on a massive number of images allowing us to have a large absolute number of positive 

cases even considering a prevalence near to 10%. This condition makes Adam a suitable 

solution for the task at issue also for future development steps. 

Remaining hyperparameters were then optimized through a two-step optimization 

process that allowed us to determine: the optimal learning rate, the maximum number of 

epochs, the number of convolutional layers to fine-tune, and the number of hidden units of 

the fully connected classifier. Among those hyperparameters, the number of convolutional 

layers to fine tune and the number of hidden units in the fully connected layers largely 

impacted model performances. The systematic identification of the number convolutional 

layers to be fine-tuned allowed us to extract the high-level features related to BACs 

appearance useful to discriminate them from other type of calcifications or hyperintense 

tubular breast structures. As previously stated, BAC prevalence is relatively low in our 

database while different confounding factors were highly prevalent in both 𝐵𝐴𝐶𝑠+ and 

𝐵𝐴𝐶𝑠− images. In this light, we took advantage of the high prevalence of cofounding factor 

in both negative and positive cases to train the proposed network to distinguish between 

BACs and other confounding structures. As a result, the proposed network showed the 

ability to focus on arterial calcifications even in presence of several confounding 

hyperintense regions, as shown in Figure 5.1 

The chosen CNN architecture allows to extract a very large number of imaging 

features, which represents a desirable characteristic when dealing with complex and highly 

variable morphologies. Nonetheless, the extraction of many imaging features may cause 

model overfitting. To reduce model complexity and prevent overfitting we downsized as 

much as possible the number hidden units in the fully connected layers. This process 

allowed us to select and nonlinearly combine most meaningful features improving at the 

same time model performances and training efficiency. In this project, a good tradeoff 

between the need of a high-dimensional feature space and the need to avoid overfitting  

was reached using a rigorous parameter search process that allowed to reach good 

performances in the validation database.  
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The resulting deep CNN classifier was composed by 16 layers: 13 convolutional layers 

of which 8 were kept frozen and 5 were fine-tuned on our dataset images, followed by 

three fully connected layers with respectively 256 neurons, 256 neurons, and 1 neuron, 

respectively. The last one with a sigmoidal activation function in order to implement the 

dichotomic classification. 

Importantly, it was possible to fix most of the structure by means of the training and 

validation over a preliminary and reduced database of 168 patients and 684 images with a 

30% prevalence of 𝐵𝐴𝐶𝑠+ resulting from the annotation by three expert viewers. 

Conversely, the subsequent increase of the annotated database up to 717 patients and 2684 

images matching the 10% demographic prevalence did not achieve the expected results, 

due to still a too low size with such an imbalanced prevalence. 

 

Figure 5.1 Example of breast arterial calcification correctly detected in presence of several high intensity 

objects with tubular morphology. 

 

For this reason, it was decided: i) to randomly down sample the 𝐵𝐴𝐶𝑠−subjects to go 

back to a 30% prevalence of 𝐵𝐴𝐶𝑠+, optimal for training (248 patients, 992 images); ii) 

not to attempt at this stage the final testing phase, given the insufficient size of the 

annotated database reached so far. The significant size increase of the final dataset, 
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compared to the preliminary one, was conversely exploited for a better validation, 

considering a random partition in 3 subsets DB1, DB2, DB3. Each parameter change was 

chosen by evaluating the effects on both DB1 and DB2. Lastly, when we found an eligible 

hyperparameter combination, we performed a further training on DB3.   

 In place of testing (scheduled as soon as further data will be available) we further 

evaluated the resulting architecture and learning strategy performing a 7-fold cross 

validation using the F1 score as performance metric to account for the class imbalance. 

Model performances calculated on the training datasets ranged from 0.765 to 0.897 with 

mean and SD values equal to 0.830 ± 0.042. In the same way, F1 scores calculated on the 

validation datasets varied across models, ranging from 0.653 to 0.840 with mean and SD 

values equal to 0.744 ± 0.094. The training process was stopped once the validation dataset 

loss function reached its minimum.  

Our results suggest that with the current strategy the model was not able to extract all 

the information contained within the training data. So, further investigations are needed to 

fully exploit a larger training dataset information content and test the BACs classifier 

performance on a new independent testing dataset. The models showed generally good 

performance in terms of precision (range = [0.842-0.950], mean = 0.864 and SD = 0.0.040) 

while showing lower recall values (range = [0.433 -0.772], mean = 0.667, SD = 0.132) in 

the validation set. Therefore, future studies will focus on the improvement of F1 values 

thus leading to false negatives reduction without increasing the number of false positives.  

Saliency maps show that other types of breast calcifications do not impact positive 

predictions. However, sometimes other tubular breast structures are incorrectly classified 

as BACs. In addition, we found different appearance on false negatives. In some cases, the 

saliency focused on other structures of the breast, ignoring BACs. In other cases, BACs 

were correctly detected by the saliency, but the output value of the network was slightly 

below the sigmoid classification threshold and the image was therefore classified as 

negative. Moreover, the observation of the saliency maps has allowed us to ascertain the 

feasibility of transforming global information, such as an image-level label, into a local 

one, allowing the localization of BACs within the large breast area. Indeed, as shown in 

the several reported examples, the saliency maps of true BACs+ images clearly highlight 
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ROIs around BACs, or at the least the main one, thus adding visual evidence to the 

reliability of estimated class and potentially driving the detailed radiologist’s inspection.  

It should be also noted that when multiple BAC segments are present in the image, not 

all of them are highlighted by the saliency map (see figure 5.2).  This is due to the binary 

nature of the proposed classification problem, where the network is asked to detect at least 

a single BAC to classify the full image as positive. This issue may be overcome in the 

future by using the furtherly improved CNN binary classifier to build a new regression 

model able to estimate BACs burthen on a continuous scale. The enriched feature space 

selected to predict the BACs burden will allow to detect all BACs contained in the images 

towards a fully automatic method of BACs segmentation like the one proposed by Shimoda 

et al. 108,  that combined CNN feature maps and saliency maps. 

 

What has been said previously reveals the need to further improve the model, with 

particular focus on the positive class prediction performance. The current model has 

limitations, mainly related to the small portion of the hyperparameter space investigated 

Figure 5.2 Example of breast artery with multiple calcified segments. Despite the large extension of BAC 

segments along the vessel, the saliency map shows only one bright spot as a result of the binary classification 

task performed the developed convolutional neural network. 
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so far. Both the model parameters and hyperparameters need to be further tuned on more 

data to improve classification performances. In fact, despite the use of transfer learning 

and data augmentation techniques the huge number of 13.176.577 parameters has to be 

trained. Lastly, the problem of class imbalance was not totally addressed by the 

implemented weighted training strategy, leading to a high number of false negatives 

compared to false positives.  

 In the future, further development will focus on model performance improvement by 

enlarging the database reaching a 50:50 prevalence. With this dataset, we will deeply 

investigate more the hyperparameter space until reaching very high performances in both 

negative and positive classes. At this point it will be necessary to test the predictive power 

of the CCN on a dataset that reflect the real 𝐵𝐴𝐶𝑠+  prevalence in the cancer screening 

population. Lastly, it will be necessary to avoid possible data mismatch issues to make the 

model prediction effective in real world domain. Once having obtained a highly performing 

binary BACs classifier, the next step will be using transfer learning to build a CNN based 

regression model that automatically detects BACs and calculates a quantitative BAC score 

allowing the screened population to be segmented in more than two classes. BACs are 

expected to play an important role in the identification of moderate risk women, task that 

requires by definition the identification of more than two classes. Finally, as a very long-

term goal, this quantitative score regression will be used to stratify women CV risk 

exploiting mammographic content to reduce the mortality of two of the main cause of death 

among women, namely CVDs and breast cancer. 

The proposed model allows to detect mammographic images positive to BACs 

presence with promising performances. Moreover, it apparently allows to localize BACs 

position within the image avoiding confounding structures present in mammograms. These 

results pave the way towards a fully automatic detection and grading of BACs in routine 

mammograms acquired for breast cancer screening purposes to improve CVD risk 

stratification in asymptomatic women. However, further improvements on larger image 

dataset are needed to improve model performance and prove results generalizability on an 

independent testing dataset.  
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