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Se sei la persona più intelligente della stanza, sei nella stanza sbagliata.
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Abstract

In recent years, deep neural networks have become an indispensable tool for a wide range of
applications, on which they have achieved extremely high predictive accuracy, in many cases,
on par with human performance. These models led to great improvements in state-of-the-art
results of many difficult tasks, such as image classification, speech recognition, or natural
language processing. A considerable huge amount of data is a fundamental, necessary
condition for training deep learning architectures, since is in their nature to be extremely
data hungry models. Another factor that must be taken into account is that deep learning
requires high-performance computational resources and very long training times.

An approach that helps overcoming the problem of computational cost is transfer learning,
that consists of leveraging the knowledge acquired by a model, trained on a source task, to
solve a target task, saving time and energy. This thesis explores the field of transfer learning
in two very different scenarios: image recognition and resolution of differential equations. In
both cases, we investigated previous research works in the literature, trying to improve and
extend proposed techniques on one hand, and developing new ideas and new approaches on
the other. In the image recognition task, which is a supervised learning scenario, we focus
on the problem of data impact in a transfer learning setting. In this scenario, we developed
different criteria to select a subsample (i.e. perform a data selection) of the target dataset,
in order to train in a smarter and faster way. We tested the different criteria on a variety of
combinations of datasets, distortions and models, finding that results are poorly generalizable.
In the scenario of resolution of differential equations, instead, we have no actual data, hence
we focused on the problem of the perturbation of the initial conditions and the parameters of
the equations, investigating how transfer learning helps with this particular type of distortions,
and proposing new network architectures. We show how transfer learning accelerates the
resolution of several systems of differential equations and that it becomes even more helpful
with our modifications to the source-trained network.





Abstract

Negli ultimi anni, le reti neurali profonde sono diventate un indispensabile strumento per
un’ampia gamma di applicazioni, in cui hanno raggiunto un’alta precisione predittiva, spesso
alla pari della performance umana. Questi modelli hanno portato a grandi miglioramenti allo
stato dell’arte di molti problemi complessi, come classificazione di immagini, riconoscimento
vocale o elaborazione del linguaggio naturale. Una considerevolmente grande quantità di
dati è una condizione necessaria e fondamentale per allenare architetture di apprendimento
profondo, dato che è nella loro natura essere modelli estrememamente affamati di dati. Un
altro fattore di cui tener conto è che l’apprendimento profondo richiede risorse computazio-
nali ad alte performance e tempi di allenamento molto lunghi.
Un appproccio che aiuta a superare il problema del costo computazionale è il trasferimento
dell’apprendimento, che consiste nello sfruttare la conoscenza acquisita da un modello,
allenato su un problema origine, per risolvere un problema obiettivo, risparmiando tempo ed
energia. Questa tesi esplora il campo del trasferimento dell’apprendimento in due scenari
molto differenti: riconoscimento di immagini e risoluzione di equazioni differenziali. In
entrambi i casi, abbiamo investigato precedenti lavori di ricerca in letteratura, cercando sia di
migliorare ed estendere le tecniche proposte, sia di sviluppare nuove idee e nuovi approcci.
Nell’ambito del riconoscimento di immagini, che è uno scenario di apprendimento supervi-
sionato, ci focalizziamo sul problema dell’impatto dei dati in un contesto di trasferimento
dell’apprendimento. In tale ambito, abbiamo sviluppato diversi criteri per selezionare un
sottoinsieme (i.e. effettuare una selezione dei dati) nel dataset obiettivo, per allenare in modo
più intelligente e veloce. Abbiamo testato diversi criteri su una varietà di combinazioni di
dataset, distorsioni e modelli, scoprendo che i risultati non sono generalizzabili. Nell’ambito
della risoluzione di equazioni differenziali, invece, non abbiamo veri dati, perciò ci siamo
focalizzati sul problema della perturbazione delle condizioni iniziali e dei parametri dell’e-
quazione, investigando come il trasferimento dell’apprendimento può aiutare con questo
particolare tipo di distorsioni, e proponendo nuove architetture per le reti. Mostriamo come
il trasferimento dell’apprendimento accelera la risoluzione di molti sistemi di equazioni
differenziali e che diventa ancora più vantaggioso con le nostre modifiche alla rete allenata
sul problema d’origine.
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Chapter 1

Introduction

1.1 Context and Problem Statement

In recent years, deep neural networks have become an indispensable tool for a wide range of
applications, on which they have achieved extremely high predictive accuracy, in many cases,
on par with human performance. These models led to great improvements in state-of-the-art
results of many difficult tasks, such as image classification, speech recognition, or natural
language processing. In particular, for computer vision tasks, the ease of design for such
networks has established DNNs as the go-to solution. This was possible thanks to numerous
open source deep learning libraries that have been developed in the last decade [7], [13].

The reasons why deep learning gained this terrific success are manifold. The information
age has generated an exponential increase in the amount of digital data being stored, and
consequently, the number of large scale carefully annotated datasets is increased as well [22],
[72]. A considerable huge amount of data is a fundamental, necessary condition for training
deep learning architectures, since is in their nature to be extremely data hungry models.
Another factor that must be taken into account is that deep learning requires high-performance
computational resources and very long training times. Indeed, in the last years, we have
witnessed a huge increase in the computational power of state-of-the-art machines, together
with the rise of cloud-based computing. Furthermore, in order to address their needs,
new hardware, specifically designed for deep learning, have been developed, aiming at
accelerating training and performances of neural networks, keeping the power consumption
low [32].

Modern deep neural networks take weeks or even months to train across multiple GPUs
on very large datasets. For this reason, it is common to use pre-trained models whenever is
possible. A pre-trained model is a model that has been trained on a dataset, usually large, and
that can be used as a starting initialization point for training another model on a different task.
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If the new task to solve is similar to the original one, this approach can save computational
time and achieve a better performance compared to training the model from scratch. This
technique, also known as finetuning, is collocated in the field of transfer learning, a peculiar
research field in machine learning whose aim is to find a way to take advantage of the
knowledge acquired by a given model (source) on a given task and use it as a resource to
solve a different task with a different model (target).

In this context, the question we pose ourselves is the following: exploring transfer
learning, can we find smarter techniques to transfer the knowledge already acquired? In
other words, operating in a transfer learning setting, can we find a way to reduce further
the computational footprint? Can we find a way to improve the convergence and the final
accuracy of our target model?

1.2 Proposed Solution

This thesis explores the field of transfer learning in two very different scenarios: image
recognition and resolution of differential equations. In both cases, we investigated previous
research works in the literature, trying to improve and extend proposed techniques on one
hand, and developing new ideas and new approaches on the other.

In the image recognition task, which is a supervised learning problem, we focused on
the problem of data impact in a transfer learning setting. In particular, we show the effect of
dataset shift, namely when the probability distribution of data from source to target changes,
on the accuracy of different models. We explored two different settings: a target model
trained on a different, but similar, dataset, and a target model trained on a distorted version
of the dataset on which the source model was trained on. In this two cases, we developed
different criteria to select a subsample (i.e. perform a data selection) of the target dataset, in
order to train in a smarter and faster way. We tested the different approaches on a variety of
combinations of datasets, distortions, and models, finding that results are poorly generalizable.
Furthermore, the criteria we implemented introduce an overhead due to the selection process
which must be taken into account when comparing the computational costs.

For what concerns the resolution of differential equations, the scenario here is completely
diverse. In this case we want to use a neural network to solve a differential equation (or
a system of them). Our work is based on an approach proposed by [45], that explains
how to solve one single system of differential equation, that, together with a combination
of a set of initial conditions, form a Cauchy problem. These conditions are usually pre-
imposed to the network, and solutions learnt strictly depend on them. In other words, if
conditions are modified, solutions changes accordingly. In this particular scenario, transfer
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learning techniques can be employed: the knowledge acquired to solve the equations on a
particular set of conditions can be used to to solve equations on a different set. Our proposed
solution introduces a new set of approaches to perform transfer learning in this scenario,
which go beyond the classical finetuning of the target model. We show that, applying slight
modifications to the network, we can gain a huge benefit in terms of computational time
required.

1.3 Structure of the Thesis

The structure of the thesis is organized as follows:

• Background defines and explains the background knowledge and concepts on which
this thesis is based on.

• Related Work provides an overview of other studies in the literature that addressed
the same problem that we have covered.

• Methodology explains the methodology we followed in our research, describing each
step in details.

• Implementation describes the major technologies, libraries and tools we employed,
along with deployment strategies.

• Experiments is devoted to show the outcomes of the experiments performed to validate
our approaches.

• Conclusion wraps up the discussion with concluding remarks and advises possible
future works to be carried on.



Chapter 2

Background

In this section we will briefly describe the core concepts on which our thesis is based. We
will start by introducing the machine learning field, the tasks it solves and the techniques it
uses. We will then approach deep learning, starting from the theory behind Feed Forward
Neural Networks. An introduction to Convolutional Neural Networks and Autoencoders will
follow, highlighting the power of these architectures in many applications. In section 2.3 and
2.4 we will present differential equations and dynamical systems respectively, focusing on
the relation between each other. Finally, we present transfer learning and its benefits when
applied to deep learning models.

2.1 Machine Learning

In a broader way, this research is collocated in the field of Machine Learning. Machine
Learning is the area of study of algorithms and statistical models that computers exploit to
perform specific tasks, without using explicit instructions, but relying on patterns and infer-
ence captured from data. Indeed, Machine Learning algorithms learn from data, extracting
features and taking decisions upon them. [46] provides a formal definition of a learning
algorithm:

A computer program is said to learn from experience E with respect to some class of tasks T
and performance measure P, if its performance at tasks in T, as measured by P, improves

with experience E.
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Figure 2.1 Intuitive comparison between Machine Learning and traditional programming.

Figure 2.1 is a widely used example to compare traditional computer programming to
Machine Learning: the former will ask the programmer for an input and a set of instructions
to follow in order to achieve the result, the latter will be fed with input and a desired output
and will take care of understanding how to go from one to the other.

In the following pages we will provide the main concepts of Machine Learning to give a
better understanding of the scientific knowledge we relied on.

2.1.1 Supervised and Unsupervised Learning

In Machine Learning, we call supervised learning a problem in which the goal is to learn a
mapping between a set of inputs x and a set of outputs y.
This goal is usually accomplished by starting from a dataset D = {(xi,yi)}N

i=1, which is a set
of N couples (xi,yi), where the vector x represents the input features (also called attributes
or covariates) and the y is a single output feature. The algorithm will learn the patterns
underlying in the features space X, in order to predict the target feature y. The vector x can
be of any type and have any complex form: sequence of numbers, strings, images, videos
etc., and likewise y can be of any form, but most methods assume that the target variable can
either have a value among a finite set, i.e. y ∈ {1...C}, or a real scalar value.
In the first case, we deal with a classification problem, as the target can assume one among a
finite set of classes, whereas in the second case we deal with a regression problem.
On the opposite side, unsupervised learning problems will not predict any target variable,
but will instead learn patterns from data, relying on a dataset in the following form: D =
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{(xi)
N
i=1}. We will not go into further details in this case as it is not in the scope of our

project.

2.1.2 Models

Generally, the output of a Machine Learning algorithm is a model, which learns from data
and will make prediction on new and unseen inputs.
There are two main types of models: parametric and non-parametric. [63] explains that
parametric models are the ones that summarize the data with a set of parameters of fixed size,
that consists of the mapping between the covariates and the output.
Instead, in non-parametric models you do not worry about the number of parameters, as it
is potentially infinite and grows as the amount of data increases. They are typically more
flexible, but will become very computationally heavy as the number of data explodes.
Furthermore, each model is characterized by two types of prediction errors: bias and variance.
The bias is the difference between the average prediction of a model and the true value it
should predict, and it is typically large when your model is too simple to capture enough
information from your data, while the variance measures how your error fluctuates with
respect to small variations in your learning data, and it is large when your model has learned
too much from the training data and is not able to generalize on new ones.
When choosing a model, you will have to make a trade-off between these two errors.

2.1.3 Training, Validation and Testing

The typical Machine Learning flow passes by two fundamental steps that will be here
delineated: training and testing. Before showing the algorithm all the data you have, you
should split those into two separate sets: training data and test data, whose size are typically
80% and 20% respectively.
After this splitting, you may want to further split your training data, reserving another 20%
to the validation set, whose use will be explained later.
In the training phase, a Machine Learning algorithm is fed with a set of data, the training
set, that will help in understanding the structure and the distribution of the data, so that the
model learns how to map each input to each output. Basically, during the training phase, the
algorithm minimizes a loss (or cost) function, which is a measure of how good the model
performs in the task is meant to solve. There are many types of loss functions and they differ
from problem to problem. Some concrete examples are:

• Binary Cross Entropy Loss - L :=−∑
N
i (ŷi log(yi)+(1− ŷi) log(1− yi))
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• Cross Entropy Loss - L :=−∑i ∑
M
c=1 ŷi,c log(yi,c) , with M classes

• Mean Square Error - L := 1
N ∑

N
i (yi − ŷi)

2

Cross Entropy Loss is used for classification problems, whereas Mean Square Error is
used for regression problems, but each setting may require a particular loss, as already stated.

Generally, your algorithm may have some hyperparameters, which cannot directly learn
from data, but instead are decided a priori, before the training phase. The hyperparameters
should be tuned to obtain the best performance, and that is why we need the validation set:
a typical approach is to train your model with a set of different hyperparameters and then
check your model performance on the validation set, selecting the one that yields the best
results.

After the training phase, the algorithm outputs a model, which has been fit on the training
data and which can easily make predictions on input points it has already seen during the
training phase. However, it would be good to verify if the trained model performs well also
on unseen data points. Indeed, the testing phase is exactly an assessment of your model on
new data. This is why it is extremely important to separate training and testing at the very
beginning of your process, so that your model will see the testing data only when the training
phase is complete, and will not be biased in the prediction.

Based on the results of the training phase, you can make conclusions on how the process
has been carried on. Certainly the best scenario is when the performance on testing data is
comparable to the performance on training data, yet unfortunately this is not always the case.
For instance, there are cases in which your model performs quite well on your training set,
but poorly on your testing set: this is called overfitting, and it happens when your model
cannot generalize well, going from known to unseen data points.
However, if the performance on your training data and testing data are comparable, but poor,
you may want either to train your data for some more time or to increase the complexity of
your model, so that it can capture the dynamics of your data better.

2.2 Deep Learning

Deep Learning is a subset of Machine Learning where artificial neural networks, algorithms
that mimic the human brain, process and learn from large amounts of data, creating patterns to
make decisions. The power of Deep Learning, with respect to traditional Machine Learning,
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is the ability to automatically discover a hierarchy of features to be used for a variety of
tasks. Traditional ML, on the contrary, requires these features to be provided manually by
programmers, which is a time-consuming and error-prone operation, and it requires additional
domain knowledge.

Deep learning provides a powerful framework for machine learning tasks. By adding more
layers and more units within a layer, a deep network can represent functions of increasing
complexity. Most tasks that consist of mapping an input vector to an output vector, can
be accomplished via deep learning. In contrast to ML, DL needs high-end machines and
considerably big amounts of training data to deliver accurate results.

So why is deep learning called deep? It is because of the structure of modern artificial
neural networks. Back in the 80s, neural networks were only a few layers deep [30] [56] as it
was not computationally feasible to build larger networks due to the limited computational
power of the state of the art hardware. Nowadays, it is common to have neural networks with
a considerably huge amount of layers and neurons, thanks to the advances in the technological
field.

2.2.1 Feed Forward Neural Networks

Deep feedforward networks, also often called feedforward neural networks, or multilayer
perceptrons (MLPs), are the fundamental deep learning models. Their goal is to approximate
a function f that maps input x to output y. [26]

A feedforward network defines a mapping y = f (x,θ) and learns the value of the parame-
ters θ that result in the best possible function approximation. The architecture is composed of
multiple units, called neurons, organized in layers and connected to form an acyclic structure.
These models are called feedforward because the information only travels forward in the
neural network and there are no feedback connections in which outputs of the model are fed
back into itself.
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Figure 2.2 Feed Forward Neural Network with four layers: an input layer with four neurons,
two hidden layers with three neurons each, and an output layer with a single neuron.

Feedforward neural networks are called networks because they are typically represented
by composing together many different functions. The model’s acyclic graph structure
describes how these different functions are composed together. Functions are connected to
form a chain, and the length of this chain defines the depth of the model. As mentioned
above, a layer is a collection of neurons operating together at a specific depth within a neural
network. We can differentiate between three types of layers:

• Input layer: is responsible for receiving raw data used as input to the model.

• Hidden layer(s): these layers reside in between the input and the output layer. The
word “hidden” implies that they are not visible to the external systems and are “private”
to the neural network. Their job is to extract from the inputs a hierarchy of features
that can be used by the output layers.

• Output layer: is the last layer of a Feed Forward Neural Network. It is responsible for
producing an output f ∗(x,θ) as close as possible to the real output y.

Finally, these networks are called neural because they are loosely inspired by neuro-
science, sharing similarities with with the biological structure of the brain. The fundamental
unit of computation of an artificial neural network, the artificial neuron, is a mathematical
model of a biological neuron, which is composed of dendrites, axon, synapses and of the cell
body.
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Figure 2.3 Graphical representation of a biological neuron.

• Dendrites are in charge of collecting electrical signals from the axons of other neurons,
either inhibitory or excitatory.

• Synapses between the dendrite and axons modulate electrical signals in various
amounts.

• A neuron fires an output signal through its axon only when the total strength of the
input signals exceed a certain threshold. This output is then fed into other neurons of
the network.

The artificial neuron resembles the biological one: the electrical signals are represented
as a vector of numerical values. Each element of this vector is multiplied by a weight, in the
same way synapses modulate the electrical signal. Finally, a weighted sum of the inputs with
respect to the weights is computed. If this sum is above a given threshold called "bias", the
neuron’s activation function produces a positive output. More formally, given an input vector
x, the artificial neuron output y is given by:

y = g(
I

∑
i=1

xiwi −b)

where wi is the weight of the i-th input xi, b is the bias or treshold and g is the activation
function of the neuron. These concepts were first introduced by Rosenblatt’s perceptron in
1958, which enabled the training of a single neuron in an iterative manner. [54]

2.2.2 Activation Functions

The activation function g plays a crucial role in the learning ability of the neuron. If the
activation function is not applied, the output signal becomes a simple linear function. Linear
functions are only single-grade polynomials and therefore, a non-activated neural network
will act as a linear regression with limited learning power. If the output signal of each neuron
is a simple linear function, we cannot expect our network to capture underlying non-linear
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patterns in real-world, complex data such as: images, videos, texts and sounds. Using a
non-linear activation function allows to design artificial neural networks as universal function
approximators.

Since the network is composed of stacked layers of neurons, the output of each layer
becomes the input of the following one, and thanks to this chain structure, the output function
will be a composition of all the non-linear functions learned by its layers. Formally speaking,
given a set of input x and the function f learned by a feed forward neural network with L
layers we have that:

f (x) = f L( f L−1(... f 0(x)))

where f l is the non-linear function learned by layer l, f L and f 0 are the functions learned by
the output and input layers respectively. Every activation function takes a single number and
performs a certain fixed mathematical operation on it. For the output layer, the activation
function is chosen depending on the output needed. On the other hand, for hidden layers,
there is no universal rule for choosing a particular activation function. Here is a list of the
most common activation functions adopted in neural networks:

• ReLU (Rectified Linear Unit): it is the most common activation function nowadays.

g(z) = ReLU(z) = max{0,z}

• Sigmoid: the sigmoid activation function, also called the logistic function, was the
default activation through the early 1990s. It takes a real-valued number and "squashes"
it into range between 0 and 1.

g(z) = σ(z) =
1

1+ e−z

• Tanh (Hyperbolic tangent): the hyperbolic tangent squashes a real-valued number to
the range [−1,1].

g(z) = tanh(z) = 2σ(2z)−1

2.2.3 Training in Neural Networks

Training a neural network is not much different from training any other machine learning
model. The main difference between traditional machine learning models and neural net-
works is that the nonlinearity of the activation functions of each neuron causes the loss
function to become non-convex. Therefore, neural networks are usually trained by using an
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iterative framework, called gradient descent, together with an optimization algorithm called
backpropagation. They will be both described in details in the following paragraphs.

As any other machine learning model, a neural network needs to know whether it is
performing well or not during the training phase, and therefore it needs a performance metric.
This metric is usually referred to as the cost function or loss, already illustrated in the previ-
ous paragraphs. The idea behind gradient-based optimization techniques is the following:
compute the gradient of the loss with respect to model parameters and then leverage the
gradient itself to update the parameters. Generally speaking, a gradient is a vector-valued
function that represents the slope of the tangent of the graph of the function, pointing the
direction of the greatest rate of increase of the function. Since we want to minimize the
loss function, we update the parameters in the direction opposite to the one pointed by the
gradient. This will result in a reduction of the loss function value, which implies that the
difference of the current behavior of the network and the expected one is reduced as well. In
this way we can improve the performance of our model.

Deep learning models require a huge amount of data to reach good performances on the task
they have been trained for. Classical gradient descent method uses the whole training set to
perform gradient computation and an update of the weights. This whole process is called a
cycle or training epoch. Since the dataset is an aggregation of data points, it can be called as
a batch. Hence, this process is also known as Batch Gradient Descent. This can become
easily unfeasible when dealing with deep learning models: large datasets often cannot be
held in RAM, and even if they can, it is an extremely computationally expensive operation
for just one update of the weights. Therefore, variants of gradient descent method has been
developed. They basically differ on the amount of data used to calculate the gradient at each
step:

• Stochastic Gradient Descent: stochastic gradient descent (SGD) performs a parame-
ter update for each observation. Instead of using the whole training set, it just needs one
sample to perform the parameters update. This computational advantage is leveraged
by performing many more iterations of SGD, making many more steps than conven-
tional batch gradient descent. One drawback is that due to its stochastic approach, this
algorithm is less regular than the previous one. This algorithm may also result in a
local minimum but not in the global minimum.

• Mini-batch Gradient Descent: it is a combination of both batch gradient descent
and stochastic gradient descent. Mini-batch gradient descent performs an update for
a random batch of observations. This algorithm reduces the noise occurred in the
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Stochastic Gradient Descent and is more efficient than Batch Gradient Descent, that is
why it is the algorithm of choice for training deep learning models.

So far we have seen different variants of gradient-based methods, but how is the gradient
of the loss practically computed in a neural network model? We recall that the gradient of the
loss is a vector-valued function containing the partial derivatives with respect to all the pa-
rameters. Computing such derivatives may seem like an extremely complex problem because
of the many connections and dependencies among the various parameters; luckily, thanks
to an algorithm called backpropagation [40], which relies on the chain rule of composite
functions, this task can be accomplished by reusing a lot of computation.

Given a feed forward neural network with L layers, three adjacent layers are shown in
the figure below.

Figure 2.4 Three generic adjacent layers in the network, derivative is taken with respect to
the weight shown in red. [1]

The input sum of a neuron k in layer l is defined as:

zl
k = ∑

j
wl

k ja
l−1
j +bl

k

The activation function of neuron k is:

al
j = g(zl

j)
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where g can be any of the nonlinear functions mentioned above. Finally, the input sum of a
neuron m in layer l +1 is:

zl+1
m = ∑

k
wl+1

mk al
k +bl+1

m

Given the cost function (loss), of the network C, we define, the error signal of a neuron k in
layer l as:

δ
l
k =

∂C
∂ zl

k
=

(
∑
m

∂C
∂ zl+1

m
wl+1

mk

)
g′(zl

k)

this is a measure of how much the total cost changes when the input sum of the neuron is
changed. The last expansion of the formula is given by the chain rule of composite functions:
the error signal for a neuron k at level l depends on the error signals of all the neurons at
level l +1, since they are all connected to each other. So we have a recursive formula for the
error signal of each neuron:

δ
l
k =

(
∑
m

δ
l+1
m wl+1

mk

)
g′(zl

k)

For what concerns the biases of the network, the gradient of the cost function with respect to
them is simply the error signal:

∂C
∂bl

k
=

∂C
∂ zl

k

∂ zl
k

∂bl
k
= δ

l
k

The backpropagation algorithm works as follow. First of all, in order to use the recursive
formula, we need a forward pass to compute the neuron activation aL of the last layer of
the network. In this way, we can compute the error signal δ L and propagate it backwards,
calculating all the error signals of the network in a recursive manner. Using backpropagation
in gradient-based learning algorithms, we can compute the parameters updates to minimize
the loss function in an iterative fashion. Given a batch of training samples of size N, weights
are updated according to the delta rule:

wl → wl −η
1
N

N

∑
n=1

δ
n,l(an,l−1)T

bl → bl −η
1
N

N

∑
n=1

δ
n,l
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where the tuning parameter η is called learning rate. This parameter influences to what
extent newly acquired information overrides old information, and therefore it represents the
speed at which a machine learning model learns.

2.2.4 Convolutional Neural Networks

Convolutional Neural Networks [39] (CNNs) are a specialized kind of neural network for
processing data that has a known, grid-like topology. Examples include time-series data,
which can be thought of as a 1D grid taking samples at regular time intervals, and image
data, which can be thought of as a 2D grid of pixels. Over the past decade, Deep CNNs have
become one of the most used and successful algorithms in a variety of tasks of Computer
Vision (CV), including image classification [64], object detection [66] and semantic image
segmentation [43]. The name “convolutional neural network” refers to the fact that the
network employs a specialized kind of linear operation called convolution. As stated in [26]:

Convolutional networks are simply neural networks that use convolution in place of general
matrix multiplication in at least one of their layers.

In the following paragraphs we will first describe what convolution is and then we will shed
light on the the motivation behind using it in a neural network. We will then describe an
operation called pooling, which almost all convolutional networks employ.

Convolutional layers

Convolution is an operation on two functions of a real-valued argument that produces a
third function expressing how the shape of one is modified by the other. Let be x and w two
real-valued functions. The resulting function s of the convolution of x and w is defined as:

s(t) =
∫

x(a)w(t −a)da

The convolution operation is typically denoted with an asterisk in this way:

s(t) = (x∗w)(t)

If we now assume that x and w are defined only over a set of integers, we can define the
discrete convolution as:

s(t) =
+∞

∑
a=−∞

x(a)w(t −a)



16 Background

The input of a convolutional neural network is usually a multidimensional array of data and
the kernel is usually a multidimensional array of parameters that are adapted by the learning
algorithm. We will refer to these multidimensional arrays as tensors.

Figure 2.5 Convolution operation implemented by a 2D convolutional layer with kernel size
of 3 and stride of 1 in both directions.

The convolutional layer is the core building block of a CNN and it does most of the computa-
tional heavy lifting. Figure 2.5 shows how the convolution operation is implemented in a
convolutional layer. Basically, we apply dot products between a receptive field (input) and a
filter (kernel) on all the dimensions. The outcome of this operation is a single integer of the
output volume (feature map). Then we slide the filter over the same input image by a stride
parameter and compute again the dot products between the new receptive field and the same
filter. We repeat this process until we go through the entire input image. For each layer there
are three parameters to be chosen: the kernel size, the stride and the padding [24]. The
stride is the amount by which the kernel shifts after each dot product with the overlapping
area of the input. Padding refers to the number of pixel added to the frame of the image to
allow for more space for the kernel to cover. In this way, it is possible to preserve the original
size of the input image after the convolution.

Convolution is based on three important underlying ideas that have determined their success
in a variety of fields in the last decade: sparse interactions, parameter sharing and equivariant
representations.

• Sparse interactions: (also referred as sparse connectivity or sparse weights) refers to
the usage of a kernel which has a smaller size than the input image. This means that
in each convolutional layer we need to store fewer parameters with respect to a fully
connected one. In this way we have a two-fold benefit: the memory requirements of
the model are reduced and its statistical efficiency is improved as well.
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• Parameter sharing: refers to using the same parameter for more than one function
in a model. In a traditional fully connected layer, each element of the weight matrix
is used exactly once when computing the output of a layer. It is multiplied by one
element of the input and then never revisited. In a convolutional neural net, instead,
each weight of the kernel is used multiple times across the input image during the
convolution operation. Convolution is thus dramatically more efficient than dense
matrix multiplication in terms of the memory requirements and statistical efficiency.

• Equivariance: equivariance to translation is a property of convolutional layers that
is caused by the particular way in which parameters are shared. A function is said
to be equivariant if a modification of the input reflects in the output in the same way.
For instance, with images, convolution creates a 2-D map of where certain features
appear in the input. If the object is moved in the input, its representation will move the
same amount in the output, preserving feature locality. Convolution is not naturally
equivariant to some other transformations, such as changes in the scale or rotation of
an image. Other mechanisms are necessary for handling these kinds of transformations,
such as image augmentation techniques [51].

Pooling layers

A typical layer of a CNN is made of three stages: in the first stage, several convolutions
are performed in parallel to generate a set of linear activations. In the second stage, linear
activations are passed through a nonlinear function (detector stage). Finally, in the third
stage, a pooling function modifies the output further. The main function of the pooling stage
is to reduce the spatial size of the representation and therefore the amount of parameters and
computation in the network.

Figure 2.6 Left: input volume of size [224x224x64] is pooled with filter size 2, stride 2 into
output volume of size [112x112x64]. Notice that the volume depth is preserved. Right: max
pool operation using a 2x2 kernel over a 2-D input [9].
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As we can see in figure 2.6 above, the pooling layer operates independently on every depth
slice of the input, preserving the volume depth. There are many different variants of pooling,
the most common form is a pooling layer using the MAX operation, with filters of size 2x2
and applied with a stride of 2. In all cases, pooling helps to make the representation become
approximately invariant to small translations of the input, improving noise robustness and
control overfitting.

Network architectures

Convolutional networks have played an important role in the history of deep learning. The
classical CNN architecture employs one or more blocks containing the aforementioned three
stages and then one or more fully connected layers. Basically, everything before the fully
connected part can be thought as a sequence of feature extractors organized in a hierarchical
way. Then, the fully connected part uses the high-level features extracted to perform the
desired task. This kind of architecture was popularized by LeNet-5 [41], which was used on
large scale to automatically classify hand-written digits on bank cheques in the United States.

Figure 2.7 LeNet-5 architecture as published in the original paper [41].

As we have seen so far, convolutional networks provide a smart way to specialize neural
networks to work with data that has a clear grid-structured topology. The current intensity of
commercial interest in CNN began when Krizhevsky et al. (2012) [37] won the ImageNet
object recognition challenge [57]. Since then, the main focus in the field was to make deeper
and deeper networks, in order to improve the state of the art accuracy in a variety of problems
(and contests). Models that have gained popularity throughout the last decade are: "AlexNet"
(2012) [37], "ZF Net" (2013) [74], "GoogLeNet" (2014) [65], "VGG Net" (2014) [60] and
"ResNet" (2015) [28]. The latter features special skip connections and a heavy use of batch
normalization, and it is currently by far the state of the art for Convolutional Neural Network
models.
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2.3 Differential Equations

Now that the modellistic part has been explained, we will proceed by illustrating the field
of differential equations, where we applied some of the models described. In the following
paragraphs we will provide the basic concepts of the theory of the topic, together with some
real examples.

2.3.1 Definitions

The history of differential equation has root in the XVII century, thanks to the contribution of
Isaac Newton, who introduced the first types of differential equations [48], and the Bernoulli
brothers. In the scientific research world, they are used in many applications to model real
dynamical systems, hence they attract a lot of interest from the whole scientific community.
Indeed, they describe how a given quantity varies, in relation to the quantity itself. From
now on, we will describe the fundamentals concepts behind the theory of the differential
equations, whose extended content is outlined in [19]. We define ordinary differential
equation (ODE) of order n a relation of the form:

F(t,y(t),y′(t),y′′(t), . . . ,y(n)(t)) = 0,with F : Rn+2 ⊇U → R (2.1)

We call it ordinary as the unknown is the function of only one variable, and the order of
a differential equation is the maximum order of derivation that appears in it. Instead, we call
partial differential equation (PDE) if it is a differential equation that contains unknown
multivariable functions and their partial derivatives. If in equation 2.1 we can make the
maximum order derivative explicit, we can say that the equation is written in the normal
form. For homogeneity, all the following definitions will assume that equation 2.1 is written
in normal form. If equation 2.1 is a first degree polynomial, we say that the equation is
linear, with the following general form:

a0(t)y(n)(t)+a1(t)y(n−1)(t)+ · · ·+an−1(t)y′(t)+an(t)y(t) = b(t)

The evolution during time of many physical systems can be described by mean of linear
differential equations, hence there is a strong and extensive theory about them. On the
opposite side, non-linear equations are solvable with very few methods and can have very
weird behaviors over large time intervals.

We define solution of equation 2.1 a function ϕ =ϕ(t), defined and differentiable n-times
in an interval I ⊆ R such that (t,ϕ(t), . . . ,ϕ(n−1)(t)) ∈ D and such that:
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ϕ(n)(t) = f (t,ϕ(t),ϕ ′(t), . . . ,ϕ(n−1)(t)) ∀t ∈ I

meaning the n-derivative of ϕ is a function of time and all the derivatives of order
(0, . . . ,n−1). We can think of variables whose change is affected by some other variables too,
hence forming relations between them to form a system of equations. Systems of ordinary
differential equations in multiple unknowns, each of them expressed as a function of a
single variable, are defined as follows:

ẏ1 = f1(t,y1,y2, . . . yn)

ẏ2 = f2(t,y1,y2, . . . yn)
...

ẏn = fn(t,y1,y2, . . . yn)

shortly ẏ = f (t,y(t))

If all the components of fi are linear in y, then the system is linear too.

2.3.2 Solutions of differential equations

Given a differential equation:

y′(t) = f (t)

it has infinite solutions of type y(t) =
∫

f (t)dt +c, c ∈R. Hence, for an equation ẏ = f (t,y),
an infinite number of solutions exist, all represented by a parametric family y = ϕ(t,c) called
general integral. Nonetheless, we are more interested in finding solutions satisfying some
additional conditions. Regarding this, we introduce the Cauchy problem, which is defined
as:

for scalar equations of order n: finding y of class Cn such that

y(n)(t) = f (t,y1(t),y2(t), . . . yn(t))

y(τ) = ξ0

y′(τ) = ξ1
...

y(n)(τ) = ξn

τ,ξ0, . . . ,ξn−1 ∈ R.
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for systems: finding a vector y of class C1 such that:ẏ = f (t,y(t))

y(τ) = ξ

τ ∈ R and ξ ∈ Rn.

Equations y j(τ) = ξ j and y(τ) = ξ are called boundary conditions (or initial conditions
if τ = 0), and in this case the solutions are locally defined around τ . Basically, the Cauchy
problem consists of searching for a solution y, in the whole family, that satisfies all the
boundary conditions imposed by the problem.
The local existence of a solution was proven by Cauchy and Peano, under the assumption of
continuity and limitedness. Consequently, Picard and Lindelöf showed that, for a lipschitz-
continuous function y, the solution is also guaranteed to be unique.

2.4 Dynamical Systems

As outlined in the previous section, differential equations are used in many applications to
model real dynamical systems. In the following paragraphs we will give a brief overview of
what dynamical systems are and we will provide some examples as well.

2.4.1 Introduction

The term dynamic refers to phenomena that produce time-changing patterns: characteristics
of the pattern at one time are interrelated with those at other times. This term is nearly
synonymous with time-evolution, or pattern of change. Dynamical system can be thought
as the mathematical prescription for evolving the state of a physical system in time. They
deal with the evolution of systems, trying to predict the future of these systems or processes
and understanding the limitations of these predictions. A more formal definition [52] is the
following:

A dynamical system consists of a phase (or state) space P and a family of transforma-
tions ϕ(t) : P → P, where the time t may be either discrete, t ∈ Z, or continuous, t ∈ R. For
arbitrary states x ∈ P the following must hold:

1. ϕ0(x) = x identity

2. ϕs(ϕt(x)) = ϕt+s(x) ∀t,s ∈ R additivity
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At any given time, a dynamical system has a state given by a tuple of real numbers (a
vector) that can be represented by a point in an appropriate state space. The evolution rule of
the dynamical system is a function that describes what future states follow from the current
state, and it can be either deterministic or stochastic. It is worth mentioning that dynamical
systems may exhibit a completely unpredictable behavior, which might seem to be random,
despite the fact that they are fundamentally deterministic. This seemingly unpredictable
behavior has been called chaos, and systems which exhibit a chaotic behavior are called
chaotic systems.

2.4.2 Examples

In this paragraph we will present some examples of dynamical systems described by differ-
ential equations.

Simple harmonic oscillator

A simple harmonic oscillator is an oscillator that, when displaced from its equilibrium
position, experiences a restoring force F proportional to the displacement x, also known
as Hook’s law [29]: F⃗ =−k⃗x. It consists of a mass m, which experiences a single force F,
pulling the mass in the direction of the point x = 0 and depends only on the position x of the
mass and a constant k. Balance of forces for the system reads:

F = ma = m
d2x
dt2 = mẍ =−kx

Solving this ordinary, second order differential equation leads to a function that describes the
motion of the mass of the oscillator:

x(t) = Acos(ωt +φ)

where ω =
√

k
m , A is the amplitude of the sinusoidal function and φ is the phase, which

describes the starting point on the sine wave.

RC circuit

A resistor–capacitor circuit (RC circuit), is an electric circuit composed of resistors and
capacitors driven by a voltage or current source. This type of circuit exhibits a large number
of important types of behaviour that are fundamental to much of analog electronics. In
particular, it is able to act as a passive filter. The simplest RC circuit is made of a capacitor
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and a resistor in parallel. The capacitor will discharge its stored energy through the resistor
throughout time. The voltage across the capacitor, which is time dependent, can be found by
using Kirchhoff’s current law. In fact, the current passing through the resistor must equal the
current discharging the capacitor. Formally:

C
dV
dt

+
V
R
= 0

where C is the capacitance of the capacitor. This first order linear differential equation has
the following solution:

V (t) =V0e−
t

RC

where V0 is the capacitor voltage at time t = 0. In this particular deterministic dynamical
system, the voltage V is the only state variable, therefore the phase space is one-dimensional
and the system is called a phase line.

2.4.3 Hamilton’s equations

With classical mechanics (often referred to as Newtonian mechanics), we refer to physical
concepts employed and mathematical methods used to describe the motion of bodies under
the influence of a system of forces. The earliest development of these concepts is devoted to
Isaac Newton and Gottfried Wilhelm Leibniz, back in the 17th century. Classical mechanics
proved to guarantee extremely accurate results when dealing with large objects with a speed
not close to the speed of light.

An equivalent but more abstract reformulation of classical mechanics was proposed by
William Rowan Hamilton in 1833, and it is known as Hamiltonian mechanics. In Hamiltonian
mechanics, a physical system is described by a set of coordinates r = (q,p) and its evolution
through time is described by a system of two first order differential equations, the so called
Hamilton’s equations: 

∂p
∂ t =−∂H

∂q
∂q
∂ t =

∂H
∂p

(2.2)

where H = H(q,p, t) is the Hamiltonian, which often corresponds to the total energy
of the system [25] and, for a closed system, is the sum of potential and kinetic energy. In
classical mechanics, time evolution of both position and velocity of a system is determined
using Newton’s second law, once the total force applied to the system has been computed.
On the other hand, in Hamiltonian mechanics time evolution is obtained by calculating the
Hamiltonian H of the system in the canonical coordinates and then inserting it into the system
of equations 2.2.
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2.5 Transfer Learning

Transfer learning is a peculiar research field in Machine Learning whose aim is to find a way
to take advantage of the knowledge acquired by a given model on a given task Ts, called
source task, and use it as a resource to solve a different task Tt [26].
[50] provides a formal definition:

Given a source domain Ds and learning task Ts, a target domain Dt and learning task Tt ,
transfer learning aims to help improve the learning of the target predictive function ft in Dt

using the knowledge in Ds and Ts, where Ds ̸=Dt , or Ts ̸= Tt

The most typical approach in transfer learning is using a pre-trained model as a starting point
at the beginning of your training phase, so that you can leverage some of the patterns already
captured by the baseline and converge faster to your desired extrapolated knowledge.
It is therefore extremely beneficial in cases in which your training phase requires a lot of
time, as it may speed up the process by providing an initialization closer to the desired result,
or when your training set is not large enough, so that you can leverage features extrapolated
from a model trained on a fairly similar and larger dataset.

Figure 2.8 An example of Transfer Learning setting: a model pre-trained on ImageNet, a
widely known and large images dataset, is exploited to learn from PASCAL, another image
dataset with way less data. [12].

Furtherly, depending on the type of problem to solve, there are different cases of transfer
learning [50]:

• Inductive transfer learning: Ts ̸= Tt , no matter if Ds ̸=Dt or Ds = Dt

• Transductive transfer learning: Ts = Tt and Ds ̸=Dt

• Unsupervised transfer learning: Ts ̸= Tt , no matter if Ds ̸=Dt or Ds = Dt , but Ts and Tt

are related
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From the above definitions, it is intuitive that transfer learning is often used in case of
dataset shift, that is when Ps(y,x) ̸= Pt(y,x) [47].
This method is widely used in Deep Learning, since the training usually requires plenty of
time, therefore a network already initialized with some knowledge is more likely to get to
the desired result faster than training a model from scratch.
The most typical approach, called fine-tuning, takes a pre-trained network and resumes its
training with a new target training set, thus skipping the initialization of the weights. It is
possible to choose whether to fine-tune the whole network, or to "freeze" some layers and
only train some of them, depending on how many data you have at disposal.
In Convolutional Neural Networks, early layers tend to capture generic features, which
can be similar across different domains, while later layers learn features which are more
dataset-dependent, thus those are usually the most sensitive when fine-tuning [73].



Chapter 3

Related Work

In this chapter, we will go through the literature of scientific research that constitutes the
basis of our thesis and gave us the direction to pursue.

Transfer learning is a major topic in machine learning and, in neural networks, it generally
entails initializing a recipient neural network using some of the weights from a donor neural
network that was previously trained on a related task. This protocol, proposed by Yosinski
et al. [73], gained research attention and led to the development of different techniques to
refine it, aiming at improving the performance of the recipient network.

In the first section, we will present the main papers that leverage data selection in a
transfer learning scenario, which inspired us for our proposed work in the images context.
Deep learning is a setting in which the more data you have the better it is, and not much has
been researched on trying to reduce the amount of data to feed the algorithm. The lack of
literature in this specific field of deep learning was what convinced us to work on it.

In the second section, we will give a brief overview of different techniques developed
to use neural networks for solving differential equation, and transfer learning approaches
applied in this scenario. In particular, we focused on dynamical systems governed by a system
of differential equations. Again, the lack of literature in this scenario led us to investigate
transfer learning techniques in this specific field as well.

3.1 Impact of Data on Transfer Learning

Starting from the assumption that transfer learning is a commonly applied method in Machine
Learning, for its applicability and for the performance it yields, [49] tackles the problem of
the continuous increasing of dataset sizes, especially in the Deep Learning field.
The authors question whether it is true that the more data you have, the better your result
will be, and find out that this is not always the case. Indeed, they compare results of transfer
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learning on different subsets of training data and find out that the best performance is ob-
tained when some irrelevant samples are discarded. Furthermore, they propose a weighted
technique, namely domain adaptive transfer learning, which exploits importance weights
computed on the target set. Their method modifies slightly the loss function to minimize, to
take into account the (dis)similarity between source domain and target domain, by weighting
each sample with respect to the ratio of the distribution of the respective label in the target
and in the source datasets.
[55] has similar conclusions: they state that transfer learning is often helpful, but it can harm
your result if the source data and the target data are too different. Their experiment involved
training a hierarchical Naive Bayes algorithm with different data sources, noticing that the
more the sources are dissimilar, the worse the model performs.
[76] introduce a reinforcement learning-based framework, namely L2TL, to improve transfer
learning on a target task by a peculiar extraction of information from a source dataset. Their
flow trains a policy model by looking at a performance metric on a validation set, which will
then output weights for each source class adaptively.
[27] faces the problem of negative transfer, that is the process of using knowledge which
will actually hinder your performance, rather than improving it. This paper proposes a novel
technique to accurately select those samples that will cause negative transfer and stop the
transfer at the top performance gain. Their method exploits the sum of the Rademacher
distribution to estimate the class noise rate of transferred data. Transferred data having high
probability of being labeled wrongly are removed to reduce noise accumulation.
[71] also contributed to the research in the negative transfer field, and also adopted a weighted
mechanism by mean of a Generative Adversarial Network discriminator to perform the den-
sity ratio estimation, used in the loss function minimization.
[14] investigates the behaviour of different CNNs in the transfer learning fiels, by studying
how a choice of a particular pre-trained CNN model can alter your final result. Given a target
task, they rank different models pre-trained on different source task, in order to select which
one is more suitable to the given problem, by evaluating the similarity between the source
and the target datasets.
[69] introduced a selection technique to accurately pick a subset of your training data that
will improve the performance of your Deep Learning model, specifically devoting their
experiments on Convolutional Neural Networks. The algorithm is then adapted to a transfer
learning setting by [70], and detailed below.
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Algorithm 1: Algorithm to obtain an optimized training
set for you transfer learning problem [70].

input :
• fθ : pretrained network from source domain

• X : training set in target domain

• V : validation set in target domain

output :X ′: optimized training set in target domain
1 for i = 1 to len(X) do
2 for i = 1 to len(V ) do
3 use fθ to compute Iloss(Xi,Vj),

where Iloss(Xi,Vj) =−∇θ L(x j)H−1
θ

∇θ L(xi)

and H−1
θ

= ( 1
N ∑

N
i ∇2

θ
L(xi))

−1

4 end
5 if ∑ j Iloss(Xi,Vj)> 0 then
6 remove Xi from X

7 end
8 X ′ is obtained

The proposed algorithm is used in an image recognition setting, where a Convolutional
Neural Network model is used to compute the loss function and its derivatives. The approach
aims not only at selecting the most impactful samples of a target training set, but also to
eliminate some harmful samples, obtaining a better prediction accuracy when those negative
samples are excluded from the training.
Nonetheless, this approach has the non negligible drawback of the computational complexity,
both in terms of space and time, as one should compute the Iloss for each training sample and,
in the meantime, store the inverted Hessian matrix, whose size is nθ ∗nθ , where nθ is the
number of parameters of the network, including weights and biases, which is enormous in a
CNN.

3.2 Neural Networks for Solving Differential Equations

The idea to solve differential equations using neural networks was first proposed by Lagaris
et al. [38]. They used the assumption that u(x) = A(x)+F(x,N(x)), where A and F are
carefully designed to satisfy given boundary conditions and N is a neural network trained to
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minimize the following loss function:

L =
∥∥∥G(x,u(x),∇u(x),∇2u(x))

∥∥∥
where G(x,u(x),∇u(x),∇2u(x)) = 0 is the differential equation to be solved. The employ-
ment of a neural architecture for solving differential equations has many attractive features,
such as: a reduced number of model parameters with respect to any other solution technique,
the fact that the method is generalizable, and can be applied to ODEs, systems of ODEs and
to PDEs, and the possibility to implement it on parallel architectures.

Recently, studying the evolution of dynamical systems (and therefore solving the differen-
tial equations that govern them) has become a significant trend in scientific research. Neural
networks have leveraged the exponential increase in the amount of digital data available to
explore and forecast the future behavior of complex dynamical systems. Several number
of studies have been conducted in a data-driven scenario, for discovering differential equa-
tions and finding approximate solutions for those equations. [16], for instance, developed
an approach for using NNs for learning optimized approximations to PDEs, working in a
supervised setting based on actual solutions to the known underlying equations. [68], instead,
introduced a fully data-driven forecasting method for high dimensional, chaotic systems
using recurrent neural networks.

In addition to data-driven studies, equation-driven unsupervised NNs have been used to
solve both ODEs and PDEs. These type of networks are trained in a completely unsupervised
setting, hence do not need any ground truth data. Essentially, the loss function depends only
on the solutions obtained by the neural network. [61] developed an approach for solving high
dimensional PDEs by approximating the solution with a deep neural network. The network is
trained to jointly satisfy the differential operator, initial condition, and boundary conditions.
[45] developed a Hamiltonian neural network architecture that is used to solve DE systems.
The proposed network speeds up the convergence to the solution with respect to previous
NN DE solver and once optimized, it satisfies Hamilton’s equations over the entire temporal
domain. The Hamiltonian network proved to be more numerically precise and robust for
solving dynamical equations than standard semi-implicit schemes such as a symplectic Euler
integrator. A crucial role in the performance of the network is played by the form of the
parametric solution employed:

ẑ(t) = z(0)+ f (t)N(t)
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where ẑ is the solution vector discovered by the NN, z(0) is the initial state vector, and
N(t) ∈ RD is a vector of D outputs of the network. The parametric function f (t) has the
following form:

f (t) = 1− e−t

and it enforces the initial conditions in the parametric solutions, i.e. ẑ(0) = z(0) when
f (0) = 0. Another benefit of the proposed architecture is that individual outputs share all the
weights except those in the output layer, allowing correlations between the outputs.

As we outlined in the previous paragraphs, many solutions have been proposed to solve dif-
ferential equations using neural networks, by means of different approaches and architectures.
On the other hand, very little has been done for what concerns domain-specific application
of transfer learning in this context. As stated in the introduction of the chapter, Yosinski et
al. [73] developed an experimental protocol in a transfer learning setting for quantifying the
generality of neural network layers. They defined generality as the extent to which a layer
from a network trained on some task A can be used for another task B. With their approach,
they successfully confirmed the generality of the first layers of image-based CNNs. In the
context of NN for solving differential equations, [44] extends the work of Yosinski et al.
proposing a new methodology, studying layer generality across a continuously parametrized
set of tasks (given by a family of BVPs), not strictly limited to a binary comparison of two
of them. They found that deeper layers become successively more specific to the problem
parameter, and that network width can play an important role in determining layer generality.
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Methodology

Now that the basic foundation of our research has been outlined, we will continue with
a detailed explanation of our methodology, going step by step into the main parts of our
research and detailing each one of them. The structure of this chapter is divided into two
main parts: in the first, we will illustrate the main techniques that we adopted to perform
data selection in transfer learning on a supervised problem, namely image recognition; in
the second, we will outline the experiments we made in the field of DEs, showing how to
improve transfer learning, going beyond the simple finetuning.

4.1 Deep Transfer Learning in Image Recognition

4.1.1 Pre-trained Model on a Source Dataset

In chapter 2 the main concepts related to transfer learning have been explained. In our
research we focus on Deep Learning models, and in particular on Convolutional Neural
Networks, often used for computer vision tasks, and Feed Forward Neural Networks.
As mentioned, transfer learning is applied in contexts in which we have a source domain Ds,
a target domain Dt , and a pre-trained model which learnt the mapping between the features
and the target of the source domain. In our work, we analyze the problem of covariate shift,
a particular case of dataset shift, whose definition is the following [47]:

Given a learning problem, where the set of features is defined as x and the target vari-
able is y, we defined covariate shift as Ps(y|x) = Pt(y|x) and Ps(x) ̸= Pt(x), where Pi(·) is the
probability distribution of the data, either in the source domain or in the target domain.
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CNNs and (most of) Neural Networks in general are discriminative models, i.e. when
trained, they learn the conditional probability distribution P(y|x), which is the mapping
between the covariates and the target variables. This entails that, in the case of a distribu-
tion shift in P(x), the mapping learnt by a network will not be adequate anymore and the
performance will be harmed. In our specific case, we focus on models which will be trained
on source dataset Ds and then apply those same models to a different target dataset Dt . In
order to make the discussion more formal, from now on we will name B a neural model
trained on the data coming from a source dataset Ds, and will refer to it using "baseline" and
"pre-trained model" as synonyms.

4.1.2 Impact of Dataset Shift

Once a model B has undergone a training process, it apprehended the probability distribution
Ps(y|x), and will perform as expected on data points coming from the same distribution.
Nonetheless, when fed with data points coming from different distributions, the results might
be different from expected.
In order to simulate the distribution change, we exploited an autoencoder architecture,
outlined in chapter 2 and which will be furtherly described in the following chapters.
Autoencoders have the capability of reproducing an output as equal as possible to the input
they are fed with, by first compressing it in a latent space and then decompressing it. Hence,
let us call xs the clean version of a sample coming from Ds. A is an autoencoder trained on
Ds, capable of reproducing accurately points coming from this dataset. xl is the output of the
latent layer of A(xs), i.e. when the autoencoder is fed with a clean sample, and xt the output
of the last layer of A(xs).
The distortion that we applied works as follow:
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Algorithm 2: Algorithm to obtain a distorted version
of a clean dataset Ds.

input :
• Ds: clean dataset

• A: autoencoder trained on Ds

• c: shift constant

output :Dt : distorted dataset
1 Initialize Dt as an empty dataset

for xs in Ds do
2 Feed A with xs: A(xs)
3 Get xl , the output of the latent layer of A(xs)
4 Apply xl = xl + c
5 Get xt , the output of the final layer of A(xs)
6 Add xt to Dt

7 end
8 Dt is obtained

This transformation is meant to apply a distribution shift in the dataset Ds, which will
harm the performance of B on the target dataset. From now on, we will refer to this particular
shift as embedding shift.
When applying the embedding shift to images, they get visually distorted proportionally to
the shift constant c, as you can see in figure 4.1. In particular, the higher the c, the more
the image is distorted and less recognizable, both from a human eye and a neural model.
Furthermore, we observed that even setting c= 0 resulted in a consistent drop of performance,
due to the non-perfect reconstruction of the autoencoder.
By looking at the examples, you can see that, when increasing the shift constant, the network
gets more easily fooled and less confident about the output.



34 Methodology

Figure 4.1 In this figure we compare a single image - sampled from CIFAR 10 dataset - and
two distortions applied on it. First of all, the higher the shift constant c is, the less the image
is recognizable: indeed, with c=20, the image has no meaning anymore. Furthermore, both
the accuracy and the confidence level of the network decrease accordingly.

The reasons why we chose this specific distortion type are multiple and here listed:

• It alters the condition of the input and the relative output of a predictive model substan-
tially, so that a concrete transfer learning setting can be exploited to make experiments.
Indeed, if the distortion were not strong enough, the model performance would not be
altered and thus there would be nothing to "transfer".

• It is tunable. The choice of the shift constant c can make the distortion weak or strong,
allowing us to experiment with different levels of transformation.

• In the Computer Vision literature, there is plenty of papers concerning application of
noise to images [23], [75], [17]. Nonetheless, noise is a type of distortion that tends to
spoil the distribution randomly, and networks trained on noisy data will likely overfit.
Instead, applying an embedding shift will actually transform the data consistently, in
such a way that if two samples x1

s ,x
2
s are similar (meaning they likely have the same

label), their representation in the latent space x1
l ,x

2
l will also be similar, likewise x1

t ,x
2
t .

Together with this hand-crafted dataset shift, we will propose the application of the
methodologies on another type of distribution variation, which is using a totally new (and
non distorted) dataset as target task, with the exactly same labels of the source dataset. More
details will be given in section 6.
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4.1.3 Data Selection

Transfer learning itself is a widely used method in Machine Learning because it oftentimes
speeds up the convergence to the desired result and can even lead you to better performance.
Indeed, one of the drawbacks of Deep Learning is the computational resource that it requires
to train a model, that is why a transfer learning approach can help, by providing a better
starting point for the training phase. In particular, in computer vision tasks, the power
required is huge, due to the size of the data points and to the large number of parameters of
the trainable networks.
On top of this, the research focuses on the problem of data impact when the user has to face
a transfer learning problem: we individuated different criteria to select a subsample of the
target dataset Dt , and will analyze the behaviour of the baseline B, that already contains
knowledge extracted from Ds, when the training is resumed by using a particular subset D̂t

of the data. The result will be a finetuned model B̃.

Error-driven Approach

The first method that we took into consideration was selecting the samples which the network
is wrong the most with. The baselines that we trained, as will be illustrated, were all fit by
minimizing the Cross Entropy Loss, mentioned in chapter 2 and here reported for better
readability:

Cross Entropy Loss - L :=−∑i ∑
M
c=1 ŷi,c log(yi,c) , with M classes

This metric measures the performance of classification models in multi-class problems.
Given a sample xi, the higher is L(xi), the more the network is far from classifying it correctly.
Given a baseline B, trained on a dataset Ds, this approach selects the samples coming from
Dt that cause the network to be wrong the most.
After the selection, the baseline B is then used as a starting point and then is trained on a
subset D̂t . The flow is outlined in the following algorithm:
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Algorithm 3: Error-driven approach to apply transfer
learning from Ds to Dt .

input :
• Dt : distorted dataset

• B: baseline model, trained on the clean dataset Ds

• p: percentage of data to select

1 Initialize losses-vector E
for xt in Dt do

2 Feed B with xt : B(xt)

3 Compute loss L(xt)

4 Add L(xt) to E

5 end
6 E = argsort(E)
7 Select a subset D̂t , by retaining the first p% of E
8 Resume training of B with D̂t

The rationale behind this error-driven approach is that supposedly, once a model corrects
the most critical points - or at least it gets closer to be right - the other ones should follow,
and their loss should be minimized as well.

Entropy-driven Approach

The idea behind this approach is based on active learning, a special case of machine learning
which relies on the assumption that a model is expected to achieve a greater accuracy if it is
allowed to accurately pick the data from which it can learn [58]. Starting from this, one of
the approaches widely used in literature is uncertainty sampling.
Uncertainty sampling is a technique that peculiarly selects a subset of the training data to
improve the model performance, giving precedence to the ones which the model is more
doubtful about. In our specific classification task, the uncertainty can be seen as a low-
confidence by our model in assigning a specific class to a sample. In order to quantify it, we
used information entropy, that is calculated as:

H(x) =−
M

∑
m

p(y = m|x) log p(y = m|x) (4.1)
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where x is a single sample, y is the target variable and m ∈ (1, . . . ,M) are the possible
labels. Information entropy, often just entropy, is a fundamental quantity in information
theory associated to any random variable, which can be interpreted as the average level of
"information", "surprise", or "uncertainty", introduced by Shannon in 1948 [59].
In order to compute this value, as you can see, we need to have a probability distribution
of the classes to assign to a given single sample, this is achieved by attaching a softmax
classification layer to the network [26]. In our specific case, we adapted 4.1 to the output of
the final softmax layer of the baseline network B, as follows:

H(x) =−
M

∑
m

p(y = m|B(x)) log p(y = m|B(x)) (4.2)

where B(x) represents the final M-dimensional output of the network.
In fact, the entropy-driven approach will feed the baseline network B with the target training
set Dt , and will select a subset of samples according to how much B is uncertain about their
classification.
By simply looking at the formulation of entropy, it is intuitive to see which samples are more
likely to be selected according to this criterion. Given a sample x and its output B(x), when
the latter is an array whose values are quite similar between each other, the network is very
uncertain about which is the label to assign, and indeed the entropy will be high. Instead,
when there is a value that dominates the others (namely close to 1), the entropy of the output
vector will be close to zero.
It is also possible to give a geometric explanation of the entropy-driven approach. In order to
visualize the selection, we created a simple scenario using a two-dimensioanl synthethized
dataset and a binary problem to solve with a simple perceptron. In figure 4.2, you can see
how the decision boundary of the model and the entropy are correlated, namely the entropy
is proportional to the proximity of a sample to the decision boundary: the closer it is, the
more confused the model is about that sample.
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Figure 4.2 This figure visualizes the distribution of a 2-dimensional points set on the space.
The dashed line is a decision boundary fit on those same data. As the colorbar suggests, the
closest the points are to the boundary, the higher the entropy is.

Intuitively, an entropy-driven selection should select samples whose distribution shapes the
decision boundary and hence should speed up the learning.
The selection process works by feeding the baseline B with the whole target training set and
evaluate each single prediction, hence retaining only the samples whose predictions yield the
highest entropy. The amount of samples is regulated by a parameter p, which represents the
percentage of data points to select.
The selection is validated by the fact that B is trained on a source domain Ds that, to some
extent, resembles Dt . It is worth noticing that this approach is unsupervised, in the sense that
it does not need any label to be used, so it could be a doable technique when we do not have
labels in the target domain Dt , and would like to know which samples we should give the
precedence for labeling and use for train.

Subset recomputation
As explained, the training of a Neural Network is made by feeding the training set into
the network for multiple epochs, and each epoch is composed by several updates of the
surface that partitions the space in as many regions as many classes there are in the problem.
Therefore, even after one single epoch, the decision boundary learnt from the model changes
significantly.
In such a situation, the most entropic samples will change as well. In order to take this into
account, we expanded the process by recomputing the most entropic sample every T epochs,
for nrec times. This approach is meant to capture the evolution of the network, and prevents
overfitting on the first computed subset.
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Anyways, this approach perturbates the shape of the loss function, once every T epochs, and
subsequently the local minima of the network will move. The parameter that regulates how
much the network performance is perturbed is, in fact, T. Indeed, at each recomputation i,
the procedure will select a subset D̂t,i, which will be used for training for T epochs. Naturally,
the larger T is, the better the model will fit D̂t,i, and those samples will see their entropy
decreasing as the training goes on. Hence, if T is large, the set D̂t,i+1 will be quite different
from D̂t,i, resulting in a strong perturbation of the loss function. On the other hands, if T is
small, the perturbation will be softer.

Differential Approach

The following proposed method is a modification of a technique proposed by [70], whose
work has been outlined in chapter 3. As mentioned, the authors claim that they manage to
find a subset of the target data that improve the accuracy of the model. Nonetheless, their
approach is extremely computational heavy, both in space and time, as already illustrated
previously. Indeed, at our best effort, we did not manage to replicate those same results with
the computational power at our disposal, which sheds doubt on the benefit of the proposed
method. We tried to adapt that method to simpler problems and simpler networks, but the
approach did not yield any result better than a random selection, oftentimes even worse.
The differential approach aims at selecting those samples that supposedly should lead to an
expected generalization error reduction. This is done by simplifying the algorithm proposed
by [70] as follows:
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Algorithm 4: Algorithm to obtain an optimized training
set for you transfer learning problem, inspired to [70].

input :
• B: pretrained network from source domain

• Xt : training set in target domain

• Vt : validation set in target domain

output :Xt ′: optimized training set in target domain
1 for i = 1 to len(Xt) do
2 for i = 1 to len(Vt) do
3 use B to compute Iloss(Xt,i,Vt, j),

where Iloss(Xt,i,Vt, j) = ∇θ L(Xt,i)∇θ L(Xt, j)

4 end
5 if ∑ j Iloss(Xt,i,Vt, j)< 0 then
6 remove Xt,i from Xt

7 end
8 Xt ′ is obtained

The algorithm 4 calculates the gradient of the loss with respect to the parameters of the
network in a training point x, obtaining a vector yielding the direction in which the loss
function has the steepest ascent, and performs the dot-product with all the gradients of the
loss function computed in the validation points v, summing over all of them.
As commonly known, the dot-product is a measure of similarity between two vectors: if
positive, the two vectors point towards similar directions, if negative it is the opposite, if zero
the two vectors are orthogonal. From this, it derives that algorithm 4 will retain only the
training samples which will impact in the loss in the same way as the validation samples
would do, supposedly resulting in a better generalization error.

4.2 Deep Transfer Learning for Differential Equations

4.2.1 Baseline Method

In the recent past, literature about resolution of Differential Equations (DEs) with Neural
Networks has been explored [53], [16]. In particular, we made our first steps in this field
starting from a methodology proposed by [45], whose architecture is shown in figure 4.3.
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Figure 4.3 The network architecture proposed by [45] to solve differential equations.

The given architecture is the composition of a feed-forward neural network that takes a time
step t ∈ [t0, t f inal] as input, and a parametrization that produces as output the following:

ẑ(t) = z(0)+ f (t)N(t) (4.3)

where f (t) = 1− e−t and N(t) is the raw output of the network.
The loss function used to solve this problem is dependent on the differential equation(s) you
want to solve, and is defined as an MSE between the numerical and analytical time-derivatives
of ẑ(t), where the numerical derivative is computed by mean of automatic differentiation.
As an example, given that the differential equation we want to solve is:

∂z
∂ t = z2

the MSE loss function will be:

L =
1
K

K

∑
n=1

(
˙̂z(n)−

(
ẑ(n)
)2
)2

(4.4)

where z(n) = z(tn) and K is the total number of points in [t0, t f inal] used for the optimization
of the network.
What should be noticed is that the loss 4.4 does not contain terms of a ground truth: everything
is computed by mean of the output of the network and the parametrization. Hence, this
method, is totally unsupervised.
As we know from chapter 2, DEs have families of solution, but we usually want to obtain
one of them, basing on an initial condition z(0). In fact, the purpose of the parametrization
4.3 is used to force the network to predict ẑ(0) = z(0) for t = 0, and to evolve the system
starting from there. Furthermore, this particular problem does not suffer from the overfitting
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problem: there is no training set and test set, as we only want to know the solution of the
equation in the interval [t0, t f inal], hence the lower the training loss goes, the better it is.

4.2.2 Perturbation of the Initial Conditions

An important characteristic of the proposed methodology is that it is totally data-less: inputs
of the network 4.3 are not data coming from a given distribution, hence we cannot properly
refer to concepts like P(x) or P(y|x). In this case, Neural Networks are used as an optimiza-
tion tool to solve a single equation or a system of them. Since there is no dataset, there is
not even a dataset shift. Nonetheless, we know that, with the proposed architecture, you
can solve only one Cauchy problem, for one or more DEs and one initial condition. If we
change the initial condition z(0) to z̃(0) , the solution of the network will be wrong, as it has
no mean to generalize for all the possible boundary constraints.

In our work we investigated the perturbation of the initial conditions of a Cauchy
problem, solvable with a Deep Learning architecture. Indeed, we found out that, if you
have a network B, trained to solve a Cauchy problem P (with initial conditions z(0)) , you
can leverage the knowledge of B to solve P̃: namely, you can solve a Cauchy problem with
initial conditions z̃(0) = z(0)+δ , where δ is a perturbation, of various entity, on the initial
condition. A more intuitive definition of the problem is defined below:

B solving P =

ż = z(t)

z(0) = ξ

knowledge−−−−−−→
transfer

B̃ solving P̃ =

ż = z(t)

z̃(0) = ξ +δ

4.2.3 Learning More than One Solution

Transfer learning allows us to jump among different Cauchy Problems in a smart, efficient
and fast way. Nonetheless, with this architecture we can only solve one Cauchy Problem at a
time. For this reason, we slightly modified the architecture, by firstly adding another input:
the initial conditions.
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Figure 4.4 Network architecture to learn the solution of a DE (or a system of DEs) for
multiple inputs.

This new architecture, shown in figure 4.4 is meant to learn the solution of multiple
Cauchy Problems, each of them with a different initial conditions. Specifically this network
is able to generalize the solution for z(0) ∈ [ξmin,ξmax], as we will show in section 6. In this
specific scenario, the transfer learning problem becomes:

B solving P =

ż = z(t)

z(0) ∈ [ξmin,ξmax]

knowledge−−−−−−→
transfer

B̃ solving P̃ =

ż = z(t)

z(0) ∈ [ξmin +δ ,ξmax +δ ]

Finally, we added another input to the network: the parameters θ . Again, this addition
gives the network the possibility to generalize among a family of Cauchy Problems, which
differ from each other according to initial conditions and parameters.

Figure 4.5 Architecture to learn the solution of a DEs for multiple inputs and multiple
parameters.

In this scenario, the transfer learning problem becomes:

B solving P =


ż = z(θ , t)

z(0) ∈ [ξmin,ξmax]

θ ∈ [θmin,θmax]

knowledge−−−−−−→
transfer

B̃ solving P̃ =


ż = z(θ , t)

z(0) ∈ [ξmin +δ ,ξmax +δ ]

θ ∈ [θmin + ε,θmax + ε]



44 Methodology

4.2.4 Use Cases

The listed methodology has been applied on two dynamical systems. In particular, we focused
on two non-linear systems of DEs: the Nonlinear oscillator, that describes the dynamics of a
an-harmonic oscillator, and the SIR model, that describes mathematically the evolution of an
epidemy.

Nonlinear oscillator

In section 2.4.2 we introduced the linear (harmonic) oscillator. The balance of forces for the
system leads to the following ordinary, second order differential equation:

F = ma = m
d2x
dt2 = mẍ =−kx

We considered the one dimensional nonlinear (an-harmonic) oscillator with the Hamiltonian
expressed in this way:

H =
p2

2
+

x2

2
+λ

x4

4
where the natural frequency and the mass of the oscillator are both considered to be unity.
Furthermore, the parameter λ governs the nonlinearity of the oscillator, hence if λ = 0 we
are in the harmonic case. The Hamiltonian H corresponds to the total energy E of the system,
and the associated equations of motion are the following:ẋ = p

ṗ =−(x+ x3)

where x and p are the position and the velocity of the oscillator respectively. Furthermore,
being the only two state variables of the system, the phase space is two-dimensional and the
system is called a phase plane. In this case, we write explicitly the initial conditions as:

z(0) = x(0),p(0)
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Figure 4.6 Phase space of the nonlinear oscillator for initial conditions: x(0) = 2.0, p(0) =
2.0.

SIR model

The SIR (Susceptible-Infected-Recovered) model is a widely used scheme to mathematically
characterize the spreading of infectious disease. It divides the population in 3 compartments:

S : the number of susceptible people
I : the number of infected people

R : the number of recovered people

The model makes the population flow in these three compartments, according to the following
scheme:

Figure 4.7 Diagram that describes how the individuals move between the compartments in
the SIR model.
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Hence, each member of the population will go through all the steps, the parameters β

regulates how fast you go from Susceptible to Infected and γ regulates regulates how fast
you go from Infected to Recovered. 

Ṡ =−βSI
N

İ = βSI
N − γI

Ṙ = γI

N = S + I + R

Firstly, you can notice that ∂S
∂ t +

∂ I
∂ t +

∂R
∂ t = 0, hence the quantity N = S+ I +R, which

is the total population, remains constant. Secondly, the dynamics strictly depends on the
parameters β ,γ . In particular, you can calculate the basic reproduction ratio R0 =

β

γ
, which

is the expected number of new infections generated by a single infected individual in a
situation where all the people are susceptible [15]. This ratio is a measurement of how much
the virus will spread and if, eventually, there will be a total outbreak or not. In this case, we
write explicitly the initial conditions and parameters as:

z(0) = S(0),I(0),R(0)
θ = β ,γ



Chapter 5

Implementation

Now that the main methods we developed have been illustrated, we will go deeper and outline
how we actually implemented them. In particular, we will show the types of technologies we
relied on, focusing on most critical aspects we faced during the implementation. Furthermore,
we will give a brief overview of our deployment choices, driven by the computational
requirements of the tasks to solve.

5.1 Source Code

Our entire code base is written in Python [5], a programming language born in 1991, with
its first release, and then upgraded multiple times up to version 3.7.6, in 2018 [3]. Python
is a high-level programming language, object-oriented and widely used for applications
development, scripting, numerical computations and system testings. Being a high-level
programming language, it lets the programmer focus on the main core of the problem logic,
offering a good level of abstraction. Furthermore, this feature makes the code easier to
understand and to maintain.
Another key for Python success is its platform-independence. A script written in Python is
compiled into bytcode at first, (a low-level platform independent representation of the source
code), and then interpreted by the Python Virtual Machine (PVM). Thanks to this, it can be
used to create stand-alone platform-independent applications.
Python is also an open source programming language, and has a variety of compatible
frameworks, libraries and tools you can leverage for your software development. In particular,
in the last decade Python has become the go to option for Machine Learning and AI projects,
given the plenty of libraries developed for this purposes.
One of them is PyTorch [5], an open source machine learning library developed by Facebook,
which we leveraged to build, train and test our networks. It is a powerful and easy-to-
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learn library, widely used for the development of Deep Learning related projects. PyTorch
implements dynamic computational graphs, a very useful tool for programmers, who can
manipulate the network at runtime, facilitating the model optimization. This feature gives
PyTorch a major advantage over other machine learning frameworks, which treat neural
networks as static objects [8]. Furthermore, PyTorch offers low-level API that allows a good
modularization and specification of the various training phases of a deep learning model.
A central class of PyTorch is torch.Tensor, a multidimensional array, easy to manipulate
and that can be used on a GPU for accelerate computing. Regarding the training, it was a
crucial point tracking the process for all the networks at run time. To do so, we took advantage
of Tensorboard [11], a utility to visualize the results of machine learning experiments and
keep track of important metrics such as loss and accuracy. Tensorboard is a toolkit developed
for Tensorflow, a machine learning library developed by Google, but it is compatible with
PyTorch, quick to install and easy to insert in your code.
Together with PyTorch, we leveraged Numpy [4], another open source library that adds
support for large, multi-dimensional arrays and matrices, along with a large collection of
high-level mathematical functions to operate on these arrays. Its main class is a powerful
N-dimensional array, that is very similar to PyTorch’s Tensor, hence it was quick passing
objects through the two libraries. Unfortunately, Numpy arrays cannot make use of GPUs
and therefore it was not totally suitable for our tasks. Training deep neural networks, indeed,
is a computationally heavy process, and GPUs can significantly speed up the computation,
that is why we had to leverage PyTorch for this. Nonetheless, we used Numpy for many
calculations which could be made on CPU.

5.1.1 Networks Building and Training

PyTorch allows an easy and deep customization of a network architecture, in such a way that
the programmer can either find what is needed in the library or re-implement some methods
from scratch.
To construct the networks, we used the torch.nn package that, together with Autograd
(which will be introduced later), define deep learning models and differentiate them. In
particular, the nn.Module is the class that represents the network itself. This class is totally
customizable, and allows the implementation of any network the programmer needs, by
stacking layers and attaching activation functions.
Given the high flexibility of PyTorch, we could also manipulate the training process as we
wanted: the library does not offer any pre-built fit or train method, but many tutorials are
available to implement those on your own and tailor the process on your needs. This was
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crucial given that, in many experiments, we had to pause the train and change the data to
feed the network with.

5.1.2 Automatic Differentiation

The fundamental of a neural network training is back-propagation, which consists of the
calculation of the gradient of the loss function with respects to all the parameters of the
model and the consequent update of these. In PyTorch, this is achieved by its automatic
differentiation engine, namely Autograd [6], which provides classes and functions imple-
menting automatic differentiation of arbitrary scalar valued functions. Autograd builds a
computational graph that connects all the tensors involved in an operation via operators, to
keep track of the connections between all the variables and be able to compute derivatives by
mean of the chain rule.
The functions used by Autograd are usually transparent to the programmer when training a
network, as the simple command loss.backward(), usually written in the training methods,
will take care of everything. Nonetheless, we had to compute derivatives in many steps of
our projects, such as when implementing the differential approach or when computing the
time derivatives in the resolution of DEs. This was made possible by the following Autograd
function:

torch.autograd.grad(outputs, inputs, grad_outputs=None,
retain_graph=None, create_graph=False, only_inputs=True,
allow_unused=False)

which computes and returns the sum of gradients of outputs with respect to the inputs, both
of PyTorch Tensor type. Hence, this is the main function we leveraged to compute specific
derivatives in the our project.

5.1.3 Loss Customization

PyTorch offers many pre-built classes and functions implementing the most common loss
functions for Deep Learning: Cross Entropy Loss, MSE Loss, L1 Loss and many others.
Indeed, we made us of torch.nn.functional.cross_entropy to train our classification
networks. However, for the DEs resolutions, we needed our own loss functions, which were
different for the two problems (Nonlinear oscillator and SIR) and, of course, not available in
the library.
Fortunately, PyTorch allows the programmer to code a customized loss function too, in the
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form of a method that takes as input a set of tensors and outputs the result of the calculation
as another tensor. After the computation, it is straightforward to call the method backward()
on the output tensor, to calculate the gradients through the backward graph, passing by all
the nodes (which are weights and biases, in this case), traceable from the output and store
them in their grad attribute.
Finally, optimizer.step() will change the values of all the nodes, according to the just
computed gradients.

5.2 Deployment

In this section we introduce our deployment strategies during the development of our thesis.
The main factor that drove our choices is the computational complexity (time and space) of
the tasks we were required to solve. Another important factor that we took into account is
the overhead of moving code and data to a different system, under the assumption that it may
be changed frequently.

5.2.1 Local and Remote Deployment

For the development of our thesis, we heavily relied on our local resources (i.e. our laptops),
which have the following specifications:

• Apple MacBook Pro

– Intel(R) Core(TM) i7-4558U CPU @ 2.80GHz

– 8,00 GB RAM DDR3

– macOS Mojave

• Dell XPS 13-9360

– Intel(R) Core(TM) i5-8250U CPU @ 1.80GHz

– 8,00 GB RAM DDR3

– Windows 10

We used PyCharm as our IDE (Integrated Development Environment) of choice to define
and structure our project. The IDE offers a total integration to version control systems, such
as Git. We also used Jupyter Notebook for fast prototyping and easy visualization, especially
in the preliminary phases. Jupyter Notebook is an open-source web application that allows
users to create and share documents that contain live code, equations, visualizations and
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narrative text. It is a very versatile application, which is used in a variety of tasks: data
cleaning and transformation, numerical simulation, machine learning, and much more [34].

Although the majority of tasks was developed and run on local machines, we needed a
much more powerful architecture to train our models in a reasonable amount of time. For this
reason, thanks to the support of the Instistute of Applied Computational Sciences at Harvard
University, we assembled a server machine with two GPUs, which was then connected to the
internal network of the university. We named it "Aeneid". Specifications are the following:

• Aeneid

– Intel(R) Xeon(R) CPU E5-1620 v3 @ 3.50GHz

– 64,00 GB RAM DDR4

– GPU-0: Nvidia GeForce GTX 1080

– GPU-1: Nvidia GeForce RTX 2080 Ti

– Ubuntu 18.04.3 LTS

Using CUDA [21], we leverage the GPUs of the machine to speed up our computational time
by a factor of 100x on training of convolutional networks. In order to deploy our code on the
remote machine in the most efficient way we used Git, a distributed version-control system
for tracking changes in source code during software development.

Debugging of deep learning models is a difficult and time-consuming task. Running models
on a remote machine makes debugging even more complicated. For this reason, using
PyCharm, we debugged our models using a remote Python interpreter, an interpreter that is
located on the server machine. In this way, it was possible to perform debugging operations
through the graphical interface of PyCharm on our local machines, while the real debugging
was taking place on the remote machine.

5.2.2 Cloud-based Deployment

In addition to the proposed solutions in the previous section, we relied on a cloud-based
environment known by the name of Google Colaboratory [2]. Colaboratory is a free Jupyter
notebook environment that requires no setup and runs entirely in the cloud. The advantage
of Colab is that such notebook is run on the cloud, enabling the possibility of writing and
executing code, saving and sharing the analyses, and accessing powerful computing resources.
Everything is performed on the cloud, with a web-based interface, and it is totally free. Colab
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is also integrated with Google Drive, allowing you to share, comment, and collaborate on
the same document and the same data with multiple people. Despite all these benefits, the
massive advantage of Google Colab over Jupyter proved to be the free accessibility to GPU
and TPU based computation, which provided a massive speedup especially in the image
context, in which we had to train deep convolutional neural networks. One possible drawback
is that the system limits the amount of computational resources allocated after a period of
non-stop usage. Furthmore, if the user is inactive for more than 30 minutes, it disconnects
automatically. For these reasons, Colab is not the way to go for long and heavy computations.



Chapter 6

Experiments

In this chapter, we will dive deep into the experiments we have performed on different
datasets to show the results of our methodology and implementation. Following the structure
of section 4, likewise this section is divided in two parts: we will first describe the results
obtained from the implementation of the methodologies to perform data selection in a transfer
learning scenario, and then the analysis will continue by illustrating the applications of the
methodologies in the resolution of DEs with deep learning architectures.

6.1 Data Selection for Deep Transfer Learning in Image
Recognition

This section will guide the reader through all the outcomes of our experiments, where
different methodologies of data selection have been applied. We will first describe the
experimental settings, including datasets, shifts and architecture used, and then we will
illustrate the results of the techniques implemented.

6.1.1 Experimental Settings

Datasets

The datasets we have chosen are datasets of images, which require convolutional neural
networks to perform classification tasks. Two of them are made of images of small size and
with only one channel, which made them suitable to be used as input for feed-forward neural
networks too. Here is the list of the datasets employed:

• CIFAR-10: the CIFAR-10 dataset [35] is is one of the most widely used datasets
for machine learning research. It contains 60,000 32x32 color images in 10 different
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classes. The 10 different classes represent airplanes, cars, birds, cats, deer, dogs, frogs,
horses, ships, and trucks. There are 6,000 images of each class. Classes are completely
mutually exclusive (e.g. there is no overlap between automobiles and trucks).

Figure 6.1 Samples images from the CIFAR-10 dataset.

• MNIST the MNIST database [42] is a large database of handwritten digits that is
commonly used for training various image processing systems. It is a very lightweight
dataset which is suitable for trying learning techniques and pattern recognition methods
on real-world data while spending minimal efforts on preprocessing. The dataset is
made of digits written by high school students and employees of the United States
Census Bureau which have been normalized to fit into a 28x28 pixel bounding box.

• USPS USPS [31] is an image database for handwritten text recognition research. It
contains digital images of approximately 5000 city names, 5000 state names, 10000
ZIP Codes, and 50000 alphanumeric characters. Each image was scanned from mail in
a working post office at 300 pixels/in in 8-bit gray scale. Furthermore, the database is
divided into explicit training and testing sets to facilitate the sharing of results among
researchers as well as performance comparisons.

Shifts

As stated in section 2.5, the most typical approach in a transfer learning scenario is using
a pre-trained model on a source domain Ds and task Ts and use it as a starting point to
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boost the learning of a target domain Dt and task Tt . In the images context, we adopted
different types of image distortions in order to generate newly and artificially created datasets
with different levels of severity. In this way, it was possible to arbitrarily manipulate the
differences between source and target dataset, and therefore study the impact of transfer
learning in a more controlled setting. In the following experiments, in order to present results
as uniform as possible, we made use of just one type of distortion, which is explained in
details below. The other types of distortion implemented are listed in appendix A.

• Embedding shift: as we have outlined in subsections ??, an autoencoder is an ar-
chitecture which able to learn a compressed representation of the input in a latent
space, called embedding. In the case of images, it learns a representation which has
typically more than three channels and a reduced dimension. In order to generated
a distorted image, we forwarded the pristine version as input to the autoencoder, we
learnt its embedding and then we applied an additive shift to each value of the tensor.
The decoder will try then to reconstruct the original image starting from a modified
embedding, which will cause some prediction errors depending on the severity of
the shift. Actually, the prediction errors are also present with no shift at all, as the
reconstruction of the autoencoder cannot be pure: in this case, we will refer to it as
plain embedding shift.

Figure 6.2 Embedding shift distortion mechanism. A clean image from the CIFAR-10 dataset
with the label "bird" is fed into the autoencoder. A shift c = 2 is applied to the embedding,
resulting in a distorted decoded image. Due to this distortion, we observe an average drop in
the confidence of our models of 40%.

As mentioned in section 4, we will apply the illustrated techniques on another type of
distribution shift, which is the covariate shift between the MNIST dataset and the USPS
dataset. In fact, both of them are dataset containing hand-written digits, nonetheless a network
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well-trained on one of them will not be able to correctly classify also data points sampled
from the other, due to the change in the covariates distribution.

Network Architectures

For this task, we implemented architectures with either only convolutional layers, or only
feed-forward layers, or with both convolutional and feed-forward layers.

Due to the differences in terms of features and number of classes to predict among the
different datasets adopted, we used mainly two architectures to test our approaches. For all
the digit-based datasets and CIFAR-10 we used a simple convolutional neural network with
two pairs of convolutional and max pooling layers, followed by a fully connected layer with
a final softmax [18] layer. This architecture is very similar to the original LeNet developed by
LeCun et al. in 1998 [41]. In figure 6.3 we can see the vanilla feed-forward neural network
which was used for digit-based datasets, such as the MNIST.

Figure 6.3 Network architecture for digit-based datasets. Fully connected layers are parame-
terized by d-fc, where d represents the dimensionality of the output space.

We chose to try this type of architecture as well because it proved to achieve good
performances in the digit classification tasks. One-channel images have been flattened (and
eventually resized) before feeding the network. The other network architecture employed
can be observed in figure 6.4.
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Figure 6.4 Network architecture used in the image recognition context for CIFAR 10 and
digit-based datasets. Convolutional layers are parameterized by kxk-conv-d-s-p, where kxk
is the spatial extent of the filter, d is the number of output filters in a layer, s represents
the filter stride and p indicates the zero-padding. Max-pooling layers are parameterized
as kxk-maxpool-s-p, where s is the spatial stride and p indicates the implicit zero padding.
Batch normalization layers are parameterized by d-bn, where d is the number of features in
the layer. Finally, fully connected layers are parameterized by d-fc, where d represents the
dimensionality of the output space.

For what concerns the training phase, we chose cross-entropy loss for all the three architec-
tures, minimized through Adam optimizer, with the standard hyperparameters stated in the
original paper [33], and with a batch size of 64.

6.1.2 Baselines and Distortion Effect

The problem of image classification is vastly known, hence the discussion in this section will
not be long. Here below we show the accuracy obtained by the training of the network on the
CIFAR 10 dataset, on the training set and validation set. The patience hyperparameter for
early stopping was set at 15 epochs.
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Figure 6.5 Accuracy trend of the training on clean CIFAR 10 dataset. Left: Training accuracy.
Right: Validation accuracy.

We can see that the training stopped with a validation accuracy of about 70%: we then
tested the model on a test set, getting a final accuracy of 71.35%.
On top of this result, we then applied a plain embedding shift on the test set and evaluated
the accuracy again. The result was an accuracy on the distorted test set of 45.5%.

Here instead, we show the baseline training on the MNIST dataset. Also in this case we
employed early stopping with a patience of 15 epochs.

Figure 6.6 Accuracy trend of the training on MNIST dataset. Left: Training accuracy. Right:
Validation accuracy.

We obtained a final test accuracy of 94.91% on the test set, and a drop to 41.2% when
using the same baseline to classify the USPS dataset.



6.1 Data Selection for Deep Transfer Learning in Image Recognition 59

6.1.3 Results and Discussion

In the following sections we will show the results of the implementation of the method-
ologies described to perform optimized data selection. The discussion will continue by
dedicating a specific section for each of the techniques applied, where we will explain in de-
tail the applications of the procedures, giving explanations and comments about the outcomes.

In the experiments on the error-driven and entropy-driven approaches, we decided to make a
selection (whose structure has been illustrated in section 4.1.3) with two specific reduction
of the target dataset: 25% and 50%. Once the subset is extracted, we furtherly split it into
an 80% training and 20% validation, in order to monitor the progress of the network and
prevent overfitting.

Figure 6.7 In this figure, as an example, we see how we perform the selection of the subset:
first, we sample 25% of the target dataset, according to a given criterion - e.g. top 25% for
entropy, bottom 25% for entropy, random 25%. Then, we furtherly split the subset to get a
validation set.

Error-driven Approach

In this section we will show the results obtained from our first approach implemented: the
error-driven approach. As we described in section 4.1.3, the error-driven approach selects a
subset of samples based on their single contribution to the loss function of the network to
finetune. The rationale behind this approach is that critical points should be prioritized during
training, in order to achieve a faster convergence and a higher accuracy. The assumption is
that once the critical points have been corrected, the other ones should follow too.

We tested the proposed approach in two different scenarios, in which in both of them we
applied the early stopping technique. The first scenario is a model pre-trained on a clean
version of the CIFAR 10 dataset and finetuned on the distorted version of the same dataset
obtained by applying a plain embedding shift. As shown in figures 6.8 and 6.9, we chose
two specific reduction of the target dataset: 25% and 50%. The two figures exhibit the same
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behavior: the random selection outperforms the top selection on the test set. Focusing on the
training curve, we can see that the bottom selection basically does not learn anything, being
stopped before the other two due to early stopping. It behaves as expected, since it is trained
on the examples on which the model is correct. On the test set, the random outperforms
the top selection, which has a very low accuracy. One possible explanation is that the top
selection focuses too much on the examples which are wrong the most for the model, failing
to capture the real distribution of the data. In order to understand deeply why this kind of
selection was not working, we applied the approach to a two-dimensional synthetized dataset.
We discovered that, in some extreme cases, the decision boundary learnt by the model was
diametrically opposite to the right one, and therefore the final accuracy was very low.

Figure 6.8 Accuracy trend of a finetuned model on distorted CIFAR 10, with plain embedding
shift, retaining 50% of the dataset. Samples selected according to error-driven criterion.

Figure 6.9 Accuracy trend of a finetuned model on distorted CIFAR 10, with plain embedding
shift, retaining 50% of the dataset. Samples selected according to error-driven criterion.

The second scenario is a pre-trained model on the MNIST dataset and finetuned on the USPS
dataset, retaining 50% of the dataset. As we can see in figure 6.10, the random outperforms
again the top selection.
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Figure 6.10 Accuracy trend of a pre-trained model on MNIST, finetuned on USPS, retaining
50% of the dataset. Samples selected according to error-driven criterion.

Entropy-driven Approach

We outlined the rationale behind entropy-driven approach in section 4. The entropy-driven
approach proposes to finetune the baseline network with a selection of data guided by the
confidence of the predictive model. Indeed, the assumption of this procedure is that the
network should be more likely wrong when fed with those samples, as they are very close to
the decision boundary, possibly in a region of the hyper-plane different from the one where
all the other samples with the same label are located.

Here below we show the outcome of an experiment carried on a baseline model pretrained
on a CIFAR 10 dataset, which is then distorted with a plain embedding shift, and used for
finetuning. The trend of the accuracies on the training set and on the test set are shown below.

Figure 6.11 Accuracy trend of a finetuned model on distorted CIFAR 10, with plain em-
bedding shift, retaining 25% of the dataset. Samples selected according to entropy-driven
criterion.

In this experiment, we carefully selected the top 25% and the bottom 25% samples,
according to their entropy, and compare the selection with a random 25% subset. Focusing on
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the training curve, we can see that, as expected, the model finetuned with the most entropic
samples is the one that starts from the lowest point, as the initialization of the network is not
the best to classify those points. On the other hand, the bottom 25% selection yields a flatter
training curve: these points are the ones that cause less troubles to the baseline model, hence
the training starts from a very high accuracy.
Moving our attention to the test curve, the situation is very different: the bottom 25% curve is
the worst at generalizing over all the dataset, performing significantly worse than the others.
On the other hand, despite not having the best performance in training, the random selection
is the one that outperforms the others.
Given the strong reduction of the dataset size, there is a significant difference in the predic-
tion accuracy between training and test, for all the three selections, caused by overfitting.
Nonetheless, similar conclusions can be made when enlarging the retained subset size to
50%.

Figure 6.12 Accuracy trend of a finetuned model on distorted CIFAR 10, with plain em-
bedding shift, retaining 50% of the dataset. Samples selected according to entropy-driven
criterion.

Although the overfitting effect is less evident, training with the most entropic samples
does not lead to any significant benefit. It is also noticeable a closer similarity of performance
between the top 50% and bottom 50% curves: as the size of the subset goes increasing, the
difference between the two subsets decreases.

Similar results are obtained when we use the baseline pre-trained on the MNIST dataset
and finetuned on the USPS dataset. Here below we show an experiment where the 50% of
the samples are retained.
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Figure 6.13 Accuracy trend of a finetuned model on USPS dataset, retaining 50% of the
dataset. Samples selected according to entropy-driven criterion.

Also in this case, despite a smoother and clearer improvement in the test set, still the
model trained with the most entropic samples does not outperform the random selection.
These experiments prove the partial ineffectiveness of sampling points according to their
classification entropy, which is a widely used approach in literature, in this specific context
of image recognition.

Subset recomputation
The further step that we took was driven by the following intuition: if the decision boundary
of a network moves in the hyperspace, the most entropic samples will change as well, as
the training goes on. In order to tackle this change, we modified the approach to take into
account the network’s hyperplane change, by recomputing the entropy-driven subset multiple
times in the training procedure. As highlighted in section 4, this is done once every T epochs,
training for Nepochs.
Here below we show the results of an experiment made with the same settings of figures
6.11, 6.12. We set Nepochs = 50, meaning the training takes 50 epochs, and T = 5, meaning
every 5 epochs the subset is recomputed.
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Figure 6.14 Accuracy trend of the entropy-driven approach on CIFAR 10 dataset, with subset
recomputation - 25%.

We compare this approach with the same random sampling of figure 6.11. We observe a
similar behaviour in the training curve, with noticeable accuracy drops every 5 epochs, due
to the resampling, that get steeper and steeper as the model is finetuned: the change of the
subset causes a shift in the distribution to learn from the network and a change in the shape
of the loss function. We tried with different values of T, with no significant differences or
improvements.
With respect to training with a fixed subset, we notice a sensible difference in the test accuracy
curve, that reaches a higher accuracy. Nonetheless, this method still does not outperform
the selection of a random subset of the data: they look like having the same generalization
error, but this procedure is more computationally expensive, as the time complexity of
recomputation of the subset is not negligible.

Different results are instead obtained with the finetuning on the USPS dataset. Here we
show the results of the subset recomputation (25% and 50%) every 5 epochs, with a total
training epochs of 50, comparing it with a random selection trained with early stopping.
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Figure 6.15 Accuracy trend of the entropy-driven approach on USPS dataset, with subset
recomputation - 25%

Figure 6.16 Accuracy trend of the entropy-driven approach on USPS dataset, with subset
recomputation - 50%.

In both the training curves of figures 6.15, 6.13 we can see significant drops, every time
the subset is recomputed. However, in this case the test curve shows better outcomes: not
only the recomputation of the subset reaches higher accuracy, but it is also faster than the
random selection at getting those results, even with just the 25% of the dataset.

The reason why this happens is that, in this case, the network is smaller, hence it does
not overfit on the single subsets in the few epochs of sub-training, thus giving an overall
better generalization error. This network architecture, in fact, is way less parametrized than
the Convolutional Network used in the previous experiments. Indeed, cutting the dataset
so sharply will hinder the performance of a large model, namely with a great number of
parameters, that in principle needs a lot of data to generalize.

As a conclusion, despite leading to better final outcomes in some cases, this method does
not look generalizable for all the possible problems. Furthermore, it is not guaranteed to
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converge: there will always be a subset of most entropic samples to draw every N epochs,
that will cause strong oscillations in the accuracy of the training set (or validation).

Differential Approach

The last method we explored is the one described by algorithm 4. This procedure is meant
to explore the target training set in order to search for the samples which will expectedly
improve the generalization error of your network. This is done by computing, for each
training sample, the following quantity, with Xt,i coming from the target training set, Vt, j

coming from the target validation set:

∑ j Iloss(Xt,i,Vt, j), where Iloss(Xt,i,Vt, j) = ∇θ L(Xt,i),∇θ L(Vt, j)

Iloss is a measure of similarity between the gradients of the loss computed in the points Xt,i,
Vt, j. Therefore fixing a training sample Xt,i and computing the sum of all Iloss(Xt,i,Vt, j) will
measure if its impact on the loss will be beneficial to minimize the loss of the validation set.
Indeed, we only retain a training sample Xt,i if ∑ j Iloss(Xt,i,Vt, j)> 0 .
Since the proposed method entails a significant computational complexity, both in time and
space, in order to test this selection criterion, we worked with a reduced CIFAR 10 dataset,
keeping only 4 classes ("airplane", "automobile", "bird" and "cat"), hence having a total
number of samples of 16000. We had to retrain the architectures previously outlined on a
clean dataset, obtaining a final test accuracy of 87%.
For this experiment, we distorted the dataset with an embedding shift, with c = 2, resulting
in a new target test accuracy of 61%. Once again, we split the dataset in a 80%-20% training
and test, and then another equal split for the training, to get a validation set. We then used
the target training set to perform the selection: out of 10240, 9849 were retained.
To compare the results, we show here the train and validation curves of a model finetuned for
40 epochs, with samples selected with the differential criterion, compared with a random
selection containing the exact same amount of samples.
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Figure 6.17 Accuracy trend of differential approach on distorted CIFAR 10.

Apparently, this selection leads to a result which is diametrically opposed to the expecta-
tions: the differential-driven subset has a good performance on the training set, both in terms
of convergence and absolute value of accuracy, resulting instead in a modest result in the
validation set: once again, a random subset looks like better capturing the distribution of the
data and has a better generalization error.

Similar results are obtained when learning the USPS distribution. The procedure was
exactly the same, with a total of 3982 samples retained, out of 5832.

Figure 6.18 Accuracy trend of differential approach on USPS.

Indeed, this selection criterion only takes into account one training sample at a time,
disregarding the effect on the loss function when optimized through multiple training samples
all together, which is what happens when training with batched gradient descent. Hence this
will lead to an approximate selection which will not actually capture the relations between
multiple data points, resulting in poor generalization performance.
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6.2 Deep Transfer Learning for Differential Equations

The discussion will proceed by explaining in detail how the approaches of section 4.1.3 have
been implemented on the two problems: Nonlinear oscillator and SIR model.
Following the scheme of the previous section, we firstly illustrate the experimental settings,
which are significantly different than the image recognition ones, and then we will dive into
the results of the research.

6.2.1 Experimental Settings

Datasets

One of the main characteristics of this problem is that it does not require data at all. As you
can see from the architectures shown in chapter 4, the inputs of the networks are time-steps,
initial conditions and parameters. Nonetheless, these are just numbers that we can draw from
a pre-specified interval, different for each one of the inputs.
It is intuitive that, the bigger each interval is, the more points the network needs to be able to
generalize over all the interval. More details will be given when showing the effective results
of our experiments. To have an additional confirm of the validity of the methods, along with
the solution learnt by the networks, we will oftentimes plot also the solution provided by the
function odeint of the Scipy library [10], a well known and efficient solver for Ordinary
Differential Equations.

Distortions

Differently from the image recognition case, in this setting we do not have any special
distortion, but just a vector space shift of initial conditions or parameters, that vary according
to the problem.

• Nonlinear oscillator: in the phase space of the nonlinear oscillator the initial condi-
tions correspond to the total initial energy of the system. For values of x(0) and p(0)
between 0 and 1 the motion of the system is similar to the one of the simple harmonic
oscillator, with elliptical trajectories. Moving out from this region, the motion starting
deviate from the behavior of the simple harmonic oscillator and the trajectories shapes
are closer to rhombuses. It is worth mentioning that initial conditions in the harmonic
region are easier to learn for the network, i.e. the convergence is faster. Therefore,
since the difficulty of learning a trajectory starting from an initial point is not the same
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for all points in the phase space, the same amount of perturbation added to a given
initial condition can lead to different scenarios.

• SIR model: for the SIR case, the initial conditions correspond to the distribution of the
population at the start of the epidemic: going towards high I(0) will result in a greater
number of infected people at time-zero, vice-versa happens when going towards low
I(0). Instead, shifting the parameters means changing the basic reproduction ratio R0:
the combined shift of β and γ will determine if, in the target task, the virus will behave
as in the source task or not. In particular, as already mentioned, β models the contagion
rate of the virus and γ is the recovery rate, therefore going towards high β and small γ

will result in a severe epidemic in the considered time interval, vice-versa will result
instead in a smoother situation where the virus spreads slowly and the people recover
fast.

Network Architectures

Solving differential equations which describe dynamical systems is a very different task with
respect to image classification. In this case, the setting is completely unsupervised: we are
feeding the network sampling time instants from a specified time interval, and therefore we
do not need convolutional layers anymore, since data do not exhibit a grid-like topology as
images do. Our proposed architecture in this context is a simple feed-forward neural network
with 2 and 4 hidden layers with 50 neurons each, and a number of inputs and outputs that may
vary according to the task to solve. Concerning the activation functions, for the networks
used to solve the Nonlinear oscillator equations we used the sin activation function, whereas
we used the sigmoid for the SIR system.
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Figure 6.19 Networks used in the differential equation context. Fully connected layers are
parameterized by d-fc, where d represents the dimensionality of the output space. Left:
network with 2 hidden layers with 50 neurons each. Right: network with 4 hidden layers
with 50 neurons each.

6.2.2 Baselines and Perturbation effect

In the following we will show the results of the baselines training for the two problems
considered. Please notice that in this case the only quantity that is interesting is merely
the loss function: the lower it is, the better the network is good at approximating the exact
solution of the equation. Furthermore, as already mentioned, the loss function is different
between the two problems, as the equations to solve are different.
For each problem we will show baseline results for learning on fixed initial conditions: in
this setting, the only input of the network is the time step t, the initial condition is fixed
and enforced by the parametrization z(t) = z(0)+ (1+ e−t)N(t). Consequently, we will
show numerically and visually the impact of the perturbation of the initial conditions on the
solution provided by the neural model.

Nonlinear oscillator

In section 4.2.4 we introduced the dynamical system of the nonlinear oscillator, its Hamilto-
nian, and the system of differential equations that govern it. The network adopted to solve
the problem is shown in figure 6.19 on the left, The phase space of the oscillator consists of
two degrees of freedom, with z = (x, p)T . Accordingly, we adopted the feed-forward neural
network shown in figure 6.19 with 2 hidden layers with 50 neurons each. The network has
two outputs N = (N1,N2)

T used to parametrize the approximate solutions ẑ = (x̂, p̂)T . The
loss function L is defined according to the equations of motion:
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ẋ = p

ṗ =−(x+ x3)

and it is expressed in the following form:

L =
1
K

K

∑
n=0

[(
˙̂x(n)− p̂(n)

)2
+

(
˙̂p(n)+ x̂(n)+

(
x̂(n)
)3
)2
]

In order to train the network, we initialized a grid with K = 200 time points equally spaced
in the time interval t = [0,4π]. At the beginning of each epoch, we perturb all the time points
by using a random term obtained by a normal distribution with zero mean and a standard
deviation of 0.06π . In this way it is like we are continuously sampling in the time interval,
helping the network discovering the true trajectory in the phase space. The network was
trained for 5 ·104 epochs by using Adam optimizer [33] with a fixed learning rate of 8 ·10−4.

Here we will show the trajectories in the phase space found by the network at the end
of the optimization process, as long with the logarithm of the loss function during the train-
ing phase. We chose to show two solutions of two different initial conditions, one in the
linear oscillator case (λ = 0) and one in the nonlinear oscillator case (λ = 1). The chosen
configurations C1 and C2 are the following:

• C1 : x(0) = 1.0,p(0) = 1.0

• C2 : x(0) = 4.0,p(0) = 2.5

In figure 6.20 we can observe the trajectory of the solution of the linear oscillator starting
from configuration C1 and the trend of the LogLoss during training.
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Figure 6.20 Linear oscillator (λ = 0) trained starting from initial conditions x(0) =
1.0,p(0) = 1.0. Left: trajectory of the solution in the two-dimensional phase space. Right:
logloss trend for 50K epochs.

In the linear oscillator case, the trajectory in the phase space is always a circle, with a radius
determined by both x and p. The energy of the system, in fact, is represented by the area of
the trajectory, and, as stated in in section 4.2.4, the Hamiltonian represents the energy of the
system as well. For what concerns the LogLoss, at the end of the training it reaches a value
around −15, which corresponds to a real loss around 1 ·10−7, a very good result.

In figure 6.21 we can observe the results of training the network in the nonlinear oscillator
case, starting from configuration C2. The trajectory has an elliptical shape in center region
and then it starts diverging. The LogLoss at the end of the training is higher with respect
to the linear case. This is because the problem to solve is more difficult and the network
struggles to learn this more complex trajectory.
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Figure 6.21 Nonlinear oscillator (λ = 1) trained starting from initial conditions x(0) =
4.0,p(0) = 2.5. Left: trajectory of the solution in the two-dimensional phase space. Right:
LogLoss trend for 50K epochs.

In the previous paragraphs we showed how the neural network to solve the nonlinear
oscillator problem has been trained. Now we show how perturbing the initial conditions
deteriorates the accuracy of the solution. Here below we plot the solutions obtained by a
pre-trained model on configuration C3 on two configurations in which initial conditions have
been perturbed:

• C3 : x(0) = 1.5,p(0) = 1.5 → C̃3 : x(0) = 1.6,p(0) = 1.6

• C3 : x(0) = 1.5,p(0) = 1.5 → C̃3 : x(0) = 2.0,p(0) = 2.0

Figure 6.22 Network perturbed solution for the Nonlinear oscillator model, with x(0) =
1.6,p(0) = 1.6.
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Figure 6.23 Network perturbed solution for the Nonlinear oscillator model, with x(0) =
2.0,p(0) = 2.0.

We can see clearly in figure 6.22 and 6.23 how different levels of severity in the perturba-
tion affect the solution of the pre-trained model. We used a model trained from scratch on
the perturbed configurations as a ground truth for the comparison of the results. We can see
also how the loss of the model increases dramatically from the first to the second case, due to
the huge perturbation applied.

SIR model

For the resolution of this system of DE the network architecture is basically the same, with 2
layers and 50 neurons each. The loss function to be minimized L is defined according to the
dynamics of the system: 

Ṡ =−βSI
N

İ = βSI
N − γI

Ṙ = γI

N = S + I + R

and expressed in the following form:

L =
1
K

K

∑
n=0

( ˙̂S(n)+
β Ŝ(n)Î(n)

N

)2

+

(
˙̂I(n)− β Ŝ(n)Î(n)

N
+ γ Î(n)

)2

+
(

˙̂R(n)− γ Î(n)
)2

 (6.1)

where n represents a time step in the interval and each squared term represents one of the
three terms of the dynamical system.
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To make it easier to learn, and without loss of generalization, we assumed that the three
variables S, I,R are percentages, therefore we will refer to them as relative amount of the
total population, hence fixing N = 1.
Moreover, in the training, we have always fixed R(0) = 0 to describe better real epidemics
phenomena, where, at time zero, there are usually no recovered people. Nonetheless, all the
experiments are replicable relaxing this constraint.
From this and from the fact that the sum of the three variables must be 1, in all the experiments
we have just fixed (or varied) S(0), changing the number of infected accordingly as I(0) =
1−S(0).

For the training of the network, we sampled K = 2500 time points equally spaced in
the time interval t = [0,20], also perturbing the points at each epoch with the same noise
used for the Nonlinear oscillator case, raising the standard deviation to 0.15π . For this
case, the convergence of the network was quite fast and required training for just 1 · 103

epochs, by using Adam optimizer [33], with a fixed learning rate of 8 ·10−4. Here we show
two solutions, for two combinations of initial conditions and parameters, summarized in
configurations C1 and C2:

• C1 : S(0) = 0.8,I(0) = 0.2,R(0) = 0, β = 0.8,γ = 0.2

• C2 : S(0) = 0.3,I(0) = 0.7,R(0) = 0, β = 0.2,γ = 0.5

We will show the solution found by the optimization, along with the LogLoss, so that the
results are easier to visualize and understand.

Figure 6.24 Network training for the SIR model, with configuration C1. Left: Solution found
by the network. Right: Loss trend of the training-
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Figure 6.25 Network training for the SIR model, with configuration C2. Left: Solution found
by the network. Right: Loss trend of the training.

In figures 6.24, 6.25, we plotted our solution together with the one provided by Scipy
odeint, displayed in dashed lines: as you can see, they are quite close and almost everywhere
overlapping. Indeed, both the loss functions reach a LogLoss around −13, which means a
real loss around 1 ·10−6, that is a really accurate result. From both the plots 6.24, 6.25, we
see what we expected from the description of the parameters: figure 6.24 shows a peak of the
virus, given that there is a consistent number of infected at time zero and β is large, instead
in figure 6.25 we encounter a progressive disappearance of the virus, with no outbreaks, due
to the larger γ .
The oscillations of the loss functions are due to the optimization algorithm of Adam, which is
not stable when the gradients get really small, as it divides them by the exponential moving
average of the their square, which may tend to zero and make the updates of the weights
explode, escaping from the minima. To overcome this issue, we kept track of the model with
the best loss during the training and saved it.

Now that the baselines have been illustrated, we will show how perturbing the initial con-
ditions impact heavily on the accuracy of the solution. Here below we show the solutions
of the system provided by a model trained on configuration C1, when initial conditions are
perturbed as follows (β ,γ remain the same):

• C1 : S(0) = 0.8,I(0) = 0.2,R(0) = 0 → C̃1 : S(0) = 0.78,I(0) = 0.22,R(0) = 0

• C1 : S(0) = 0.8,I(0) = 0.2,R(0) = 0 → C̃1 : S(0) = 0.7,I(0) = 0.3,R(0) = 0

where the first one corresponds to a perturbation of 2.5% on the initial conditions,
while the second one is a perturbation of 12.5% (computed with respect to S(0), since
I(0) = 1−S(0) and R(0) = 0.
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Figure 6.26 Network perturbed solution for the SIR model, with S(0) = 0.78,I(0) =
0.22,R(0) = 0.0, β = 0.8,γ = 0.2.

Figure 6.27 Network perturbed solution for the SIR model, with S(0) = 0.7,I(0) =
0.3,R(0) = 0.0, β = 0.8,γ = 0.2.

As expected, the solution are visually wrong - especially compared to the one provided
by the Scipy library. Furthermore, the impact of the distortion is quantifiable by looking at
the values of the loss yielded by those solutions: for a perturbation of 2.5% we result in a loss
of order 1 ·10−3, while for a perturbation of 12.5% we even end up having a loss of 1 ·10−2.
This proves that, even with small perturbations, the network is not able to generalize, as the
values of the loss are too high to consider the system as solved.

6.2.3 Results and Discussion

In the following sections we will apply the methodologies illustrated in chapter 4, showing
their effectiveness both with the Nonlinear oscillator DEs and the SIR model. In particular,
we will firstly show the effectiveness of transfer learning on the basic scenario, namely when
the network is trained on fixed initial conditions.
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Consequently, we will show how the network can be used to learn solutions of multiple
Cauchy problems and how transfer learning techniques can be used to move in the space of
all the possible solutions.
To give more details, we will vary the initial conditions both for the Nonlinear oscillator and
the SIR model. Additionally, for the latter we will also vary the parameters of the system.
In section 4.2 we mentioned the possibility of generalizing the solutions over a set of boundary
conditions and parameters, hence, for a more clear discussion, we define these two settings:

• Bundle of initial conditions: in this setting, the inputs of the network are the time
step t and an initial condition z(0) drawn an interval (or bundle) [ξmin,ξmax], hence the
initial condition is variable..

• Bundle of initial conditions and parameters: in this setting, the inputs of the net-
work are the time step t, an initial condition z(0) drawn from an interval (or bundle)
[ξmin,ξmax], and a set of parameters θ , drawn from an interval (or bundle) [θmin,θmax].
The initial condition is variable, likewise the coefficients of the system of DEs, also
coming as input, therefore the loss function will have variable coefficients too.

Nonlinear oscillator

For the Nonlinear oscillator system, we decided to finetune starting from a pre-trained model
on condition C1. In this initial condition, the behavior of the oscillator is similar to the one of
the linear oscillator, leading to trajectories with the shape of ellipses. We will then shift to
two different conditions, which differ by the severity of the distortion applied to C1. The two
shifts can be summarized as follows:

• C1 : x(0) = 1.0, p(0) = 1.0 → C2 : x(0) = 1.05, p(0) = 1.05

• C1 : x(0) = 1.0, p(0) = 1.0 → C3 : x(0) = 2.5, p(0) = 2.0
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Figure 6.28 Scratch and finetuning comparison for nonlinear oscillator on fixed initial
conditions. Left: networks trained on C2. Right: networks trained on C3.

Figure 6.28 above shows the loss trend of training from scratch compared to finetuning in
the two aforementioned cases. In the first case, the distortion is very small, and it is equally
applied to both the dimensions. We can observe that finetuning starts from a lower loss and
therefore can help to converge faster. In the second case, two types of more severe distortions
are applied independently on the two dimensions. We can see how the two lines are closer to
each other, meaning that the impact of finetuning is less evident compared to the first case,
but it still can help. We can observe that the final loss in the first case is slightly lower then
the one of the second case. This is due to the fact that condition C3 has a more complex
trajectory with respect to C2, and therefore the problem is intrinsically more difficult for the
network.

Bundle of initial conditions
In this setting, we trained the network to learn a predefined bundle of initial conditions in a
jointly manner. The training of the network is performed feeding the network with randomly
sampled initial conditions from the predefined bundle, along with perturbed time steps, as
explained in details in section 4.2.3. We show the effectiveness of the method by plotting
the solution of the network on an initial condition selected inside the aforementioned bundle.
Specifically, the model was trained on the following bundle of initial conditions:

C4 : x(0) ∈ [1.0,1.2],p(0) ∈ [1.0,1.2]
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Figure 6.29 Network solution for the Nonlinear oscillator, with x(0) = 1.1,p(0) = 1.1, model
trained on bundle of initial conditions C4. Left: solution for x. Right: solution for p.

Figure 6.29 compares the solution found by network on an initial condition inside the
bundle, with the one found by the SciPy solver. The network learns almost perfectly the
solution, even if it was not trained directly on the selected initial condition. We obtained
similar results for every initial condition sampled inside the bundle. Therefore, using initial
conditions as input leads to a huge benefit: with just one training process we can learn
multiple Cauchy problems at once.

We now show the results of our transfer learning approach in the bundle setting. Specifi-
cally, we analyzed the following settings, choosing two levels of perturbation:

• C4 : x(0) ∈ [1.0,1.2],p(0) ∈ [1.0,1.2]→ C5 : x(0) ∈ [1.5,1.7],p(0) ∈ [1.5,1.7]

• C4 : x(0) ∈ [1.0,1.2],p(0) ∈ [1.0,1.2]→ C6 : x(0) ∈ [2.2,2.5],p(0) ∈ [2.0,2.2]

Figure 6.30 Scratch and finetuning comparison of the pre-trained Nonlinear oscillator on C4,
on new configurations C5 and C6. Left: networks trained on C5. Right: networks trained on
C6.
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Figure 6.30 shows the power of our approach applied to two very different cases. In the case
of C5, the new bundle to learn is the same for both x and p, and is not too far from the bundle
condition C4 on which the model was pre-trained. We can see how the finetuned model starts
from a very lower loss and converges faster than the model trained from scratch on the new
bundle. The latter, indeed, starts from a random initialization of the weights, reaching the
loss of the finetuned model after 50K epochs.

In the second scenario, shifting from C4 to C6, we obtain again promising results. In this
case, the new bundle to learn is different in x and p, it is further from C4, and it is a little bit
wider then C5. Nonetheless, the finetuned model starts again from a very lower loss, and
after 50K epochs it is still considerably below the loss of the model trained from scratch.

SIR model

In this epidemiologic system, we firstly applied a finetuning technique on the model trained
on configuration C1, shifting towards two very different configurations. In the application
of transfer learning on the following cases - and on the consequent ones - we did not find
any significant difference on the long term between a finetuned model or a model trained
from scratch in terms of loss reached. Nonetheless, we found a great difference in terms of
speed of convergence, hence we show the training trend for the first epochs. In particular, we
analyzed the following two cases:

• C1 : S(0) = 0.8, β = 0.8,γ = 0.2 → C2 : S(0) = 0.7, β = 0.8,γ = 0.2

• C1 : S(0) = 0.8, β = 0.8,γ = 0.2 → C3 : S(0) = 0.1, β = 0.8,γ = 0.2

for brevity, we omitted I(0), that is always fixed as 1−S(0), and R(0) = 0. Noticeably,
configuration C2 has an initial condition closer to C1: it corresponds of a perturbation of just
12.5%. On the other hand, C3 depicts an initial situation strongly different from C1. Here
below we plot the loss in the first 150 epochs of the finetuning process, as well as the loss
curve if the network is randomly initialized, namely it is trained from scratch.
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Figure 6.31 Scratch and finetuning comparison on configuration. Left: networks trained on
C2. Right: networks trained on C3.

The two settings have very different behaviour: when learning configuration C2, it is ex-
tremely beneficial starting from a model finetuned on C1, being it a target domain very close
to the source. On the other hand, if the shift is strong, as when learning C3, the finetuning is
even worse than retraining totally from scratch, at least in the first epochs.
These results, which have been replicated with other configurations, confirm that transfer
learning will be extremely useful to solve fastly several Cauchy Problems, slightly perturbing
the one where the baseline network is trained on.

Bundle of initial conditions
In this case, the problem is slightly more complicated, as expected: the network has to
generalize over a set of possible initial conditions. Nonetheless, using the exactly same
architecture and training hyperparameters of the fixed initial conditions scenario, the network
is able to generalize well, converging to good results in approximately the same amount of
epochs. In order to train, for each time step t, we randomly pick an initial condition S(0),
drawn from a predefined bundle. The loss minimization, not shown for brevity, reached an
error of 1 ·10−5, which is higher than the previous case, but still a good result.
To show the effectiveness of the method, we here plot two network solutions, generated by
the exact same model trained on the following setting:

C4 : S(0) ∈ [0.7,0.9],β = 0.8,γ = 0.2



6.2 Deep Transfer Learning for Differential Equations 83

Figure 6.32 Network solution for the SIR model, with S(0) = 0.8,I(0) = 0.2,R(0) = 0.0,
β = 0.8,γ = 0.2 , model trained on bundle of initial conditions.

Figure 6.33 Network solution for the SIR model, with S(0) = 0.7,I(0) = 0.3,R(0) = 0.0,
β = 0.8,γ = 0.2, model trained on bundle of initial conditions.

More experiments have been done and they all led to results similar to the ones here displayed.
The just listed experiments show effectiveness in terms of learning the solution of multiple
Cauchy problems altogether. The discussion will continue by showing how transfer learning
is even more effective in this case.
We used this last trained model as source domain and explored the following two target
domains:

• C4 : S(0) ∈ [0.7,0.9], β = 0.8,γ = 0.2 → C5 : S(0) ∈ [0.45,0.65], β = 0.8,γ = 0.2

• C4 : S(0) ∈ [0.7,0.9], β = 0.8,γ = 0.2 → C6 : S(0) = [0.05,0.15], β = 0.8,γ = 0.2
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Figure 6.34 Scratch and finetuning comparison on configurations C5, C6. Left: networks
trained on C5. Right: networks trained on C6.

The great benefit of learning on a bundle of initial conditions can be seen in figure 6.34.
In this figure, we plotted again the trend of the loss for the first 150 epochs when finetuning
on a pre-trained model, along with scratch training. The network trained on C6 starts from
an error greater than the one trained on C5: this is reasonable, as its initial conditions are
quite far from the one of the source domain. Nonetheless the training process can still benefit
from the knowledge acquired from the network on the source task, resulting in the finetuned
model reaching an error lower than the model trained from scratch. Instead, with no surprise,
learning C5 is significantly slower if starting from a random initialization of the weights,
given the strong similarity between source and target tasks.

Bundle of initial conditions and parameters
Finally, due to the dependence of the system on β and γ , we vary those parameters as well
within a range. In order to train, for each time step t of the training set, we sample a random
tuple (S(0),β ,γ), whose elements are drawn from a predefined bundle, and feed the network
with it.
Given the complexity of this problem, we increased the network capacity, using 4 hidden
layers, and we trained for 1 ·104 epochs, with K = 2500 points in the interval t ∈ [0,20].
Below we show two solutions of the system, obtained with the same network trained on the
following configuration:

C7 : S(0) ∈ [0.7,0.9],β ∈ [0.65,0.85],γ ∈ [0.15,0.3]
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Figure 6.35 Network solution for the SIR model, with S(0) = 0.9,I(0) = 0.1,R(0) = 0.0,
β = 0.6,γ = 0.2 , model trained on bundle of initial conditions and parameters.

Figure 6.36 Network solution for the SIR model, with S(0) = 0.7,I(0) = 0.3,R(0) = 0.0,
β = 0.8,γ = 0.15 , model trained on bundle of initial conditions and parameters.

As you can see, despite the two solutions are quite different from each other, the network
approximates both of them. Indeed, also in this scenario we reached a loss of about 1 ·10−5.
Lastly, the application of transfer learning in this scenario concerns the two following
problems:

• C7 : S(0) ∈ [0.7,0.9],β ∈ [0.65,0.85],γ ∈ [0.15,0.3]→ C8 : S(0) ∈ [0.45,0.65], β ∈
[0.4,0.6],γ ∈ [0.4,0.6]

• C7 : S(0) ∈ [0.7,0.9],β ∈ [0.65,0.85],γ ∈ [0.15,0.3] → C9 : S(0) = [0.1,0.3], β ∈
[0.2,0.4],γ ∈ [0.7,0.9]

We show here the results of the training for the first 300 epochs, again comparing the finetuned
case with the scratch case.
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Figure 6.37 Scratch and finetuning comparison on configurations C8, C9. Left: networks
trained on C8. Right: networks trained on C9.

Similarly to what we saw in figure 6.34, also in this case transfer learning is easier and fast.
In fact, both C8 and C9 are easily learnt by the network, thanks to its highly generalization
power.

6.2.4 Bundle Loss Analysis

Finally, to have a measure of the learning capacity of the architecture, we employed transfer
learning to monitor how the LogLoss of the training varies according to the variation of the
bundle size. To do so, we wanted to give the network full flexibility, hence we replaced the
input S(0) with the tuple (I(0),R(0)) and forcing S(0) = 1− I(0)−R(0).

Firstly, let us have a look at the loss distribution within and outside the bundle itself,
using a network trained on:

• C10 : I(0) ∈ [0.2,0.4],R(0) ∈ [0.1,0.3],β ∈ [0.4,0.8],γ ∈ [0.3,0.7]
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Figure 6.38 LogLoss distribution within and outside the bundle of C10, measured by the
colorbar.

In this plot we can see how the loss behaves as a function of initial conditions and
parameters. For the plot on the left, we fixed (β ,γ) at the center of their bundle, i.e. β = 0.6
and γ = 0.5, and solved the differential equations with initial conditions sampled randomly
inside and outside the bundle. On the contrary, for the right-hand plot, we fixed I(0) = 0.3
and R(0) = 0.2 and sampled β and γ . We can see that the networks performance is excellent
at the core of the bundle, highlighted from the blue square, and getting worse as you move
outside, passing from a LogLoss of −12 to a LogLoss of −9 just outside from the known area.
Finally, if you go way far from the bundle, as expected the LogLoss worsens significantly.

Knowing how the loss behaves in the surroundings of the bundle, we exploited transfer
learning to understand how much is our explorability capability, namely how big our bundle
can be. To do so, we trained a network on the following configuration, where the interval of
each variable is sized 0.1.

• C11 : I(0) ∈ [0.1,0.2],R(0) ∈ [0.1,0.2],β ∈ [1.0,1.1],γ ∈ [1.0,1.1]

At this point, for each of the 4 variables, we increased incrementally the bundle size, keeping
the others fixed, to discover which ones are more easily learnable from the network and
which ones are more difficult. In fact, in the increment of the bundle size and in the learning
of the new solutions, we started from the models previously trained, to save computational
time and reach faster convergence.
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Figure 6.39 LogLoss as a function of the bundle size.

This plot shows that for 3 variables out of three the LogLoss remains reasonably low for
significantly large bundles, which is an excellent result. Indeed, the only variable that causes
trouble to the model is γ: if the bundle size exceeds 1.0 - and the other bundle sizes remain
0.1 - the network is not able to solve the task.

6.2.5 Possible Applications

Given the possibility of learning over a bundle of initial conditions and parameters, the
question we posed ourselves is the following: if we can solve the DEs system for a set of
parameters, can we know which exact I(0), R(0), β and γ fits better a real trend? To answer
this question, we developed the following methodology: let us call B a model trained on a
bundle of initial conditions [ξmin,ξmax] and parameters [θmin,θmax], T a subset of a trajectory
coming from the SIR system, that we know it is generated by solving the SIR system for
an unknown z̄(0) ∈ [ξmin,ξmax] and θ̄ ∈ [θmin,θmax]. Our goal is to discover (z̄(0), θ̄), by
minimizing the difference between the solution of the model and T . To be more formal, we
want to find θ̂ , such that:

ẑ(0), θ̂ = argmin
z(0),θ

1
K

K

∑
n=1

(
T̂ (n)−T (n)

)2

︸ ︷︷ ︸
MSE

(6.2)

where K is the number of total points of T , presumably small, T (n) is the value of the
trajectory at t = n. This is a supervised problem that is solvable by a minimization of a
MSE loss function, with respect to (z(0),θ). On this purpose, we developed the procedure
illustrated below:



6.2 Deep Transfer Learning for Differential Equations 89

Figure 6.40 Optimization procedure to find z̄(0), θ̄ .

To estimate (ẑ(0), θ̂), we feed the network 4.5 with a random tuple (z(0),θ), coming
from the bundle where the net has been trained, along with the time-steps t whose trajectories
is contained in T , to compute the solution of the DE. Then, we compute the MSE as in
equation 6.2 and run an optimization procedure with respect to the inputs of the network -
z(0),θ -, computing the gradient of the MSE and updating the inputs accordingly. In our
specific case, we adapted the methodology to the SIR model, hence:

z(0) = I(0),R(0)
θ = β ,γ

and define the following metric, to measure the difference between the estimated parameters
and the real parameters:

Score =
(

Î(0)− Ī(0)
)2

+
(

R̂(0)− R̄(0)
)2

+
(

β̂ − β̄

)2
+(γ̂ − γ̄)2

We run the optimization algorithm with K = 4 equally spaced points belonging to T, for
100 epochs, using Adam optimizer and a learning rate of 1 ·10−3. This particular problem is
very susceptible to local minima, given the limited number of points we use to optimize, but
oftentimes it is just necessary to re-run the (very fast) minimization algorithm to find the best
result, in term of minimum MSE.
To show the effectiveness of the method, we sampled 100 different tuples (Ī(0), R̄(0), β̄ , γ̄)
as unknowns to find.
Similarly to what we have done in the bundle exploration, we wanted to discover how the
score estimation is affected if the trajectories to fit are generated by models trained on
variables outside the bundle where the analyzed network has been trained.
Here we show some results of the optimization, by plotting the unknowns in the (β ,γ)−space
and in the (I(0),R(0))− space: similarly to figure 6.38, we either fixed the initial conditions
or the parameters at the center of the bundle. The color of the areas represents the score
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obtained after the minimization, i.e. how good the initial conditions and the parameters are
estimated.

Figure 6.41 Score results for three different networks.

In figure 6.41 you can see the results of 100 optimization runs for a network trained on
C10, where the blue-area delimits the bundle of parameters where the model has been trained.
As expected, in those areas the algorithm is quite accurate in the estimation, likewise in a
significant portion of space outside, going toward worse score values as it ends up far from
the bundle. The method just outlined is meant to be a solution to the problem of finding the
parameters of a model, given very few data points. In this scenario, we have the general form
of an equation, namely the SIR system, but we are able to find the specific parameters with
a small dataset. This is doable thanks to the power of neural networks, which are able to
learn analytical solutions of the system, namely they can find a function that approximates
the solution, and thus provide analytical derivatives.
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Conclusion

This thesis explored the field on transfer learning in two very different use cases: image
recognition and resolution of differential equations. These two scenarios, the first supervised
and the second unsupervised, led to different techniques and different outcomes. In the
previous chapter we showed the results of the experiments carried on, with some comments.
Now we want to recap the entire process and suggest some bits of discussion for future
works.

7.1 Summary of the Results

In both scenarios we applied transfer learning to adapt the Deep Learning models to solve
new and different tasks, at various levels. The diverse method yielded different results in the
two cases, in terms of performance and generalizability of the techniques proposed.
In the image recognition task, we explored three criteria (error-driven, entropy-driven and
differential) to select a part of the target dataset to use for the finetuning, to understand
whether one of them can yield better (or comparable) performance with respect to use the
whole data available. Additionally to the shown ones, we run many more experiments,
with different networks architecture, different datasets and hyperparameters - especially
regularization techniques to prevent the overfitting of the network on a subset of the data. We
decided to include only the listed results as they are the most illustrative and explanatory, so
that the behaviour of the network is as clear as possible.
Out of all the experiments, it seems problematic finding a portion of the data that reflects
accurately the distribution of the entire information at disposal: if this does not happen (as
in some of the cases listed), a network trained on a biased dataset will never perform better
than a network trained on a random selection. Furthermore, in the implementation, we often
encountered problems of complexity, both in space and time, which is an important factor to
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take into account: if the scope of a given technique is reducing the size of dataset to save
computational resources for the training, the data selection procedure itself should be light
and fast as well, otherwise the benefit is minimal. Based on the results, we realized that it
is hard to deprive Deep Learning models of data, as it is in their nature to be data hungry.
Nonetheless, we do believe that techniques to portion the data in a smart way to boost the
finetuning of the network exist.
On the other hand, the transfer learning methodologies applied in the field of differential
equations resulted in better outcomes, in terms of speed of convergence of the training
process and generalization of the networks. The power of the methodologies, indeed, relies in
the great amount of computational power you can save by exploiting them: firstly, we proved
that transfer learning allows a fast exploration of the various Cauchy problems, secondly (and
thirdly) we changed the architecture as to provide the network with a better generalization
capability, and turned out that transfer learning is even more beneficial in that case.
Furthermore, the new architectures open to a new method for estimation of equation pa-
rameters, illustrated in section 6.2.5, thanks to the function approximation ability of Neural
Networks.

7.2 Future Works

Future developments of this work are many, in both the scenarios we explored.
Starting from the images problem, there is still room for research in order to find a technique
which is generalizable and computationally light.
To keep on investigating this field, we would suggest to study the field of uncertainty sampling
in Deep Learning, as it was the one who gave us the better results (even though not in all the
cases), also in term of energy usage.
The DEs task opens instead a multitude of applications. Firstly, we applied our techniques
on two systems of ODE, hence it would be interesting to explore other dynamical systems
and perhaps modify the architecture to solve also systems of Partial Differential Equations.
Concerning the perturbation of initial conditions, and likewise of parameters and relative
bundle, we did not run an analysis of the amount of finetuning required in relation to the
intensity of the distortion. In other words, we did not investigate thoroughly how each
different distortion impacts on the network and how much it should be adjusted to get the
correct solution again.
Lastly, the parameter estimation described in section 6.2.5 can be potentially used to describe
the behaviour of real phenomena which can be approximated with systems of DEs. Indeed,
an epidemic phenomenon can be easily characterized by mean of this methodology and few
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real-data points, to use as supervised information in the optimization procedure. Hence, this
technique can be generalized for several dynamical systems and help to describe them with
small effort and limited knowledge.
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Appendix A

Additional Experimental Settings

This appendix is devoted to present all the experimental settings adopted in the image
recognition task, which have been tried during the development of the thesis and which have
not been included in section 6.1.

A.1 Datasets

In this section we will list additional datasets that have been used to test our approaches:

• CIFAR-100: the CIFAR-100 dataset [36] is just like the CIFAR-10, except it has 100
classes containing 600 images each. The 100 classes in the CIFAR-100 are grouped
into 20 superclasses. Each image comes with a "fine" label (the class to which it
belongs) and a "coarse" label (the superclass to which it belongs).

• EMNIST the EMNIST dataset [20] is a set of handwritten character digits derived from
the NIST Special Database 19. The dataset constitute a more challenging classification
tasks with respect the MNIST. It involves digits and letters (both lowercase and
uppercase), and it shares the same image structure and parameters as the original
MNIST task, allowing for direct compatibility with all existing classifiers and systems.

• Synthetized Data: in addition to all the datasets presented, we decided to synthetize
our own datasets using SciPy [67], a Python library for scientific computing. In this
way it was possible to have total control on the features of the data, which led to a
deeper investigation of the results of our proposed techniques. Furthermore, using
a synthetized dataset sped up the runtime of our experiments, and gave the chance
to visualize data points without leveraging on techniques for data dimensionality
reduction.
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A.2 Distortions

Together with embedding shift, the following list of distortions have been adopted to to
generate new datasets with different levels of severity:

• Additive White Gaussian Noise (AWGN): it is commonly used to model additive
noise encountered during image acquisition and transmission. It is additive, because it
is added to any noise that might be intrinsic of the considered image. White, instead,
refers to the fact that it has uniform power across the whole frequency band. Finally,
Gaussian, describes that the probability distribution of the noise samples is Gaussian
with a zero mean in time domain.

• Gaussian blur: it is often encountered during image acquisition and compression. It
represents a distortion that eliminates high frequency discriminative object features
like edges and contours. The visual effect of this blurring technique is a smooth blur
resembling that of viewing the image through a translucent screen.

• Color shift: it is a simple, additive noise. It consists in an integer value added to each
pixel value in just one of the RGB (Red, Blue, Green) channels. Given a shift s and a
value of a pixel in a particular channel p, the new value will be p → (p+ s)(mod256).

A.3 Architectures

For CIFAR 100, the convolutional network presented in section 6.1 proved to be insufficient
for the classification task, and therefore we used a fully-convolutional network with a higher
number of layers. It consists of only convolutional layers with a final 100-way softmax layer
and it is heavily based on the All-Conv Net proposed by Springenberg et al. [62], with the
addition of batch normalization units after each convolutional layer.
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Figure A.1 Network architecture used in the image recognition context for CIFAR 100
dataset. Convolutional layers are parameterized by kxk-conv-d-s-p, where kxk is the spatial
extent of the filter, d is the number of output filters in a layer, s represents the filter stride
and p indicates the zero-padding. Max-pooling layers are parameterized as kxk-maxpool-s-p,
where s is the spatial stride and p indicates the implicit zero padding. Batch normalization
layers are parameterized by d-bn, where d is the number of features in the layer. Finally,
fully connected layers are parameterized by d-fc, where d represents the dimensionality of
the output space.
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