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## Summary

The thesis defines a numerical model for the re-entry prediction in the differential algebra mathematical environment, describing the orbit propagation through semi-analytical methods. The spacecraft is represented as a point-mass and its orbital dynamics is analysed under the presence of uncertainties in the initial conditions.
Spacecraft re-entry in the Earth's atmosphere poses a serious threat to the population and activities on ground. Uncertainties affecting the orbital environment and the spacecraft state cause typical prediction errors to often exceed thousands of kilometres, even when simulations are issued one or two hours before the actual event. Therefore, significant research efforts aim at developing fast and accurate methods for re-entry predictions.
Differential algebra allows to represent the satellite state through Taylor series of the initial uncertain variables. The spacecraft dynamics, expressed in averaged form, is propagated until the eventual re-entry. Semi-analytical methods are used to model the effect of the atmospheric drag on the orbital semi-major axis and eccentricity. The resulting polynomial expansion is then evaluated for a cloud of displaced conditions without performing additional integrations.
The thesis provides the mathematical formulation of the re-entry trajectory, and an analysis of the features of the numerical environment proposed. A special attention is given to the implementation of the domain splitting and constraint satisfaction routines, which are essential to guarantee the method convergence. Finally, the innovative methodology is tested on the historical re-entry of two objects, the GOCE satellite and the Chinese space station Tiangong-1, demonstrating its accuracy and computational time savings, compared with a numerical Monte Carlo simulation. In fact, Monte Carlo methods require a large number of samples to give statistically meaningful results, becoming tremendously expensive. The methodology investigated within the present study allows to increase the number of samples without compromising the computational burden.

Keywords: Re-entry problem; Differential Algebra; Semi-analytical methods.

## Sommario

Il presente lavoro di tesi definisce un modello numerico per le previsioni del rientro di veicoli spaziali, nell'ambiente matematico dato dall'algebra differenziale, e propagando la traiettoria con metodi semi-analitici. Lo spacecraft è rappresentato come un punto materiale e la sua dinamica è analizzata in presenza di incertezze nelle condizioni iniziali. Il rientro dei velivoli in atmosfera rappresenta una seria minaccia per la popolazione e le attività sulla Terra. Incertezze riguardanti l'ambiente orbitale e lo stato dello spacecraft comportano che le previsioni siano spesso caratterizzate da errori che eccedono migliaia di chilometri, anche quando le simulazioni sono rilasciate una o due ore prima il verificarsi dell'evento stesso. Ne consegue che ingenti sforzi di ricerca sono volti a sviluppare metodi veloci e accurati per le previsioni del rientro.
L'algebra differenziale permette di rappresentare lo stato del satellite attraverso serie di Taylor, in funzione delle variabili caratterizzate da incertezze. La dinamica dello spacecraft, espressa in forma mediata, è propagata fino all'eventuale rientro. L'effetto dell'attrito atmosferico sul semiasse orbitale e l'eccentricità è modellato attraverso metodi semi-analitici. L'espansione polinomiale che ne risulta è quindi valutata per una nuvola di punti senza il bisogno di integrazioni aggiuntive.
La tesi presenta la modellizzazione matematica del rientro di un satellite in atmosfera e analizza diverse caratteristiche dell'ambiente numerico proposto. Un'attenzione particolare è data all'implementazione delle tecniche di domain splitting e constraint satisfaction, essenziali per garantire la convergenza delle simulazioni realizzate. Infine, il modello proposto è testato su due effettivi casi di rientro, il satellite GOCE e la stazione spaziale cinese Tiangong-1, con lo scopo di dimostrare l'accuratezza e il risparmio computazionale rispetto alle simulazioni numeriche di tipo Monte Carlo. Infatti, quest'ultimo richiede un alto numero di campioni per dare risultati statisticamente significativi e può così diventare eccessivamente costoso. Il modello sviluppato nella presente tesi permette di aumentare il numero di campioni senza compromettere il costo computazionale.

Parole chiave: Rientro in atmosfera; Algebra Differenziale; Metodi semi-analitici.
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## Nomenclature

## Symbols

| $R_{E}$ | Earth's radius | $6378.16[\mathrm{~km}]$ |
| :--- | :--- | ---: |
| $\mu$ | Earth's gravitational parameter | $398,600\left[\mathrm{~km}^{3} / \mathrm{s}^{2}\right]$ |
| $A$ | Cross sectional area of the spacecraft | $\left[\mathrm{m}^{2}\right]$ |
| $a$ | Semi-major axis | $[\mathrm{km}]$ |
| $a_{\text {drag }}$ | Acceleration due to drag | $\left[\mathrm{kg} / \mathrm{s}^{2}\right]$ |
| $\alpha$ | Right ascension | $[\mathrm{rad}] \mathrm{or}[\mathrm{deg}]$ |
| $\beta$ | Azimuth | $[\mathrm{rad}] \mathrm{or}[\mathrm{deg}]$ |
| $c$ | Auxiliary variable | $[-]$ |
| $C_{D}$ | Drag coefficient | $[-]$ |
| $\delta$ | Declination | $[\mathrm{rad}]$ or $[\mathrm{deg}]$ |
| $\delta_{r}$ | Area to mass ratio | $\left[\mathrm{m}^{2} / \mathrm{kg}\right]$ |
| $E$ | Eccentric anomaly | $[-]$ |
| $e$ | Eccentricity | $[-]$ |
| $e_{b}$ | Eccentricity boundary condition | $[-]$ |
| $\phi_{f p a}$ | Flight path angle | $[\mathrm{rad}]$ or $[\mathrm{deg}]$ |
| $H$ | Scale height | $[\mathrm{km}]$ |
| $h$ | Altitude | $[\mathrm{km}]$ |
| $i$ | Inclination | $[\mathrm{rad}]$ or $[\mathrm{deg}]$ |
| $I_{n}(x)$ | Modified Bessel function of first kind, of order $n$ | $[-]$ |
| $J_{2}$ | First order zonal harmonics of the Earth's gravity field | $[-]$ |
| $M$ | Mean anomaly | $[\mathrm{rad}]$ or $[\mathrm{deg}]$ |
| $m$ | Mass spacecraft | $[\mathrm{kg}]$ |
| $n$ | Mean motion | $[1 / \mathrm{s}]$ |
| $\Omega$ | Right ascension of the ascending node | $[\mathrm{rad}]$ or $[\mathrm{deg}]$ |
| $\omega$ | Argument of perigee | $[\mathrm{rad}]$ or $[\mathrm{deg}]$ |
| $P$ | Orbital period | $[\mathrm{s}]$ |
| $p$ | Semi-latus rectum | $[\mathrm{km}]$ |


| $r$ | Position magnitude | $[\mathrm{km}]$ |
| :--- | :--- | ---: |
| $\rho$ | Density | $\left[\mathrm{kg} / \mathrm{m}^{3}\right]$ |
| $\rho_{p}$ | Partial density | $\left[\mathrm{kg} / \mathrm{m}^{3}\right]$ |
| $\sigma$ | Standard deviation | $[-]$ |
| $t$ | Time | $[\mathrm{s}]$ |
| $\theta, \nu$ | True anomaly | $[\mathrm{rad}] \mathrm{or}[\mathrm{deg}]$ |
| $T_{\infty}$ | Reference temperature | $[\mathrm{K}]$ |
| $v$ | Velocity magnitude | $[\mathrm{km} / \mathrm{s}]$ |

## Acronyms

| CS | Constraint Satisfaction |
| :--- | :--- |
| DACE | Differential Algebra Computationa Engine |
| DA | Differential Algebra |
| DS | Domain Splitting |
| ESA | European Space Agency |
| FPA | Flight Path Angle |
| GOCE | Gravity field and steady-state Ocean Circulation Explorer |
| GTO | Geostationary Transfer Orbit |
| KH | King-Hele |
| PDF | Probability Density Functions |
| SA | Semi-analytical |
| SI-KH | SuperImposed King-Hele |
| TLE | Two-Line Elements |

## Chapter 1

## Introduction

### 1.1 Background

As of 4 March 2020, since the decay of the Sputnik 1 launch core stage on December $1^{\text {st }} 1957,45,326$ catalogued objects, including space debris, reentered the Earth's atmosphere ${ }^{1}$. Each day, satellites, rocket stages or fragments reenter the denser layers of the atmosphere, where they usually burn up. Although, the re-entry frequency varies with the object size. Indeed, only a few large objects, such as heavy scientific satellites and exhausted rocket stages, reenter the Earth's atmosphere once a year. Objects of moderate size, i.e. 1 m or above, reenter about once a week, while on average two small tracked debris objects reenter per day ${ }^{2}$.
From an altitude of 110 km , during the last 10 minutes before an object reaches the ground, the atmosphere is dense enough that the object heats up due to air drag, and it decelerates, leading in the majority of cases to its complete demise. Therefore, reentering objects pose only a marginal risk to people or infrastructure on the ground or to aviation. However, in rare events, fragments may reach the ground, thus, it is important to monitor the risk to the population ${ }^{2}$. In addition, re-entry models are intrinsically multidisciplinary. They need to include both characteristics of the object involved and environmental features. In fact, they need to account for the attitude and the aerodynamic shape of the body, its orbital state and evolution, and the surrounding Earth's atmosphere, which influence is heavily dependant on the Sun activity and local variations in the aerosol distribution. Re-entry is an extremely complex phase because it constitutes

[^0]a transitory state between the nominal orbital equilibrium and the break-up due to air friction. The uncertainties on the model parameters affect re-entry predictions so deeply that a slight change can potentially cause drastic variation in re-entry epoch and region. Often, the large number of uncertainties in the orbit and space environment affecting the satellite, lead to indications for re-entry period and location that span over several days, in a latitudinal region between the orbital inclination of the spacecraft itself. Hence, a comprehensive formulation of the re-entry problem is a non-trivial task, while considering all the sources of uncertainty can easily become time consuming. Improving the re-entry predictability and the easiness to perform the simulations are contemporary topics, which are worth to deepen to lower or at least to limit the risk for the population.
Re-entry prediction is done by propagating an object until it reaches the altitude where the atmospheric break-up occurs, which is typically between 72 and $84 \mathrm{~km}^{3}$. Atmospheric drag is the main cause of orbital decay, it lowers the speed and the height of a spacecraft. In addition, the collisions of gas molecules with the satellite produce friction, heating it up. Eventually, drag leads to the break-up of the main body and a partial burning of the components. The perturbing acceleration depends on the spacecraft drag coefficient, $C_{D}$, the area-to-mass ratio, $A / m$, the velocity with respect to the atmosphere, $\boldsymbol{v}_{r e l}$ and on the atmospheric density, $\rho$, as provided in Equation (1.1) (Vallado [2013]).
\[

$$
\begin{equation*}
\boldsymbol{a}_{\text {drag }}=\frac{1}{2} C_{D} \frac{A}{m} \rho v_{r e l}^{2} \frac{\boldsymbol{v}_{r e l}}{\left|\boldsymbol{v}_{r e l}\right|} \tag{1.1}
\end{equation*}
$$

\]

The drag coefficient is generally uncertain and the area-to-mass ratio depends on the object's attitude which is often unknown. The local atmospheric density, on the other hand, depends on the solar and geomagnetic activity, which are difficult to predict. As a result, the uncertainties in the physical parameters describing the drag effects, cause the corresponding acceleration component to be challenging to estimate.
Due to the increasing number of objects in space, guidelines and recommended procedures are required to reduce the number of non-operational spacecrafts and spent rocket upper stages orbiting the Earth ${ }^{3}$. One method of post-mission disposal is to allow the re-entry of these spacecrafts, either from natural orbital decay, which is uncontrolled, or controlled entry. Uncontrolled re-entry is performed by lowering the perigee altitude, so that atmospheric drag will finally cause the spacecraft to enter the Earth's atmosphere more rapidly. Therefore, the re-entry is associated with a certain impact risk, since it is not guaranteed that the surviving debris would reach the Earth's surface in inhabited landmasses. Controlled re-entry is achieved by using a propulsion system, causing the

[^1]spacecraft to enter the atmosphere at a steeper flight path angle. The vehicle will then enter the atmosphere at a more precise latitude and longitude, and the debris footprint can be positioned over an uninhabited region, generally located in the ocean. NASA-STD $8719.14^{4}$ is a document which provides specific technical requirements and methods for limiting orbital debris. The scope is to ensure that the spacecraft and launch vehicles meet acceptable standards for limiting orbital debris generation. Reentries compliant with it must have a human casualty expectancy (i.e. the chance that anybody anywhere in the world will be injured by a piece of debris) lower than $1: 10,000$. Such alert threshold is now adopted by several organizations in the United States, Europe and Japan (Pardini and Anselmo [2012]).
The satellite state for re-entry predictions is often based on Two-line Elements (TLE), being the only public data source currently available for determining the orbit of a space object. TLEs are generated using Simplified General Perturbations (SGP4), and Simplified Deep Space Perturbations (SDP4) force models, which are based on the Brouwer theory (Brouwer [1959]) and only include the largest perturbations: $J_{2}$ to $J_{5}$ zonal harmonics, simplified drag and third body and solar radiation pressure. The assumptions can severely limit the accuracy of SGP4 propagation. Because many short-periodic perturbations are not taken into account, the maximum possible accuracy is limited (Gondelach et al. [2016]).
Re-entry predictions can be distinguished by their forecasting period into long term, medium term, short term. Short-term predictions range from several days to hours before re-entry, starting from around 200 until 80 km altitude, when break-up commonly occurs. Short-term predictions commonly report the expected decay epoch and the associated uncertainty as a percentage of the remaining orbital lifetime. The uncertainty in remaining time can be used to compute the potential footprint along the satellite ground-track (Geul et al. [2018]).

### 1.2 State of the art

This section provides an analysis of past research efforts concerning the re-entry problem, and it presents the current state-of-the-art for the applications of the differential algebra, especially within the astrodynamics field. In addition, it gives an overview on the spacecraft dynamics fields where semi-analytical methods are exploited.

[^2]
### 1.2.1 Re-entry predictions

Re-entry prediction is a topic frequently addressed in literature. It is extremely difficult to exactly forecast re-entry epoch and region, even few hours before the actual decay. For this reason, a massive research effort is invested in this field, in order to exactly model all the parameters involved, making predictions more reliable.
Forecasts are affected by various sources of uncertainty, and mean relative errors in the re-entry epoch of $20 \%$ are typical. This means that predictions issued three hours before re-entry may be affected by an along-track uncertainty of $40,000 \mathrm{~km}$, corresponding to one orbital path, possibly halved during the last hour (Pardini and Anselmo [2013]). The relative prediction error of $\pm 20 \%$ is suggested by Pardini and Anselmo [2013] as the result of re-entry campaigns involving a list of 15 objects, comprising mainly spacecrafts and rocket bodies, and it should be adopted to compute the uncertainty windows covering all the possible error sources. The authors investigate the main features of re-entry statistics, with particular concern on uncontrolled spacecrafts, which often violate the alert causality expectancy threshold. The authors evaluate the re-entry risk by listing all the prediction uncertainties affecting the quality of the forecasts. Main causes of the poor predictability are uncertainties in the initial state, due to sparse and inaccurate tracking data, inaccuracies concerning environment models, which affects the computation of the density at the altitude of interest, and the evolution of the attitude, which can be difficult to model in the case of complicate shapes, or even completely unknown. In addition, more demanding conditions occur in the presence of high solar and geomagnetic activity, solar flare and coronal mass ejection alert and/or satellites of particular complex shape and attitude dynamics. In such cases, a more conservative prediction error of $\pm 25 / 30 \%$ should be considered, especially during the last 2-3 days of residual lifetime. In another research work, Pardini and Anselmo [2018] investigate the risk represented by the uncontrolled reentry of sizable spacecraft and upper stages. Overall, the mean prediction error is about $10 \%$, increasing to $15 \%$ in the last 6 hours. It is explained that for the statistical distribution of the predictions, the amplitude of about $\pm 20 \%$ around the nominal re-entry time is required to guarantee a confidence level of $90 \%$. While a confidence level $\geq 95 \%$ is reached with an uncertainty window amplitude of $\pm 30 \%$. Moreover, it is found that the residual lifetimes are overestimated in approximately $40 \%$ of the cases, and underestimated in the remaining $60 \%$, supporting the adoption of asymmetric re-entry uncertainty windows, with "tails" longer than "heads".
Geul et al. [2018] analyse short-term re-entry predictions, focusing, in detail, on improving the state-of-the-art of the aerodynamic modeling and the statistical uncertain propagation. In particular, initial state uncertainties are estimated for Global Positioning System (GPS), and two-line elements. They propose a full-six-degree-of-freedom (DoF) model,
which improves the fidelity of the simulations, while reducing the number of assumptions on the evolution of the satellite's altitude. The aim of the article is to investigate the effect of uncertainties by studying the past re-entry of ESA's Gravity field and steadystate Ocean Circulation Explorer (GOCE) satellite. The analysis demonstrates that the atmospheric uncertainty is the primary driver of the decay-time distribution. Moreover, the statistically obtained windows are on average narrower than the Tracking and Impact Predictions (TIP) windows, which are publicly released by the Joint Space Operations Center (JSpOC).
Regarding the GOCE satellite, the huge amount of data available has resulted in a massive research effort concerning its re-entry, which is widely documented in literature. In the work done by Cicalò et al. [2017], the primary objective is to fully exploit the information content of the GOCE data collected during its re-entry phase for better understanding re-entry predictions. Thanks to the high accuracy of the GPS and attitude measurements, which would allow a Precise Orbit Determination (POD) of the spacecraft, GOCE data are used to assess the quality of external measurements and to characterise the corresponding re-entry predictions uncertainties.
Minisci et al. [2017] study the propagation of uncertainties on the atmospheric re-entry time, focusing on the GOCE decay. They consider 3 and 6 DoFs models, and uncertainties on the initial conditions, the atmospheric and shape parameters. They intentionally avoid the use of standard Monte Carlo (MC) methods, which can lead to unreasonable computational time. In their research they also discard the hypothesis of using intrusive techniques as Taylor differential algebra, opting for a non-intrusive method called Adaptive High-Dimensional Model Representation (AD-HDMR). The method decomposes the stochastic space into sub-domains of lower dimensionality, and models each of them with the most appropriate technique. The resulting model is therefore a summation of contributions from each sub-domain. The inclusion of uncertainties in the initial conditions lead to a statistical characterisation of the coefficients and representation of possible trajectories. Results have pointed out shapes of the Probability Density Functions (PDFs) for the re-entry time depending on the degrees of freedom (3 or 6).
Sánchez-Ortiz et al. [2017] investigate the re-entry of the GOCE satellite. In particular, it is studied the impact of the atmosphere uncertainties derived from space weather aspects, also comprising unexpected solar storms, which pose a major challenge to accurate re-entry predictions. Moreover, the paper describes the achievable accuracy of the estimation of the position and velocity of a re-entering object, and how it is translated into the re-entry prediction errors. It is proven that the size of the position and velocity uncertainty directly map to the re-entry prediction error. It is also concluded that velocity plays a major role in the prediction error, compared with position incertitude.

The accuracy of re-entry prediction is often limited by the quality of the publicly available TLEs. Some of them may be erroneous state vectors which should not be considered in the attempt to mathematically forecast the re-entry trajectory. Geul et al. [2017] define an uncertainty estimation for TLE, both classical and enhanced, using robust weighted differencing. Mathematical estimation of TLE error is in fact necessary, since no satellite orbit error is available for TLE. The method is described accurately, and also tested and compared with other methods. Therefore, it is advocated to be more reliable than previous differencing methods for TLE uncertainty. The validation is based on the GOCE satellite, using the dozens of TLE data available in the weeks prior to its re-entry. Armellin et al. [2016] propose a methodology to improve the accuracy of the TLE-based re-entry prediction by implementing a multi-stage TLE filtering, based on robust statistics and regression methods. The proposed algorithm is validated on the re-entry of rocket bodies located in Geostationary Transfer Orbits (GTO), characterised by high eccentricities. Their re-entry might be associated with high on-ground casualty risk, since spent upper stages consist of components likely to survive re-entry, as propellant tanks. It is observed that re-entry prediction accuracy may reduce due to TLE filtering, because fewer TLEs are available to perform object's parameters estimation and orbit determination. However, the research proves that filtering out the outlying TLEs is vital in order to reduce the prediction errors. An extension to the previous research is given by Gondelach et al. [2016]. The authors introduce a method which is constituted by four steps, consisting in TLEs filtering, the estimation of the ballistic coefficient and the initial state, and finally the prediction of the re-entry date. Again, TLEs are found to be the main reason for inaccurate predictions of the re-entry date and for failures in the orbit determination. Moreover, TLEs result to be less accurate and less robust for objects in highly eccentric orbits, rather than for orbits with low eccentricity.
Often, the statistical dispersion of the impact epoch is expressed by means of Probability Density Functions (PDFs). PDFs not only provide the re-entry window, but also the probability associated to each time interval. Ronse and Mooij [2013] propose a method, based on TLE data, to statistically predict the impact and location of orbital objects under 200 km altitude, investigating also the influence of the parameter uncertainties on the statistical dispersion. The result is a probability density faction of the impact time, and a ground map expressing the impact probability. The method's performance is tested by a comparative study with the tracking and impact predictions published by the U.S. Space Surveillance Network, providing a good match. On average, for all the case tested, the impact window is $15 \%$ smaller, but the true impact is always contained, proving the reliability of the method. Another study, carried on by Hoogendoorn et al. [2017], investigates a method to directly propagate a probability density function in time,
which has the potential to obtain more accurate results with less computational effort, compared with the traditional and time consuming Monte Carlo method. Although, no accurate impact-time distributions could be obtained, indicating that the methodology suffers from a curse of dimensionality which does not affect the MC method.
Trisolini and Colombo [2019] propose a density-based approach to propagate the probability distribution function of the re-entry uncertainties, using the continuity equation and the re-entry dynamics. The model considers uncertainties in the initial conditions (altitude, velocity, and flight path angle) and the ballistic coefficient of the satellite for different types of re-entry scenarios. The result is a quantification of the re-entry corridor, the impact location, and the casualty area. The methodology is able to provide statistically meaningful results with few sampled points, aiming at replacing Monte Carlo simulations, which are computationally expensive and require a large number of samples. Concluding, re-entry strategies may involve a careful design of the spacecraft. Trisolini et al. [2017] recommend a spacecraft optimisation for demise and survivability. The implementation of design for demise strategies may favour the selection of uncontrolled re-entry, which are simpler and cheaper compared with controlled ones. It is also important to consider that a spacecraft designed for demise still has to survive the space environment for many years. Therefore, the design has also to comply with the requirements arising from the survivability against debris impacts. Two models are developed, aiming at assessing the demisability and the survivability of simplified mission designs. The optimiser is able to provide a wide range of solutions for different types of mission scenarios. The authors suggest that future developments will allow the optimisation of more complex spacecraft configurations, with many types of components (tanks, reaction wheels, batteries, etc.).

### 1.2.2 Differential algebra

The benefits arising from the use of Differential Algebra (DA) are widely advocated in literature. Differential algebra is introduced for the first time by Ritt [1950], and it is a numerical technique based on algebraic manipulation of polynomials. Some areas in which DA is successfully applied include accelerator physics and astrodynamics. Berz [1999] provides a general introduction to the single particle dynamics of beams, his work addresses the map theory for the description of the motion. The differential algebraic approach developed allows computations of nonlinearities of the maps to arbitrary order, and a transparent analysis of all relevant nonlinear effects. Di Lizia et al. [2007] propose a single-step integration scheme, that expresses the solution within the time step as high order Taylor expansion in time. Differential algebra allows to perform a high order
sensitivity analysis, since the solution can be expanded not only in time, but also in initial conditions and dynamical model parameters. To test the high order time integration scheme for implicit ODE problems, the motion of a controlled double-link manipulator is used. Differential algebra potentiality is also proven in the celestial mechanics field, which is the area of greatest interest for the scope of the present thesis.
Di Lizia et al. [2008] treat the two-point boundary value problems through high order expansion. The differential algebra is used to expand the solution around the reference one. The main advantage relies on the possibility to compute new solutions in a relatively large neighborhood of the reference condition through simple evaluation of polynomials. Astrodynamics problem, as halo orbits and aerocapture maneuvers, are tested to evaluate the performances of the method. The differential algebra framework used is implemented by Berz and Makino [2006], in the software COSY-Infinity. The article proves that the benefits of DA in the space trajectory design are undeniable. Ávila [2016] investigate the application of differential algebra techniques in orbital dynamics problems with uncertainties in the orbital determination. In particular, the DA propagator is tested in the field of asteroid impact risk monitoring. DA is advocated to halve the computational time, compared with the classical Monte Carlo simulation approach, while keeping the same level of precision. Wittig et al. [2014a] first propose the combination of differential algebra based methods with orbital elements averaging. The effect of orbit perturbations is fundamental when analysing the long-term evolution and stability of the motion of natural or artificial satellites. In particular, the models for the space debris evolution environment consider the effect of atmospheric drag, solar radiation pressure, anomaly of the Earth's gravity field and luni-solar perturbations. Semi-analytical technique based on averaging is an efficient approach, which allows to easily identify equilibrium, librational or rotational solutions. The averaging is performed, in Keplerian elements, on the true (or mean) anomaly. Applying the differential algebra to averaged equations is the best option in terms of computational time for the propagation of clouds, proving the efficiency of the methodology proposed.
The Differential Algebra Space Toolbox (DAST) for nonlinear uncertainty propagation in space dynamics, is developed by Rasotto et al. [2016]. The software DAST is in fact based on Taylor differential algebra, and it exploits the wide class of high-order methods. The Differential Algebra Computational Engine (DACE) has a core coded in Fortran, and two interfaces, C++ and Matlab. The software is applied to astrodynamics and space engineering examples, as the two body problem and the re-entry of the Hayabusa spacecraft. The results show that the final accuracy depends on the size of the uncertainty set considered, and on the order of the polynomials. Moreover, it proves the advantage given by differential algebra in terms of computational time, compared with classical approaches,
even if the time required for the simulations typically increases with the order and in the presence of large numbers of uncertainty variables. The modular design is also advocated to be beneficial, giving the possibility to apply DAST to any research field. In addition, Massari et al. [2018] propose a software library with automatic code generation for space embedded applications. The DA Core Engine 2.0 (DACE 2.0) is entirely developed in C11 with an interface in C++, its performances are proven to be superior compared with the first version DACE 1.0.
Sun et al. [2018] address the problem of propagating an initial orbital state around its reference value to a variable final time, in a DA-based framework. The authors introduce a high-order state transition polynomial including the time expansion (STP-T). The results show how the method provides a good approximation of the final state for the three orbital dynamics tested: unperturbed Keplerian dynamics, the $J_{2}$ perturbed Keplerian dynamics, and the nonlinear relative motion. Ortega Absil et al. [2016] propose a generalisation of Taylor differential algebra by using hyperinterpolation-based approaches, in particular truncated Tchebycheff series, which are part of the Generalised Intrusive Polynomial Expansion (GIPE). Differential algebra is proven to be more robust for dynamics presenting inherent singularities, while interval-based approaches are less prone to experience numerical instability when dealing with discontinuities and non-differentiabilities in the simulation model. The GIPE model is meant to be applied on the end-of-life analysis of Low Earth Orbit satellites, and validated on the de-orbiting and re-entry of the GOCE satellite. Wittig et al. [2015] introduce domain splitting to the propagation of large uncertainty sets in orbital dynamics. In fact, non-linearities of the dynamics can prevent the good convergence of Taylor expansion, in one or more directions. The domain splitting technique allows to split the polynomial expansion of the current state during the propagation itself. The routine acts automatically whenever the truncation error reaches a predefined threshold, the result is a list of final state polynomials. Accuracy is preserved and uncertainties are effectively tracked even in highly non-linear dynamics. The method is tested on the orbit of the asteroid (99942) Apophis, which propagation shows particularly high non-linearities close to the perigee passage.

### 1.2.3 Semi-analytical methods

Since the first launch of a man-made satellite in 1957, the study of the motion of an artificial satellite under the effect atmospheric drag has been intensive, due to the urgent need of understanding its dynamics and due to the vast potential in applications. It is well known that the dynamical system for the drag-coupled problem is nonlinear, non-conservative and complex in form, and the integration of the system, in general, is analytically intractable. Therefore one possibility is to deduce an approximate solution
with desirable accuracy. An overview of the first analytical and semi-analytical methods is available in Liu [1982].
The mathematical formulation of averaged equations for the semi-major axis and the eccentricity variations, under the influence of the atmospheric drag, was first developed by King-Hele [1964], who derived an analytical approximation of the integrals. Depending on the orbit eccentricity, different series expansions were found. Initially, the effect of air drag on satellite orbits of small eccentricity $(e<0.2)$ was studied on the assumption that the atmosphere was spherically symmetrical. The basic King-Hele (KH) formulation relies on the assumption that the atmosphere density decays strictly exponentially with altitude, meaning that the profile is characterised by a fixed scale height. Therefore, the theory has been extended multiple times, to take into account more complex density models. Cook et al. [1965] propose an atmospheric model that above 200 km exhibits a day-to-night variation, which is incorporated in the existing theory to make it more robust. Further research efforts done by Vinh et al. [1979] improve the method by removing the ambiguity arising from the regions of validity in eccentricity and applying a more rigorous Poincaré method for the integration. Swinerd et al. [1982] propose a model of the atmosphere that allows for oblateness and comprises a diurnal density variation, which consists in an improvement for the modeling of near circular orbits ( $e \leq 0.01$ ) that have perigee altitudes greater than 200 km . Lately, Frey et al. [2019] extend the KH method by introducing an alternative atmosphere model derivative. The newly smooth density profiles, both static and dynamics, are derived from existing atmospheric models through a fitting procedure. By superimposing exponentially decaying partial atmospheres, the SuperImposed KH (SI-KH) method is more accurate, allowing for more complex density profiles. In fact, if the actual density profile does not satisfy the assumption of a fixed scale height, as is the case for Earth's atmosphere, the KH method introduces potentially large errors for non-circular orbit configurations, especially for highly eccentric orbits. As the assumption of a fixed scale height is satisfied for each component, the resulting decay rate is estimated with great accuracy. Finally, each individual contribution is summed up, resulting in the global contraction of the overall not strictly exponentially decaying atmosphere density. The KH method is further refined by deriving higher order terms during the series expansion, which guarantee a more reliable convergence of the averaged approach, compared with the full-dynamics, while saving computational effort.
Empirical and semi-empirical atmospheric models are partially or fully derived from a combination of satellite, radiosonde and ground-based measurements. A limited overview of existing models is provided below, in increasing degree of complexity.
The COSPAR International Reference Atmosphere (CIRA) proposes empirical models of atmospheric temperatures and densities as recommended by the Committee on Space

Research (COSPAR) ${ }^{5}$. It consists of a set of tables of average air pressures, altitudes and temperatures. The basic Jacchia atmospheric model (Jacchia [1977]) is static, and gives temperature and density profiles for the relevant atmospheric constituents for any specified exospheric temperature. Tables are given for heights from 90 to 2500 km and for exospheric temperatures from 500 to 2600 K. The Drag Temperature Model (DTM) (Bruinsma [2015]) is a semi-empirical model describing the temperature, density, and composition of the Earth's thermosphere. The total density data used in this study cover the 200-900 km altitude range and all solar activities.
Semi-analytical approximations of the full orbital dynamics are used in several researches available in literature. Bezděk and Vokrouhlický [2004] investigate long-term dynamics of low-altitude satellites or debris using a semi-analytic theory of motion, which is based on the classical work of King-Hele. The goal is to develop a fast computational tool enabling to propagate vast amounts of real or fictitious orbits which may be useful for studying multi-parameter orbital problems or evolution of a space debris population. The estimated lifetime differs from the observed value by a few percent typically. However, the error becomes about an order of magnitude worse for extrapolation to the future because of the limitations in the prediction of solar activity, to solve the issue more complex aerodynamic models should be included.
Colombo [2016] proposes a suite for long term propagation in perturbed environment, Planetary Orbit Dynamics (PlanODyn). The dynamic model is based on averaged equations, and the semi-analytical approximation for drag relies on the King-Hele theory. The scope is to provide a tool to identify deorbiting strategies exploiting the effects of orbit perturbations, optimising the re-entry trajectory from Highly Elliptical Orbits (HEOs) and the end-of-life re-entry through solar radiation pressure, as in the case of the INTEGRAL spacecraft. The suite PlanODyn is used by Colombo [2019] to deeply investigate the long-term evolution of spacecrafts in HEOs, which is heavily affected by luni-solar perturbation.
Colombo and McInnes [2011] apply the averaging technique, expressing the secular variation of Keplerian elements analytically. The scope is to prove how asymmetric solar radiation pressure and atmospheric drag could potentially be balanced to obtain longlived Earth orbits for smart-dust devices.
Finally, Wittig et al. [2017] firstly introduce a methodology for orbit averaging based on both King-Hele formulation and DA techniques. The goal is to develop a method to

[^3]propagate large clouds of initial conditions and their associated probability density function for long time, accurately and fast. The validation is performed over a cloud of high area-to-mass objects in Medium Earth Orbit (MEO), under the perturbing effects of solar radiation pressure, Earth's oblateness and luni-solar perturbation. The methodology is proven to be accurate and several order of magnitude faster than the integration of the full dynamics of the same points.

### 1.3 Scope of the thesis

In the re-entry predictions problem, uncertainties are the main source of inaccuracies, to such an extent that they heavily affect forecasts made few hours before the actual re-entry over the Earth's atmosphere. The intrinsic multidimensional nature of the uncertainties is particular demanding, in terms of modelling and also in terms of computational efforts. The main consequence is that several systems need to be modelled and connected, and all of them must be tested for an enormous number of variables. An exhaustive re-entry analysis requires thousands of simulations, to fulfil the re-entry statistics and proper probability density functions. Input variables are often only slightly adjusted, since intervals of variation are usually small. In fact, even minimal variations in the initial conditions, are characterised by completely different re-entry epochs and locations. Nevertheless, the simulation must be launched from the beginning, rapidly making the whole procedure extremely onerous. The standard Monte Carlo method represents a somehow brute-force approach to uncertainty propagation, as the required amount of simulations can lead to unreasonable computational times, especially when the number of uncertain variables is high (Minisci et al. [2017]).
A faster simulation would be a positive improvement, and increasing the number of simulations would guarantee a more accurate re-entry forecast. The re-entry problem severity is not going to diminish over the years, especially considering that the number of objects orbiting the Earth is continuously increasing. Therefore, a tool to increase the number of simulations while decreasing the computational time would be desirable and of great interest.
The aim of the thesis is to create a theoretical model, based on the propagation of initial state uncertainties, able to compete with the numerical Monte Carlo in terms of accuracy, while reducing the computational burden. The intermediary step consists of an analysis of the influencing parameters and the validation of the model itself.
More precisely, the main scope of the present thesis is to apply the differential algebra to re-entry predictions, in the presence of uncertainties on the initial state, using semianalytical equations. Differential algebra has the impressive potential of speeding up the
re-entry campaign, while increasing the number of simulations completed. For the first time in literature, the differential algebra and the semi-analytical averaging technique are applied to the re-entry predictions problem. Another novel topic which is explored in the present thesis, is the application of the domain splitting procedure to the satellite re-entry in the Earth's atmosphere. Finally, global sensitivity indices are computed by differential algebra evaluations.

### 1.4 Methodological approach

The complete implementation of the thesis required multiple steps for the definition of the mathematical model, and its actual development and validation.
From the theoretical point of view, celestial mechanics texts have been helpful to build a background on the available models for the perturbing effects of the Earth's gravitational field and the atmospheric interaction. While the consultation of the available documentations regarding differential algebra, and semi-analytical methods has been fundamental. In order to understand the basic principles of differential algebra and its implementation in the computer environment, the principal source has been the work done by Wittig [2015], who provided clear and detailed information concerning how to use the DACE 2.0 library, by means of examples and tutorial. After having acquired a first understanding about its basic principles, the next step has been the practical implementation of all the components of the model here presented.
Firstly, it has been necessary to code an ODE solver able to handle DA variables. The chosen integrator is the Dormand-Prince method, an explicit ODE solver of the RungeKutta family. The integrator has been firstly tested propagating the full dynamics, by means of the Gauss planetary equations, including the first order Earth gravitational perturbation, $J_{2}$, and the atmospheric drag, as provided by Vallado [2013]. In addition, a numerical Monte Carlo simulation environment has been created, since it is fundamental to study the validity region of the Taylor expansion generated in the DA framework, and the accuracy of the polynomial evaluations. Once the accuracy and the reliability of the self-coded integrator have been tested, the Gauss planetary equations in the right-hand side have been substituted with averaged equations. The drag contribution is expressed by means of King-Hele semi-analytical methods, while the Earth's oblateness perturbation is only considered through its long-term effect. The averaged mathematical formulation is a powerful tool to speed-up the integration while considering the secular perturbing effects. Since the King-Hele formulation requires a fixed scale height which decays strictly exponentially with altitude, firstly, a simple atmospheric density profile has been used,
given by a single exponential function. Nevertheless, a more complex model is necessary to guarantee the desired reliability of the results. In literature, several models exist, both static and dynamic. The main constraint influencing the choice of an atmospheric model is the differential algebra environment. It requires a continuous density profile, the non-satisfaction of this condition causes inaccuracies in the results obtained. The superimposed King-Hele method provided by Frey et al. [2019], not only constitutes an improvement compared with the classical KH formulation, but it also comprises a smooth atmospheric model, which also meets the DA requirement.
Finally, to efficiently apply the differential algebra and the semi-analytical methods to the re-entry problem, the constraint satisfaction and the domain splitting routines have been included in the model. The first allows to find the re-entry position and time for all the displaced points from the DA expansion of the reference state. The latter guarantees the propagation of large set of uncertainties, resulting in a final solution constituted by a set of polynomial expansions, each valid in a subdomain.
The model has been validated by means of an analysis for the initial state uncertainties and other influencing parameters, such as the DA order applied and the accepted tolerances. Moreover, the accuracy and the computational cost of the methodology is compared with the numerical Monte Carlo.
Concluding, the model has been applied to existing objects, which already re-entered the Earth's atmosphere, in order to show the potentiality of the method. The two chosen objects are the GOCE satellite, and the Chinese space station Tiangong-1. The results comprise the prediction of the probability density function of the re-entry time, the impact distribution over the Earth's surface, and a global sensitivity analysis.

### 1.5 Thesis outline

The present thesis tackles the re-entry problem, described in the differential algebra mathematical environment, and through the use of semi-analytical method for orbit propagation. The work is organised to provide the reader with the knowledge necessary to understand the methodology applied to study the re-entry predictions, its challenges and benefits.
Chapter 2 provides a detailed description of the theoretical environment. It outlines the basic fundamentals of the differential algebra, an introduction to the semi-analytic methods based on the King-Hele averaging procedure, the complete set of equations used, and some features of ODE solvers in general and of the coded integrator. Also, it provides a detailed description of the principles, the mathematical formulation and the actual implementation of the constraint satisfaction and the domain splitting techniques.

Chapter 3 consists in the analysis and validation of the mathematical methodology proposed to study the re-entry problem. The influence of the key parameters included within the model is discussed. The chapter provides the description of the influence of the different Keplerian elements, the role of the DA order to assure the convergence of the problem, and the order of magnitude of the displacements that can be applied. It also focuses on the computational time, and it shows the beneficial effect of the differential algebra, when thousands of simulations need to be completed. Moreover, it contains the analysis of how the domain splitting technique is applied to the re-entry problem and its main features in that contest. Finally, the effect of the uncertainties on different sets of variables is considered, including the flight path angle, the velocity magnitude and the azimuth.
Chapter 4 consists of a description of the results obtained applying the methodology to real re-entered objects, the GOCE satellite and the Chinese space station Tiangong-1. The DA-based methodology is compared with the traditional Monte Carlo method, in terms of PDFs, ground risk map, and computational time for the global sensitivity analysis.
Chapter 5 contains a final summary of the thesis, its intrinsic limitations and neglected aspects, and some remarks for future research efforts.

## Chapter 2

## Theoretical modelling

This chapter deals with the definition of the model created for the thesis work. The scope is to numerically model the satellite re-entry within the Earth's atmosphere due to the action of the drag, in the presence of uncertainties in the initial state. The numerical environment used is the differential algebra, which replaces all algebraic operations between numbers by ones that act on polynomials instead. The final state is therefore a Taylor series expansion, which can be evaluated in a displaced condition with respect to the reference one, a brief introduction about the differential algebra is given in Section 2.1. Section 2.2 contains an overview on the sets of coordinates used to represent the satellite state. The satellite dynamics is described in averaged terms, the time variations of the semi-major axis $a$ and the eccentricity $e$ are retrieved using semi-analytical methods, the technique was firstly introduced by King-Hele [1964]. The set of differential equations proposed in this thesis work, as well as the atmospheric density model used, are entirely developed by Frey et al. [2019]. The mathematical formulation of the satellite orbital trajectory is in Section 2.3. To propagate the initial uncertainty state an integrator is required. The one implemented for this thesis is a member of the Runge-Kutta family of ODE solvers, the Dormand-Prince method, which is presented in Section 2.4. In addition, two numerical techniques relying on the differential algebra are here described and included, the domain splitting and the constraint satisfaction. The domain splitting guarantees to preserve the accuracy of high order expansions while maintaining a good convergence, the procedure is described in Section 2.5. Finally, the constraint satisfaction is the core of this thesis work, it allows to retrieve the exact time instant and satellite state which characterises each displaced point when it encounters the Earth's atmosphere at the chosen re-entry altitude. Section 2.6 provides a detailed definition of the constraint satisfaction, describing how differential algebra can be applied to the re-entry problem.

### 2.1 Differential algebra

Differential Algebra (DA) was introduced for the first time by Ritt [1950]. It is a numerical technique based on the algebraic manipulation of polynomials. It allows to automatically compute high order Taylor expansions of functions, providing algorithms to manipulate these expansions. It is applied in several fields, as beam physics (Berz [1999]) and celestial mechanics (Di Lizia et al. [2008]). Moreover, the differential algebra supplies the mathematical tools required to compute the derivatives of functions within a computerised environment, substituting the classical implementation of real algebra with a new algebra constituted by Taylor polynomials. This means that DA technique can automatically generate the Taylor series of a sufficient regular function (Sun et al. [2018]), and manipulate them as with common floating numbers. In the present thesis, the DA library used (Massari et al. [2018]) provides for various methods for basic operations, but also for more complex algorithms, such as function composition, inversion or integration. A mathematical introduction to the differential algebra is given in Section 2.1.1 along with a simple illustrative example. Several DA methods are outlined in Section 2.1.2. Finally, Section 2.1.3 shows how DA can be introduced in ODE solvers.

### 2.1.1 Mathematical formulation

Consider a generic $n$-dimensional, sufficiently regular, nonlinear function

$$
\begin{equation*}
\mathbf{y}=\mathbf{f}(\mathbf{x}) \tag{2.1}
\end{equation*}
$$

the DA environment is created by initialising the DA variable $[\mathbf{x}]$, which is the DA version of the independent variable $\mathbf{x}$ around its reference value $\overline{\mathbf{x}}$, by adding the perturbation $\delta \mathbf{x}$ to $\overline{\mathbf{x}}$, i.e

$$
\begin{equation*}
[\mathbf{x}]=\overline{\mathbf{x}}+\delta \mathbf{x} \tag{2.2}
\end{equation*}
$$

which is already a Taylor expansion of $\mathbf{x}$ around the reference value $\overline{\mathbf{x}}$. The function $\mathbf{y}$ in the DA framework becomes

$$
\begin{equation*}
[\mathbf{y}]=\mathbf{f}([\mathbf{x}])=P_{\mathbf{y}}^{k}(\delta \mathbf{x})=\sum_{p_{1}+\ldots+p_{n} \leq k} \mathbf{c}_{p_{1} \ldots p_{n}} \cdot \delta x_{1}^{p_{1}} \ldots \delta x_{n}^{p_{n}} \tag{2.3}
\end{equation*}
$$

where $P_{\mathbf{y}}^{k}$ is the $k$-th order Taylor expansion of the dependent variable $\mathbf{y}$ with respect to $\delta \mathbf{x}, p_{1}, \ldots, p_{n}$ are the orders of components $\delta x_{1}, \ldots, \delta x_{n}$, and $\mathbf{c}_{p_{1} \ldots p_{n}}$ are the Taylor coefficients of $P_{\mathbf{y}}^{k}$ (Sun et al. [2018]).
Similar to the computer representation of real numbers as Floating Point (FP) numbers,

DA allows the representation and manipulation of functions on a computer. A visual example of how DA works is provided in Figure 2.1. The expression $1 /(x+1)$ is evaluated once in $C^{r}(0)$ (top) and then in DA with truncation order 3 . Starting with the identity function $x$, by adding one the function $x+1$ is defined, the representation of which is fully accurate in DA as it is a polynomial of order 1 . Continuing the evaluation, the multiplicative inversion is performed, resulting in the function $1 /(x+1)$ in $C^{r}(0)$. As this function is not a polynomial anymore, it is automatically approximated in DA arithmetic by its truncated Taylor expansion around 0 , given by $1-x+x^{2}-x^{3}$.


Figure 2.1: Evaluation of the expression $1 /(1+x)$ in $C^{r}(0)$ and DA arithmetic. Source: Wittig et al. [2017].

As a final note, for all the variables in the thesis, being DA variables, the bracket notation has been omitted for the sake of clarity.
One simple example about how a DA expansion is able to approximate a real function is the circle, given by the sine and cosine functions, which are related by the well-known equation

$$
\begin{equation*}
\sin ^{2} x+\cos ^{2} x=1 \tag{2.4}
\end{equation*}
$$

Let $x$ be the unitary DA variable around the reference state 0 , it is possible to define the expansions of the sine and cosine functions. The two functions are evaluated with respect to $x$ in the interval $[-\pi, \pi]$. The DA order $k$ is the polynomial expansion order. As the order increases the accuracy of the polynomial improves as for a Taylor series.
Figure 2.2 represents the pairs of values in the 2D plane, to correctly reproduce the circle, a DA expansion of order 8 is needed.

### 2.1.2 Principal DA methods

The present thesis is completely relying on the differential algebra, which constitute the framework for every simulation, test and result here presented. In particular, the C++ library used is freely available in the open-source software DACE Core Engine 2.0 (DACE 2.0), created by Massari et al. [2018].


Figure 2.2: Circle representation with DA.

To familiarise with the DA environment, the consultation of the tutorials made available by Wittig [2015] has been extremely precious. They provide basic and advanced exercises to understand how the DA works, as well as its potentials and applications in the astrodynamics field.
Some functions and setting are particularly relevant for the present research project. Therefore, they are listed and briefly described below. For more details refer to the DACE 2.0 reference page in GitHub ${ }^{1}$.

## Set truncation epsilon

Due to the magnitude of the terms involved, it is of fundamental importance to set the truncation error, in order to efficiently run the propagation. The epsilon is set to zero throughout the project.

## Modified Bessel functions of first kind

Semi-analytical equations require the modified Bessel function of first kind, and they need to be DA variables. The functions are available in the latest version of the DACE library. The function computes the $n$-th modified Bessel function of first type $I_{n}$, of a DA object.

## Access to expansion coefficients

The function returns a specific coefficient of a DA object, by giving as input the vector of the exponent indices required.

## Evaluation

The function returns the evaluation of a DA object with respect to a given vectors of variables.
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## Variable integration

The function computes the integral of a DA object with respect to a certain variable.

## Variable inversion

The method gives the inverse of a set of DA polynomials $\Phi(\delta x)$, returning a new DA set. The new polynomials $x(\delta \Phi)$ are the expansion of the original DA variables as a function of the original set.

## Variable translation

The method defines a transformation of the form $x=a x+c$, of a DA variable $x$, which is multiplied by the quantity $a$, and shifted by the quantity $c$.

## Expansion norm estimation

The function estimates different types of order sorted norms for terms of a DA object, up to a specified order.

### 2.1.3 High order expansion of ODEs flow

The use of differential algebra provides great advantages when it is applied to the numerical integration of ODEs, as in the case of a satellite re-entry propagation. The following description is based on Wittig et al. [2014b]. Any arbitrary integration scheme requires a number of evaluations of the right hand side of the equation for each time step. If all the calculations are carried out in the DA framework, the final solution of the problem is a polynomial expansion around the initial state. Therefore, an evaluations of such polynomial gives the final solution for a variation in the initial condition without integrating again the equations. Consider the scalar Cauchy problem Equation (2.5) defined on $I \in\left[t_{0}, t_{f}\right]$ as

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} x(t)}{\mathrm{d} t}=f(t, x(t)), \quad t \in I  \tag{2.5}\\
x\left(t_{0}\right)=x_{0},
\end{array}\right.
$$

Let $\Phi\left(t, \delta x_{0}\right)$ be the associated solution flow. It is possible to show that, starting from a DA representation of $x_{0}$, the flow polynomial can be propagated up to $t_{f}$. In fact, $x_{0}$ can be initialised as the DA identity function

$$
\begin{equation*}
x_{0}=x_{0}+\delta x_{0} \tag{2.6}
\end{equation*}
$$

Even if the DA truncation order is set to $k$, the initial state considers only the reference value $x_{0}$ and its first derivative. In particular, $x_{0}$ is equal to the flow evaluated at the initial time

$$
\begin{equation*}
x_{0}=\Phi\left(t_{0}, 0\right) \tag{2.7}
\end{equation*}
$$

When, at each time step iteration $j$, the numerical scheme is evaluated in differential algebra, the solution

$$
\begin{equation*}
x_{j}=\Phi(t, 0) \tag{2.8}
\end{equation*}
$$

is the $k$-order polynomial expansion at time $t_{j}$ around the initial condition $x_{0}$. The DA coefficients became less and less equal to zero as higher order terms are required to propagate the Taylor series during the integration. Finally, $x_{f}$ gives the desired expansion at $t_{f}$. The key advantage of the differential algebra propagation is that the cost of a DA propagation is essentially constant. This is because the propagation of one condition, displaced from the central point of by $\delta x_{0}$, only requires a single polynomial evaluation, the cost of which is negligible compared to the integration. Therefore, the DA propagation shows a large initial cost of computing the polynomial expansion of the flow once, about two orders of magnitude higher than the cost of a single point-wise propagation, depending on the order $k$. However, once the polynomial is computed, there is practically no additional cost for the propagation of virtually any number of points (Wittig et al. [2017]).

### 2.2 Orbital mechanics fundamentals

There are several ways to describe the state of an orbiting satellite around a central body. This section provides few insights about the reference frame and coordinates that are used throughout the thesis. For a detailed description refer to Vallado [2013].

### 2.2.1 Orbital elements

The motion of a point object in space is governed by Newton's Law of gravitation, and the state of its centre of gravity is completely defined by 6 degrees of freedom. Besides Cartesian coordinates, a common representation of the state is given through the orbital elements, as reported in Curtis [2014] and Vallado [2013]. The complete set is defined as $\{a, e, i, \omega, \Omega, \nu\}$ where $a$ is the semi-major axis, $e$ the eccentricity, $i$ the inclination, $\omega$ the argument of perigee, $\Omega$ the right ascension of the ascending node and $\nu$ the true anomaly. Figure 2.3 shows how the elements define the orbit position with respect to the Earth Equatorial plane.


Figure 2.3: Definition of a single point orbit through orbital elements. Source: Vallado [2013].

The distance between the centre of the Earth and the object can be retrieved through equation Equation (2.9), and it can be used to compute the actual altitude $h$ by subtracting the mean Earth's radius $R_{E}=6378 \mathrm{~km}$ as in Equation (2.10).

$$
\begin{align*}
r & =\frac{a\left(1-e^{2}\right)}{1+e \cos \nu}  \tag{2.9}\\
h & =r-R_{E} \tag{2.10}
\end{align*}
$$

The true anomaly $\nu$ varies along the orbit between $[0,2 \pi]$ during one revolution. In fact the mean motion $n=\sqrt{\mu / a^{3}}$ connects the time passed from a perigee passage $t-t_{0}$, with the variation of the mean anomaly $M-M_{0}$, as in equation Equation (2.11). Finally, the relations Equation (2.12) and Equation (2.13) define the true anomaly as a function of
the mean anomaly and the eccentric anomaly $E$, respectively.

$$
\begin{align*}
M & =M_{0}+n\left(t-t_{0}\right)  \tag{2.11}\\
\tan \frac{\nu}{2} & =\sqrt{\frac{1+e}{1-e}} \tan \frac{E}{2}  \tag{2.12}\\
M & =E-e \sin E \tag{2.13}
\end{align*}
$$

### 2.2.2 Flight elements

Although being the most common state vector definition, orbital elements are not the only possible representation. Flight elements are a widespread choice in the field of objects re-entry, since the equation governing this phase can be expressed using these variables, as in Rasotto et al. [2016]. The set definition varies, as different reference frames can be chosen to determine the velocity angles, here is presented the theory illustrated in Vallado [2013].
The complete set is defined as $\left\{\alpha, \delta, \phi_{f p a}, \beta, r, v\right\}$. In particular, $\alpha$ and $\delta$ are the position right ascension and declination angles derived in the Earth-Centred Inertial (ECI) reference frame, as it is illustrated in Figure 2.4. $\phi_{f p a}$ and $\beta$ are the flight path angle and azimuth angle describing the orientation of the velocity vector in the Topocentric Horizon Coordinate System (SEZ). SEZ coordinates are obtained following a double rotation using $\alpha$ and $\delta$. The resulting fundamental plane lies on the local horizon, while the vertical axis points radially outward from the site. Finally, $r$ and $v$ are the position and velocity magnitudes.
The interpretation of the flight path angle is rather important when it is observed in the orbital plane, as is is shown in Figure 2.5. In fact, its value defines the angle between the velocity vector and the line orthogonal to the radius. The complementary angle $\phi_{f p a v}$ is also sometimes referred in the literature. $\phi_{f p a}$ value is $0^{\circ}$ only at the orbit perigee, apogee and for circular orbits, while it increases for high eccentricity orbits.
The formulas to move from the Cartesian elements to the flight elements are taken from Vallado [2013]. In particular, $I, J, K$ represent the directions of the ECI reference system. The right ascension $\alpha$ is defined as

$$
\begin{equation*}
\sin \alpha=\frac{r_{J}}{\sqrt{r_{I}^{2}+r_{J}^{2}}} \quad \cos \alpha=\frac{r_{I}}{\sqrt{r_{I}^{2}+r_{J}^{2}}} \tag{2.14}
\end{equation*}
$$

while the declination $\delta$ is calculated by

$$
\begin{equation*}
\sin \delta=\frac{r_{K}}{r} \quad \cos \delta=\frac{\sqrt{r_{I}^{2}+r_{J}^{2}}}{r} \tag{2.15}
\end{equation*}
$$



Figure 2.4: Right ascension and declination in the ECI reference frame. Source: Vallado [2013].


Figure 2.5: Definition of the flight path angle. Source: Vallado [2013].

The module of the position and the velocity are

$$
\begin{equation*}
r=\sqrt{r_{I}^{2}+r_{J}^{2}+r_{K}^{2}} \quad v=\sqrt{v_{I}^{2}+v_{J}^{2}+v_{K}^{2}} \tag{2.16}
\end{equation*}
$$

The rotation from the ECI reference frame to the SEZ system is given as

$$
\begin{gather*}
{\left[\frac{S E Z}{E C I}\right]=R_{2}\left(90^{\circ}-\delta\right) R_{3}(\alpha)=\left[\begin{array}{ccc}
\cos \alpha \sin \delta & \sin \alpha \sin \delta & -\cos \delta \\
-\sin \alpha & \cos \alpha & 0 \\
\cos \delta \cos \alpha & \sin \alpha \cos \delta & \sin \delta
\end{array}\right]}  \tag{2.17}\\
\boldsymbol{v}_{S E Z}=\left[\frac{S E Z}{E C I}\right] \boldsymbol{v} \tag{2.18}
\end{gather*}
$$

Once the velocity vector is in the proper reference frame, with components $v_{S}, v_{E}$, and $v_{Z}$, the flight path angle $\phi_{f p a}$ is

$$
\begin{equation*}
\sin \phi_{f p a}=\frac{\sqrt{v_{S}^{2}+v_{E}^{2}}}{v} \quad \cos \phi_{f p a}=\frac{v_{Z}}{v} \tag{2.19}
\end{equation*}
$$

Finally, the azimuth $\beta$ is equal to

$$
\begin{equation*}
\sin \beta=\frac{v_{E}}{\sqrt{v_{S}^{2}+v_{E}^{2}}} \quad \cos \beta=\frac{-v_{S}}{\sqrt{v_{S}^{2}+v_{E}^{2}}} \tag{2.20}
\end{equation*}
$$

### 2.2.3 Satellite Coordinate System

To study the spacecraft motion around the Earth, it is sometimes useful to express the Cartesian coordinates in a frame attached to the satellite and rotating along the orbit. The literature presents two main possibilities called Gaussian coordinate systems, which are shown in Figure 2.6. The fundamental plane of these frames lies in the orbital plane, while the third axis $W$ is perpendicular to the position and velocity vectors. In particular, in the RSW system, the first axis $R$ is directed as the position vector, and the along-track axis $S$ is orthogonal to it. The velocity vector is aligned with the $S$ axis only at apogee, perigee and in circular orbits. Differently, in the NTW reference frame, the $T$, in-track, axis is tangential to the satellite path, as it always points to the velocity vector, while the $N$ axis is normal to it. The Cartesian coordinates can be expressed in both frames, starting from the perifocal reference frame, through additional counterclockwise rotations of $\nu$ and $\nu-\phi_{f p a}$, for RSW and NTW, respectively. These coordinates are mainly used to describe the satellite position from a sensor site and to express orbital errors.

### 2.3 Physical model

Within the present research project, the satellite dynamics is represented in orbital elements. The equations describing the satellite re-entry are written in an averaged form.


Figure 2.6: Satellite Coordinate System, RSW and NTW. Source: Vallado [2013].

Numerical integration of orbital trajectory of a large number of initial conditions is computationally expensive, therefore, averaged techniques allow to reduce the computational burden. Satellites re-entry is mostly caused by the action of atmospheric drag, which shrinks the orbit by reducing the semi-major axis $a$ and the eccentricity $e$. Semi-analytical methods are used to approximate the time variation of $a$ and $e$. The semi-analytic formulation requires a specific form of the atmospheric density model. The density profile used is static, and is completely based on the research done by Frey et al. [2019]. Also the version of the semi-analytical equations implemented in the methodology here described have been developed by the same authors. The inclination $i$ is not affected either by the drag or by secular effects. While the derivatives of the right ascension of the ascending node $\Omega$, the argument of perigee $\omega$, and the mean anomaly $M$, comprise only secular variations due to the Earth's oblateness.
Section 2.3.1 introduces semi-analytical methods and how the orbit contractions are derived. The atmospheric model used is discussed in Section 2.3.2, and the semi-analytical equations are presented in Section 2.3.3. The secular gravitational effects are analysed in Section 2.3.4. Finally, a summary of the physical model used is in Section 2.3.5.

### 2.3.1 Semi-analytical methods

Numerical integration of the full orbital dynamics, including short-periodic variations, can be demanding from a computational point of view. For this reason, semi-analytical methods were developed to perform this task more quickly. Such methods remove the short-term periodic effects by averaging the variational equations, thereby reducing the stiffness of the problem. This is especially desired when orbits are to be integrated for many initial conditions, as it occurs in the case of uncertainty propagation of the initial state during the re-entry phase.
Atmospheric drag causes the contraction of the satellite orbit around the Earth. In the specific, it causes the orbit to circularise. Therefore, the eccentricity $e$ reduces, and friction acts on the semi-major axis $a$, diminishing it until the full re-entry occurs. King-Hele [1964], in the ' 60 s, derived an analytical approximation of the integrals of $a$ and $e$ under the action of the atmospheric drag. Depending on the orbit eccentricity, different series expansions were derived. Further research efforts done by Vinh et al. [1979] improved the theory by removing the ambiguity arising from the regions of validity in eccentricity, and applying more rigorous Poincaré method for the integration. The dynamical system is based on Lagrange's planetary equations, given in Keplerian elements. Only the tangential force $f_{T}$ induced by the aerodynamic drag is considered

$$
\begin{equation*}
f_{T}=-\frac{1}{2} \rho v^{2} \delta_{r} \tag{2.21}
\end{equation*}
$$

where $\rho$ is the density, $v$ the inertial velocity, and $\delta_{r}$ the effective area-to-mass ratio. The time variations of the semi-major axis $a$, the eccentricity $e$, and the eccentric anomaly $E$, are

$$
\begin{gather*}
\frac{\mathrm{d} a}{\mathrm{~d} t}=-\frac{a^{2} \rho \delta_{r} v^{3}}{\mu}  \tag{2.22a}\\
\frac{\mathrm{~d} e}{\mathrm{~d} t}=\frac{a \rho \delta_{r} v}{r}\left(1-e^{2}\right) \cos E  \tag{2.22b}\\
\frac{\mathrm{~d} E}{\mathrm{~d} t}=\frac{1}{r}\left(\frac{\mu}{a}\right)^{\frac{1}{2}} \tag{2.22c}
\end{gather*}
$$

with Earth's gravitational parameter $\mu$, the radius $r$ and $v$ given by

$$
\begin{gather*}
r=a(1-e \cos E)  \tag{2.23a}\\
v=\sqrt{2 \frac{\mu}{r}-\frac{\mu}{a}} \tag{2.23b}
\end{gather*}
$$

Equation (2.22) is averaged over a full orbit revolution, under the assumption that $a$ and $e$ remain constant. This reduces the stiffness of the problem. The resulting contractions,
$\Delta a$ and $\Delta e$ are (Frey et al. [2019])

$$
\begin{gather*}
\Delta a=-a^{2} \delta_{r} \int_{0}^{2 \pi} \rho(h) \frac{(1+e \cos E)^{\frac{3}{2}}}{(1-e \cos E)^{\frac{1}{2}}} \mathrm{~d} E  \tag{2.24a}\\
\Delta e=-a \delta_{r} \int_{0}^{2 \pi} \rho(h)\left(\frac{1+e \cos E}{1-e \cos E}\right)^{\frac{1}{2}} \cos E\left(1-e^{2}\right) \mathrm{d} E \tag{2.24b}
\end{gather*}
$$

For the semi-analytical propagation of the orbit, the derivatives of the variables with respect to time are approximated by the change over one revolution divided by the time required to cover the revolution

$$
\begin{equation*}
F_{x}=\frac{\mathrm{d} x}{\mathrm{~d} t} \approx \frac{\Delta x}{P} \quad x \in[a, e] \tag{2.25}
\end{equation*}
$$

where P is the orbital period defined as

$$
\begin{equation*}
P=2 \pi \sqrt{\frac{a^{3}}{\mu}} \tag{2.26}
\end{equation*}
$$

A brief summary of the formulation is given by Frey et al. [2019], although, the exhaustive theory behind the KH approximation can be found in King-Hele [1964].
The integrals in Equation (2.24) can be approximated analytically by expanding the integrands as a power series in $e$ for low eccentric orbits, and in the inverted auxiliary variable $c$

$$
\begin{equation*}
\frac{1}{c}=\frac{H}{a e} \tag{2.27}
\end{equation*}
$$

for highly eccentric orbits. The power series are cut off at the appropriate degree.
With the assumption that the density $\rho$ decreases exponentially with altitude, each expanded integrand can be represented by the modified Bessel function of first kind $I_{n}$, which, for $n \in \mathbb{N}_{0}$, is given as (Abramowitz and Stegun [1972])

$$
\begin{equation*}
I_{n}(x)=\frac{1}{\pi} \int_{0}^{\pi} \exp \{(x \cos \theta) \cos (n \theta)\} \mathrm{d} \theta \tag{2.28}
\end{equation*}
$$

where $\theta$ is the true anomaly of the orbit.
The modified Bessel functions of first and second kind are the solution of the differential equation (Abramowitz and Stegun [1972])

$$
\begin{equation*}
x^{2} \frac{\mathrm{~d}^{2} y}{\mathrm{~d} x^{2}}+x \frac{\mathrm{~d} y}{\mathrm{~d} x}-\left(x^{2}+n^{2}\right) y=0 \tag{2.29}
\end{equation*}
$$

For a real number $\alpha$, the modified Bessel function of first kind can be computed using (Abramowitz and Stegun [1972])

$$
\begin{equation*}
I_{\alpha}(x)=\left(\frac{1}{2} x\right)^{\alpha} \sum_{k=0}^{\infty} \frac{\left(\frac{1}{4} x^{2}\right)^{k}}{k!\Gamma(\alpha+k+1)} \tag{2.30}
\end{equation*}
$$

where $\Gamma(x)$ is the Gamma function, provided in Equation (2.31) (Abramowitz and Stegun [1972]), defined as an extension of the factorial to complex and real number arguments.

$$
\begin{equation*}
\Gamma(x)=\int_{0}^{\infty} t^{x-1} \exp \{-t\} \mathrm{d} t \tag{2.31}
\end{equation*}
$$

The mathematical formulation of the re-entry problem addressed in the present work is based on averaging techniques, but the equations used are taken from the work done by Frey et al. [2019], that further refined the King-Hele method by deriving higher order terms during the series expansion. The authors also introduced a variable boundary condition to choose the approximate eccentricity regime, based on the series truncation errors. Compared with the original King-Hele version, the major innovative element consists in the newly proposed atmospheric density model. King-Hele Semi-Analytical (SA) equations are derived based on an exponential form of the atmospheric density, as provided in Equation (2.32).

$$
\begin{equation*}
\rho(h)=\hat{\rho} \exp \{-h / H\} \tag{2.32}
\end{equation*}
$$

where $\hat{\rho}$ is the reference density and $H$ the (fixed) scale height.
During the SA propagation of an object trajectory subjected to air-drag forces, the change in the orbital element space is considered over a full revolution. This requires the integration of the density along the orbit. The advantage of semi-analytical methods resides on the fact that the average contraction can be computed analytically using only a single density evaluation at the perigee.

### 2.3.2 Atmospheric model

The analytical KH contraction method relies on the assumption that the atmosphere density decays strictly exponentially with the altitude. The actual Earth's density profile is not suitable to be approximated by a model characterised by a fixed scale height, due to its intrinsic complexity. In this condition, the KH method introduces potentially large errors for non-circular orbit configurations, which lead to an overestimation of the lifetime, especially for highly eccentric orbits. The method proposed by Frey et al. [2019], constitutes an improvement compared with the previous formulations, since it is not relying on the assumption of a fixed scale height. The new formulation consists in superimposing exponentially decaying partial atmospheres, each with a fixed scale height. This allows the King-Hele method to be applied in the presence of more complex density profiles. The KH formulation is then used for the calculation of the contraction of each individual component. Finally, each individual contribution is summed up, resulting in the global contraction of the overall not strictly exponentially decaying atmosphere density.
Moreover, the new density atmosphere, perfectly fits the requirements to use a DA environment. In fact, since the DA uses Taylor expansions, a continuous model for the
atmospheric density is required, otherwise discontinuities would cause the propagation to diverge in the regions where the discontinuities are crossed.
Table 2.1 provides the partial scale heights $H_{p}$ and the partial reference densities $\hat{\rho}_{p}$ of the eight partial atmospheres, for three different values for the exospheric temperature $T_{\infty}$. The smooth exponential atmosphere model, $\rho_{S}$, is obtained by superimposing exponential functions as

$$
\begin{equation*}
\rho_{s}(h)=\sum_{p=1}^{n_{p}} \rho_{p}(h)=\sum_{p=1}^{n_{p}} \hat{\rho}_{p} \exp \left\{-h / H_{p}\right\} \tag{2.33}
\end{equation*}
$$

Where $h$ is the altitude, $\hat{\rho}_{p}$ are the partial densities, $H_{p}$ are the partial scale heights, and $n_{p}$ is the number of partial atmospheres. The density model is static and derived by Frey et al. [2019], based on a fit of the Jacchia-77 model (Jacchia [1977]). In the cited model, the temperature and density profiles are a function of the exospheric temperature $T_{\infty}$. The superimposed scale height, $H_{S}$, is

$$
\begin{equation*}
H_{S}(h)=\frac{\sum_{p=1}^{n_{p}} \rho_{p}(h)}{\sum_{p=1}^{n_{p}} \rho_{p}(h) / H_{p}} \tag{2.34}
\end{equation*}
$$

The derivative of $H_{S}$ with respect to $h$ is monotonically increasing, as $H_{p}$ is enforced to be larger than 0 for all $p$. Hence, the smooth atmosphere model can only be fitted to atmosphere models in altitude ranges where $\frac{\mathrm{d} H}{\mathrm{~d} h}>0$. The model in Equation (2.33) is fitted to the Jacchia-77 model for three different $T_{\infty}$ : in accordance to a low solar activity, $T_{\infty}=750 \mathrm{~K}$; mean solar activity, $T_{\infty}=1000 \mathrm{~K}$; and high solar activity, $T_{\infty}=1250 \mathrm{~K}$. The fit is performed in the logarithmic space to avoid neglecting lower densities at higher altitudes, using least squares minimisation at heights between $h_{0}=100 \mathrm{~km}$ and the upper boundary, $h_{1}=2500 \mathrm{~km}$.

Table 2.1: Smooth atmosphere model parameters resulting from a fit to the Jacchia-77 model, valid for altitudes $h \in[100 ; 2500] \mathrm{km}$. Source: Frey et al. [2019].

| $\rho$ | $T_{\mathrm{inf}}=750 \mathrm{~K}$ |  | $T_{\mathrm{inf}}=1000 \mathrm{~K}$ |  | $T_{\mathrm{inf}}=1250 \mathrm{~K}$ |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $H_{p}$ <br> $[\mathrm{~km}]$ | $\hat{\rho}_{p}$ <br> $\left[\mathrm{~kg} / \mathrm{m}^{3}\right]$ | $H_{p}$ <br> $[\mathrm{~km}]$ | $\hat{\rho}_{p}$ <br> $\left[\mathrm{~kg} / \mathrm{m}^{3}\right]$ | $H_{p}$ <br> $[\mathrm{~km}]$ | $\hat{\rho}_{p}$ <br> $\left[\mathrm{~kg} / \mathrm{m}^{3}\right]$ |
| 1 | 4.9948 | $2.4955 e+02$ | 4.9363 | $3.1632 e+02$ | 4.9027 | $3.6396 e+02$ |
| 2 | 10.471 | $8.4647 e-04$ | 11.046 | $5.2697 e-04$ | 11.437 | $3.8184 e-04$ |
| 3 | 21.613 | $9.1882 e-07$ | 24.850 | $3.7354 e-07$ | 25.567 | $2.8928 e-07$ |
| 4 | 37.805 | $1.2530 e-08$ | 46.462 | $1.0839 e-08$ | 44.916 | $1.2459 e-08$ |
| 5 | 49.967 | $1.3746 e-09$ | 64.435 | $1.0880 e-09$ | 76.080 | $9.2530 e-10$ |
| 6 | 174.23 | $1.5930 e-13$ | 147.46 | $3.8122 e-13$ | 111.09 | $1.6667 e-11$ |
| 7 | 315.15 | $1.1290 e-14$ | 314.53 | $4.8431 e-14$ | 354.23 | $5.9225 e-14$ |
| 8 | 1318.1 | $3.8065 e-16$ | 1214.6 | $4.2334 e-16$ | 892.19 | $1.7378 e-15$ |

### 2.3.3 Semi-analytical equations

In this section SA equations are described. The extension of the KH contraction formulation into the superimposed King-Hele (SI-KH) version, proposed by Frey et al. [2019], is done by replacing $\rho$ from Equation (2.32) with the one defined in Equation (2.33), the procedure leads to

$$
\begin{gather*}
\Delta a=\sum_{p=1}^{n_{p}} \Delta a_{p}=-a^{2} \delta_{r} \sum_{p=1}^{n_{p}} \int_{0}^{2 \pi} \rho_{p}(h) \frac{(1+e \cos E)^{\frac{3}{2}}}{(1-e \cos E)^{\frac{1}{2}}} \mathrm{~d} E  \tag{2.35a}\\
\Delta e=\sum_{p=1}^{n_{p}} \Delta e_{p}=-a \delta_{r} \sum_{p=1}^{n_{p}} \int_{0}^{2 \pi} \rho_{p}(h)\left(\frac{1+e \cos E}{1-e \cos E}\right)^{\frac{1}{2}} \cos E\left(1-e^{2}\right) \mathrm{d} E \tag{2.35b}
\end{gather*}
$$

Each partial contraction $p$ reduces to the classical KH formulation with the partial exponential atmosphere $\rho_{p}$. The important difference is that now $H_{p}$ is constant over the whole altitude range.
The rate of change is expressed as (Frey et al. [2019])

$$
\begin{equation*}
F_{x}=\frac{\mathrm{d} x}{\mathrm{~d} t}=\sum_{p=1}^{n_{p}}\left(F_{x}\right)_{p} \approx \frac{1}{P} \sum_{p=1}^{n_{p}} \Delta x_{p} \quad x \in[a, e] \tag{2.36}
\end{equation*}
$$

In order to better visualise the final sets of equations, from now on it has been avoided to consider the summation performed over all the $n_{p}$ components of the density vector. There are two different sets of semi-analytical equations for $a$ and $e$, depending on the value of the eccentricity $e$. The boundary condition $e_{b}$ is the value used as reference to distinguish between the two sets of equations, for low eccentric orbits ( $e<e_{b}$ ) and highly eccentric orbits $\left(e>e_{b}\right)$. It is defined as

$$
\begin{equation*}
e_{b}=\frac{1}{2}\left[-y+\sqrt{y^{2}+4 y}\right] \tag{2.37}
\end{equation*}
$$

where

$$
\begin{equation*}
y=\frac{H_{e}}{h_{p}+R_{E}} \quad \text { and } \quad H_{e}=-\frac{\rho_{s}}{\mathrm{~d} \rho_{s} / \mathrm{d} h} \tag{2.38}
\end{equation*}
$$

$e_{b}$ formula is based on the truncation errors found in the formulations for the low and high eccentric orbits. The series truncation errors for the low eccentric orbit approximation (equations set valid when $e<e_{b}$ ), using the order notation $\mathcal{O}$, are of the order of (Frey et al. [2019])

$$
\begin{gather*}
\mathcal{O}_{a}^{\text {low }}\left(e^{6}\right)=a^{2} \rho \exp \{(-c)\} I_{0} e^{6} \approx a^{2} \rho \frac{e^{6}}{\sqrt{c}}  \tag{2.39a}\\
\mathcal{O}_{e}^{\text {low }}\left(e^{6}\right)=a \rho \exp \{(-c)\} I_{1} e^{6} \approx a \rho \frac{e^{6}}{\sqrt{c}} \tag{2.39b}
\end{gather*}
$$

The approximated version is only valid when the auxiliary variable $c$ is large. For the high eccentric orbit approximation (equations set valid when $e>e_{b}$ ), the truncation errors are in the order of

$$
\begin{align*}
& \mathcal{O}_{a}^{\text {high }}\left(\frac{1}{c^{6}}\right)=a^{2} \rho \frac{1}{\sqrt{c}} \frac{(1+e)^{\frac{3}{2}}}{(1-e)^{\frac{1}{2}}} \frac{1}{c^{6}\left(1-e^{2}\right)^{6}} \approx a^{2} \rho \frac{1}{\sqrt{c}} \frac{1}{c^{6}}  \tag{2.40a}\\
& \mathcal{O}_{e}^{\text {high }}\left(\frac{1}{c^{6}}\right)=a \rho \frac{1}{\sqrt{c}}\left(\frac{1+e}{1-e}\right)^{\frac{1}{2}} \frac{1}{c^{6}\left(1-e^{2}\right)^{6}} \approx a \rho \frac{1}{\sqrt{c}} \frac{1}{c^{6}} \tag{2.40b}
\end{align*}
$$

Assuming the term $1 / c^{6}$ dominates over the other terms including the eccentricity $e$. The assumption are proven to be valid by Frey et al. [2019].
The analytical formulas describe, for different eccentricities, the change in the semi-major axis $a$, and the eccentricity $e$, over one orbit. The rate of change of $a$ and $e$ are

$$
\begin{align*}
& F_{a}=\frac{\mathrm{d} a}{\mathrm{~d} t} \approx \frac{\Delta a}{P}  \tag{2.41a}\\
& F_{e}=\frac{\mathrm{d} e}{\mathrm{~d} t} \approx \frac{\Delta e}{P} \tag{2.41b}
\end{align*}
$$

where $P$ is the period.
The functions $k_{a}$ and $k_{e}$ are used in the final formulation, and defined as (Frey et al. [2019])

$$
\begin{align*}
k_{a} & =\delta_{r} \sqrt{\mu a} \rho\left(h_{p}\right)  \tag{2.42a}\\
k_{e} & =\frac{k_{a}}{a} \tag{2.42b}
\end{align*}
$$

where $\delta_{r}=\frac{A}{m} C_{d}$ is the effective area-to-mass ratio, given by the product between the ratio of the cross-sectional area $A$ and the mass $m$, and the drag coefficient $C_{d} . \mu$ is the gravitational parameter, and $\rho$ is the atmospheric density evaluated at the perigee altitude, $h_{p}$.

## Low Eccentric Orbit

For small $e<e_{b}(a, H)$ a series expansion in $e$ is performed and then integrated using the modified Bessel functions for the first kind, $I_{n}(c)$, as (Frey et al. [2019])

$$
\begin{gather*}
\mathbf{e}^{T}=\left(\begin{array}{llllll}
1 & e & e^{2} & e^{3} & e^{4} & e^{5}
\end{array}\right)  \tag{2.43}\\
\mathbf{I}^{T}=\left(\begin{array}{lllllll}
I_{0} & I_{1} & I_{2} & I_{3} & I_{4} & I_{5} & I_{6}
\end{array}\right) \tag{2.44}
\end{gather*}
$$

$$
\begin{align*}
\Delta a & =-2 \pi \delta_{r} \rho\left(h_{p}\right) \exp \{(-c)\} a^{2}\left[\mathbf{e}^{T} \mathbf{K}_{a}^{l} \mathbf{I}+\mathcal{O}\left(e^{6}\right)\right]  \tag{2.45a}\\
\Delta e & =-2 \pi \delta_{r} \rho\left(h_{p}\right) \exp \{(-c)\} a\left[\mathbf{e}^{T} \mathbf{K}_{e}^{l} \mathbf{I}+\mathcal{O}\left(e^{6}\right)\right] \tag{2.45b}
\end{align*}
$$

$\mathcal{O}\left(e^{6}\right)$ is the truncation error of the series of $e, c$ is the auxiliary variable, $c=\frac{a e}{H}, H$ is the scale height, $h_{p}$ a single evaluation of the density at the perigee height. The constant matrices are given as (Frey et al. [2019])

$$
\begin{gather*}
\mathbf{K}_{a}^{l}=\left[\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 0 & 0 \\
\frac{3}{4} & 0 & \frac{3}{4} & 0 & 0 & 0 & 0 \\
0 & \frac{3}{4} & 0 & \frac{1}{4} & 0 & 0 & 0 \\
\frac{21}{64} & 0 & \frac{28}{64} & 0 & \frac{7}{64} & 0 & 0 \\
0 & \frac{30}{64} & 0 & \frac{15}{64} & 0 & \frac{3}{64} & 0
\end{array}\right]  \tag{2.46}\\
\mathbf{K}_{e}^{l}=\left[\begin{array}{ccccccc}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} & 0 & 0 & 0 & 0 \\
0 & -\frac{5}{8} & 0 & \frac{1}{8} & 0 & 0 & 0 \\
-\frac{5}{16} & 0 & -\frac{4}{16} & 0 & \frac{1}{16} & 0 & 0 \\
0 & -\frac{18}{128} & 0 & -\frac{1}{128} & 0 & \frac{3}{128} & 0 \\
-\frac{18}{256} & 0 & -\frac{19}{256} & 0 & \frac{2}{256} & 0 & \frac{3}{256}
\end{array}\right] \tag{2.47}
\end{gather*}
$$

The rates of change of $a$ and $e$ for low eccentric orbits are obtained as

$$
\begin{align*}
& F_{a}=\frac{\mathrm{d} a}{\mathrm{~d} t}=-k_{a} \exp \{(-c)\}\left[\mathbf{e}^{T} \mathbf{K}_{a}^{l} \mathbf{I}+\mathcal{O}\left(e^{6}\right)\right]  \tag{2.48a}\\
& F_{e}=\frac{\mathrm{d} e}{\mathrm{~d} t}=-k_{e} \exp \{(-c)\}\left[\mathbf{e}^{T} \mathbf{K}_{e}^{l} \mathbf{I}+\mathcal{O}\left(e^{6}\right)\right] \tag{2.48b}
\end{align*}
$$

## High Eccentric Orbit

The series expansion of $e$ is infeasible for large values of $e>e_{b}(a, H)$. Therefore, the expansion is performed for a substitute variable $\lambda^{2} / c=1-\cos E$. The contractions over one orbit period are (Frey et al. [2019])

$$
\left.\begin{array}{c}
\mathbf{r}^{T}=\left(\begin{array}{ccccccc}
1 & \frac{1}{c\left(1-e^{2}\right)} & \frac{1}{c^{2}\left(1-e^{2}\right)^{2}} & \frac{1}{c^{3}\left(1-e^{2}\right)^{3}} & \frac{1}{c^{4}\left(1-e^{2}\right)^{4}} & \frac{1}{c^{5}\left(1-e^{2}\right)^{5}}
\end{array}\right) \\
\mathbf{e}^{T}=\left(\begin{array}{lllllllll}
1 & e & e^{2} & e^{3} & e^{4} & e^{5} & e^{6} & e^{7} & e^{8}
\end{array} e^{9}\right. \\
e^{10}
\end{array}\right) .
$$

with the constant matrices (Frey et al. [2019])

Two additional useful functions used to simplify the final form of the equations are

$$
\begin{align*}
c_{a} & =\sqrt{\frac{2 \pi}{c}} \frac{(1+e)^{\frac{3}{2}}}{(1-e)^{\frac{1}{2}}}  \tag{2.54a}\\
c_{e} & =\sqrt{\frac{2 \pi}{c}} \sqrt{\frac{1+e}{1-e}}\left(1-e^{2}\right) \tag{2.54b}
\end{align*}
$$

Finally, the rates of change for highly eccentric orbits are

$$
\begin{align*}
& F_{a}=\frac{\mathrm{d} a}{\mathrm{~d} t}=-k_{a} c_{a}\left[\mathbf{r}^{T} \mathbf{K}_{a}^{h} \mathbf{e}+\mathcal{O}\left(\frac{1}{c^{6}}\right)\right]  \tag{2.55a}\\
& F_{e}=\frac{\mathrm{d} e}{\mathrm{~d} t}=-k_{e} c_{e}\left[\mathbf{r}^{T} \mathbf{K}_{e}^{h} \mathbf{e}+\mathcal{O}\left(\frac{1}{c^{6}}\right)\right] \tag{2.55b}
\end{align*}
$$

### 2.3.4 Secular effects from zonal harmonics

In the orbital model used, the secular variation of the other Keplerian elements is also considered, which are subjected to the Earth's gravitational potential. The first-order secular effects resulting from the nonspherical gravity field come from the even zonal (axially symmetrical) harmonics of the Earth's gravity field, $J_{2}$. The equations and the physical description of the secular gravitational perturbations are taken from Vallado [2013]. The Earth's oblateness creates an additional attraction of the Earth's equatorial bulge, thus introducing a force component toward the equator. The resulting acceleration causes the satellite to reach the equator (node) short of the crossing point for a spherical Earth. This phenomenon causes the regression of the node (for direct orbits), or a counter rotation of the orbital plane around the polar axis. This affects the right ascension of the ascending node $\Omega$. The nodal regression is described in Equation (2.56) and a visualisation of its effect is provided in Figure 2.7a (Vallado [2013]).

$$
\begin{equation*}
\frac{\mathrm{d} \Omega_{s e c}}{\mathrm{~d} t}=-\frac{3 n R_{E}^{2} J_{2}}{2 p^{2}} \cos i \tag{2.56}
\end{equation*}
$$

Another effect concerns the secular variations caused by $J_{2}$ with respect to the apsidal motion, which causes the perigee and apogee locations to change (Figure 2.7b). Note that certain values of inclination can cause $\dot{\omega}$ to vanish, defining a critical inclination $\left(i=63.4^{\circ}, 116.6^{\circ}\right)$. Those are used to reduce the effect of the $J_{2}$ perturbations. The apsidal motion affects the argument of perigee $\omega$, and its expression is given by Equation (2.57) (Vallado [2013]).

$$
\begin{equation*}
\frac{\mathrm{d} \omega_{s e c}}{\mathrm{~d} t}=\frac{3 n R_{E}^{2} J_{2}}{4 p^{2}}\left(4-5 \sin ^{2} i\right) \tag{2.57}
\end{equation*}
$$

Finally, the secular rate of change for the mean anomaly, independent of the mean motion $n$, is given by Equation (2.58). The other secular contribution is caused by the mean motion, which depends on the semi-major axis (Equation (2.59)).

$$
\begin{equation*}
\frac{\mathrm{d} M_{s e c}}{\mathrm{~d} t}=-\frac{3 n R_{E}^{2} J_{2} \sqrt{1-e^{2}}}{4 p^{2}}\left(3 \sin ^{2} i-2\right) \tag{2.58}
\end{equation*}
$$

$J_{2}$ does not contribute to any secular or long-periodic motion in $a$ because $\mathrm{d} a / \mathrm{d} t$ depends only on terms containing $M$. The eccentricity $e$ is not affected as well.

### 2.3.5 Complete set of equations

The equation of the mean anomaly, used to describe the motion of the satellite along the orbital path, needs to take into account the component relative to the mean motion of the satellite. Therefore, the input equation of $M$ in the mathematical model, including


Figure 2.7: Secular effect from zonal harmonic $J_{2}$. Source: Vallado [2013].
the atmospheric drag and the $J_{2}$ gravitational perturbation, is

$$
\begin{equation*}
\frac{\mathrm{d} M}{\mathrm{~d} t}=n-\frac{3 n R_{E}^{2} J_{2} \sqrt{1-e^{2}}}{4 p^{2}}\left(3 \sin ^{2} i-2\right) \tag{2.59}
\end{equation*}
$$

The last missing equation is the one providing the variation of the orbital inclination $i$. Since neither the drag, nor the Earth's oblateness affect the inclination, its derivative is set to zero (Equation (2.60)).

$$
\begin{equation*}
\frac{\mathrm{d} i}{\mathrm{~d} t}=0 \tag{2.60}
\end{equation*}
$$

Concluding and summarising, the physical model is described by the following set of equations ${ }^{2}$

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} a}{\mathrm{~d} t}=-k_{a} \exp \{(-c)\}\left[\mathbf{e}^{T} \mathbf{K}_{a}^{l} \mathbf{I}\right]  \tag{2.61}\\
\frac{\mathrm{d} e}{\mathrm{~d} t}=-k_{e} \exp \{(-c)\}\left[\mathbf{e}^{T} \mathbf{K}_{e}^{l} \mathbf{I}\right] \\
\frac{\mathrm{d} i}{\mathrm{~d} t}=0 \\
\frac{\mathrm{~d} \Omega}{\mathrm{~d} t}=-\frac{3 n R_{E}^{2} J_{2}}{2 p^{2}} \cos i \\
\frac{\mathrm{~d} \omega}{\mathrm{~d} t}=\frac{3 n R_{E}^{2} J_{2}}{4 p^{2}}\left(4-5 \sin ^{2} i\right) \\
\frac{\mathrm{d} M}{\mathrm{~d} t}=n-\frac{3 n R_{E}^{2} J_{2} \sqrt{1-e^{2}}}{4 p^{2}}\left(3 \sin ^{2} i-2\right)
\end{array}\right.
$$

### 2.4 Integration of satellite dynamics

The satellite dynamics is described through a set of explicit Ordinary Differential Equations (ODEs). Several methods for the numerical approximation of an ODE solution exist, a complete and exhaustive description is available in Quarteroni et al. [2006]. For the scopes of the present thesis, only a brief introduction of the problem is given. The re-entry problem, within the differential algebra environment, requires the development of an ODEs solver able to deal with DA variables, therefore, the coding of a numerical integrator has been part of the present thesis work.
The introduction of numerical approximation of ODEs solution is provided in Section 2.4.1, the integrator used is presented in Section 2.4 .2 and, finally, the implementation of the ODE integrator is discussed in Section 2.4.3.

[^5]
### 2.4.1 Numerical approximation of ODEs solution

The Cauchy problem (also known as the initial-value problem), consists of finding the solution of an ODE, in the scalar case a real-valued function $x \in C^{1}(I)$, where $I$ denotes an interval of $\mathbb{R}$ containing the point $t_{0}$, given suitable initial conditions.

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} x(t)}{\mathrm{d} t}=f(t, x(t)) \quad t \in I  \tag{2.62}\\
x\left(t_{0}\right)=x_{0}
\end{array}\right.
$$

where $f(t, x)$ is a given real-valued function. The numerical approximation of the Cauchy problem is addressed through numerical methods. The Euler method is the most basic scheme for numerical integration, it is a first-order numerical procedure for solving ordinary differential equations with a given initial value. Two macro categories are linear multi-step methods (MS) and one-step methods, as Runge-Kutta (RK) methods. A numerical method is defined as one-step method if $\forall n \geq 0$, the solution $u_{n+1}$ depends only on $u_{n}$, so the solution calculated in the previous step. Otherwise, the scheme is called a multi-step method. MS schemes are linear with respect to both $u_{n}$ and $f_{n}=f\left(t_{n}, u_{n}\right)$, they require only one function evaluation at each time step, and their accuracy can be increased at the expense of increasing the number of steps. On the other hand, RK methods maintain the structure of one-step methods, and improve their accuracy at the price of an increase of function evaluation at each time level, thus sacrificing linearity. In the most general form, an RK method can be written as

$$
\begin{equation*}
u_{n+1}=u_{n}+h F\left(t_{n}, u_{n}, h ; f\right) \quad n \geq 0 \tag{2.63}
\end{equation*}
$$

where $F$ is the increment function defined as follows

$$
\begin{gather*}
F\left(t_{n}, u_{n}, h ; f\right)=\sum_{i=1}^{s} b_{i} K_{i}  \tag{2.64}\\
K_{i}=f\left(t_{n}+c_{i} h, u_{n}+h \sum_{j=1}^{s} a_{i j} K_{j}\right) \quad i=1,2, \ldots, s \tag{2.65}
\end{gather*}
$$

$s$ denotes the number of stages of the method. The coefficients $\left\{a_{i j}\right\},\left\{c_{i}\right\}$, and $\left\{b_{i}\right\}$ fully characterise an RK method, and are usually collected in the so-called Butcher array (Quarteroni et al. [2006])

$$
\begin{array}{c|cccc}
c_{1} & a_{11} & a_{12} & \ldots & a_{1 s} \\
& & & \\
c_{2} & a_{11} & a_{12} & & a_{1 s} \\
& \vdots & & \ddots & \vdots \\
c_{s} & a_{s 1} & a_{s 2} & \ldots & a_{s s} \\
& b_{1} & b_{2} & \ldots & b_{s}
\end{array}
$$

where $A=\left(a_{i j}\right) \in \mathbb{R}^{\mathrm{s} \times \mathrm{s}}, \mathbf{b}=\left(b_{1}, \ldots, b_{s}\right)^{T} \in \mathbb{R}^{\mathrm{s}}$, and $\mathbf{c}=\left(c_{1}, \ldots, c_{s}\right)^{T} \in R^{s}$.
Another dichotomy distinguishes between explicit and implicit schemes. Explicit methods calculate the state of a system $u_{n+1}$ from the state of the system at the current time, $u_{n}$, while implicit methods find the solution $u_{n+1}$ by solving an equation involving both the current state $u_{n}$ and the later state of the system $u_{n+1}$ itself. If the coefficients $a_{i j}$ in A are equal to zero for $j \geq i$, with $i=1,2, \ldots, s$, then each $K_{i}$ can be explicitly computed in terms of the $i-1$ coefficients $K_{1}, \ldots, K_{i-1}$ that have already been determined. In such a case the RK method is explicit. Otherwise, it is implicit, and solving a nonlinear system of size $s$ is necessary for computing the coefficients $K_{i}$. The equations describing the spacecraft dynamics are explicit, therefore, only those methods are further investigated. RK schemes are one-step methods, and they are well-suited to adapting the step-size $h$, provided that an efficient estimator of the local error is available. The error estimation can be constructed in two ways, the first consists in using the same RK method with two different step-sizes, while the second uses two RK methods of different order, but with the same number $s$ of stages. The latter method does not require extra functional evaluations. The two RK methods, of order $p$ and $p+1$, respectively, share the same set of values $K_{i}$. These methods are synthetically represented by the modified Butcher array

| $\mathbf{c}$ | $A$ |
| :---: | :---: |
|  | $\mathbf{b}^{T}$ |
|  | $\hat{\mathbf{b}}^{T}$ |
|  | $\hat{\mathbf{E}}^{T}$ |

where the method of order $p$ is identified by the coefficients $\mathbf{c}, A$ and $\mathbf{b}$, while that of order $p+1$ is identified by $\mathbf{c}, A$ and $\hat{\mathbf{b}}$, and where $\mathbf{E}=\mathbf{b}-\hat{\mathbf{b}}$. Taking the difference between the approximate solutions at $t_{n}+1$ produced by the two methods, provides an estimate of the local truncation error for the scheme of lower order. On the other hand, since the coefficients $K_{i}$ coincide, this difference is given by $h \sum_{i=1}^{s} E_{i} K_{i}$ and thus it does not require extra function evaluations.

### 2.4.2 Dormand-Prince method

The chosen integrator is the Dormand-Prince method, which is a member of the explicit Runge-Kutta family (Dormand and Prince [1980]).
This method uses six function evaluations per iteration and seven stages. The algorithm includes the calculation of two solutions per step, of fourth- and fifth-order accuracy,
therefore adapting the step-size by means of two RK methods of different order. The $5^{\text {th_ }}$ order accurate algorithm is propagated, whereas the $4^{\text {th }}$-order algorithm is used for stepsize control purposes (Cellier and Kofman [2013]). The Butcher tableau of the DormandPrince pair is reported below and taken from Dormand and Prince [1980].

| 0 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{5}$ | $\frac{1}{5}$ |  |  |  |  |  |  |
| $\frac{3}{10}$ | $\frac{3}{40}$ | $\frac{9}{40}$ |  |  |  |  |  |
| $\frac{4}{5}$ | $\frac{44}{45}$ | $-\frac{56}{15}$ | $\frac{32}{9}$ |  |  |  |  |
| $\frac{8}{9}$ | $\frac{19372}{6561}$ | $-\frac{25360}{2187}$ | $\frac{64448}{6561}$ | $-\frac{212}{729}$ |  |  |  |
| 1 | $\frac{9017}{3168}$ | $-\frac{355}{33}$ | $\frac{46732}{52247}$ | $\frac{49}{176}$ | $-\frac{5103}{18656}$ |  |  |
| 1 | $\frac{35}{384}$ | 0 | $\frac{500}{113}$ | $\frac{125}{192}$ | $-\frac{2187}{6784}$ | $\frac{11}{84}$ |  |
|  | $\frac{35}{384}$ | 0 | $\frac{500}{1113}$ | $\frac{125}{192}$ | $-\frac{2187}{6784}$ | $\frac{11}{84}$ | 0 |
|  | $\frac{5179}{57600}$ | 0 | $\frac{7571}{16695}$ | $\frac{393}{640}$ | $-\frac{92097}{339200}$ | $\frac{187}{2100}$ | $\frac{1}{40}$ |

Algorithm 1 provides the general formulation of the Dormand-Prince method, and its and its salient features.

### 2.4.3 ODEs integrator implementation

The integrator has been developed in the $\mathrm{C}++$ environment. In the Dormand-Prince algorithm here provided, it is particularly stressed the importance of setting a lower boundary for the step size, the reason concerns its application to the re-entry problem. The deorbiting phase is extremely demanding for an integrator as the one described above. In particular, it has been proven with several failed integrations that before reaching 100 km altitude, the orbital propagation interrupts, since the step size is reduced below the lower limit allowed.
For this reason, the integrator has been modified to successfully integrate up to the desired re-entry altitude. Each portion of the newly developed code is based on Matlab ode 45 function ${ }^{3}$. This also guarantees a complete match between the double precision results obtained within the two software environments, in terms of integration variables, time and step size. The perfect match requires to change the ode 45 refinement from 4 (default) to 1 (no refinement).

[^6]```
Algorithm 1: Algorithm of the Dormand-Prince method.
    Data: \(f(t, x(t))\), initial and final time \(t_{0}\) and \(t_{f}\), initial conditions \(x_{0}\), absolute
        tolerance, relative tolerance, parameters.
    Result: Final condition \(x\left(t_{f}\right)\).
    initialisation;
    define \(A, b, \hat{b}\) and \(d\);
    define initial step size \(h\);
    evaluate \(f\left(t_{0}, x_{0}\right)\);
    while final time is not exceeded do
        check if final time is exceeded by step size, if so \(h=t_{f}-t_{n}\);
        define \(h_{\text {min }}=16 \cdot \operatorname{eps}(t)\);
        set \(X_{1}=x_{n}\);
        set \(f_{1}=f\left(t_{n}, x_{n}\right)\);
        for \(i=2 \ldots 7\) do
        calculate \(X_{i}=x_{n}+h \sum_{j=1}^{i-1} a_{i, j} f_{i}\);
        evaluate \(f_{i}=f\left(t_{n}+c_{i} h, X_{i}\right)\);
        end
        set \(\hat{x}_{n+1}=X_{7}\);
        set \(f\left(t_{n+1}, \hat{x}_{n+1}\right)=f_{7}\);
        calculate \(e_{n+1}=h \cdot \sum_{i=1}^{7} d_{i} f_{i}\);
        if the step is accepted then
        update step size;
        set \(x_{n+1}=\hat{x}_{n+1}\);
        calculate \(t_{n+1}=t_{n}+h\);
        else
            update the failed step, by reducing the step size;
        end
        set \(h=\hat{h}\);
        if \(h \leq h_{\text {min }}\) then
        return \(x(t)\), as the step size is below the minimum allowed;
        end
        return \(x\left(t_{f}\right)\);
    end
```

In Figure 2.8 the tested orbit has a re-entry time of about 400 years, the choice is made to confirm the match between ode 45 and the integrator coded for the scope of this thesis work, in this frame named rkdp45. Figure 2.8 a shows the integration step-size, while Figure 2.8 b the step size adaption, both are perfectly equal to the ode 45 result.


Figure 2.8: Comparison between Matlab ode45 and the integrator developed in this work.

### 2.5 Automatic domain splitting in DA

Orbital mechanics equations, along with the implemented density model, are highly nonlinear, since the Keplerian elements experience fast and major variations during the deorbiting, due to the increased action of the atmospheric drag.
While differential algebra is a powerful tool, it requires the equations to be as smooth as possible, since non-linearities would prohibit good convergence of the Taylor expansion in one or more DA variable directions, especially when high orders are used. In fact, several numerical issues arise when differential algebra is applied to the re-entry problem defined in Section 2.3. Non-linearities tend to sharply increase the size of the expansion coefficients, and the evaluation and inversion of the polynomials can cause the code to fail. Numerical issues are deeply analysed in Section 3.3.1. The automatic domain splitting routine, developed by Wittig et al. [2015], solves the issue by splitting the polynomial expansion of the current state in two polynomials, whenever its accuracy is below an accepted tolerance. Thus, with a strategy sometimes referred as divide and conquer, the algorithm is stopped when the expansion accuracy becomes too low and, after the split, the integration continues on the two separate domains. The procedure is applied until each subdomain re-enters. The final result is indeed a list of final state polynomials, each describing the evolution of some automatically determined subset of the initial condition, tackling the non-linearities issue. In the following Section 2.5.1, the mathematical formulation is relying on the description provided by Wittig et al. [2015].

### 2.5.1 Mathematical formulation

Given an $n+1$ times differentiable function $f \in C^{n+1}$, and a Taylor expansion $P_{f}$ of order $n$ taken around the origin, the approximation error is bounded due to Taylor's theorem Equation (2.66) for a constant $C$.

$$
\begin{equation*}
\left|f(\delta x)-P_{f}(\delta x)\right| \leq C \delta x^{n+1} \tag{2.66}
\end{equation*}
$$

It is possible to define $e_{r}$ as the maximum error of $P_{f}$ on a domain $B_{r}$ of radius $r>0$ around the centre of the expansion, as in Equation (2.67).

$$
\begin{equation*}
\left|f(\delta x)-P_{f}(\delta x)\right| \leq C \delta x^{n+1} \leq C r^{n+1} \leq e_{r} \tag{2.67}
\end{equation*}
$$

Thus, if the radius $r$ is divided by a factor 2 , the error on the sphere $B_{r / 2}$ will decrease by a factor $1 / 2^{n+1}$, as in Equation (2.68).

$$
\begin{equation*}
\left|f(\delta x)-P_{f}(\delta x)\right| \leq C \delta x^{n+1} \leq C\left(\frac{r}{2}\right)^{n+1} \leq \frac{e_{r}}{2^{n+1}} \tag{2.68}
\end{equation*}
$$

As a consequence, when large expansion orders are used, for example 9 or greater, splitting the variable domain in two parts can decrease the maximum error by a factor $\frac{1}{2^{10}} \approx 10^{-4}$. The two resulting polynomial expansions improve their accuracy, while still covering the whole domain when considered together. As an example, given a flow $\Phi\left(t_{i}, \delta \boldsymbol{x}\right)$ and its polynomial approximation $P(\delta \boldsymbol{x})$ at time $t_{i}$ on the domain $\delta \boldsymbol{x} \in[-1,1]^{k}$, the domain split along direction $j$ is defined as in Equation (2.69) and Equation (2.70). The two resulting polynomials $P_{1}$ and $P_{2}$, are still defined on $\delta \boldsymbol{x} \in[-1,1]^{k}$, but their evaluation covers the $j$ dimension on $[-1,0]$ and $[0,1]$, respectively. It is important to note that, while being arbitrary, the parametrisation of the domain bounds allows the automatic extension of the split propagation in any DA variable direction. Moreover, it offers great numerical benefits, since the coefficients becomes dimensionless and their sizes comparable.

$$
\begin{align*}
& P_{1}(\boldsymbol{\delta} \boldsymbol{x})=P\left(\delta x_{1}, . ., \delta x_{j-1}, \frac{1}{2} \delta x_{j}-\frac{1}{2}, \delta x_{j+1}, \ldots, \delta x_{k}\right)  \tag{2.69}\\
& P_{2}(\boldsymbol{\delta} \boldsymbol{x})=P\left(\delta x_{1}, . ., \delta x_{j-1}, \frac{1}{2} \delta x_{j}+\frac{1}{2}, \delta x_{j+1}, \ldots, \delta x_{k}\right) \tag{2.70}
\end{align*}
$$

The mathematical formulation of the splitting procedure must be adapted to the re-entry problem. The main routine is defined in Algorithm 2. During the integration the initial domain is split to guarantee the expansion convergence, the routine is iterated until each subdomain is re-entered. In the present section, the DA variables are assumed to be representative of uncertainties expressed in Keplerian elements. Nevertheless, this choice is not maintained throughout the thesis, since DA variables are expressed in other sets of elements according to the need. In fact, the number of DA variables can be higher or

```
Algorithm 2: Main iterative procedure of the domain splitting.
    Data: Initial condition \(\mathbf{X}_{0}\), initial uncertainty, \(\boldsymbol{\sigma}\).
    Result: Final state expansions of all the domains \(\mathbf{X}\left(t_{f}, \delta \mathbf{x}\right)\).
    DACE initialisation, expansion order \(n\);
    set maximum number of splits \(n_{\max }\);
    while true do
        for each \(d\)-subdomain do
            if \(d\) is not reentered then
                if splits of \(d<n_{\text {max }}\) then
                integrate \(\mathbf{X}_{d}(t, \delta \mathbf{x})\) until \(h_{r e-e n t r y}\) or Algorithm 3 returns;
            else
                integrate \(\mathbf{X}_{d}(t, \delta \mathbf{x})\) until \(h_{\text {re-entry }} ;\)
            end
            calculate the final altitude \(h_{f}\);
            if \(h_{f}<h_{\text {reentry }}\) then
                save the final condition \(\mathbf{X}_{d}\left(t_{f}, \delta \mathbf{x}\right)\);
            else
                for each \(i\)-state expansion do
                    split \(X_{d, i}(\delta \mathbf{x})\) along direction \(I\), Equation (2.81a) and
                    Equation (2.81b);
                end
                update the number of domains;
            end
            end
        end
        if all the domains are re-entered, set false;
    end
```

lower than the number of expansion variables. It is sufficient to define the initial state in the desired coordinates, apply the uncertainties and transform those DA objects into the state expansion in Keplerian elements.
The initial satellite state in Keplerian elements is

$$
\mathbf{X}_{0}=\left(\begin{array}{llllll}
a_{0} & e_{0} & i_{0} & \Omega_{0} & \omega_{0} & M_{0} \tag{2.71}
\end{array}\right)
$$

While the initial set of uncertainties is named $\boldsymbol{\sigma}$, and contains the uncertainty domain interval

$$
\boldsymbol{\sigma}=\left(\begin{array}{llllll}
\sigma_{a} & \sigma_{e} & \sigma_{i} & \sigma_{\Omega} & \sigma_{\omega} & \sigma_{M} \tag{2.72}
\end{array}\right)
$$

Each DA variable represents a variation of the initial condition of a Keplerian element

$$
\delta \mathbf{x}=\left(\begin{array}{llllll}
\delta a & \delta e & \delta i & \delta \Omega & \delta \omega & \delta M \tag{2.73}
\end{array}\right)
$$

They are parametrised with respect to the initial uncertainty $\boldsymbol{\sigma}$, so that they have unitary bounds, $\delta x_{i} \in[-1,1] \forall i$. This choice is arbitrary, but it simplifies the calculations. The initial state is transformed in a DA object, named $\mathbf{X}\left(t_{0}, \delta \mathbf{x}\right)$. It represents the vector of state expansions

$$
\begin{equation*}
X_{i}\left(t_{0}, \delta \boldsymbol{x}\right)=X_{0, i}+\sigma_{i} \cdot \delta x_{i} \quad \text { for } i=1,2, \ldots, 6 \tag{2.74}
\end{equation*}
$$

Thus, $X_{i}\left(t_{0}, \delta \mathbf{x}\right)$ is the expansion state of the Keplerian element $i$ at the initial time $t_{0}$ as a function of all the DA variables. Initially, the only non-zero coefficient is the one relative to $\delta x_{i}$.
Once initialised the DA environment of order $n$, and determined the initial condition, the satellite trajectory is propagated within the ODE solver.
In particular, given the vector of unknown orbital parameters and their dependencies on each DA variable, two criteria are defined. The first consists in establishing whether the domain needs to be split, identifying the state expansion which converges less. The second allows to determine the direction of the split. The non-converging DA polynomial, found in the previous step, is used to define which DA variable affects the expansion more. Once the direction of the splitting is chosen, the integration is stopped, and the initial polynomial is split into two. The two sets of state expansions are therefore propagated until the re-entry of all the polynomials.
Each iteration is checked two times, as described in Algorithm 3. The first arrests the integration when the final altitude is below the re-entry altitude. The second involves the domain splitting. In the latter case, the estimated norm of a state expansion is compared with a tolerance $\epsilon$, which can potentially be different for each flow variable under evaluation. If at least one polynomial experiences an estimated truncation error which exceeds the tolerance, the integration is stopped, since the expected accuracy is not guaranteed anymore. If more than one state expansion is not converging within the desired limit, the domain is then split according to the DA variable that converges less.
An important choice regards the accepted tolerance $\epsilon$ for the truncation error. The ideal tolerance for the splitting precision depends both on the dynamics, as more splits lead to more accumulation of approximation errors, and the integration time. It has to be chosen heuristically to ensure the final result satisfies the accuracy requirements of the application, without losing computational time.
Concerning the decision whether the splitting is necessary, refer to Algorithm 4. Each $y$-state expansion is factored as

$$
\begin{equation*}
X_{y}(\delta \boldsymbol{x})=\sum_{\alpha} a_{\alpha} \delta \boldsymbol{x}^{\alpha} \tag{2.75}
\end{equation*}
$$

Using multi-indexing notation for polynomial orders, the coefficient order sizes $S_{j}$ for each $y$-state expansion are computed as

$$
\begin{equation*}
S_{j}=\sum_{|\alpha|=j}\left|a_{\alpha}\right| \quad \text { for } j=0,1, \ldots, n \tag{2.76}
\end{equation*}
$$

$S_{j}$ are exponentially fitted to the polynomial orders

$$
\begin{equation*}
f(j)=A e^{B j} \tag{2.77}
\end{equation*}
$$

where $f(j)$ is approximated to $S_{j}$ in a least square sense. The fit is used to estimate size $S_{n+1}$

$$
\begin{equation*}
S_{n+1}=f(n+1) \tag{2.78}
\end{equation*}
$$

If $S_{n+1}$ exceeds the tolerance, the desired accuracy is not guaranteed anymore, therefore a split is required.
The polynomial characterised by the maximum $S_{n+1}$, is identified with the index $Y$, and it is analysed to select the splitting direction, as Algorithm 5 illustrates.
$X_{Y}(\delta \boldsymbol{x})$ is factorised as

$$
\begin{equation*}
X_{Y}(\delta \boldsymbol{x})=\sum_{j=0}^{n} \delta x_{i}^{j} q_{i, j}\left(\delta x_{1}, \ldots, \delta x_{i-1}, \delta x_{i+1}, \delta x_{6}\right) \tag{2.79}
\end{equation*}
$$

for each DA variable $\delta x_{i}$.
Then, coefficient order sizes $\tilde{S}_{j}$ are computed as the sum of the absolute values of all the coefficients in $q_{i, j}\left(\delta x_{1}, \ldots, \delta x_{i-1}, \delta x_{i+1}, \delta x_{6}\right)$. Those are exponentially fitted to the polynomial orders using least squares, as

$$
\begin{equation*}
\tilde{f}(j)=A e^{B j} \tag{2.80}
\end{equation*}
$$

The fit is used to estimate size $\tilde{S}_{n+1}$.
The splitting direction is chosen as the DA variable corresponding to the maximum $\tilde{S}_{n+1}$, which is referred as $I$.
Once determined the direction of the split, each $y$-state expansion, where $y=1,2, \ldots 6$, is split according to the direction $I$

$$
\begin{align*}
& X_{y}^{+}(\delta \boldsymbol{x})=X_{y}\left(\delta x_{1}, . ., \delta x_{I-1}, \frac{1}{2} \delta x_{I}+\frac{1}{2}, \delta x_{I+1}, \ldots, \delta x_{6}\right)  \tag{2.81a}\\
& X_{y}^{-}(\delta \boldsymbol{x})=X_{y}\left(\delta x_{1}, . ., \delta x_{I-1}, \frac{1}{2} \delta x_{I}-\frac{1}{2}, \delta x_{I+1}, \ldots, \delta x_{6}\right) \tag{2.81b}
\end{align*}
$$

As a final remark, an alternative criterion to decide whether the splitting is necessary, involves the computation of a DA object derived from a combination of DA expansions, for example the altitude $h$, or the perigee altitude $h_{p}$. Therefore, only the norm estimate of the quantity of interest is compared with the accepted tolerance $\epsilon$, reducing the for loop in Algorithm 4 to a single evaluation.

```
Algorithm 3: Domain splitting procedure within the ODE solver.
    Data: State expansion \(\mathbf{X}(\delta \mathbf{x})\) of order \(n\).
    Result: State \(\mathbf{X}(\delta \mathbf{x})\) if the domain splitting is required.
    calculate the maximum residual \(R\) through Algorithm 4;
    if \(R>0\) then
        calculate the splitting direction \(I\) by means of Algorithm 5;
        return \(\mathbf{X}(\delta \mathbf{x})\) and \(I\);
    end
```

```
Algorithm 4: Domain splitting decision.
    Data: State expansion \(\mathbf{X}(\mathbf{x})\) of order \(n\), tolerance vector \(\boldsymbol{\epsilon}\).
    Result: Maximum residual \(R\).
    for each \(y\)-state variable do
        factor \(X_{y}(\delta \mathbf{x})\), as in Equation (2.75);
        calculate the coefficient order sizes \(S_{j}\);
        exponentially fit \(S_{j}\);
        estimate \(S_{n+1}\);
    end
    calculate \(R=\max \left(S_{y, n+1}-\epsilon_{y}\right)\);
    return \(R\);
```


### 2.5.2 Domain splitting illustration

The domain splitting has the benefit of maintaining the accuracy of high orders while ensuring the convergence of the expansion. Monte Carlo methods are efficient, but computational intensive. An example of the impact distribution over the Earth's surface generated through a Monte Carlo simulation is in Figure 2.9a. The red square represents the impact location of the nominal initial state, marked as central point.
Differential algebra has been already proven to be an efficient compromise by replacing thousands of point-wise integrations of Monte Carlo runs with the fast evaluation of the arbitrary order Taylor expansions of the flow of the dynamics. Nevertheless, Monte Carlo methods are often the only option available to deal with actual large uncertainty sets. In Figure 2.9 b, it is shown the result obtained with a single differential algebra expansion. The final state polynomial is not able to represent all the displaced points belonging to the initial cloud of points. In fact, only a portion of the actual uncertainty interval is well represented, while the missing points are not converging as they should. The domain splitting has the power of replacing the brute-force approach of Monte Carlo methods, while keeping the differential algebra advantage of replacing point-wise integration with polynomial evaluations. The impact distribution obtained for the same initial state and

```
Algorithm 5: Splitting direction selection.
    Data: State expansion \(\mathbf{X}(\mathbf{x})\) of order \(n\).
    Result: Splitting direction \(I\).
    for each DA variable \(\delta x_{i}\) do
        factor \(X_{Y}(\mathbf{x})\), as in Equation (2.79);
        calculate coefficient order sizes \(\tilde{S}_{j}\);
        exponentially fit \(\tilde{S}_{j}\);
        estimate \(\tilde{S}_{n+1}\);
    end
    calculate \(\max \left(\tilde{S}_{i, n+1}\right)\), and the corresponding index \(I\);
    return \(I\);
```

uncertainties of the previous figure, but using the domain splitting, is provided in Figure 2.9c. Red crosses represent the central points of the generated polynomials. The propagation exploiting the domain splitting technique is characterised by an higher computational time compared with the single polynomial expansion, but it has the advantage of representing the complete uncertainty set with an higher accuracy.
The DA variables included within the present simulation are relative to the semi-major axis $a$ and the eccentricity $e$. Figure 2.10 provides the initial 2D uncertainty domain, in the $a$ and $e$ variables, and the final distribution of the subdomains. Each rectangle is a subdomain, which identifies the validity region of a certain set of polynomials. Clearly, most of the splits occur in $a$-direction, which, in this case, is the variable which influences the expansion more.
A polynomial is in general split as a result of the presence of nonlinearities, since the re-entry phase is highly non-linear, it is not surprising that the number of splits increases as the spacecraft approaches the Earth's atmosphere. In Figure 2.11, it is shown how the number of domains increases along with the integration time, eventually reaching the re-entry altitude.
Regarding the computational time, as previously stated, the domain splitting causes the computational time of a differential algebra simulation to increase, compared with the classic implementation of a DA propagation. However, what is interesting is to compare the computational time of the numerical Monte Carlo with the differential algebra, when the domain splitting is implemented. The domain splitting is proven to be able to reduce the computational time when propagating the trajectory of celestial bodies in orbit around the Sun, as done by Wittig et al. [2015], in the case of the (99942) Apophis postencounter motion. In the re-entry phase, a first result is provided in Figure 2.12. The computational time of the differential algebra simulation, in red, starts from 100 s since it is the time required to propagate all the split polynomial to the re-entry altitude. Then,


Figure 2.9: Comparison of the ground map risk in three different simulation environments.
the evaluation of the polynomial occurs through the constraint satisfaction, which is a technique implemented for the scope of the present thesis work and described in Section


Figure 2.10: Final subdomains of the initial domain in the $a, e$-plane.
2.6. The numerical Monte Carlo computational time increases linearly with the number of evaluations, since it is a point-wise method. Provided that the number of desired evaluations is kept above the break-even point, namely the intersection of the two curves, the domain splitting constitutes a powerful tool that can save precious computational time.

### 2.6 Constraint satisfaction

This section is based on the notes kindly provided by Dr. Alexander Wittig. The Constraint Satisfaction (CS) is the tool that allows the differential algebra to be related and successfully applied to re-entry problem. Before going into the details of its mathematical formulation, it is important to provide some insights on what the constraint satisfaction allows. It is based on the introduction of an additional DA variable, representing the time. Given initial conditions in the Keplerian elements and the re-entry altitude, the central point of the expansion is propagated until the eventual re-entry. The result, in the


Figure 2.11: Integration time versus the number of splits required by the automatic domain splitting algorithm.

DA environment, is a Taylor series expansion in six DA variables, one for each Keplerian element ( $\delta a, \delta e, \delta i, \delta \Omega, \delta \omega, \delta M$ ). As for the domain splitting routine, the mathematical formulation is provided with uncertainties in Keplerian elements, even if the DA variables used can differ, opting for any desired set.
The final polynomial expansions can be evaluated for certain displacements, in the initial conditions, of the same DA variables. Provided that the displaced point lies inside the domain of convergence, the resulting output of the evaluation is a vector containing the final configuration, in terms of Keplerian elements, of the displaced initial condition, at the final time. With the expression final time it is meant the time for which the reference point has reentered, condition that stops the propagation in the ODE integrator. Through the constraint satisfaction, it is possible to find the $\delta t_{f}$ for which the evaluated point, instead of being in a random position, lies on the re-entry sphere of radius equal to the chosen re-entry altitude. In practice, all the evaluated points are shifted, and their


Figure 2.12: Evaluations versus computational time, comparison between the numerical Monte Carlo and the differential algebra, in the presence of the domain splitting.
re-entry location and time can be successfully retrieved. Concluding, for each point characterised by a displacement in the initial condition, the constraint satisfaction allows to find exactly the re-entry position, in both space and time.

### 2.6.1 Mathematical formulation

This section provides the complete mathematical framework to build the constraint satisfaction. The first step is the definition of a function $\phi\left(t, \mathbf{x}_{f}\right): \mathbb{R}^{7} \rightarrow \mathbb{R}^{6}$ such that

$$
\begin{align*}
\phi\left(0, \mathbf{x}_{f}\right) & =\mathbf{x}_{f}  \tag{2.82a}\\
\frac{\mathrm{~d} \phi\left(t, \mathbf{x}_{f}\right)}{\mathrm{d} t} & =\mathbf{f}\left(\phi\left(t, \mathbf{x}_{f}\right)\right) \tag{2.82b}
\end{align*}
$$

where $\mathbf{x}_{f}$ is the final state, namely the final condition that characterises the re-entry of the reference point. For simplicity $t=0$ is the re-entry time, that more rigorously should
be named $t_{f}$. Since in this formulation the re-entry time is assumed to be the initial condition, the resulting output of the constraint satisfaction, which is in effect a $\delta t_{f}$, is simply a time, which is named $t^{*}$. $\mathbf{f}$ is constituted by the equations listed in Equation (2.61), which represent the right hand side of the ODE integrated.

$$
\begin{equation*}
\phi\left(t, \mathbf{x}_{f}\right)=\mathbf{x}(t=0)+\int_{0}^{\tilde{t}} f(\mathbf{x}(t)) \mathrm{d} t \tag{2.83}
\end{equation*}
$$

Equation (2.83) is therefore iterated, each time $\mathbf{x}$ becomes a time expansion of one additional order. Through this integration, time becomes an additional variable, the DA variable number 7 . Thus, the result is an expansion in spatial, $D A$ variables from 1 to 6 , and temporal variables. The time component is a DA variable around the re-entry time. The second step consists in computing in which time instant the displaced point under evaluation reenters. For the re-entry, the constraint that has to be satisfied is

$$
\begin{equation*}
h\left(t^{*}\right)=h_{\text {re-entry }} \tag{2.84}
\end{equation*}
$$

in Keplerian elements this is translated into

$$
\begin{equation*}
\frac{a\left(1-e^{2}\right)}{1+e \cos \theta}-R_{\text {Earth }}=h_{r e-e n t r y} \tag{2.85}
\end{equation*}
$$

To fulfill this condition, the additional function $\mathbf{F}$ is introduced. $\mathbf{F}: \mathbb{R}^{7} \rightarrow \mathbb{R}^{7}$ is a function of all the DA variables, both spatial and temporal

$$
\mathbf{F}\left(\begin{array}{c}
\delta a  \tag{2.86}\\
\delta e \\
\delta i \\
\delta \Omega \\
\delta \omega \\
\delta M \\
t
\end{array}\right)=\left(\begin{array}{c}
\delta a \\
\delta e \\
\delta i \\
\delta \Omega \\
\delta \omega \\
\delta M \\
h-h_{r e-e n t r y}
\end{array}\right)
$$

In order to enforce the perfect satisfaction of the constraint in Equation (2.85), thus when the point effectively reenters the Earth, the expression $h-h_{r e-e n t r y}$ is supposed known and equal to zero. The right hand side becomes fully defined, leading to the last step, which consists in the inversion of function $\mathbf{F}$, as

$$
\mathbf{F}^{-1}\left(\mathbf{F}\left(\begin{array}{c}
\delta a  \tag{2.87}\\
\delta e \\
\delta i \\
\delta \Omega \\
\delta \omega \\
\delta M \\
t^{*}
\end{array}\right)\right)=\left(\begin{array}{c}
\delta a \\
\delta e \\
\delta i \\
\delta \Omega \\
\delta \omega \\
\delta M \\
t^{*}
\end{array}\right)=\mathbf{F}^{-1}\left(\begin{array}{c}
\delta a \\
\delta e \\
\delta i \\
\delta \Omega \\
\delta \omega \\
\delta M \\
0
\end{array}\right)
$$

Finally, from the last component of $\mathbf{F}^{-1}, t^{*}$ is

$$
t^{*}=F_{7}^{-1}\left(\begin{array}{c}
\delta a  \tag{2.88}\\
\delta e \\
\delta i \\
\delta \Omega \\
\delta \omega \\
\delta M \\
0
\end{array}\right)
$$

By means of this inversion, it is possible to compute the time $t^{*}$, which is exactly the desired time variation which satisfies the re-entry condition. Once $t^{*}$ is known, it is possible to compute the state $x\left(t^{*}\right)$ from Equation (2.83).
This procedure allows to evaluate the re-entry condition of any point characterised by a reasonable displacement with respect to the initial state of the reference point.

### 2.6.2 Constraint satisfaction illustration

After the formal description of the constraint satisfaction, it is interesting to provide some graphical information, in order to exactly show its application.
Figure 2.13 gives an insight on how the constraint satisfaction acts. Expansion evaluation points, in blue, are computed evaluating the DA expansion of the reference points with a variation applied in the semi-major axis. Before the CS, at time $t=t_{f, \text { central }}$, expansion evaluation points are located at altitudes different from the re-entry altitude of the central point. The constraint satisfaction allows to shift those points on the spherical surface with radius equal to the central point re-entry radius. The central point, obviously, constitutes the interception between the expansion evaluation and the constraint satisfaction. The sphere represented in the figure has a radius equal to the re-entry altitude. The $x, y, z$ coordinates in Figure 2.13 do not represents the space coordinates of the Earth inertial reference system $(X, Y, Z)$. In fact, the procedure adopted involves a scaling with respect to the radius of the Earth to better visualise the concept. Starting from the cartesian coordinates in $(X, Y, Z)$, a conversion in spherical coordinates has been performed, then the radius $\rho$ has been scaled, subtracting to it the Earth radius. Finally, a second conversion from spherical coordinates to coordinates $(x, y, z)$ has been applied. This means that the angles $(\theta, \psi)$ are properly represented, and only the radius is in reality a non-physical variable.
Figure 2.14 explains the CS from the temporal viewpoint. It shows two points, in blue and yellow, characterised by a negative and positive displacement, respectively. On the $x$ axis there is the $\delta t_{f}$, which is the time difference with respect to the re-entry time of


Figure 2.13: Constraint satisfaction, working principle.
the central point (it represents the variable that in the previous section is named $t^{*}$ ). The $y$ axis shows the altitude reached, $h$. The reference point of the DA expansion is characterised by a $\delta t_{f}=0 \mathrm{~s}$ (and $\delta a=0 \mathrm{~km}$ ), since the temporal variable $\delta t_{f}$ is a displaced condition, which reference value is the one of the central point, and by $h<80 \mathrm{~km}$, namely the re-entry condition. The constraint satisfaction acts by shifting the displaced points from the vertical axis centred in $\delta t_{f}=0$, to the horizontal axis passing through $h=h_{\text {re-entry }}$. It is interesting to note that a negative displacement causes the point to be below the re-entry altitude at time $t_{f}$, in such a way that once the CS is applied, the same point is characterised by a negative $\delta t_{f}$. On the other hand, points with a positive displacement are above the re-entry altitude at the time when the central point reenters, meaning that the CS output time is in the positive half-plane of $\delta t_{f}$.
Another interesting way to illustrate the constraint satisfaction is provided in Figure 2.15. In this case the output of the constraint satisfaction is compared with the result of a Monte Carlo simulation, which points are provided with the same displacements in the initial conditions.


Figure 2.14: Constraint satisfaction, initial and final values with intermediate steps.

Figure 2.15 gives an example of how reentered points are usually distributed: the central point is in the centre, since the initial displacement is applied in both direction. The curve lays on the orbital ground track, or at least in its vicinity. The colour of the points indicate the re-entry time, the darker points are characterised by an earlier re-entry, compared with the lighter ones. There is a complete match between the solution calculated with the numerical Monte Carlo and the constraint satisfaction. This result is the basis for a final consideration on the constraint satisfaction. The DA expansions can suffer from nonlinearities which cause the polynomials to be inaccurate in the limits of the domain. Moreover, the constraint satisfaction requires the inversion of the expansion, which can cause the procedure to diverge. Therefore, in the following analysis, the constraint satisfaction success is measured according to different criteria, which are described where needed. Alternatively, if the displacements used do not exceed the radius of convergence of the DA expansion, not only the constraint satisfaction is able to assure that all the points successfully reenter the Earth's atmosphere at the same desired altitude, it is also


Figure 2.15: Re-entry region, with numerical Monte Carlo and constraint satisfaction.
able to provide a state accurate enough to be compared with the solution given by a numerical Monte Carlo simulation. Thanks to the application of the constraint satisfaction, the differential algebra is an extremely powerful tool, able to perform re-entry simulation campaigns.

## Chapter 3

## Model validation

This chapter describes some features of the simulation environment created with the DA-based methodology. In Section 3.1, the influence of the DA variables on the DA expansion of each Keplerian element is evaluated. Section 3.2 considers the role played by the DA expansion order on the accuracy and the convergence of the results. In Section 3.3, a detailed analysis of the DA expansion coefficients is provided, which magnitude is proven to be completely dependent on the order of the corresponding expansion. Section 3.4 deals with the effect of the initial semi-major axis and eccentricity on the numerical integration, to define which are the most suitable orbital characteristics to be analysed by the model proposed. Section 3.5 concerns the computational time. Section 3.6 illustrates the automatic domain splitting implementation, involving the influence of the DA order, the maximum number of splits allowed, and the accepted tolerance. Finally, Section 3.7 refers to the study of the uncertainties on the flight path angle, the velocity magnitude, and the azimuth angle.

### 3.1 DA variables influence

From the current section to Section 3.5, the domain splitting routine is not applied, in order to focus on a single DA integration, and to study the overall behaviour of one polynomial expansion when uncertainties are present.
The DA expansion evaluation has a small region of convergence, where the accuracy with respect to the numerical Monte Carlo is guaranteed. For the following analysis, both the expansion and DA variables are expressed in Keplerian elements. As a first step, the effect of an uncertainty on each element $\{a, e, i, \Omega, \omega, M\}$ is considered separately. Table 3.1 provides a summary of the influence of each DA variable on the DA expansion of the reference point. Note that all the entries marked with a check-mark $(\checkmark)$ are influenced
by the corresponding parameter, the dash (-) characterises all the entries which are not influenced by the DA variable under evaluation, and, finally, the asterisk $\left(^{*}\right)$ is used in case the Keplerian element expansion shows a dependence on its own DA variable, but only in the first order term, and the coefficient is the identity 1.

Table 3.1: Influence of DA variables on the resulting expansion.

|  | $\delta a$ | $\delta e$ | $\delta i$ | $\delta \Omega$ | $\delta \omega$ | $\delta M$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a$ | $\checkmark$ | $\checkmark$ | - | - | - | - |
| $e$ | $\checkmark$ | $\checkmark$ | - | - | - | - |
| $i$ | - | - | $*$ | - | - | - |
| $\Omega$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $*$ | - | - |
| $\omega$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | - | $*$ | - |
| $M$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | - | - | $*$ |

The inclination $i$ has no influence on the other elements, and vice versa, since it is constant throughout the integration. The reason, as already pointed out, is that drag and Earth's oblateness do not cause any variation of the orbital inclination. Regarding the right ascension of the ascending node $\Omega$, the argument of perigee $\omega$, and the mean anomaly $M$, they are influenced by the semi-major axis and the eccentricity, but in return they do not have any influence on $a$ and $e$. Moreover, the variation of the three angles is not caused by the drag, which is the responsible effect of the satellite re-entry. Their variation, as illustrated in Chapter 2, is due to the gravitational perturbation generated by the $J_{2}$ effect. Therefore, the semi-major axis and the eccentricity are the only parameters that are worth to analyse deeply.

### 3.1.1 Simulations to test the influence of $\delta a$ and $\delta e$

The eccentricity and the semi-major axis are both heavily affected by drag, which causes the orbit to circularise while decaying, constantly reducing its altitude. Since slight variations in the eccentricity do not cause major changes in the orbital altitude, a displacement in the semi-major axis is expected to affect the results, and the DA convergence radius, more than a variation in the eccentricity.
Two different numerical experiments have been performed to analyse the model dependency on those variables. Firstly, Figure 3.1 shows the maximum displacement in $a$ and $e$ that guarantees the convergence for different initial values of altitude $h_{0}$ and eccentricity
$e_{0}$. The side bar provides the displacements applied in $a$ and $e$, in percentage of the initial value, in order to compare Figure 3.1a and Figure 3.1b. The magnitude of the numbers involved clearly shows that a displacement in the semi-major axis is more restrictive, since the maximum $\Delta a$ allowed is only $0.01 \%$ of $a_{0}$, and the minimum is $10^{-6} \%$. Instead, considering Figure 3.1b, the maximum $\Delta e$ that can be applied is $10 \%$ of $e_{0}$, which is three orders of magnitude higher than the same entry in previous case, and the minimum is the $0.0001 \%$.
For the second test, the initial orbital state is given Table 3.2. In Figure 3.2, fixed dis-

Table 3.2: Initial state for the validation of the model.

| $h_{0}$ | $e_{0}$ | $i_{0}$ | $\Omega_{0}$ | $\omega_{0}$ | $M_{0}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $[\mathrm{~km}]$ | $[-]$ | $\left[{ }^{\circ}\right]$ | $\left[{ }^{\circ}\right]$ | $\left[{ }^{\circ}\right]$ | $\left[{ }^{\circ}\right]$ |
| 150 | 0.001 | 45 | 0 | 0 | 0 |

placements are considered, ranging from $10^{-6}$ to $0.01 \%$ of the initial $a_{0}$ and $e_{0}$. They are applied separately to show how the resulting $\delta t_{f}$ from the constraint satisfaction, diverges earlier in the case of a variation applied on $a$ (blue curve), compared with the same displacement applied on the eccentricity $e$ (yellow curve). Circles in red show the points for which the constraint satisfaction was not able to provide an accurate estimation of the re-entered point. The scale of the plot is logarithmic on both axes.
Concluding, the major finding is that the influence given by the semi-major axis is more relevant than the one in the eccentricity. For this reason, in the following sections only uncertainties in $a$ will be considered.

### 3.2 Expansion order analysis

Differential algebra is an approximation of functions through Taylor series. Therefore, an higher DA order should correspond to a more precise representation of the real variables. Unfortunately, within the present work, the DA expansion do not behave as expected. Since the first simulations, it has been clear that for higher orders the DA expansion was completely inaccurate, while lower orders not only were able to better represent the exact solution, but they even guaranteed the use of higher displacements in the initial condition. A possible reason behind this peculiar and unforeseeable behaviour is presented in Section 3.3.


Figure 3.1: Maximum displacement in $a$ and $e$ to guarantee the expansion convergence.


Figure 3.2: Influence of the same $\Delta$ [\%] in $a$ and $e$ on the $\delta t_{f}$.

### 3.2.1 Results on the DA order analysis

Concerning the DA expansion, a first analysis consists in the comparison of the DA orders over different re-entry altitudes. The quantity used for the comparative study is the maximum displacement allowed. The scope consists in proving in which way low and high orders behave differently.
The final altitude range is chosen between 80 km and 120 km . Initial conditions are provided in Table 3.2. The expansion is assumed to converge when the maximum difference between the re-entry altitude of the central point and the output altitude from the application on the CS, is below 5 km

$$
\begin{equation*}
\Delta h_{f}=\left|h_{C S}-h_{\text {central point }}\right|<5 \mathrm{~km} \tag{3.1}
\end{equation*}
$$

Figure 3.3 shows that the maximum $\Delta a$ that can be applied is almost perfectly symmetric for negative and positive displacements. For high altitudes, as 120 km , the polynomial expansion converges for a displacement of about 1000 m . Although, as the altitude reduces, higher orders are characterised by an important tightening of the allowed displacement,
amounting, for order 6 , to only 1 m at a final altitude of 80 km . Lower orders are less affected by the re-entry.
A second analysis consists in the study of the spatial position error and the maximum


Figure 3.3: Maximum $\Delta a$ needed for the CS convergence, for different orders and $h_{f}$.
displacement allowed by all the orders from 2 to 6 , with respect to various final altitudes. The initial state is in Table 3.2. Considering Figure 3.4, the red line represents the maximum displacement which is determined by the less converging DA expansion, depending on the altitude. Clearly, as the altitude reduces, the $\Delta a_{\max }$ reduces as well. The figure provides the trend of the spatial position error, expressed in meters, versus the re-entry altitudes from 80 km to 120 km , for the DA orders 2, 3, 4, 5, and 6. Figure 3.4a and Figure 3.4 b refer to negative and positive displacements in the semi-major axis, respectively. The two results are roughly symmetric. In fact, it is noticeable how the absolute value of the maximum $\Delta a$ applicable is almost the same in the two cases. For high altitudes the error of orders 6 and 5 is the lowest, while order 2 experiences the highest error. This is consistent with what expected, since higher orders are supposed to provide a better approximation. Although, for lower altitudes, from 110 km to 80 km , higher orders are


Figure 3.4: Spatial position error and $\Delta a$ for different final altitudes, from order 2 to 6 .
penalised, while order 2 and order 3 are more accurate.

### 3.3 DA expansion coefficients

To understand the reasons behind the distinctive behaviour of the DA expansion as the order varies, an analysis of the expansion itself is required. The study considers the evolution of the coefficients throughout the integration. The coefficients of the four angles, $i, \Omega, \omega$ and $M$ do not diverge during the integration. On the contrary, the expansions of $a$ and $e$ are particularly interesting, since the order of magnitude of the high order coefficients, especially for the semi-major axis $a$, are enormous, exceeding $10^{40}$. This effect is predictable, as it is caused by the fact that, as the propagation proceeds, the polynomial is not able to cover all the uncertainty domain with enough accuracy. Therefore, the implementation of the domain splitting technique will be proven fundamental to properly propagate an initial orbital state up to the re-entry within the atmosphere.
Although the domain splitting procedure is able to avoid the issue, some tests have been performed to describe why numerical nonlinearities affect the propagation so deeply. A first hypothesis, which has been proven wrong lately, was that the reason behind the divergence of high order expansions was caused by a reduction in the eccentricity, which approaches zero when the spacecraft is close to the re-entry altitude. In fact, $e=0$ is a singularity condition for the mathematical model used. For this reason, circular orbits cannot be considered in the present work as they would require the use of different orbital elements. This possibility is discussed in Chapter 5.

### 3.3.1 Analysis of the evolution of the coefficients

To explain the divergence of the DA expansion using high orders at low altitudes, the starting point has been to study three simple cases. For the tests, only the expansion of the semi-major axis $a$ has been taken into account, since it is the variable that usually diverges first. For all the orders, only the coefficients relative to $\delta a$ are reported, since no variation is applied to the other DA variables.
Table 3.3 provides the initial conditions, in terms of $h_{0}$ and $e_{0}$, the final altitudes $h_{f}$, and the final propagation times $t_{f}$, for the three cases.
In Figure 3.5, the dotted red line represents the value of the highest coefficient throughout the integration. In the beginning, coefficient magnitudes scale with the inverse of order, order one being the highest. During the integration, the coefficients follow an exponential growth and at a given point their values become proportional to the DA order, thus diverging.

Consider Figure 3.5a and Figure 3.5b, the initial altitude is the same ( $h_{0}=150 \mathrm{~km}$ ), but the eccentricities differ of two orders of magnitude. For Case 2, the coefficients of the semi-major axis $a$ are higher than the expansion coefficients of Case 1, despite the eccentricity is much higher in the former. This disproves the initial hypothesis, for which the eccentricity should have been the responsible variable causing the DA expansion to diverge.

Another valid hypothesis is that the divergence is induced by longer integration times, as it occurs in the test comparison between Case 1 and Case 2.
Therefore, another comparison considers Case 1 and Case 3, as provided in Figure 3.5a and Figure 3.5c. The coefficients in Case 3 are several order of magnitude lower than the coefficients of Case 1, which exceed $10^{20}$ at the peak, rebutting also the last hypothesis. The first three cases confuted the hypothesis formulated to explain the behaviour of the


Figure 3.5: Expansion coefficients of $a$ with respect to $h_{p}$ and $e$, for the three cases.
expansion coefficients. Another test is based on the orbit which initial conditions are

Table 3.3: Initial conditions ( $h_{0}, e_{0}$ ), and final altitude and time $\left(h_{f}, t_{f}\right)$.

|  | $h_{0}$ | $e_{0}$ | $h_{f}$ | $t_{f}$ |
| :--- | :---: | :---: | :---: | :---: |
|  | $[\mathrm{~km}]$ | $[-]$ | $[\mathrm{km}]$ |  |
| Case 1 | 150 | 0.001 | 80 | 16.32 hours |
| Case 2 | 150 | 0.1 | 80 | 127 days |
| Case 3 | 500 | 0.001 | 200 | 16 years |



Figure 3.6: Expansion coefficients of $a$ according to different features of the integration.
provided in Table 3.2. The idea is to study the trend of the coefficients with respect to some relevant features of the propagation, which include the integration time, the eccentricity, and the altitude of perigee. Results are in Figure 3.6. The three figures are semi-logarithmic plots with respect to the $y$ axis.

Considering the coefficients evolution with respect to time (Figure 3.6a) and with respect to the eccentricity (Figure 3.6b), no relevant trend is recognised.

However, Figure 3.6c shows that the increase of the DA expansion coefficients with respect to the altitude of perigee is almost linear in the logarithmic scale. The portion close to 150 km , where the higher order coefficients are gradually generated, is excluded, since it is the nominal creation of higher order terms. This growth can be the key to understand the cause behind the coefficients divergence. In fact, in Figure 3.7, it is shown how the linear trend between the altitude of perigee and the DA expansion coefficients of $a$ does not appear anymore when the density $\rho$ is a double-precision quantity, instead of a DA object. The trends for the coefficients of order 5 and order 6 are not visible because the two coefficients are constantly equal to zero. The density model, provided in Equation (2.33), is exponential, and this explains the linear trend in the semi-logarithmic scale.
Concluding, the divergence of the coefficients seems to be caused by the nonlinear density model used. This explains why for Case 1 and Case 2 the altitude, at which the coefficient of order 6 starts to rapidly increase, is almost the same (between 120 and 130 km ), and also why the order of magnitude of the coefficients in Case 3 is limited. Indeed, the altitude of perigee is higher, and consequently the density is smaller, playing a less relevant role. As a final illustration, Figure 3.8 proposes the same figure as in Section 3.2 (Figure 3.3),


Figure 3.7: Expansion coefficients of $a$ when $\rho$ is a double precision variable.
with the addition of the side bar providing the order of magnitude of the highest expansion coefficient of $a$, for different final altitudes $h_{f}$ and DA orders. Clearly, an higher coefficient is associated with a smaller $\Delta a$. The gap between the order of magnitude of the DA coefficients for high re-entry altitudes and for low re-entry altitude is huge, especially when considering order 6 . In this case, indeed, the highest coefficient grows from $10^{2}$ to $10^{20}$, with a difference of 18 orders of magnitude.


Figure 3.8: Figure 3.3 with side bar related to the expansion coefficient.

### 3.4 Orbit characteristics

The principal aim of this section is to provide some indications concerning which would be the most appropriate class of catalogued objects to validate the DA-based methodology proposed. The expression orbital characteristics refers to the ranges of initial conditions which would be able to provide a good convergence of the method, with reasonable values of the displacements used. The two variables that will be investigated are the initial altitude $h_{0}$ and the initial eccentricity $e_{0}$, since, as already discussed, the other elements are not influencing the results in a relevant way. For this reason, pairs of ( $h_{0}, e_{0}$ ) are tested with the scope of comparing the maximum displacement that can be applied.

### 3.4.1 Comments on the numerical Monte Carlo framework

The Monte Carlo method requires a full integration to propagate each displaced state. Its solution is thus considered as the exact one, and used as the reference to test the
accuracy of the DA-based methodology.
In order to compare the two solutions, the numerical Monte Carlo integrator must be supplied with a stopping condition. In Figure 3.9, two versions of the criterion used in the numerical Monte Carlo analysis are presented, one is based on the re-entry altitude (Figure 3.9a), which requires the implementation of an event function, the other on the re-entry time (Figure 3.9b). Both are valid and provide the same results.


Figure 3.9: Numerical Monte Carlo stopping criteria.

### 3.4.2 Analysis based on pairs of $h_{0}, e_{0}$

The analysis is performed using a DA order equal to 4 . The trade-off behind the choice regards the expected accuracy and the maximum $\Delta a$ used. In fact, higher orders require
a displacement of the order of 1 m , while lower orders are not reliable enough, especially because their region of accuracy is small. The nominal re-entry altitude is 80 km .
The procedure to compute the results for each pair $\left(h_{0}, e_{0}\right)$ is iterative, and shown in
Table 3.4: Data for the contour plot on the initial values $h_{0}$ and $e_{0}$.

| $h_{0, \text { max }}$ <br> $[\mathrm{km}]$ | $h_{0, \text { min }}$ <br> $[\mathrm{km}]$ | $e_{0, \text { max }}$ <br> $[-]$ | $e_{0, \text { min }}$ <br> $[-]$ |
| :---: | :---: | :---: | :---: |
| 200 | 100 | 0.1 | 0.001 |

Algorithm 6. The algorithm increases the $\Delta a$ in case of convergence, and halves it if the condition in Equation (3.2) is not satisfied.

$$
\begin{equation*}
10 \mathrm{~km}<h_{C S}-h_{\text {central point }}<5 \mathrm{~km} \tag{3.2}
\end{equation*}
$$

Figure 3.10, shows the results obtained using data in Table 3.4. The two side bars pro-

```
Algorithm 6: Algorithm for the iterative procedure in Section section 3.4.
    Data: Inverse function from the constraint satisfaction }\mp@subsup{\mathbf{F}}{}{-1}\mathrm{ , final condition of
        the central point }\mp@subsup{x}{f,CP}{}\mathrm{ , and its final re-entry altitude }\mp@subsup{h}{\mathrm{ central point}}{}\mathrm{ .
    Result: Maximum displacement allowed, \Deltaa max 
    initialisation;
    define the maximum number of iterations it max ;
    define initial }\Delta\mp@subsup{a}{0}{}
    while maximum number of iterations is not exceed and maximum \Deltaa is not
    found do
        calculate \deltatf;
        calculate the state of the displaced point }\mp@subsup{x}{f,CS}{}\mathrm{ ;
        calculate the displaced point altitude h}\mp@subsup{h}{CS}{}\mathrm{ ;
        if the threshold in Equation (3.2) is not exceeded then
            update }\Delta\mp@subsup{a}{n+1}{}=\Delta\mp@subsup{a}{n}{}\cdot1.5
        else
            update }\Delta\mp@subsup{a}{n+1}{}=\Delta\mp@subsup{a}{n}{}/2
            update the number of failed iterations;
        end
        return }\Delta\mp@subsup{a}{\operatorname{max}}{}\mathrm{ ;
    end
```

vide the maximum displacement, obtained with positive (Figure 3.10b), and negative $\Delta a$ (Figure 3.10a). Low initial altitudes and low eccentricities allow for displacements up to 350 m in both directions, while high $h_{0}$ and high $e_{0}$ are the most disadvantageous, since
the maximum $\Delta a$ applicable is less than 1 m .
Concluding, orbits characterised by low initial altitude and low eccentricity are the most suitable. Nevertheless, to impose a reasonable displacement in the initial condition, the implementation of the domain splitting procedure is absolutely necessary.

### 3.5 Computational time

Differential algebra allows to reduce the running time of a simulation campaign. The Monte Carlo approach is often referred as a brute-force methodology, although, it is usually the only possible instrument to proceed with the propagation of the uncertainties involved in the re-entry problem. For the study of the running time a HP laptop 8 GHz Intel Core i7 is used.
In the differential algebra framework, due to the number of terms involved, the computational time of higher orders is moderately greater than the one of lower orders. The running time of the DA propagation is the major contribution. The evaluation of the final expansion for the displaced states is of minimal importance, since it consists in a simple polynomial evaluation. The numerical Monte Carlo, instead, requires the complete integration of each set of displacements. In this section, the break even point according to certain initial and/or final conditions is provided, for different DA orders. It can be anticipated that the break even point increases with the order, since the integration of the reference point requires more time as the DA order increases.

$$
\begin{gather*}
t_{M C}=\bar{t}_{M C} \cdot n  \tag{3.3}\\
t_{D A, \text { fixed }}=t_{C P}+t_{C S, \text { fixed }}  \tag{3.4a}\\
t_{D A, \text { variable }}=\bar{t}_{C S, \text { variable }} \cdot n  \tag{3.4b}\\
B / E=\frac{t_{D A, \text { fixed }}}{\bar{t}_{M C}-\bar{t}_{D A, \text { variable }}} \tag{3.5}
\end{gather*}
$$

Equation (3.3) defines the numerical Monte Carlo computational time, which is given by the average time for one integration multiplied by the number of points propagated. Equation (3.4a) is used to compute the fixed time of the DA propagation. It includes the integration time of the reference condition, plus the fixed contribution of the constraint satisfaction routine. The variable component of the DA propagation (Equation (3.4b)) only considers the evaluation of the polynomial, with respect to the displacement imposed. The formula for the break-even point is in Equation (3.5).


Figure 3.10: Contour plot for each pair of $h_{0}, e_{0}$.

### 3.5.1 Running time analysis

The computational time analysis here provided studies how the break even point evolves according to the DA order. The initial conditions are in Table 3.2, and are fixed throughout the analysis, the re-entry altitude is set to 80 km . Considering Figure 3.11, the Monte Carlo running time is represented by the dotted line in red, it crosses the curves of the DA orders at different numbers of evaluations. In the upper figure, the break even point is highlighted for each DA order.
As expected, the break-even point shifts right as the DA order increases. Even with or-


Figure 3.11: Break-even point and computational time.
der 6 , the advantage given by the DA over a classical Monte Carlo simulation is clear. Provided that the range of the uncertainties is small enough to have a good convergence of the DA, when the number of simulations to be completed is about 1500 , the DA successfully allows to reduce the computational time.

### 3.6 Automatic domain splitting implementation

The automatic domain splitting procedure mitigates the effect of nonlinearities in the dynamics. The present section deals with the implementation of the technique in the model developed for the thesis. Firstly, it is discussed how the automatic domain splitting can be applied to the re-entry problem, and which are the main challenges. Then, the influence of the key parameters, namely the DA order, the maximum number of splits allowed, and the accepted tolerance, is presented.

### 3.6.1 Application to the re-entry problem

The re-entry problem is particularly demanding in terms of computational efforts. The main reason is that during the re-entry, the spacecraft experiences a rapid transition from the orbital equilibrium phase to a chaotic dynamics, which cannot be considered anymore as an orbital trajectory. During this phase, the equations of motion are particularly sensitive, and the spacecraft altitude is substantially reduced in an extremely short time. The Taylor expansion of the DA variables are heavily affected by the nonlinearities arising during the re-entry. In fact, the expansion coefficients magnitude increases as an exponential. The reason is discussed in Section 3.3, and it lies in the mathematical formulation of the atmospheric profile, which is described by means of a summation of exponential functions. When the spacecraft reaches altitudes below 100 km , the density sharply increases, causing the coefficients to explode. The domain splitting technique is beneficial in the re-entry problem, since nonlinearities are better approximated dividing the expansion when the desired accuracy is lost.
Although, the re-entry phase is so critical that the domain splitting procedure is continuously applied, resulting in thousands of polynomials, each valid in a subdomain which is an infinitesimal fraction of the original uncertainty interval. Figure 3.12 provides a visual aid to explain what happens during the integration of the propagation of an object re-entering the Earth. Both figures are relative to the first domain. The choice is arbitrary, but without loss of generality. The estimated norm results from the exponential fit based on the summation of the coefficients relatively to each DA order. The norm is the approximated value of the coefficients of order $n+1$, where $n$ is the chosen expansion order. The evolution of the norm, in the semi-logarithmic scale, and the mean altitude are represented with respect to the integration time. At each iteration, the estimated norm is compared with the value of an accepted tolerance, when it is exceeded, a split occurs, and the norm reduces. A detailed discussion concerning the splitting procedure is provided in Section 2.5. The small jumps in the mean altitude are inevitably caused by the change from one set of orbital parameters to another. In fact, at each split, the
reference condition of the current expansion is displaced.
Figure 3.12a provides the trends of the estimated norm and mean altitude for an orbit propagated from 120 km to 80 km . At around 100 km altitude, few seconds before the re-entry at 80 km , the split rate is too high to distinguish each curve.
Therefore, the upper part of Figure 3.12b provides a zoom on the phase between 100 and 80 km . While the lower part shows the results for a propagation from 100 to 80 km . The two, are named Case 1 and Case 2. Table 3.5, provides the initial states for the two cases. The object used is the Phobos Grunt spacecraft, which re-entered the Earth's atmosphere on January $15^{\text {th }}, 2013$, after a failure in the propulsion system ${ }^{1}$. The two initial states provided are not retrieved from existing TLEs, but they result from a propagation of a certain TLE state up to the desired altitudes, 120 and 100 km , respectively.
In Table 3.6, the results of the numerical integration of Case 1 and Case 2 are shown. In
Table 3.5: Initial state for the study of the domain splitting applied to the re-entry problem.

|  | $a$ | $e$ | $i$ | $\Omega$ | $\omega$ | $M$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $[\mathrm{~km}]$ | $[-]$ | $\left[^{\circ}\right]$ | $\left[{ }^{\circ}\right]$ | $\left[{ }^{\circ}\right]$ | $\left[{ }^{\circ}\right]$ |
| Case 1 | 6495 | 0.000490 | 51.41 | 351.37 | 309.46 | 203 |
| Case 2 | 6478 | 0.000120 | 51.41 | 351.30 | 309.51 | 274.2 |

the present analysis, no limit on the size of the subdomain is imposed, and the splitting is never interrupted. This results in almost 30,000 splits for Case 1 , while for Case 2 the number reached is 99 . It is also remarkable that the spacecraft takes 21 minutes to re-enter from an altitude of 120 km , while from an initial altitude of 100 km it only needs 64 seconds. Together with the figures, those results prove the severity of the re-entry problem for the mathematical integration.
Figure 3.12b, illustrates that the norm increases linearly in the semi-logarithmic scale. As
Table 3.6: Propagation results for the domain splitting implementation.

|  | N. of domains | Re-entry time (domain 1) |
| :--- | :---: | :---: |
| Case 1 | 28995 | 21 min |
| Case 2 | 99 | 1 min |

[^7]the spacecraft re-enters, the norm reduces less after each split, and the split rate accelerates. The slope of the segments is expressed in decibel ( dB ) per second, and the slope evolution for the two cases is provided in Figure 3.13. Throughout the re-entry, the slopes sharply increase, resulting in a raise of the number of splits. For the rest of the analysis, the maximum number of splits is limited, therefore, a minimum size of the subdomain is imposed.

(a) From 120 to 80 km

Figure 3.12

### 3.6.2 Influence of the key parameters

The following paragraphs deal with the influence of the domain splitting algorithm parameters. For the discussion, two real re-entered objects are used. The initial states are retrieved from the publicly available TLEs, and re-entry is expected between few hours to few days, depending on the uncertainties applied. The scope is to test the model proposed for low and highly eccentric orbits. The two spacecrafts are the Chinese space


Figure 3.12: Norm evolution during the integration, for different starting altitudes.
station Tiangong-1, and a spent rocket stage in GTO orbit, GSLV R/B. Table 3.7 provides the initial states and epochs for the two spacecrafts.
The Tiangong-1 (NORAD 37820) was launched the $29^{\text {th }}$ September 2011 in an almost circular orbit in LEO, the control of the station was lost in 2016, and the gradual decay lasted until the $2^{\text {nd }}$ April 2018, when it reentered the Earth's atmosphere over the South Pacific Ocean. A more detailed analysis about the Tiangong-1 re-entry is provided in Chapter 4.
Geostationary Transfer Orbits (GTOs) are mostly occupied by spent rocket bodies, which exhausted their propellant tanks to transfer satellites from Low Earth Orbits (LEOs) to geostationary orbits $\left(r_{G E O}=42,168 \mathrm{~km}\right)$. The re-entry of rocket stages can potentially constitute a risk for the population, due to their mass and the materials used for the tanks, which can survive the re-entry within the atmosphere. The chosen object, GSLV R/B (NORAD 39499), is taken from a list of GTO spacecrafts provided by Gondelach et al. [2016], where it is used to validate the tool developed to predict the re-entry of

## Case 1



Case 2


Figure 3.13: Slopes of the norm evolution with respect to the mean altitude.

GTO spacecrafts. It is the upper stage of the Indian geosynchronous satellite launch vehicle, GSLV-D5, which inserted the satellite GSAT-14 into a GTO on January $5^{\text {th }}, 2014$ (Fletcher J and Sharma [2014]).
The implementation of the automatic domain splitting technique does not guarantee the
Table 3.7: Initial state and epoch for the Tiangong-1 and the GSLV R/B spacecrafts.

| Spacecraft | TLE epoch | $a$ <br> $[\mathrm{~km}]$ | $e$ <br> $[-]$ | $i$ <br> $\left[{ }^{\circ}\right]$ | $\Omega$ <br> $\left[{ }^{\circ}\right]$ | $\omega$ <br> $\left[^{\circ}\right]$ | $M$ <br> $\left[{ }^{\circ}\right]$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $01-04-2018$ | 6543.92 | 0.000747 | 42.74 | 200.60 | 347.81 | 12.97 |
| GSLV R/B | $07-06-2014$ | 7309.96 | 0.1151519 | 19.11 | 114.03 | 357.50 | 248.83 |

accuracy and the convergence of the final evaluation of the points belonging to the uncertainty cloud. This is particularly true when dealing with the re-entry problem, due to the high nonlinearities involved. The results depend on the DA order used, the maximum number of splits allowed for each domain, and the tolerance considered for the splitting
criterion. The uncertainties are applied only on the semi-major axis and the eccentricity, since they are the variables which have the greatest influence, and the only elements that affect the re-entry time. The criterion for the splitting decision is applied by considering the additional DA expansion of the perigee altitude $h_{p}$. It is a meaningful parameter to monitor because it includes both the expansions of $a$ and $e$, and it allows to set a single tolerance.
The uncertainties in the initial state for the Tiangong-1 and the GSLV R/B are in Table 3.8, and they are kept constant for the whole analysis. Excessive uncertainties may terminate the propagation. The failure usually occurs during the splitting of a polynomial into two. The two polynomials are created, but, one of them or both, can be characterised by an eccentricity lower than zero, which is not physical. When the integrator propagates that condition, the right-hand-side diverges and the integration breaks. For this reason, the uncertainties are maintained limited to avoid any possible failure. Although, since the scope is to test how the domain splitting parameters influence the results and their accuracy compared with the numerical Monte Carlo, the uncertainties selected cause a spread of the initial cloud into few orbits, which is a severe condition for the mathematical DA formulation.

In order to clearly identify the influence of the three different parameters, each of them
Table 3.8: Uncertainties in the initial state, Tiangong-1 and GSLV R/B.

| Spacecraft | $\sigma_{a}$ | $\sigma_{e}$ | $\sigma_{i}$ | $\sigma_{\Omega}$ | $\sigma_{\omega}$ | $\sigma_{M}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $[\mathrm{~km}]$ | $[-]$ | $\left[{ }^{\circ}\right]$ | $\left[{ }^{\circ}\right]$ | $\left[{ }^{\circ}\right]$ | $\left[{ }^{\circ}\right]$ |
| Tiangong-1 | $\pm 2$ | $\pm 0.00001$ | - | - | - | - |
| GSLV R/B | $\pm 3$ | $\pm 0.0005$ | - | - | - | - |

is analysed by maintaining constant the other two. The maximum number of evaluations is 10,000 points. The DA parameters used for the influence analysis are reported in Table 3.9.

Table 3.9: DA parameters for the domain splitting analysis.

| DA order | Max. number of splits | Tolerance on $h_{p}$ | Max. number of evaluations |
| :---: | :---: | :---: | :---: |
| 5 | 8 | $10^{-4}$ | 10,000 |

## DA order

The results provided by the methodology proposed, which include the domain splitting, are influenced by the DA order used. Indeed, the DA order determines the coefficients magnitudes and the tendency of the polynomial to diverge close to the domain bounds,
where higher orders are more prone to be inaccurate. Therefore, the choice regulates the splits frequency.
The analysis here described deals with the comparison of the mean spatial error, the computational time, and the constraint satisfaction success for four DA orders, 4, 6, 8, and 10 .
Figure 3.14a provides the trends of the mean spatial error for the different DA orders, corresponding to the Tiangong-1 in yellow, and the GSLV R/B in blue. As expected, higher orders are more accurate, and in both cases the minimum mean error is accomplished when using order 10. Moreover, for highly eccentric orbits, the error is several times higher compared with the low eccentricity case. The error is calculated by comparing the results obtained with numerical Monte Carlo campaign of the same cloud of initial conditions.
The constraint satisfaction does not always converge, due to the magnitude of the coefficients involved. From the numerical point of view, for a given sample, the constraint satisfaction is assumed to succeed if the resulting eccentricity is positive, the semi-major axis is greater than the radius of the Earth, and smaller than the initial $a$. Overall, the percentage of the constraint satisfaction success is measured by dividing the number of points for which the procedure was able to give an acceptable result, and the total number of initial samples. In Figure 3.14b, the percentage of the constraint satisfaction success with respect to the DA order used is shown, for both the Tiangong-1 (in yellow) and GSLV R/B (in blue). Higher orders are penalised, for order 10, for instance, only few points are effectively evaluated. Moreover, the convergence in the case of low eccentric orbits is better, reaching a difference of more than $50 \%$ for DA order 4 .
Overall, the methodology performs better for low eccentricities, since they guarantee a


Figure 3.14: Effect of the DA order on the mean spatial error and the CS convergence.
good convergence of the constraint satisfaction by experiencing lower mean spatial errors. Concerning the computational cost, the results are presented in Table 3.10. In order to compare the computational time of the DA propagation and the numerical Monte Carlo, it is important to stress that the numerical simulation only propagates the points for which the constraint satisfaction was able to give an output. Therefore, the computational time of the numerical Monte Carlo is not constant for each DA order used, but it varies according to the effective number of evaluations completed in the DA environment. Clearly, due to the lower convergence of the constraint satisfaction in the case of the GTO orbit, the DA propagation is never computationally efficient. While for the low eccentric orbit, with DA order 4, the DA propagation is three times faster. As the constraint satisfaction success decreases, the DA propagation becomes less efficient compared with the classical numerical Monte Carlo.

Table 3.10: Computational time in seconds according to the DA order.

| DA order | Tiangong-1 |  | GSLV R/B |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Differential Algebra | Monte Carlo | Differential Algebra | Monte Carlo |
| 4 | 196.60 | 644.08 | 1227.70 | 425.35 |
| 6 | 509.91 | 206.63 | 1596.44 | 75.96 |
| 8 | 1001.61 | 101.69 | 3114.76 | 26.69 |
| 10 | 2957.05 | 42.75 | 8426.77 | 10.10 |

The mean spatial error and the constraint satisfaction success are illustrated in Figure 3.15 , by representing the impact locations over the Earth's surface, for each DA order. Since it is the most problematic case, only the GTO spacecraft is considered. The numerical Monte Carlo solution is in red, and it is only visible where the DA propagation is not able to accurately match the actual re-entry site. Coloured points are the output of the DA propagation, the ones in blue reentered earlier in time, compared with the points in yellow. As the order increases, the distribution of the impact locations is less and less accurate, until, for order 10 , only few points are available.

## Maximum number of splits per domain

Without imposing any limitation, the number of domains generated by the domain splitting procedure can easily reach several thousands. This results in an unreasonable computational time. To reduce the propagation cost while keeping the benefits of implementing the domain splitting procedure, a maximum number of splits is imposed. In the analysis, the maximum number varies between $0,4,6,8,10$ and 13 splits. The performances are compared by looking at the mean spatial error and the constraint satisfaction success.


Figure 3.15: Impact locations distributions of GSLV R/B with respect to DA orders 4, 6, 8 , and 10 .

Figure 3.16a shows the trends representing the mean spatial error versus the maximum number of splits for the Tiangong-1, in yellow, and the GSLV R/B, in blue. The very first point of the GSSL R/B curve, is due to the fact that the constraint satisfaction only works in one point. Apart from that point, it is clear that the spatial error decreases as the maximum number of splits increases. The result is easily justified by considering that increasing the number of splits allows to reduce the effects of the nonlinearities.
The constraint satisfaction success with respect to the maximum number of splits is provided in Figure 3.16b. The Tiangong-1 performs better, reaching $100 \%$ in the last condition.
Figure 3.17 shows the impact locations of the station Tiangong-1 with respect to the maximum number of splits. When no split is allowed, only the central point and its immediate neighbourhood are approximated, while with 13 splits per domain, the whole impact distribution corresponding to the initial uncertainties selected is well represented by the methodology.


Figure 3.16: Effect of the maximum number of splits on the mean spatial error and the CS convergence.

## Accepted tolerance

During the propagation, the splitting occurs when the estimated norm of the perigee altitude exceeds an accepted tolerance. The tolerance affects the results, by influencing the rate of the splits. The tested values for the tolerance are $0.05,0.01,0.0001,10^{-6} \mathrm{~km}$. Figure 3.18a, shows the mean spatial error as function of the $h_{p}$ expansion tolerance. The two curves refer to the Tiangong-1 (in yellow) and the GSLV R/B (in blue), respectively. For both cases, the mean spatial error reduces as the tolerance reduces as well. The actual reduction is not continuous, but after reaching a certain value it experiences a sort of plateau.
The constraint satisfaction success is almost constant as the tolerance varies, but the percentage is overall higher for the Tiangong-1, compared with the GSVL R/B.

## Conclusive comments about the domain splitting parameters

Firstly, it is important to mention that the two cases are not directly comparable, since their initial satellite state and re-entry time differ significantly. In fact, while the Tiagong-1 TLEs are taken about one day prior to the impact, the propagation of the high eccentricity orbit for the same period fails to converge for the same uncertainty range, the initial epoch chosen is only few hours before the actual re-entry. Thus, despite the different conditions, it is possible to draw some conclusive comments. From the analysis above, for highly eccentric orbits the error is several times higher compared with the low eccentricity case. Also, the computational time is usually higher for the GTO objects, and the constraint


Figure 3.17: Impact locations distributions of Tiangong-1 with respect to the maximum number of splits.


Figure 3.18: Effect of the accepted tolerance on $h_{p}$ on the mean spatial error and the CS convergence.
satisfaction works better when the eccentricity is limited. Overall, the whole methodology works better for objects characterised by a low eccentricity, as it was already proven in Section 3.4.
One possible hypothesis to interpret those results is based on the following consideration. An object in a highly eccentric orbit is subjected to large altitude and atmospheric density variations. Hence, the semi-analytical equations must take into account a wider change in the drag effect, and, in conclusion, the polynomial expansion fails in representing the increased nonlinearities.
The explanation proposed is not mathematically proven, and it is just retrieved from an observation of the numerical experiments.

### 3.7 Velocity uncertainty analysis

Initial state uncertainties and their magnitude determine the spread of the re-entry impact points over the Earth' surface. In the previous sections, uncertainties have been expressed in terms of Keplerian elements, and only displacements in $a$ and $e$ were considered. Although, an exhaustive discussion concerning the initial state uncertainties would require to consider the uncertainties in the six Keplerian elements, increasing the computational burden. Alternatively, it is possible to express the velocity uncertainties in terms of flight path angle, velocity magnitude, and azimuth. The three parameters completely define the velocity vector, in module and space orientation. This is done because uncertainties in re-entry predictions are often addressed by means of those elements, especially in space debris re-entry campaigns. Therefore, the satellite state is given in terms of flight elements, but the expansion variables are still Keplerian elements. The parameters for the uncertainty analysis are provided in Table 3.11.
The section describes the results concerning the effects of a variation in the flight path
Table 3.11: Parameters for the velocity uncertainty analysis.

| DA order | Max. number of splits | Accepted tolerance | Max. number of evaluations |
| :---: | :---: | :---: | :---: |
| 5 | 7 | 0.001 | 2000 |

angle, the velocity magnitude, and the azimuth angle. The cumulative effects are not included.

## Flight path angle effect

A variation in the Flight Path Angle (FPA) does not affect the velocity magnitude, but it only causes a rotation of the velocity vector in the orbital plane. Figure 3.19 shows the
effect induced by a variation in the flight path angle $\phi_{f p a}$ on nearly circular and highly eccentric orbits. In the low eccentricity case, the spacecraft is close to the perigee, as it occurs to the Tiangong-1 at the TLE epoch reported in Table 3.12. While the object in the high eccentricity orbit is moving from the apogee to the perigee, as the GTO rocket stage GSLV R/B. The original orbit is in red, a positive variation characterises the orbit in yellow, and the orbit in blue is generated by a negative variation of the FPA. The variations of the FPA applied are 100 times the maximum variation in Table 3.12, in order to distinguish the three orbits and to better describe the effect.
Table 3.12 provides the set of tested uncertainties on the FPA. Despite the two orbits are


Figure 3.19: Effects induced by a variation in the flight path angle $\phi_{f p a}$.
extremely different, the magnitude of the uncertainties are the same, since the scope is to compare how the response of the methodology changes under different orbital conditions. A variation of the FPA affects the orbital eccentricity, the effect depends on where the

Table 3.12: Set of tested uncertainties on the flight path angle.

| $\sigma_{\phi_{f p a}}$ | $\pm 0.01^{\circ}$ | $\pm 0.02^{\circ}$ | $\pm 0.05^{\circ}$ | $\pm 0.1^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: |

uncertainties are applied (i.e. close to the apogee or to the perigee), since the original value of the flight path angle plays a role, and on the initial value of the eccentricity. Figure 3.20 shows the variation of the eccentricity induced by a planar rotation of the velocity vector of a quantity equal to $\Delta \phi_{f p a}$. The initial eccentricity is the red horizontal dotted line, the Monte Carlo variation is in yellow, while the differential algebra approximation is provided according to different DA orders.
Figure 3.20a describes how a variation in the FPA affects the eccentricity in the case
of a low eccentric orbit. The original eccentricity is extremely small, and the flight path angle in a circular orbit is close to $0^{\circ}$. Therefore, even a small FPA variation produces a change in the eccentricity, which can even double. The DA cannot approximate the extreme change in the eccentricity with good accuracy, especially for higher orders, see as reference the line in light blue. Higher order expansions are more accurate close to the central point, but they loose their accuracy as the variation is increased. Lower order, instead, are able to represent more accurately the limits of the uncertainty interval. In order to precisely represent the initial Keplerian elements displacement, only in the case under discussion, the DA order used is lowered from 5 to 3 . The curve is not symmetric with respect to a zero variation because the initial flight path angle is not zero, but positive. This means that, when applying a negative variation in the FPA, at a certain point the FPA becomes zero, and then the eccentricity starts to increase in the other direction. The effect is a rotation of $180^{\circ}$ of the perigee position. This only occurs in the case of the Tiangong- 1 because its orbit is almost circular. For the GTO orbit, a FPA variation does not cause extreme variations in the eccentricity magnitude, see Figure 3.20b. The trend is linear and all the DA orders are able to approximate the numerical curve. A positive FPA variation causes the eccentricity to decrease because the orbit is shrunk, while a negative variation causes the eccentricity to increase because the orbit is expanded. This can be easily seen in Figure 3.23, because the blue orbit is more circular compared with the original, and the yellow one is more eccentric than the initial.
The re-entry window is affected by a variation in the FPA, by a quantity that depends


Figure 3.20: Eccentricity as a function of the flight path angle $\phi_{f p a}$.
on the magnitude of the variation itself. A small variation does not strongly affect the re-entry time, while a large variation can even postpone the re-entry of few days.

Figure 3.21 provides the re-entry time bounds as a function of the variation in the FPA. The re-entry of the central point is in red. The numerical Monte Carlo bounds are in yellow, while the approximations found with the methodology proposed are in black.
Figure 3.21a refers to the Tiangong-1. The upper bound almost completely coincides with the nominal re-entry, while the lower bound is well approximated by the DA only in the first three tests. In the largest uncertainty domain tested the numerical solution diverges from the exact one.
For high eccentric orbits, in Figure 3.21b, the re-entry window increases from few hours, to almost two days for the maximum FPA variation. The DA approximation is close enough to the exact solution.
The re-entry time distribution as function of the eccentricity, for the maximum flight


Figure 3.21: Re-entry time bounds as a function of the flight path angle $\phi_{f p a}$.
path angle uncertainty, is shown in Figure 3.22. The numerical Monte Carlo solution is in blue, while the approximation given by the DA is in yellow. For the Tiangong-1, in Figure 3.22a, the positive variations of the FPA are well represented, while the negative variation part is not converging properly. This is justified by considering Figure 3.20a, where it is possible to see that only the positive part is well approximated by an expansion of order 3. In fact, a flight path angle variation in both direction causes an increase in the eccentricity. Therefore the two domain branches, starting from the central point, tend to overlap, but the polynomial expansion fails in representing both sides with the same accuracy. Figure 3.22 b , refers to the GSLV R/B spacecraft, the two lines for the DA and the numerical MC are almost completely overlapped, meaning that the methodology proposed is able to accurately predict the re-entry window.
A variation in the flight path angle can affect the accuracy of the spatial position, com-


Figure 3.22: Re-entry time as a function of the eccentricity for the maximum flight path angle uncertainty.
pared with the numerical Monte Carlo approach. Moreover, as the applied variation increases, the DA expansion evaluation converges less, especially at the limits of the domain. Figure 3.24 shows the relation between the flight path angle variation and the mean spatial error, in blue, and the constraint satisfaction success, in yellow. The trends of the Tiangong-1 and the GSLV R/B are both represented. The spatial error increases with the flight path angle uncertainty. Nearly circular orbits are highly penalised, and the error exceeds $3,000 \mathrm{~km}$ in the particular case of the Tiangong- 1 . On the contrary, the constraint satisfaction always works for Tiangong-1, while for the GTO object the convergence reduces with the increase of the FPA variation.
Concerning the re-entry sites over the Earth' surface, Figure 3.24 shows the impact distribution when a variation of the FPA is applied. The numerical Monte Carlo solution is in red, while the DA approximation is coloured according to the side bar, which represents the difference between the exact re-entry time and the approximated one. The central point is highlighted, as well as the points characterised by the lower and upper bounds of the FPA variation. Figure 3.24a refers to the Tiangong-1, which shows a variation of $\pm$ $0.1^{\circ}$. The approximated time is constantly below the re-entry time of the reference point, and the red zones are visible because in those areas the DA solution is characterised by huge spatial errors. The central point is located at one end of the distribution, the effect can be again justified by looking at the relation between the FPA variation and the eccentricity (Figure 3.20a). The impact distribution of the GSLV R/B for a variation of $\pm 0.02^{\circ}$ is shown in Figure 3.24b. For higher uncertainties, the distribution is not wellrepresented. In this case, the central point lies in the middle of the distribution.


Figure 3.23: Mean spatial error and constraint satisfaction success as a function of the flight path angle $\phi_{f p a}$.

Highly eccentric orbits are better approximated in the presence of huge variations in the FPA. The result is not unexpected, because nearly circular orbits are characterised by a flight path angle close to zero, and the variations applied are proportionally large, changing the orbit dramatically. More realistic uncertainties are smaller than the ones discussed in the present section, but the scope here is to test the behaviour of the model in the presence of extreme variations, to prove its reliability.

## Velocity magnitude effect

A variation in the velocity magnitude changes both the orbit semi-major axis and eccentricity, affecting the re-entry time. The effect induced by a variation in the velocity magnitude $v$ is shown in Figure 3.25 and it depends on where uncertainties are applied along the orbital path. In the Tiangong-1 case, from Figure 3.25a and Figure 3.26a, it is seen that the semi-major axis $a$ and the eccentricity $e$ are directly proportional to the velocity magnitude variation. The orbit of the GTO stage GSLV R/B experiences an increase of the semi-major axis and a decrease of the eccentricity when a positive $\Delta v$ is


Figure 3.24: Impact locations distribution with respect to the flight path angle uncertainties.
given. As provided in Figure 3.25b and Figure 3.26b.
Table 3.13 provides the tested uncertainties on the velocity magnitude.
The methodology proposed is able to approximate with good accuracy the re-entry win-

(a) Nearly circular orbit

(b) Highly eccentric orbit

Figure 3.25: Effects induced by a variation in the velocity magnitude $v$.

Table 3.13: Set of tested uncertainties on the velocity magnitude.

| $\sigma_{v}$ | $\pm 0.1[\mathrm{~m} / \mathrm{s}]$ | $\pm 0.2[\mathrm{~m} / \mathrm{s}]$ | $\pm 0.5[\mathrm{~m} / \mathrm{s}]$ | $\pm 1[\mathrm{~m} / \mathrm{s}]$ |
| :--- | :---: | :---: | :---: | :---: |

dows calculated with the numerical Monte Carlo, for the Tiangong-1 (Figure 3.27a) and GSLV R/B (Figure 3.27b). In both cases, the re-entry time window becomes wider as the uncertainty in the velocity magnitude increases.
The distribution of the re-entry time when the maximum uncertainty is applied is reported in Figure 3.28. The two spacecrafts re-enter earlier in time, compared to the reference point, for a smaller semi-major axis. On the contrary, the re-entry is postponed when the orbit is characterised by an increased semi-major axis.
Figure 3.29 illustrates the effect of the velocity magnitude uncertainties on the constraint satisfaction success and the mean spatial error. The constraint satisfaction convergence is improved for smaller uncertainties in the velocity magnitude. Moreover, nearly circular orbits, as the one of the Tiangong- 1 , are characterised by a higher success. The mean spatial error is overall small, but the trend suggests that the higher the $\sigma_{v}$ the higher the spatial error. The orbit of the Tiangong- 1 is characterised by an higher error, compared with the GTO rocket body GSLV R/B. The difference is possibly due to the longer integration time of the Tiagong-1.
Figure 3.30 shows the impact locations on the Earth's surface for a $\sigma_{v}=1 \mathrm{~m} / \mathrm{s}$. The colour bar provides the difference between the re-entry time of each point belonging to the cloud, and the final re-entry time of the central point.


Figure 3.26: Semi-major axis and eccentricity as a function of the velocity magnitude $v$.


Figure 3.27: Re-entry time bounds as a function of the velocity magnitude $v$.

## Azimuth angle effect

An azimuth angle variation induces a change in the orbital inclination, as shown in Figure 3.31. The semi-major axis and the eccentricity are not affected.
The tested uncertainties in the azimuth angle are provided in Table 3.14. The maximum variation of $\pm 45^{\circ}$ is not physically feasible, but it is tested anyway to show that a variation in the azimuth angle does not affect the results in a remarkable way. The physical explanation lies in the fact that $a$ and $e$ are the only elements responsible for the re-entry time, and they are not affected by a variation in the azimuth.
The variations of the inclination and the right ascension of the ascending node as function of the azimuth angle are provided in Figure 3.32 and Figure 3.33. Different DA orders are


Figure 3.28: Differential algebra re-entry time distribution as a function of the semi-major axis and eccentricity.


Figure 3.29: Mean spatial error and constraint satisfaction success as a function of the velocity magnitude $v$.


Figure 3.30: Impact locations with respect to the velocity magnitude uncertainties.
compared with the real trend reported in yellow. The Tiagong-1 case shows how higher DA orders tend to better approximate the $\Omega$ evolution, while for the GSLV R/B object the convergence domain is reduced increasing the polynomial precision.


Figure 3.31: Effects induced by a variation in the azimuth angle $\beta$.
Table 3.14: Set of tested uncertainties on the azimuth angle.

| $\sigma_{\beta}$ | $\pm 4.5^{\circ}$ | $\pm 9^{\circ}$ | $\pm 22.5^{\circ}$ | $\pm 45^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: |

Figure 3.34 provides the re-entry time bounds as function of the azimuth angle. The simulation proves the theoretical result, indeed, all the points re-enter in a time window of few seconds, even in the presence of enormous variations in the azimuth angle. Overall, nearly circular orbits (Figure 3.34a) seem to be better represented than highly elliptical ones (Figure 3.34b).
Considering Figure 3.35, the constraint satisfaction converges in $100 \%$ of the cases, no matter which uncertainty is applied. The error is contained when the uncertainties are small, but for high uncertainties the Tiangong-1 performs better than the GSLV R/B. The impact distributions are provided in Figure 3.36. For a variation of $\pm 45^{\circ}$, the Tiangong1 impact locations are spread over almost $90^{\circ}$ in latitude (Figure 3.36a). The maximum delta time is 0.6 ms . As seen in Figure 3.36b, the error is much higher in the case of GSLV R/B. In fact, the numerical Monte Carlo solution and the one provided with the differential algebra are not completely overlapped due to the misrepresentation of the initial condition given by the DA expansion.


Figure 3.32: Inclination as a function of the azimuth angle $\beta$.


Figure 3.33: Right ascension of the ascending node as a function of the azimuth angle $\beta$.


Figure 3.34: Re-entry time bounds as a function of the azimuth angle $\beta$.


Figure 3.35: Mean spatial error and constraint satisfaction success as a function of the azimuth angle $\beta$.


Figure 3.36: Impact locations distribution with respect to the azimuth angle uncertainties.

## Chapter 4

## Results

This chapter consists in a description of the major findings of the thesis, to prove the reliability of the methodology proposed. The re-entry of two real objects is here analysed. Section 4.1 is a short overview concerning global sensitivity indices. Section 4.2 provides a brief presentation of the history of the selected re-entered objects studied, the GOCE satellite and the Chinese space station Tiangong-1. Section 4.3 consists in a comparison between the results obtained with the numerical Monte Carlo and the methodology discussed. In particular, the results are provided in terms of re-entry epoch predictions and ground risk map. It also deals with the analysis of the DA integration, including some important features of the methodology proposed. Finally, Section 3.5 provides the study of the global sensitivity analysis of the re-entry problem by means of the numerical Monte Carlo method and the DA-based methodology. In addition, the computational time for the two approaches is discussed.

### 4.1 Global sensitivity indices

This section provides a brief introduction to global sensitivity analysis, a field of probabilistic mathematics which was largely developed by I.M. Sobol' in the last decades. A summary of his research is in Sobol [2001]. Numerical models are intrinsically deterministic, since they return a set of quantities of interest $\boldsymbol{y}=f(\boldsymbol{x})$, as a function of a set of variables $\boldsymbol{x}$. Nevertheless, due to the uncertainty nature of the inputs, coming from measurements or design pending, it is more and more demanded to provide a sensitivity analysis. Sensitivity is of greatest interest in evaluating result robustness, risk analysis and on a more general approach, in understanding how the model relatively depends on the variables.

A first common deterministic approach to sensitivity is based on taking the partial derivatives $\left.\frac{\partial f}{\partial x_{i}}\right|_{x^{*}}$ with respect to a reference set $\boldsymbol{x}^{*}$. The resulting indices have therefore only a local validity.
A second intrusive solution for the problem is based on the computation of the derivatives directly within the model. Differential algebra can be considered as part of this category, since polynomial coefficients are the desired indices. Nevertheless, the present work has shown how the expansion can fail to represent the entire variable design space, unless a splitting technique is introduced. Thus, the use of differential algebra on its own, is not able to produce global indices, because partial derivatives are still locally defined.
Global sensitivity, developed by Sobol', has the scope to study the whole model $f$ inside the domain, without specifying a particular input $\boldsymbol{x}^{*}$, taking into account the variable probabilistic nature. The next paragraph introduces the mathematical formulation of the indices and the numerical approximation, as illustrated in Saltelli et al. [2008]. Given the high number of model evaluation required, the use of differential algebra can significantly reduce the computational time of the coefficients, as it will be demonstrated later in the results.

### 4.1.1 Estimates of global sensitivity indices

Given a square integrable function $f(\boldsymbol{X})$ over the $n$-dimensional unitary hypercube $I^{n}$ of probabilistic variables $\boldsymbol{X}$, it is possible to consider an ANOVA decomposition. ANOVA (Analysis of variance) is a statistical model for inference analysis on a collection of experimental samples ${ }^{1}$. Based on this, Sobol' defined global sensitivity indices.
The first-order index $S_{i}$, represents the degree to which the model variance depends on the considered $i$-variable alone, and thus it estimates how much the variance would decrease if the variable would be considered as deterministic. Moreover, the sum of all first-order indices is less or equal to one. The equality is verified only in the case in which the model has no interaction among the variables. With the same approach it is possible to compute indices for the variable coupled effects $S_{i j}$, but the numerical complexity increases with the interaction degree.
Total indices, $S_{T i}$, are usually more significant as they sum the independent effect of a variable with all its interactions. For this reason, the total index is always equal or greater than the first-order index, and the overall sum of total indices can be greater than one. $S_{i}$ and $S_{T i}$ coincide only if the variable does not interacts with the others.
The following procedure allows for the numerical approximation of first-order and total

[^8]sensitivities indices.
First, two matrices $A$ and $B$ of size $(N, n)$ are generated, $N$ being the number of quasirandom samples, for example using Sobol' sequence, and $n$ the variable space dimension. Secondly, a matrix $C_{i}$ is defined for each variable equal to matrix $B$ except for the $i$-th column taken from $A$.
The model outputs are computed from each matrix of samples, their size is thus $(N, 1)$.
\[

$$
\begin{equation*}
y_{A}=f(A) \quad y_{B}=f(B) \quad y_{C, i}=f\left(C_{i}\right) \tag{4.1}
\end{equation*}
$$

\]

Finally it is possible to estimate the indices thanks to Equation (4.2) and Equation (4.3).

$$
\begin{align*}
S_{i} & =\frac{(1 / N) \sum_{j=1}^{N} y_{A}^{(j)} y_{C i}^{(j)}-f_{0}^{2}}{(1 / N) \sum_{j=1}^{N}\left(y_{A}^{(j)}\right)^{2}-f_{0}^{2}}  \tag{4.2}\\
S_{T i} & =1-\frac{(1 / N) \sum_{j=1}^{N} y_{B}^{(j)} y_{C i}^{(j)}-f_{0}^{2}}{(1 / N) \sum_{j=1}^{(j)}\left(y_{A}^{(j)}\right)^{2}-f_{0}^{2}} \tag{4.3}
\end{align*}
$$

where

$$
\begin{equation*}
f_{0}^{2}=\left(\frac{1}{N} \sum_{j=1}^{N} y_{A}^{j}\right)^{2} \tag{4.4}
\end{equation*}
$$

The two equations consist of approximations, and are based on the fact that the scalar product between two results will randomly associate high and low values of $y$ if the $i$ variable is non-influential, while the correlation will be increased if the results strongly depends on $X_{i}$, increasing the value of the index. The overall computation cost for a single class of sensitivity indices is therefore $N(n+2)$. Bootstrap re-sampling could be implemented in addition to compute the error estimates on the indices.
The present thesis deals with the satellite re-entry. In this field, the decay time is one of the key information, and thus it has been chosen in the results as the model output. In the differential algebra framework, once the integration is concluded, Sobol' samples are spread in each subdomain, and a search algorithm is required in order to evaluate the correct expansion. Moreover, the constraint satisfaction technique can fail sometimes in providing the correct re-entry solution, hence, when computing sensibilities indices, $y$ values must be saved only in the case in which the routine works for the $A, B$ and $C_{i}$ samples. The Sobol' indices are also calculated by means of Monte Carlo methods, to compare the two solutions.

### 4.2 Selected reentered objects

The scope of the thesis is to provide an efficient methodology to study the re-entry of satellites in the Earth's atmosphere. Real re-entered objects are involved to present the
findings of this work. In the last years, few uncontrolled spacecrafts re-entered the Earth atmosphere, causing moderate concerns regarding the risk for the population. Among those, the GOCE re-entry in 2013 and the Tiangong-1 decay in 2018 are here discussed.

### 4.2.1 GOCE

The Gravity field and steady-state Ocean Circulation Explorer (GOCE) is an ESA geodynamics and geodetic mission. Its main objective was to map the Earth's gravity field, creating an accurate model of the geoid. It was launched on $17^{\text {th }}$ March 2009 and injected on an orbit of 283.5 km altitude. Its operational phase lasted for 4.5 years, and the mission came to a natural end when the spacecraft run out of fuel on $21^{\text {th }}$ October 2013, triggering a fast orbit decay eventually leading to its disintegration in the atmosphere three weeks later, on November 11. The spacecraft re-entered the Earth's atmosphere over the South Atlantic Ocean, close to the Falkland islands ${ }^{2}$.
GOCE's re-entry took significantly longer than initially predicted, due to its aerodynamic shape and controlled attitude, and much lower atmospheric densities than predicted. The re-entry was previously studied by the ESA/ESOC Space Debris Office (SDO) and Japan Aerospace Exploration Agency (JAXA). Furthermore, the re-entry of GOCE is particularly interesting, because of the availability of many different measurements, such as TLEs, additional tracking by the Joint Space Operations Center (JSpOC), dedicated radar tracking, GPS solutions, and accurate solutions for the attitude. All these data allow for benchmarking the models and approaches (Geul et al. [2018]).
Considered its aerodynamics shape, the study of the GOCE re-entry could be potentially extended for the study of long cylindrical objects with fixed centre of mass versus centre of gravity pose, e.g. rocket bodies. This specific configuration can, under certain conditions, lead to attitude stabilisation and, if anticipated correctly, give rise to increased accuracy in the re-entry predictions (Cicalò et al. [2017]).
The orbital configuration of the satellite on $9^{\text {th }}$ November 2013, is retrieved from TLE data, and available in Table 4.1, the state is expressed in Keplerian elements.
Table 4.2 provides the standard deviation of errors at TLE epoch derived state for both classical and enhanced TLEs. They are made available by Geul et al. [2018], and the derivation is based on weighted differencing method (Geul et al. [2017]). The residuals refers to $9^{\text {th }}$ November 2013. The uncertainty set used within the present thesis is the one of the enhanced TLEs.

Given the initial condition summarised in Table 4.1, the spacecraft is expected to re-enter

[^9]Table 4.1: Initial condition of the GOCE satellite on November, $9^{\text {th }} 2013$.

| $a$ | $e$ | $i$ | $\Omega$ | $\omega$ | $M$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $[\mathrm{~km}]$ | $[-]$ | $\left[{ }^{\circ}\right]$ | $\left[{ }^{\circ}\right]$ | $\left[{ }^{\circ}\right]$ | $\left[{ }^{\circ}\right]$ |
| 6545.6389 | 0.0006656 | 96.5433 | 342.5402 | 243.5102 | 116.5957 |

Table 4.2: Initial standard deviation of errors at TLE epoch. Source: Geul et al. [2018].

| Type | $\sigma_{r, R}$ <br> $[\mathrm{~km}]$ | $\sigma_{r, S}$ <br> $[\mathrm{~km}]$ | $\sigma_{r, W}$ <br> $[\mathrm{~km}]$ | $\sigma_{v, R}$ <br> $\left[\mathrm{~m} \mathrm{~s}^{-1}\right]$ | $\sigma_{v, S}$ <br> $\left[\mathrm{~m} \mathrm{~s}^{-1}\right]$ | $\sigma_{v, W}$ <br> $\left[\mathrm{~m} \mathrm{~s}^{-1}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| enhanced TLE | 0.089 | 2.4 | 0.033 | 2.9 | 0.11 | 0.018 |
| classic TLE | 0.46 | 6.2 | 0.14 | 7.6 | 0.46 | 0.13 |

after 31.77 hours. This value consists of an overestimation of the actual re-entry time of around 4 hours. The mismatch is induced by several factors. Firstly, the TLEs used may be affected by an unspecified error, which is not given by public sources and is not estimated in the present work. Moreover, semi-analytical methods are an approximation of the real motion of the satellite, therefore, an additional source of error may arise from the mathematical model itself. Finally, the spacecraft shape and attitude are not considered. Concluding, there are several influencing aspects which are not taken into account. Nevertheless, the results shown are not meant to be a correct estimation of the re-entry time, but they have the scope to prove that the DA-based methodology developed can be effectively applied to the re-entry problem.

### 4.2.2 Tiangong 1

This Section is completely based on the information retrieved from the work done by Pardini and Anselmo [2019], who monitored the orbital decay of the Chinese space station Tiangong-1 until the re-entry into the Earth's atmosphere.
Tiangong-1 was one of the most massive objects to re-enter without control in the second half of the 2010s. Therefore, it could have represented a potential threat to people and properties, justifying the intensive re-entry campaign promoted by the Inter-Agency Space Debris Coordination Committee (IADC). Unfortunately, no detail about the spacecraft's design, structure and materials was released by China, preventing a reliable prediction concerning the components that could have potentially survived the re-entry conditions. Tiangong-1, whose name translates as "Heavenly Palace 1", was a single-module space station operated by the China National Space Administration, and blasted off on $29^{\text {th }}$

September 2011. It was placed in a nearly circular orbit with an altitude of about 350 km and inclination just less than $43^{\circ}$. It was used to test docking and rendezvous techniques, and to host two crewed missions. Tiangong-1 was originally planned to be deorbited in 2013, after two years of operations and the completion of a series of technological tests, being replaced by Tiangong-2, a similar but improved laboratory. The controlled re-entry was foreseen in the South Pacific Ocean Uninhabited Area (SPOUA). However, China repeatedly extended the length of the Tiangong-1 mission until $16^{\text {th }}$ March 2016, when ground controllers lost the contact with the vehicle, likely due to an on-board fatal power failure. In May 2017, China informed the United Nations Office for Outer Space Affairs (UNOOSA) that the operational orbit of the vehicle was under constant and close surveillance. The average altitude of the space station was around 349 km , and it was decaying at a rate of approximately $160 \mathrm{~m} /$ day. Under these conditions, the re-entry of Tiangong-1 was expected sometime between October 2017 and April 2018.
From the beginning of February, i.e., when the mean altitude with respect to the equatorial radius of the Earth descended below 270 km , the nominal re-entry time began to converge towards the first week of April 2018. Tiangong-1 finally re-entered the Earth's atmosphere on April, $2^{\text {nd }} 2018$, over the southern Pacific Ocean.
The TLE data set used as initial state for the study of the Tiangong- 1 re-entry is in Table 3.7 (Chapter 3). The standard deviations for the error estimation are in Table 4.3. They refer to the Tiangong-1 TLE epoch 03/07/2014, and obtained by Morselli [2014], from mixed radar and optical observations. They do not refer to the initial epoch for the re-entry prediction, nevertheless, since there are no publicly available sources for the TLE estimation error, the standard deviations in Table 4.3 are used as feasible errors for the TLE epoch 1/04/2018.

Table 4.3: Estimated standard deviation for mixed radar and optical observations, in Cartesian elements, for the Tiangong-1.

| $\sigma_{r, X}$ <br> $[\mathrm{~km}]$ | $\sigma_{r, Y}$ <br> $[\mathrm{~km}]$ | $\sigma_{r, Z}$ <br> $[\mathrm{~km}]$ | $\sigma_{v, X}$ <br> $\left[\mathrm{~m} \mathrm{~s}^{-1}\right]$ | $\sigma_{v, Y}$ <br> $\left[\mathrm{~m} \mathrm{~s}^{-1}\right]$ | $\sigma_{v, Z}$ <br> $\left[\mathrm{~m} \mathrm{~s}^{-1}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.180 | 0.226 | 0.289 | 0.319 | 0.201 | 0.319 |

### 4.3 Comparison between the DA-based formulation and the numerical Monte Carlo

To prove the reliability of the methodology proposed, a comparative study is made, using traditional Monte Carlo method as the exact solution to be replicated as closely as possible. While the DA-based methodology is built using the DACE 2.0 library in $\mathrm{C}++$, the numerical Monte Carlo simulations are performed in the MAtlab software environment. The strategy adopted consisted of the following steps. The initial conditions and standard deviations proposed above, are used to generate a cloud of normal distributed random points, both for the GOCE and Tiagong-1 spacecrafts. In the first case, uncertainties are defined in the RSW reference frame (where $R$ is the radial direction, $S$ the alongtrack, and $W$ the cross-track), while Cartesian coordinates are used in the latter, before transforming the expansion in Keplerian elements. In the numerical Monte Carlo environment, the new starting points are integrated separately. Differently, in the DA-based approach, the original condition is propagated and the domain splitting technique is applied. The criterion for the splitting decision is applied to the additional DA expansion of the perigee altitude $h_{p}$. The settings for both analysis are reported in Table 4.4. The method requires the initialisation of the domains size which is chosen equal to 4 times the standard deviation, in order to include more than the $99.9936 \%$ of the generated points. As a last step, each uncertainty requested is located in the corresponding subdomain and evaluated. Thus, a first remark is that the constraint satisfaction technique does not guarantees the complete success in evaluating all the cloud points due to the expansion divergence. In fact, of the initial 100,000 points, only about the $56 \%$ of them is correctly evaluated. Moreover, thanks to the normal distribution, the majority of points will fall in the subdomains close to the center point, and thus more likely to be correctly represented. Concerning the numerical Monte Carlo analysis, due to the computational cost, 20,000 samples where considered sufficient to obtain a reliable representation of the re-entry distribution.

The results presented consist of an illustration of the DA-based integration in Section
Table 4.4: DA-based methodology, parameters for the comparative analysis.

| DA order | Max. number of splits | Accepted tolerance | Number of samples |
| :---: | :---: | :---: | :---: |
| 6 | 10 | $1 \mathrm{e}-5$ | 100,000 |

4.3.1, followed by the re-entry time window analysis and the spread of the impact locations on the Earth's surface, Sections 4.3.2 and 4.3.3. The re-entry epoch predictions are
shown by means of Probability Density Functions (PDFs). Comparing the two different approaches, a correlation close to $100 \%$ is desirable. The impact locations are shown by means of ground risk maps, showing the re-entry probability and the spread in latitude and longitude. Finally, Section 4.4 concerns the global sensitivity indices calculation, and the resulting computational time savings. For this final analysis the numerical experiment differs from the previous strategy and it will be described later.

### 4.3.1 Analysis of the DA integration

The methodology proposed exploits the domain splitting routine in conjunction with the constraint satisfaction procedure to assess the re-entry of space objects. Each domain can split a maximum of 10 times, in order to avoid unnecessary computational effort and to prevent the creation of excessive small-sized domains. To give an insight about the application of the domain splitting technique to the GOCE re-entry, refer to Figure 4.1. The figure shows the domains with respect to the velocity components $R$ and $S$, where $R$ is the radial direction and $S$ the along-track direction. The constraint satisfaction success for each domain is given by the coloured side bar. In particular, the success criteria is defined as in Section 3.6 (Chapter 3). The percentage refers to the acceptable output values given by the CS, divided by the number of samples belonging to each subdomain. The pattern is not homogeneous, showing that some domains are better conditioned compared to others, where the coefficients explode and do not guarantee the convergence of the constraint satisfaction algorithm. It is possible to remark that the positive $V_{S}$ semi-plane tends to have higher success values. This effect is due to the initial GOCE position which is located far from the perigee. Thus, a positive $\Delta V_{S}$ will cause the orbit circularisation, which is beneficial from a mathematical viewpoint as demonstrated in the previous analysis. Finally, the rounded shape is due to the normal distribution, while the $100 \%$ values on the boundaries are often the case of a single point being present, and its success.
The average number of splits performed in each direction is provided in Table 4.5. It is computed over all final sets at the end of the integration. It is interesting to notice that overall no split is performed along the cross-track direction (over $R_{W}$ and $V_{W}$ ), meaning that the in-plane components are the ones that affect the most the DA expansion. From the tables, it is seen that the other four DA variables have almost the same influence. The most influencing variable is the velocity in the along-track direction $V_{S}$, followed by the radial component of the position $R_{R}$. The radial velocity $V_{R}$ and the along-track position $R_{S}$ almost have the same influence. In conclusion, the average number of split is a consequence of both the physical effect of the variable, and of its initial domain size.


Figure 4.1: GOCE re-entry, domains with respect to the velocity components R,S.

Table 4.5: The average number of splits performed in each direction computed over all final sets at the end of the integration.

| Direction | $R_{R}$ | $R_{S}$ | $R_{W}$ | $V_{R}$ | $V_{S}$ | $V_{W}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \# splits | 2.64 | 2.17 | 0 | 2.18 | 2.99 | 0 |

### 4.3.2 Re-entry epoch prediction

Figure 4.2 shows the probability density functions of the re-entry time spread obtained for the GOCE satellite and the Tiangong-1 space station. The Monte Carlo results are outlined in blue, while the estimation made by DA is in red. The boundaries given by the intervals $\pm \sigma$ and $\pm 3 \sigma$ are also indicated, together with the the median of the MC (in
blue) and the DA (in red). Consider Figure 4.2a, given the initial state and the uncertainties outlined above, the GOCE is expected to re-enter in a time window of about 200 minutes. The distribution is not completely symmetric, since the re-entry is most likely to occur before the reference state, rather than after.
For the Tiangong-1, the re-entry window is around 5 hours, as provided in Figure 4.2b. The pdf is almost perfectly symmetric.
The correlation between the two probability density functions is $99.12 \%$ and $98.76 \%$, respectively, proving that, by means of the method under investigation, it is possible to reach an extremely good accuracy as compared with a standard Monte Carlo campaign.

### 4.3.3 Ground risk map

The GOCE central reference point re-enters at $83^{\circ} \mathrm{S}, 25^{\circ} \mathrm{W}$. Despite the re-entry time window covers about 3 hours, the impact distribution is spread over a region that covers all the latitudes, due to the high inclination of the GOCE satellite $\left(96.54^{\circ}\right)$. For this reason, the GOCE satellite can potentially re-enters over all the populated territories of the Earth. Figure 4.3 provides the ground casualty risk maps created by the numerical Monte Carlo the DA-based approaches, in the presence of uncertainties in the satellite initial state. The side bar provides the re-entry relative probability, expressed as the number of samples in that particular time band divided by the total number. On the left side of Figure 4.3 b it is also shown the population density by latitude. All the latitudes are highlighted in red because, as already pointed out, the spacecraft can potentially re-enter over all the populated latitudes.
Regarding the Tiangong-1, the central point re-enters in about 29 hours, in the point located at $36^{\circ} \mathrm{S}, 17^{\circ} \mathrm{W}$. The spread covers about 3 orbital ground tracks. Also in this case the numerical Monte Carlo result (Figure 4.4a), and the DA-based methodology output (Figure 4.4b) provide almost the same result. The population under treat lives between $43^{\circ} \mathrm{S}$ and $43^{\circ} \mathrm{N}$, which is the orbital inclination.
The estimation is overall quite accurate, and also the re-entry probability associated with each impact location is almost the same with the two approaches. All the impact locations lie on the same continuous track, which is more rarefied on the outer limits, where less points are present, isolated from the rest. Overall, it can be concluded that the DA-based methodology is enough precise to be a valid alternative to the numerical Monte Carlo for the re-entry prediction simulations campaigns.


Figure 4.2: Probability density functions obtained with the two approaches.


Figure 4.3: Ground casualty risk of the GOCE re-entry, according to the two approaches.


Figure 4.4: Ground casualty risk of the Tiangong-1 re-entry, according to the two approaches.

### 4.4 Sensitivity analysis

The last step of the comparative analysis has consisted in the computation of Sobol' global sensitivity indices, using the procedure described in Section 4.1. The chosen quantity of interest is the relative re-entry time, $t_{\text {final }}-t_{C P}$, from the original initial conditions. The uncertainty set of variables chosen for the GOCE and Tiagong-1 objects is again different in the two cases.
The parameters used for the DA-based routine are provided in Table 4.6. In particular, the sample size $N$ given must be divided by a factor 100 for the numerical Monte Carlo approach. The greater number of samples used in the DA environment is justified by the failures in the constraint satisfaction routine, and by the irrelevant cost of each polynomial evaluation. The parameter $N$ defines the overall number of simulations, which is equal to $N(2+n)$ where $n$ is the number of uncertain variables, in this case, 6 . The numerical experiment differs from the previous analysis since samples are generated from a Sobol' pseudo-random sequence. Thus, the domain bounds have been chosen accordingly to some predefined limits.
Figure 4.5 shows the Sobol' indices for the influence on the GOCE and Tiangong-1 re-
Table 4.6: DA-based methodology, parameters for the sensitivity analysis.

| DA order | Max. number of splits | Accepted tolerance | Samples dimension N |
| :---: | :---: | :---: | :---: |
| 4 | 10 | 0.0001 | $1,000,000$ |

entry times, for the numerical Monte Carlo analysis and the DA-based methodology. The first order Sobol' indices $S_{1 i}$ are in blue, while the total ones are in red $S_{T i}$. As a first remark, in each case first-order indices are almost equal to the total ones, and their sum is equal to one. Therefore, it is possible to conclude that uncertainties in the model contributes to a shift in the re-entry time independently, and that their effects is uncorrelated and purely additive.
Figure 4.5a illustrates the result in the GOCE satellite case. The indices refer to the position and velocity in the RSW reference frame. To perform the sensitivity analysis, the $10 \%$ of the original standard deviation has been taken.
The only influencing parameters are the in-plane contributions, so the radial and alongtrack directions. In fact, the cross-track components of the velocity and the position are characterised by a zero index. The reason is that those variations only affect the orientation of the orbital plane in the space, in the $i$ and $\Omega$ coordinates, without any consequence on the actual re-entry trajectory, which is only rotated. The most important contribution is the one given by the along-track velocity variation, followed by the radial position, and,

(a) GOCE, position and velocity in the RSW frame

(b) Tiangong-1, flight elements

Figure 4.5: Sensitivity analysis, comparison between the numerical MC and the DA-based methodology.
finally, the contributions caused by a displacement in the along-track position and the radial velocity.
For the Tiangong-1, the sensitivity analysis has been based on the flight elements $\{\alpha, \delta$, $\left.\phi_{f p a}, \beta, h, v\right\}$, to provide an alternative elements set for the study of the influence of the parameters on the re-entry time. The domain bounds used are provided in Table 4.7. The values are physically feasible but arbitrarily chosen in accordance with the previous study in Section 3.7. The first order and total Sobol' indices for the flight element set are provided in Figure 4.5b. As expected, the azimuth $\beta$ has no influence on the re-entry time, because it only produces a rotation of the orbital plane, without affecting the orbital semi-major axis and the eccentricity. In addition, also the right ascension $\alpha$ has no influence on the re-entry time. The most influencing variation is the one applied to the position magnitude $h$, followed by a displacement in the velocity magnitude $v$. Also uncertainties in the flight path angle $\phi_{f p a}$ and the declination $\delta$ have a limited influence. In conclusion, the proposed methodology is able to approximate with extremely good

Table 4.7: Standard deviations of error in flight elements.

| $\sigma_{\alpha}$ <br> $\left[^{\circ}\right]$ | $\sigma_{\delta}$ | $\sigma_{\phi_{f p a}}$ | $\sigma_{\beta}$ | $\sigma_{h}$ | $\sigma_{v}$ <br> $\left[{ }^{\circ}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0002 | 0.0002 | 0.0002 | 0.0002 | 0.01 | 0.01 |

accuracy the indices given by the Monte Carlo simulation, even if only a fraction of the requested samples converges in the constraint satisfaction routine. Also, concerning the processing time, the DA-based approach is computationally less intensive, as shown in Table 4.8. The computational time of the DA-based approach is in both cases 2 times smaller, compared with the numerical Monte Carlo. Therefore, in this particular implementation, the methodology results to be a valid and more economical alternative to the classical Monte Carlo, for the computation of global sensitivity indices.
A final comment concerns the effect of the domain dimensions on the Sobol' indices. In
Table 4.8: Computational time for the sensitivity analysis.

| Method | Numerical Monte Carlo | DA-based methodology |
| :---: | :---: | :---: |
| Computational time | 59 min | 31 min |
|  | 36 min | 17 min |

fact, global sensitivity indices only depends on the relative ratio between the intervals of each variable. Therefore, when the reciprocal ratio changes, the values of the indices grow in the same direction of the increased dimensions.

Moreover, a scale of the domain dimensions by a constant factor does not affect the values of the indices. Thus, for the GOCE, the domain is only $10 \%$ of the initial one, and for the Tiangong-1 the variable intervals are small. Once determined the desired ratios between the variables, it was possible to adopt scaled bounds in order to preserve the DA expansion convergence and the indices accuracy.

## Chapter 5

## Conclusions and future work

This chapter concludes the thesis work. Section 5.1 includes a summary and some details about the findings of the thesis. Section 5.2 regards the limitations of the research done, which lacks, for instance, of the modelling of the uncertainties in the attitude and the atmospheric composition. In Section 5.3, some major details regarding possible extensions are discussed.

### 5.1 Summary and findings of the thesis

The present thesis aimed at providing an innovative methodology to study the spacecraft re-entry in the Earth's atmosphere. Accurate predictions of the re-entry epoch and location are required to evaluate possible risks for the population, and typical errors are often of the order of thousands of kilometres, even when simulations are issued one or two hours before the actual event.
The re-entry problem is addressed through the differential algebra mathematical environment. This approach allows to represent the satellite state vector through Taylor series of the initial uncertain variables, and propagate the re-entry. Thus, the polynomial expansion can be evaluated in a cloud of displaced conditions without performing additional integration. The spacecraft is modelled as a point-mass, which initial state is affected by uncertainties. The dynamics of the spacecraft is expressed in averaged form. Semianalytical methods, based on the King-Hele formulation, are used to model the effect of the atmospheric drag on the orbital semi-major axis and eccentricity. The thesis provides the mathematical formulation of the re-entry modeling, and an analysis of the features of the numerical environment created. The atmospheric density model used is non linear, and built by superimposing exponentially decaying partial atmospheres. The main results from the model analysis have shown how DA expansions are highly affected by
the nonlinearities arising from the numerical integration. In fact, their convergence region is limited, especially when the atmospheric density increases as the satellite approaches the Earth. Further findings from the numerical viewpoint regard the better convergence in the case of low eccentricity orbit, and the validation of uncertainty sets expressed in multiple reference frames.
A particular attention is given to the implementation of the domain splitting and constraint satisfaction routines, which are essential to guarantee the method convergence and the application of realistic uncertainties.
The innovative DA-based methodology is tested on the historical re-entry of two objects, the GOCE satellite and the Chinese space station Tiangong-1. The comparison with numerical Monte Carlo simulation has provided a good accuracy in the estimation of the re-entry PDF, and also a precise approximation of the ground casualty risk map for the impact points distribution. The global sensitivity analysis proved the capability of the DA-based methodology to correctly estimate the Sobol' first-order and total indices, also halving the computational time.

### 5.2 Limitations

This thesis is not meant to be a full and exhaustive description of the re-entry problem, which is extremely complex to characterise. Therefore, some intrinsic limitations are present, which have been accepted because are not considered relevant for the scopes of the research. Uncertainties in the attitude determination and the atmospheric composition are clearly fundamental if the aim is to reach an acceptable reliability of the re-entry epoch and position forecasts. Also, another interesting aspect that could be worth to investigate is the behaviour of the spacecraft below the fragmentation altitude. Moreover, an event function would be beneficial if the interest consists in knowing exactly the time instant when the fragmentation altitude is reached, and not when it is crossed. Concluding the section, the modelling of additional perturbations would be required to fully describe the satellite motion.

## Uncertainties in the re-entry problem

In the thesis, only uncertainties in the initial state vector are considered. In reality, uncertainties in the spacecraft attitude and in the atmospheric composition play a relevant role, completely comparable, if not superior, to the difficulty in determining the exact initial state. In fact, those uncertainties lead together to the unreliability of re-entry predictions. The model discussed in this framework cannot provide the exact re-entry epoch
and position of the objects analysed, because it lacks of those uncertainties modeling. The results are also affected by the use of semi-analytical equations, which are averaged, and therefore an approximation of the full dynamics.
Moreover, the satellite is assumed to be a sphere, thus, the attitude do not play any role, and the tumbling of the spacecraft during the deorbiting phase is not expected to influence its re-entry. Of course, especially for the analysis in Chapter 4, where real reentered objects are considered, this cannot be considered true.
A reliable analysis of the re-entry would require the use of a more accurate atmospheric model, preferably also including the Sun activity, which is seasonally and time varying.

## Drag coefficient

The role of the the drag coefficient $C_{D}$ has not been investigated, since it is not modelled frequently and it is difficult to estimate. The task becomes particularly complex when the spacecraft is tumbling, as it happens during the uncontrolled deorbiting. Moreover, during the re-entry phase, at unspecified altitudes, lift starts to have a role, especially because solar panels may act as wings. Close to the fragmentation altitude, satellites cannot be considered in orbit anymore, this means that the equations describing their motion do not belong anymore to the orbital mechanics field, but they refer to the parabolic flight.

## Event function

The integrator developed in the C++ environment lacks of an event function, which would allow to stop the integration exactly when the chosen re-entry altitude is reached. Instead, the current version only interrupts the integration when the re-entry condition is passed.

## Additional orbital perturbations

A final limitation regards the possibility to include additional effects to the model, as the luni-solar gravity, which is the strongest perturbation after drag and $J_{2}$.

### 5.3 Remarks for future work

The present work aims to prove the feasibility of the application of semi-analytical methods and differential algebra to the re-entry problem. Therefore, provided that the method has some benefits, a future research would include and investigate other aspects. Atmospheric drag causes the orbit to become circular, which is a singularity condition for the equations used in this thesis. Equinoctial elements would avoid the problem, increasing
the robustness of the model. Moreover, a future study can implement different models for the satellite trajectory, which can potentially avoid the numerical instabilities and nonlinearities induced by the drag effect on the orbital motion. Finally, parallelisation would reduce the whole simulation computational cost.

## Equinoctial elements

When the eccentricity is near zero, or even zero, the semi-analytical equations are singular. The re-entry causes the eccentricity to approach singularity conditions. Therefore, further developments would include the use of a different set of orbital elements, for example the equinoctial elements, which do not experience singularities in the presence of circular orbit configurations. The equations of motion in equinoctial elements are available in Vallado [2013].

$$
\left\{\begin{align*}
& a_{f}=k_{e}=e \cos \left(\omega+f_{r} \Omega\right)  \tag{5.1}\\
& n \\
& a_{g}=h_{e}=e \sin \left(\omega+f_{r} \Omega\right) \\
& L=\lambda_{M}=M+\omega+f_{r} \Omega \\
& \chi=p_{e}=\tan ^{f_{r}}\left(\frac{i}{2}\right) \sin (\Omega)=\frac{\sin (i) \sin (\Omega)}{1+\cos ^{f_{r}}(i)} \\
& \psi=q_{e}=\tan ^{f_{r}}\left(\frac{i}{2}\right) \cos (\Omega)=\frac{\sin (i) \cos (\Omega)}{1+\cos ^{f_{r}}(i)}
\end{align*}\right.
$$

True retrograde equatorial orbits $\left(\mathrm{i}=180^{\circ}\right)$ are the only cases that cause problems because $p_{e}, q_{e}$ are undefined.
$f_{r}$ is the retrograde factor, it is equal to +1 for all direct orbits and -1 for nearly retrograde orbits, it is introduced to solve the singularity problem. Often it is ignored, since retrograde equatorial orbits are virtually non-existent.

## Re-entry theoretical formulation

The final phase of the re-entry is extremely rapid. Before disintegrating in the Earth's atmosphere, the spacecraft loses tens of kilometres of altitude in few seconds, moving from an orbital trajectory to a parabolic path. As demonstrated throughout the thesis, numerical instabilities arise in this phase, causing the DA expansion coefficients to diverge. Therefore, a mathematical formulation, specific for the deorbiting, could potentially limit the numerical instabilities.
In this sense, an alternative model has been applied by Mehta et al. [2015]. The trajectory dynamics of a simple spherical object re-entering the Earth's atmosphere is modeled as a point mass, and tracked through the atmosphere down to ground. The elements representing the satellite state are $\{h, V, \gamma, \chi, \phi, \lambda\} . h$ is the altitude, $V$ is the speed of
the object, $\gamma$ is the flight path angle, $D$ is the drag force, $g$ is the gravitational acceleration, $\omega_{E}$ is the Earth's rotational speed, $R_{E}$ is the radius of the Earth, $\chi$ is the path direction angle, and $\phi$ and $\lambda$ are latitude and longitude respectively. The equations providing their time derivatives are

$$
\left\{\begin{align*}
\frac{\mathrm{d} h}{\mathrm{~d} t}= & V \sin \gamma  \tag{5.2}\\
\frac{\mathrm{~d} V}{\mathrm{~d} t}= & -\frac{D}{m}-g \sin \gamma+\omega_{E}^{2}\left(R_{E}+h\right) \cos \phi(\sin \gamma \cos \phi-\cos \gamma \cos \chi \sin \phi) \\
\frac{\mathrm{d} \gamma}{\mathrm{~d} t}= & \left(\frac{V}{R_{E}+h}-\frac{g}{V}\right) \cos \gamma+2 \omega_{E} \sin \chi \cos \phi+ \\
& +\omega_{E}^{2}\left(\frac{R_{E}+h}{V}\right) \cos \phi(\cos \chi \sin \gamma \sin \phi+\cos \gamma \cos \phi) \\
\frac{\mathrm{d} \chi}{\mathrm{~d} t}= & -\left(\frac{V}{R_{E}+h}\right) \cos \phi \sin \chi \tan \phi+2 \omega_{E}(\sin \phi-\cos \chi \cos \phi \tan \gamma)- \\
& -\omega_{E}^{2}\left(\frac{R_{E}+h}{V \cos \gamma}\right) \cos \phi \sin \gamma \sin \chi \\
\frac{\mathrm{d} \phi}{\mathrm{~d} t}= & \left(\frac{V}{R_{E}+h}\right) \cos \gamma \cos \chi \\
\frac{\mathrm{d} \lambda}{\mathrm{~d} t}= & \left(\frac{V}{R_{E}+h}\right) \frac{\cos \gamma \sin \chi}{\cos \phi}
\end{align*}\right.
$$

The gravitational acceleration is modeled as a function of the altitude given as

$$
\begin{equation*}
g(h)=g_{0}\left(\frac{h}{R_{E}+h}\right)^{2} \tag{5.3}
\end{equation*}
$$

where the value of $g_{0}$ is $9.81 \mathrm{~m} / \mathrm{s}$.

## Parallel computation benefits

In addition, DA propagation with automatic domain splitting can be implemented to make use of parallelisation techniques as, after splitting, each reference point is propagated independently of all the others. Propagating several boxes in parallel can provide large savings in computational time, while allowing for an increase of the number of polynomials which can be handled. In comparison, to achieve similar results, classical point-wise Monte Carlo simulations would have to be run on massively parallel clusters with tens of thousands of cores. Automatic domain splitting can therefore take significant advantage of parallelisation. Thus, the computational time can be drastically reduced (Wittig et al. [2015]).
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