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in grado di garantire in tempi ristretti didattica ed esami di Laurea in forma

telematica, venendo incontro alle necessità della maggioranza e mantenendo
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Sommario

Il controllo del rumore richiede approcci semplici ed economici che forniscano

soluzioni industriali capaci di essere competitive negli innumerevoli campi in

cui trovano applicazione, che spaziano dall’attenuazione del rumore di grosse

apparecchiature industriali a quello interno in veicoli ed edifici. Il rumore

in cabina degli aeromobili, in particolar modo le componenti tonali a bassa

frequenza tipiche di turboelica e convertiplani, rappresenta un importante

motivo di fastidio in quanto causa di difficoltà di comunicazione, senso di

fatica e perdita di concentrazione. In questa attività viene presentata e sim-

ulata una semplice soluzione di controllo per la cancellazione locale attiva

del rumore dell’elica in cabina. Il risultato finale della Tesi è la proposta

di una testata sedile attiva ottimizzata in grado di fornire circa 10 dB di

attenuazione nell’intorno della testa del pilota. Questa configurazione può

rappresentare un’ alternativa economica, robusta e flessibile rispetto a ripro-

gettazioni nel velivolo, a tecniche di controllo acustico passive o all’utilizzo

di cuffie a cancellazione del rumore.



Abstract

Acoustic noise control requires simple and low-cost approaches in order to

provide efficient industrial solutions capable of keeping up with its countless

fields of application, ranging from attenuation of large industrial equipment

noise to vehicle and buildings interior one. Aircraft cabin noise, in particular

low-frequency tonal contributions typical of turboprops and tiltrotors, rep-

resent a severe cause of discomfort causing speech intelligibility reduction,

fatigue and loss of concentration. In this activity, a simple control solution

for local active propeller-induced cabin noise cancellation is presented and

simulated. The final result of this Thesis is the proposal for an optimized

active headrest configuration capable of around 10 dB attenuation in the

vicinity of the pilot’s head. This may represent a cheap, robust and flexible

alternative with respect to aircraft redesign, passive noise control techniques

or pilot’s noise cancelling headset.



Contents

1 State of art 3

1.1 Acoustics basics . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1.1 The wave equation and Helmoltz equation . . . . . . . 4

1.1.2 Analytical solutions of the wave equation . . . . . . . . 6

1.1.3 Modal analysis . . . . . . . . . . . . . . . . . . . . . . 8

1.1.4 The Kirchhoff–Helmholtz integral equation . . . . . . . 9

1.1.5 Absolute and subjective noise measures . . . . . . . . . 10

1.2 Acoustical noise and vibrations problem in aeronautics . . . . 13

1.2.1 Acoustics of closed spaces . . . . . . . . . . . . . . . . 14

1.2.2 Active and passive noise control techniques . . . . . . . 16

1.3 Broadband and narrowband feedforward ANC systems . . . . 21

1.4 Secondary path effects - The FxLMS algorithm . . . . . . . . 26

1.4.1 Acoustical feedback and secondary paths estimation . . 29

1.4.2 Leaky-FxLMS algorithm . . . . . . . . . . . . . . . . . 32

1.5 Multi-channel ANC systems . . . . . . . . . . . . . . . . . . . 32

1.6 Practical considerations . . . . . . . . . . . . . . . . . . . . . 35

2 The proposed noise control algorithm 37

2.1 Algorithm description . . . . . . . . . . . . . . . . . . . . . . . 37

2.2 Numerical simulations . . . . . . . . . . . . . . . . . . . . . . 46

2.2.1 Analysis parameters . . . . . . . . . . . . . . . . . . . 46

2.2.2 Secondary and feedback acoustical path identification . 46

2.2.3 Numerical tests with stationary reference signal . . . . 53

2.2.4 Numerical test with time-varying frequency content . . 61

3 ANC system simulation in small enclosures 67

3.1 Numerical methods for virtual acoustics simulation . . . . . . 67

3.2 The proposed method . . . . . . . . . . . . . . . . . . . . . . 69



3.2.1 The FDTD method in acoustics . . . . . . . . . . . . . 70

3.2.2 The sources . . . . . . . . . . . . . . . . . . . . . . . . 72

3.2.3 Boundary conditions . . . . . . . . . . . . . . . . . . . 73

3.2.4 Initial conditions . . . . . . . . . . . . . . . . . . . . . 74

3.3 Simulation validation . . . . . . . . . . . . . . . . . . . . . . . 75

3.3.1 Analysis of the room . . . . . . . . . . . . . . . . . . . 75

3.3.2 Modal analysis of a duct . . . . . . . . . . . . . . . . . 83

3.4 The implementation of the control scheme . . . . . . . . . . . 85

4 The performed simulation and optimization results 87

4.1 Simulation settings . . . . . . . . . . . . . . . . . . . . . . . . 88

4.1.1 The cabin . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.1.2 The excitation sources . . . . . . . . . . . . . . . . . . 89

4.1.3 The microphones position . . . . . . . . . . . . . . . . 93

4.2 The performed optimization and results . . . . . . . . . . . . . 95

4.2.1 The parameters for identification and control . . . . . . 96

4.2.2 The optimization simulations . . . . . . . . . . . . . . 97

4.2.3 Results on a finer mesh . . . . . . . . . . . . . . . . . . 102

4.3 Test with un-synchronized propellers . . . . . . . . . . . . . . 109

4.4 Test with two control systems . . . . . . . . . . . . . . . . . . 112

5 Conclusions and future work 114

A Frequency estimation algorithms I



List of Figures

1.1 SPL associated to various sound sources . . . . . . . . . . . . 12

1.2 Equal loudness curves . . . . . . . . . . . . . . . . . . . . . . 12

1.3 Human auditory system weighting functions . . . . . . . . . . 13

1.4 Helmoltz resonator simplified model and dynamical equiva-

lence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.5 Typical Helmoltz resonators configurations for noise attenuation 16

1.6 Impacting, reflected and transmitted acoustical waves . . . . . 17

1.7 RTL behavior with impacting sound frequency . . . . . . . . . 18

1.8 Tuned vibration absorber, from [17] . . . . . . . . . . . . . . . 19

1.9 Noise control techniques for helicopter cabin noise reduction,

from [7] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.10 Broadband ANC system . . . . . . . . . . . . . . . . . . . . . 21

1.11 Broadband ANC system - Block diagram of LMS system . . . 22

1.12 Narrowband ANC system . . . . . . . . . . . . . . . . . . . . 23

1.13 Narrowband ANC system - Block diagram of LMS system . . 24

1.14 Typical adaptive notch filter frequency response . . . . . . . . 25

1.15 Broadband ANC system - Block diagram of FxLMS system . . 27

1.16 Block scheme with acoustical feedback loop . . . . . . . . . . . 30

1.17 Control scheme with acoustical feedback compensation . . . . 30

1.18 S(z) and F (z) identification process . . . . . . . . . . . . . . . 31

1.19 Multichannel ANC system . . . . . . . . . . . . . . . . . . . . 34

2.1 Secondary paths identification - Scheme . . . . . . . . . . . . . 39

2.2 Secondary paths identification - Leaky LMS block . . . . . . . 40

2.3 Acoustical feedback identification . . . . . . . . . . . . . . . . 41

2.4 Proposed control algorithm - Scheme . . . . . . . . . . . . . . 43

2.5 Acoustical feedback path compensation . . . . . . . . . . . . . 44

2.6 Control filters updating - Leaky FxLMS block . . . . . . . . . 45

2.7 Identification disturbance and error - Error microphone # 1 . 48



2.8 Identification disturbance and error - Error microphone # 2 . 48

2.9 Identification disturbance and error - Error microphone # 3 . 49

2.10 Identification disturbance and error - Error microphone # 4 . 49

2.11 Identification disturbance and error - Reference microphone . 50

2.12 S11-S14 coefficients . . . . . . . . . . . . . . . . . . . . . . . 50

2.13 S21-S24 coefficients . . . . . . . . . . . . . . . . . . . . . . . 51

2.14 S31-S34 coefficients . . . . . . . . . . . . . . . . . . . . . . . 51

2.15 S41-S44 coefficients . . . . . . . . . . . . . . . . . . . . . . . 52

2.16 F1-F4 coefficients . . . . . . . . . . . . . . . . . . . . . . . . 52

2.17 Reference noise signal frequency content . . . . . . . . . . . . 53

2.18 Disturbance and error signal at error microphone # 1, time

domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

2.19 Disturbance and error signal at error microphone # 1, fre-

quency domain . . . . . . . . . . . . . . . . . . . . . . . . . . 55

2.20 Disturbance and error signal at error microphone # 2, time

domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

2.21 Disturbance and error signal at error microphone # 2, fre-

quency domain . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.22 Disturbance and error signal at error microphone # 3, time

domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.23 Disturbance and error signal at error microphone # 3, fre-

quency domain . . . . . . . . . . . . . . . . . . . . . . . . . . 57

2.24 Disturbance and error signal at error microphone # 4, time

domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

2.25 Disturbance and error signal at error microphone # 4, fre-

quency domain . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.26 SPL err. mic. #1 , no narrowband system . . . . . . . . . . . 59

2.27 SPL err. mic. #1 , no broadband system . . . . . . . . . . . 59

2.28 SPL err. mic. #1 , no broadband system, error in frequency

estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

2.29 SPL err. mic. #1 , no narrowband system, error in frequency

estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

2.30 SPL err. mic. #1, error in frequency estimation . . . . . . . . 61

2.31 Exact and estimated linear chirp IF . . . . . . . . . . . . . . . 62

2.32 Linear chirp frequency spectrum . . . . . . . . . . . . . . . . . 63

2.33 SPL at error mic. #1 . . . . . . . . . . . . . . . . . . . . . . . 64

2.34 SPL at error mic. #1 - No broadband system . . . . . . . . . 64



2.35 SPL at error mic. #1 - No narrowband system . . . . . . . . . 65

2.36 SPL at error mic. #1 - Wrong frequency estimate . . . . . . . 65

3.1 Numerical methods for virtual acoustics (from [24]) . . . . . . 69

3.2 Yee’s cell, from [29] . . . . . . . . . . . . . . . . . . . . . . . . 70

3.3 Time: 18.59 ms . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.4 Time: 21.36 ms . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.5 Time: 24.60 ms . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.6 Propagating waves at different time instants . . . . . . . . . . 76

3.7 Attenuation (dB) in monopole near field . . . . . . . . . . . . 77

3.8 Attenuation (dB) in monopole near field . . . . . . . . . . . . 78

3.9 Direct and reverberant field for central sinusoidal source . . . 79

3.10 Applied Gaussian pulse in time . . . . . . . . . . . . . . . . . 80

3.11 Gaussian pulse frequency content . . . . . . . . . . . . . . . . 80

3.12 Direct and reverberant field for central impulsive source . . . . 81

3.13 Acoustic energy decay and theoretical expected behavior in time 82

3.14 Numerical acoustic energy vs expected value at tfinal = Trev . 82

3.15 Mode 1 - Theoretical . . . . . . . . . . . . . . . . . . . . . . . 84

3.16 Mode 1 - Numerical . . . . . . . . . . . . . . . . . . . . . . . . 84

3.17 Mode 2 - Theoretical . . . . . . . . . . . . . . . . . . . . . . . 84

3.18 Mode 2 - Numerical . . . . . . . . . . . . . . . . . . . . . . . . 84

3.19 Mode 3 - Theoretical . . . . . . . . . . . . . . . . . . . . . . . 85

3.20 Mode 3 - Numerical . . . . . . . . . . . . . . . . . . . . . . . . 85

4.1 Hierarchy in ANC systems optimization (from [24]) . . . . . . 87

4.2 Typical propeller-induced noise (from [6]) . . . . . . . . . . . . 90

4.3 Aerodynamic noise sources in turboprops (from [40]) . . . . . 90

4.4 Noise spectra - 1st propeller . . . . . . . . . . . . . . . . . . . 91

4.5 Noise spectra - 2nd propeller . . . . . . . . . . . . . . . . . . . 92

4.6 Noise SPL at pilot’s ears level . . . . . . . . . . . . . . . . . . 92

4.7 Noise spectra at pilot’s ears . . . . . . . . . . . . . . . . . . . 93

4.8 The considered cabin, microphones, and sources . . . . . . . . 94

4.9 View on the error and virtual microphones used for optimiza-

tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.10 The optimized configuration - Isometric view . . . . . . . . . . 99

4.11 The optimized configuration - Top view . . . . . . . . . . . . . 100

4.12 The optimized configuration - Front view . . . . . . . . . . . . 100

4.13 The optimized configuration - Lateral view . . . . . . . . . . . 101



4.14 Identification error at microphones near pilot’s ears . . . . . . 103

4.15 Identification error at microphones above pilot’s head . . . . . 103

4.16 Acoustical feedback error identification . . . . . . . . . . . . . 104

4.17 Cabin noise distribution - Optimized configuration dB . . . . . 105

4.18 Cabin noise distribution - Optimized configuration dB(A) . . . 105

4.19 Pressure behavior in time at error microphones 1 and 2 . . . 107

4.20 Pressure behavior in time at error microphones 3 and 4 . . . 107

4.21 Noise spectra at error microphone 1 and 2 . . . . . . . . . . . 108

4.22 Noise spectra at error microphones 3 and 4 . . . . . . . . . . 108

4.23 Noise spectra - 2nd propeller . . . . . . . . . . . . . . . . . . . 109

4.24 Cabin SPL distribution (dB) - Optimized configuration, dif-

ferent propeller velocities . . . . . . . . . . . . . . . . . . . . . 110

4.25 Noise spectra at error microphone 1 and 2 (dB), different pro-

peller velocities . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.26 Coupling of two control systems - Isometric view . . . . . . . . 112

4.27 Coupling of two control systems - Red : SPL without control;

Green : SPL with control . . . . . . . . . . . . . . . . . . . . . 113



Introduction

Acoustic noise control requires simple and low-cost approaches in order to

provide efficient industrial solutions capable of keeping up with its countless

fields of application, ranging from attenuation of large industrial equipment

noise to vehicle and buildings interior one. Aircraft cabin noise, in particu-

lar low-frequency tonal contributions, represent a severe cause of discomfort.

Even when the internal sound pressure level is below the one for which hearing

problems may arise, it significantly reduces speech intelligibility and induces

fatigue and loss of concentration [1],[2]. All of this may lead to an increased

risk for accidents.

Unfortunately, low-frequency noise is not efficiently reduced by conventional

passive control techniques such as acoustic panels or barriers, since the acous-

tical damping and reflection capabilities of any material tend to drop when

the impacting sound frequency is low. As a rule of thumb, passive noise

control techniques become effective at frequencies higher then 500 Hz [3].

Active noise control [4] can then be exploited in retrospect to avoid ex-

pensive redesigning or unsustainable increases in weight and therefore fuel

consumption. It consists in distributing a set of actuators and sensors with

the aim of adaptively cancel out a disturbance. In the acoustical field, the

actuators are control loudspeakers while the sensors are error and reference

microphones. This approach can be used in the structural field as well to

actively reduce low and mid-frequency vibrations [5]. The physical basis for

this technique is the superposition effect. In presence of a disturbance at one

or more sensors, an adaptive control algorithm has the task of driving the

actuators for the purpose of generating counter-phase control actions at the

cancelling stations, thus giving zero sum in an ideal case.

Turboprop and tiltrotor internal noise typically consists in high narrowband

peaks at well-defined frequencies nestled in lower broadband noise. The most

relevant contribution is related to the propellers revolutions per minute which
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defines the blade passage frequency (BPF). Multiples of the BPF are impor-

tant tonal contributions in the cabin noise spectra as well [6]. A narrowband

noise system for specifically-targeted frequencies attenuation is then certainly

required, but in real life applications some other aspects have to be taken

into account. First of all, the presence of mismatches between the real and

estimated instantaneous frequency of the noise will almost certainly led to

a degradation in performances for a simple narrowband system. Moreover,

the noise frequency content does not always remain constant in time but it

will change if the operational conditions are varied. To compensate for this

effects, real time and high precision frequency estimation is required, which

translates into the need for reliable non-acoustic sensors and/or frequency

estimation algorithms. A slight improvement of the system robustness can

be obtained by driving the control with measures coming from one refer-

ence microphone. This will also provide some broadband noise cancelling,

but comes with an increase in the system complexity as well. In addition,

the achievable reduction is not the only relevant performance indicator, but

the attenuation region size also plays an important role. For this reason, a

multi-channel control algorithm is used in order for the secondary sources to

give a certain spatial extension to the area interested by the control as well

as to provide the capability of cancelling the first enclosure acoustic modes

[9]. The final solution must be as simple as possible for fast implementation

on cheap hardware architectures.

A multichannel control scheme for both narrowband and broadband attenua-

tion is proposed in Chapter 2. This solution has progressively been built and

tested by taking into account the previously-described practical concerns. A

MATLAB acoustic simulation tool for small environments is then presented

in Chapter 3. This code is described in its parts and validated to check for its

correct implementation and precision by comparing simple analysis outputs

with known classical acoustics theory results. Then it has been coupled with

the proposed control system in order to test the performances of the solution

under more realistic conditions. In Chapter 4 a simulation is defined and

performed with the aim of finding an optimized loudspeakers configuration

for the minimization of the acoustical pressure in a limited region in the

vicinity of a pilot’s head. Both noise reduction and attenuation zone size are

discussed. Even though the optimization is constrained to a small region, a

full overview on an optimal configuration can be given in a rational way as

a preliminary activity for subsequent experimental realizations.
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Chapter 1

State of art

Active noise control is a well-established industrial solution in many differ-

ent fields. As stated by Gordon [10], it briefly consists in the application

of the wave superposition principle to acoustic noise attenuation problems,

and it can be divided into four main categories: one-dimensional field noise,

propeller and fan noise, noise in 3D spaces, and personal hearing protection

systems. Specific applications are then aircraft noise, ducts and pipes noise,

fan noise and helicopter rotor noise, as well as cars cabin noise and buildings

interior one.

In particular, for this activity the interest will be focused on periodic distur-

bances in a 3D reverberant environment. Propeller noise can be divided into

two main categories: directly-generated one and turbulence-induced. The

first one is highly tonal noise related to the fundamental propeller frequency

and its harmonics, while the second one is generated by blade tip turbulence-

induced vibrations on the fuselage panels or other structural components. As

a consequence, active noise control may directly act on the sound field (ANC)

as well as on the dynamical behavior of the vehicle structure (ASAC). Com-

prehensive simulations then require an accurate knowledge and modelling of

the coupling between acoustics and components dynamics, in order to act

effectively on the dominant mode which typically defines the primary acous-

tical field [11].

Noise control in 3D environments is the most intractable area in ANC sys-

tems framework due to practical problems such as stability constraints, non-

causality and the requirement for limited-dimensions and potentially numer-

ous actuators. Reflections play an important role as well, creating acoustic

feedback paths and thus affecting the system stability [12].
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Nevertheless, local noise control can still be achieved. Moreover, perfor-

mances improvement can be obtained by coupling active noise control with

conventional passive control techniques, such as acoustic absorbers capable

of reflection damping. As a matter of fact, noise attenuation in aircraft and

helicopter applications cannot typically rely on one single solution, but is the

result of a plethora of different approaches, each one with its own physical

basis, fields of application and limits.

In this chapter, a review on both the required acoustics basics ([36]) and the

active noise control theory ([8]) is presented, as well as an overview on the

aeronautical noise problem and solutions with respect to the frequencies of

interest.

1.1 Acoustics basics

1.1.1 The wave equation and Helmoltz equation

Sound is defined as a small pressure perturbation propagating in an elastic

media during time. The governing equations of acoustics are the momentum

equation and the continuity equation for an inviscid, irrotational Newtonian

fluid, obtained under the hypothesis of isentropicity and small field pertur-

bations:

∇p′ = −ρ0
∂u

∂t
(1.1)

∇ · u = − 1

ρ0c2

∂p′

∂t
(1.2)

where p′ is the acoustical pressure (a small variation of the pressure with

respect to the atmospheric one), u = (ux, uy, uz)
T is the particle velocity

vector (under the hypothesis of linearization around a condition for which

ux,ref = 0, uy,ref = 0, uz,ref = 0), and ρ0 and c are the transmission medium

density and speed of sound respectively.

By combining 1.1 and 1.2 the homogeneous 3D wave equation is obtained:

∇2p′ =
1

c2

∂2p′

∂t2
(1.3)

In presence of a forcing term expressed as an externally-imposed volume

velocity q(r, t):

∇2p′ − 1

c2

∂2p′

∂t2
= −ρ0

∂q

∂t
(1.4)
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Wave equation 1.4 is typically conveniently solved (both numerically and

analytically) in another form. Switching to complex notation, it is possible

to assume the (complex) acoustical pressure p′ can be written as the product

of a complex space-dependent term and a complex time-dependent term :

p′(r, t) = P (r)T (t) (1.5)

obtaining from eq. 1.3 the homogeneous Helmoltz equation

∇2P = −k2P (1.6)

as well as an equation describing the pressure behavior in time:

∂2T

∂t2
+ ω2T = 0 (1.7)

ω is the angular frequency while k = ω
c

is the wavenumber, or spatial fre-

quency of the wave.

The time solution will be a linear combination of sine and cosine functions,

whose exact form is determined by the initial conditions, while the form of

the solution in space will depend on the boundary conditions. In presence of

a forcing term, 1.6 becomes:

∇2P + k2P = −
∫
V0

f(r0)δ(r − r0)dV (r0) (1.8)

where r0 and V0 express the source position and the volume where the source

is located respectively. f(r) comes from the assumption that f(r, t) =

−ρ0
∂q(r,t)
∂t

can be written as an harmonic source, thus f(r, t) = f(r)e−jωt.

The boundary conditions for equation 1.8 can be generally expressed as

αP + βU = γ (1.9)

For β = 0 it corresponds to a Dirichlet boundary condition, for α = 0 to a

Neumann boundary condition while for γ = 0 it is called Robin condition or

impedance condition. The complex ratio between the acoustic pressure and

the particle velocity is in fact generally defined as the acoustic impedance Z:

Z =
P

U
(1.10)

Two other important quantities in acoustics are the acoustic energy and

intensity. The acoustic energy can be calculated (in absence of dissipation)

5



as the sum of potential and kinetic energy of the fluid in which the sound

propagates. The former is induced by the compression and expansion of the

medium while the latter is due to the motion of the fluid:

ε =
1

2

p′ 2

ρ0c2
+

1

2
ρ0u

2 (1.11)

Where u = |u| is the particle velocity. Acoustic intensity describes how

acoustic energy changes in time. From a 3D energy balance:

∂ε

∂t
+∇ · I = 0 (1.12)

Where I = p′u is the acoustic intensity vector. The second term on the

left-hand side of equation 1.12 expresses the net outflow acoustical power

through the fluid surfaces. In other words, the acoustical intensity is the

acoustic energy per unit area in time and space.

1.1.2 Analytical solutions of the wave equation

Different analytical solutions exist for the 3D wave equation 1.3. Two rele-

vant examples in the acoustics theory are the plane wave and the acoustic

monopole, which will be referenced in Chapter 3.

A one-dimensional, planar acoustic wave with a certain direction in space at

time t is expressed as:

p(r, t) = Ae−j(ωt−k·r) (1.13)

where A is a complex amplitude and k the wavenumber vector. Equation

1.13 satisfies equation 1.3. Plane waves are characterized by constant physical

properties (i.e. pressure and velocity) in the plane perpendicular to k at r.

In other words, their wavefronts (the geometric loci of points vibrating at the

same phase) are planes perpendicular to k. Moreover, the wave impedence

for a planar wave is

Z =
p

ur

= ρ0c (1.14)

Eq. 1.14 states that for this kind of solutions the wave impedance is precisely

the same as the characteristic impedance of the medium. Thus, in an un-

bounded fluid, plane waves propagate in the wave number vector direction,

independent of the position, frequency, wave number, and wavelength.
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Another solution can be obtained writing the acoustic wave equation 1.3 in

spherical coordinates, assuming that the pressure is independent of the polar

and azimuth angles and only depends on the distance from the origin r:

∂2(rp′)

∂r2
=

1

c2

∂2(rp′)

∂t2
(1.15)

A solution for equation 1.15 is in fact represented by the acoustic monopole:

p(r, t) =
A

r
e−j(ωt−k·r) (1.16)

which tends to infinity for r →∞, and is inversely proportional to the radius

r. Its impedance is

Z = ρ0c

[
(kr)2

1 + (kr)2
− j kr

1 + (kr)2

]
(1.17)

From 1.17, if the distance from the origin is large compared to the wavelength

of interest (kr >> 1) then the monopole behaves as a plane wave. This is

typically referred as ”far-field” region. On the other hand, if the position

is very close to the origin with respect to the wavelength (kr << 1), then

the pressure and velocity have a −90° phase difference, meaning that the

fluid particle is accelerated by the acoustic pressure. This region is instead

referred as ”near-field” region. The monopole near-field region is also known

as 6dB drop region, since the following relationship holds if r2 = 2r1:

10log10
Ir2
Ir1

= −6 dB (1.18)

Where Iri is the acoustic energy at radial distance ri.

This simple acoustic field satisfies the linear wave equation. That implies

that the arbitrary superposition of this type of solutions satisfies the govern-

ing wave equation as well. We can therefore attempt to construct any type

of wave by using the monopole. On the basis of this consideration, other

analytical expressions satisfying the 3D acoustics wave equation can be ob-

tained, such as the dipole and the quadrupole [13]. The first one consists in

two close monopoles with a phase difference of 180° and is characterized by

a directivity pattern in the sound radiation with a maxima along the 0° and

180° directions, and no sound radiation along the 90° and 270° directions. It

may be used to represent a loudspeaker pressure field, but at low frequencies

the directivity pattern of a typical dynamic loudspeaker looks more like that

of a monopole [34]. As a final note, it is less efficient than a monopole with

the same source strength at radiating low frequency sounds.
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1.1.3 Modal analysis

One very well-known method to find solutions which satisfy eq. 1.8 and

1.9 is the modal analysis. It is based on obtaining P (r) in eq. 1.8 as the

linear combination of the solutions Ψl,m,n of equation 1.6, which are called

eigenfunctions. In other words, thanks to superposition:

P (r) =
∞∑

l,m,n=0

al,m,nΨl,m,n(r) (1.19)

The advantage of this method is that a linear combination of the eigenmodes

also satisfies the given boundary condition. Assuming a single harmonic

source with radial frequency ω and size S exciting an acoustic environment

with volume V at the location r0, the modal coefficients al,m,n expression

can be found to be:

al,m,n =
−4πS

V

Ψ∗l,m,n(r0)

Λl,m,n(k2 − k2
l,m,n)

(1.20)

The ”*” indicates complex conjugate operator. kl,m,n is the eigenvalue asso-

ciated to eigenfunction Ψl,m,n while Λl,m,n is the mode normalization factor

defined by
1

V

∫
V

Ψl,m,nΨ∗l,m,ndV = Λl,m,nδl,l′δm,m′δn,n′ (1.21)

Where δ indicates the Kronecker’s delta function.

Modal analysis is a possible mathematical approach for the solution of closed

spaces acoustics in frequency domain: it aims in finding sound waves distri-

bution with regard to their possible spatial distribution for each frequency. It

finds application mainly for simple boundary geometries (such as rectangular

rooms with rigid walls) to provide analytical solutions for model validation

[39]. Another frequency-based method which is instead heavily exploited nu-

merically is based on the Kirchhoff–Helmholtz integral equation described in

subsection 1.1.4.

8



1.1.4 The Kirchhoff–Helmholtz integral equation

Helmoltz equation 1.8, under the assumption of a single point-like unit source

at r = r0 becomes:

∇2G+ k2G = −δ(r − r0) (1.22)

Where the pressure P has been substituted by the Green’s functionG, which

is generally defined as a solution of equation 1.22. By manipulating 1.22 and

1.8 it is possible to obtain:

P (r) =

∫
V0

Gf(r0)dV +

∫
S0

(P∇0G−G∇0P ) · n0dS (1.23)

Where S0 is the domain boundary surface with normal in-going unit vector

n0 surrounding the integral volume V0, and ∇0 is the gradient operator

defined over the boundary surface. The sound pressure at r consists of two

components: one is a direct effect from the sound source and the other is

due to the reflections from the boundaries. Without internal sound sources

(volume-free source, f(r0) = 0), eq. 1.23 becomes:

P (r) =

∫
S0

(P∇0G−G∇0P ) · n0dS (1.24)

From the linearized Euler equation 1.1 the pressure-velocity relation under

single-tone hypothesis holds :

∇P = −jkρ0cU (1.25)

According to Kirchhoff–Helmholtz integral equation 1.24 and relation 1.25,

sound can be generated by two boundary mechanisms: the fluctuation of

fluid particles which are attached to the surface of a vibrating structure (the

second right-hand term) or as pressure changes coming from imposed pressure

fluctuation (first right-hand term). The former is generally called “velocity

source or velocity sound source”, or radiation mechanism, while the latter

is called “pressure source or pressure sound source”. The Green’s function

acts as a propagator for boundary pressure and particle velocity to internal

ones, and can be selected suitably to comply with Dirichlet or Neumann

boundary conditions to find analytical solutions for radiation problems of

practical interest, such as the cylindrical piston radiation in an infinite baffle

or the radiation from a finite vibrating plate. A typical choice for G is the

3D free-field Green’s function:

G(r) = −e
−jkr

4πr
(1.26)
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On the basis of superposition it is possible to describe any sound field using

only singular functions that satisfy the governing equation. The simplest

known source field is associated to the acoustic monopole at an arbitrary

location, so it is possible to assume any sound field can be constructed by

appropriately distributing acoustic monopole sources by superposition. Ac-

tually, eq. 1.24 can be conveniently seen as the superposition over the sur-

face S0 of acoustic monopoles and dipoles pressure fields [14]. Numerical

approaches like acoustic holography or boundary elements methods (BEM)

describe the internal sound field by using Green’s function, transforming the

information of sound pressure and velocity on the boundary to the ones in the

point of interest in the field. They involve the distribution of a function that

satisfies the governing equation (i.e. the wave equation) on the boundary. It

can be a singular function or a Green’s function. The solution then consists

in the contribution of each function which satisfies the boundary conditions.

BEM method in particular is heavily used in acoustics: it involves the bound-

ary surface division into small elements and then the numerical evaluation

of integral 1.24 by means of an interpolation of both the integration surface

geometry and the acoustic variables (P ,U) using the same set of locally-

defined shape functions, leading to a linear system. Radiation acoustics

problems in which thin structures vibration velocity induces a pressure field

inside a closed environment are typically solved in this framework.

1.1.5 Absolute and subjective noise measures

Absolute units in acoustics (Pa, m
s

) are alongside subjective measures which

take into account the large interval of acoustical pressures audible by humans

and the frequency response of their auditory system.

Humans do not hear the frequency of sound in absolute scale, but rather

relatively, so relative units for both frequencies and amplitudes are normally

used. The octave band is a typical relative scale. The band between a cer-

tain frequency (f1) and the frequency that is its double (f2 = 2f1) is referred

to as an “octave”. The center frequency (f0) of each band corresponds to

the geometrical center of the band. According to this definition, the cen-

ter frequency can be any value. However, for convenience, standard center

frequencies are used (31.5Hz, 63Hz, 125Hz, 250Hz and so on). Humans

can hear sound at a broad range of frequencies as well as at a wide range

of amplitudes. The audible frequency range is between 20Hz and 20kHz.
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For what concerning the pressure amplitudes, a relative decibel (dB) scale is

used to narrow the excursion of the acoustical pressure values:

SPL = 10log10

(
p2
avg

p2
0

)
(1.27)

Where p0 = 2 ·10−5Pa is the human audibility threshold. p2
avg is the squared

acoustical pressure averaged over a period of time equal to T :

p2
avg =

1

T

∫ T

0

p2(t)dt (1.28)

SPL (sound pressure level) can be evaluated directly applying eq. 1.27 or an

approximate formula in frequency domain for the squared average pressure:

p2
avg ≈

∑
m

1

2
|Pm|2 (1.29)

Being Pm the acoustical pressure Fourier transform evaluated at frequency

fm. As a rule of thumb, the minimum SPL variation that can be perceived is

around 2− 3 dB. Some pressure sources with the associated SPL are listed

in fig. 1.1.

Moreover, human perception of sound is highly influenced by their audi-

tory system frequency response. This results into the fact that to perceive

the same level of loudness (measured in phon) a different SPL is actually

required in function of the frequency. This is expressed by equal loudness

curves reported in fig. 1.2. Analogously, SPL measures can be thought as

filtered by a suitable frequency function. Typical weighting functions for

defining subjective noise pressure levels (namely A-weighting, C-weighting

and K-weighting) are given in figure 1.3. In particular, the former defines

A-weighted decibels, or dB(A), which are of common use in the literature.
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Figure 1.1: SPL associated to various sound sources

Figure 1.2: Equal loudness curves
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Figure 1.3: Human auditory system weighting functions

1.2 Acoustical noise and vibrations problem

in aeronautics

Cabin noise in aircraft and helicopters is due to the presence of direct acous-

tical paths from the propulsive system (i.e. unavoidable leaks) and fuselage

panels radiation. The latter is associated to high frequency vibration in

engines or hydraulic components, or the complex interaction between the

structure dynamics (links or the panels themselves) and external air excita-

tion. All these phenomena are simultaneous, meaning a wide noise frequency

range will be interested. As a consequence, noise reduction involves many

different practical solutions on the base of the frequency of interest, each of

these with its performances, cost and weight.

In this section, some remarks on the acoustics of closed spaces and noise

control techniques for aeronautical applications are presented. In addition,

some theoretical results will be used for the definition and validation of an

acoustic model presented in Chapter 3.
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1.2.1 Acoustics of closed spaces

To describe the acoustics of a closed space, its volume V has to be considered

with regard to the sound wavelength λ of interest. If this ratio is sufficiently

large, the waves would behave as if in a large space, reaching all possible

places. On the contrary, if the volume is small compared to the wavelength,

then the wave would appear to be everywhere in the space instantly, since no

propagation can physically occur. This defines acoustically large and small

spaces. For an acoustically large space relation 1.30 holds:

3
√
V >> λ (1.30)

Acoustic waves tend to have very complicated patterns in large enclosures as

time advances. Initially it is possible to observe a direct sound field as waves

propagate from the source to the boundaries. Then reflections occur, creating

a reverberant field which is typically not hugely dependent upon the location

in the space. A diffuse field implies a space in which the sound is likely to be

equally distributed irrespective of the position, or alternatively a space that

has uniformly averaged acoustic energy independent of the position. Diffuse

fields are then reverberant fields that can be typically associated to irregular

boundary shapes and impedance distributions in which random reflections

occur, averaging the overall pressure in space. The source near field is instead

characterized at any time by pronounced space variations (for instance, the

−6dB region near to a monopole source).

For spaces satisfying 1.30 (large rooms), under the hypothesis of diffuse sound

field and small boundary absorption coefficients, Sabine theory holds, and a

single parameter can be used to describe completely the room acoustics. The

reverberation time Trev is defined as the time in which the acoustic energy

drops by a factor 106 after an impulsive source has been introduced in a

baricentric position of the room. Sabine found its expression to be:

Trev = 0.1611
V∑N

n=1 αnAn
(1.31)

Where N is the total number of room boundary walls, with area An and

absorption coefficient (the ratio of the absorbed sound power to the incident

sound power) αn.
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In acoustically small spaces, on the contrary, the acoustic pressure and ve-

locity can be considered relatively constant, so the entire medium is not

dominated by the propagation properties of sound waves but moves with a

single phase, and it can be thus regarded as a single-degree vibratory system.

A common example in noise control engineering is represented by Helmoltz

resonators. They consists in small acoustic resonant spaces composed by a

neck of area A and length l, and a cavity of volume V (fig. 1.4). The air

in the neck is excited by an external pressure Pout and the cavity internal

pressure P , and it vibrates with a certain velocity (like a mass-spring system)

compressing or expanding the internal air.

Figure 1.4: Helmoltz resonator simplified model and dynamical equivalence

The constitutive equation is in fact a 2nd order differental equation:

V l

Ac2

∂2p

∂t2
+ p = pout (1.32)

And the resonance frequency of the cavity is then

ωn = c

√
A

lV
(1.33)

Eq. 1.32 and 1.33 show that an Helmoltz resonator will be strongly excited

at a certain frequency, generating a massive impedance mismatch at ωn but

without the need for a physical wall. A resonator then serves as a notched

band stop filter with ωn as its bandwidth center frequency, making it a possi-

ble choice for passive narrowband noise attenuation. Figure 1.5 shows typical

configurations for acoustic resonant cavities for noise attenuation.
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Figure 1.5: Typical Helmoltz resonators configurations for noise attenuation

Helmoltz resonators can be put in series organizing them in panels to effi-

ciently reduce the acoustic energy. It must be remembered that their intro-

duction comes at the price of an undesired increase in weight. They find their

application for internal cabin noise reduction for frequencies from 500Hz to

2kHz.

1.2.2 Active and passive noise control techniques

Passive noise control techniques are common solutions for aeronautical appli-

cations. They typically consist in exploiting acoustic reflection, absorption

or damping properties of some materials.

Acoustic reflection is the base of soundproofing. An important theoretical

result for practical considerations on acoustic barriers is the mass law. Con-

sidering a planar wave normally impacting over a thin wall harmonically

vibrating in the direction perpendicular to its plane (x), as depicted in fig.

1.6, equation 1.34 can be obtained. It express the transmission loss RTL of

a locally-reacting wall with only mass , with density ρ and thickness t, de-

fined as a logarithmic measure of the acoustic power that is not transmitted

through the surface. So it can express for instance the power that can be

reflected by a thin, finite thickness fuselage panel or an acoustic barrier.

RTL = 10log10

[
1 +

(
ρtω

2ρ0c

)2]
(1.34)
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Figure 1.6: Impacting, reflected and transmitted acoustical waves

Equation 1.34 provides an explanation on why low frequency noise coming

from external sources is not efficiently reflected back by acoustical barriers.

Keeping constant wall density and impacting sound frequency, it is required

to increase the thickness (thus the weight) to enhance the transmission loss.

This is the reason why active noise control may be preferred at low frequen-

cies with respect to passive one. As a matter of fact, RTL increases by 6dB

by doubling the frequency (one octave increase in frequency) or the mass per

unit length. The transmission loss factor can also be obtained under more

general hypothesis, such as planar waves impacting with oblique incidence,

partitions with lumped stiffness or non-locally reacting boundaries (for exam-

ple thin metallic panels in which structural waves propagate in the boundary

as the result of internal and external applied pressure) and layers. With re-

spect to the simple case of equation 1.34, stiffness effects in thin panels are

relevant at very low and very high frequencies: for a lightly damped wall, in

the former case the presence of resonances corresponds to a local decrease

in the loss transmission factor, while in the latter case the coincidence effect

may occur. Coincidence happens reaching a certain frequency (the so-called

critical frequency), when the wavelength of the structural bending wave be-

comes equal to the wavelength of the impacting sound. When this occurs, it

gives rise to a far more efficient transfer of sound energy from one side of the

panel to the other leading to a drop in RTL as well. Both resonance and co-

incidence then degrade the soundproofing properties of an acoustical barrier

and must be avoided a priori, during design phase. These considerations are

schematized in fig. 1.7.
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Figure 1.7: RTL behavior with impacting sound frequency

An effective passive solution is double-wall soundproofing, in which air or a

porous material is interposed between two thin walls creating a mass-spring-

mass system with an higher transmission loss coefficient.

Sound absorption and damping dissipate acoustical energy and vibration en-

ergy respectively by converting them into thermal energy. Materials relying

on the former effect are typically thick, porous, low density and low stiff-

ness materials (like acoustic foams and fabrics) while the latter is instead

typical of viscoelastic materials. They both perform very well as frequencies

increases, approximately over 400Hz. However, at lower frequencies, both

the absorption coefficient and loss factor tend to drop [15] [16], reducing their

effectiveness as noise control solutions for some applications.

Vibration absorbers (or dynamic absorbers) represent a valid solution for

tonal noise reduction with relatively low cost. They basically consist in the

coupling of an adequate mass with the vibrating body (primary structure).

This results in the creation of some anti-resonance design frequencies.
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Figure 1.8: Tuned vibration absorber, from [17]

Their application specifically in aeronautical fields has been described for ex-

ample in [18]. They can work at low frequency as well, but their introduction

comes with the price of an increase in weight. For low frequency tonal noise

attenuation in presence of viscoelastic damping, the mass of the suspended

body m results to be directly proportional to both the vibration attenuation

α and the loss factor δ (Sun et al. [17]).

m = αδ
KS

ω2
0

(1.35)

Where ω0 is the excitation frequency and KS the spring stiffness. Since some

damping must be present to avoid the absorber displacement to reach in-

finity, high vibration attenuation can be obtained only increasing the mass.

Therefore, they typically find their application in avionics. These design

philosophies can be applied to internal (trim) panels, which may be realized

with suitable soundproofing/absorbing materials or may be suspended to ac-

complish vibration isolation. Active noise control techniques are also heavily

exploited in the automotive and aeronautical fields. They mainly consist in

direct anti-phase counter noise generation by means of control loudspeaker

in the cabin (active noise cancellation, or ANC) or in the introduction of a

cancelling vibration by means of shakers, inertial actuators or piezoceramic

patches (structural-acoustic control, or ASAC).
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The latter can be exploited for direct control of the fuselage or trim pan-

els vibration, as well as to reduce the radiation of intermediate components

(links), and it performs well at mid frequencies, from 500Hz to 5kHz. ANC

is instead an effective solution when the frequencies are low, typically under

500Hz. An example is propeller-induced noise, whose frequency content is

narrow and localized at low and specific harmonics. It comes with a small

weight increase, but it may result in complex and demanding control con-

figurations as well as poor attenuation performances with respect to passive

techniques. This approach will be the interest of the rest of the activity.

Figure 1.9 shows a summary of the possible cabin noise control solutions for

helicopter application with their frequency range of interest:

Figure 1.9: Noise control techniques for helicopter cabin noise reduction, from [7]
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1.3 Broadband and narrowband feedforward

ANC systems

Active noise cancelling systems for low-frequency applications are better ex-

plained with a simple single-channel control configuration for narrow duct

noise reduction. In figure 1.10 the physical system and main variables are

shown at the discrete time instant n under the hypothesis of broadband noise

attenuation, while an equivalent block diagram representation is given in fig.

1.11. A main source is generating the primary noise x(n), which induces a

disturbance acoustical pressure d(n) at the station of interest. At this po-

sition, it is desired to minimize the acoustical pressure, so a control action

y(n) is adaptively generated by a control loudspeaker (secondary source) on

the basis of an algorithm driven by measures obtained at the previous time

instant n − 1. Since the previously discussed wave superposition principle

holds, a residual noise e(n) = d(n)− y(n) can be measured at the station in

which is desired to minimize the error. The residual noise, or error acoustical

pressure, is measured by an error microphone. The primary noise is instead

measured by a reference microphone.

Figure 1.10: Broadband ANC system

P (z) is the (discrete) unknown transfer function between x(n) and d(n). The

aim of the controller is to provide a suitable y(n) in order to minimize e(n).

The core of the algorithm is the transfer function W (z), which is a finite

impulse response filter (FIR filter) whose coefficients are adapted to generate

a control signal y(n) giving x(n) and e(n) as inputs. S(z) is called secondary

acoustical path, and it indicates the discrete transfer function between the

control loudspeaker and the error sensor.
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It may contain different contributions: the digital-to-analog (D/A) converter,

the reconstruction filter, the power amplifier, the loudspeaker, the acoustic

path from the loudspeaker to the error microphone, the error microphone it-

self, the preamplifier, the anti-aliasing filter, and the analog-to-digital (A/D)

converter. As discussed in section 1.4, its estimation is required in order to

build a more robust control algorithm.

Figure 1.11: Broadband ANC system - Block diagram of LMS system

Inside the controller, an adaptation law of the coefficients of W (z) is imple-

mented. The most commonly used algorithm the LMS (least mean squares)

one, which is essentially a gradient-based minimization of the residual er-

ror. W (z) coefficients are in fact changed at each n in the steepest descent

direction, which is analytically given by the negative gradient direction:

w(n+ 1) = w(n)− µ

2
∇ξ(n) (1.36)

w is a vector containing the coefficients of FIR filter W (z), ξ = E[e2(n)] is

the expected value of the squared error and µ is called step size, convergence

factor or learning rate and expresses the magnitude of the adaptation in

the direction of the negative gradient. Assuming that no secondary path is

present and E[e2(n)] = e(n), (Widrow approximation), with some additional

computation [8] the following updating equation can be obtained for LMS-

based algorithms:

w(n+ 1) = w(n) + µe(n)x(n) (1.37)

x(n) is a vector containing the L most recent measures of the reference

microphone, namely x = [x(n) x(n − 1) ... x(n − L)]T . L is the length of

filter w(n).
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Broadband systems then completely rely on a reference microphone measure

to provide a signal which must be sufficiently correlated to the disturbance to

achieve effective attenuation, as discussed in section 1.6. Another strategy

commonly used for highly periodic noise such as engine noise or propeller

noise is to use non-acoustical sensors (i.e. tachometers) which provide an

estimate of the frequency content of the noise source. A narrowband atten-

uation control system scheme is shown in fig. 1.12.

Figure 1.12: Narrowband ANC system

These kind of approaches guarantee some advantages over broadband ones:

• They can be freely tuned and each periodic component of the signal

can be independently controlled in order to achieve greater attenuation

for specific tones;

• They do not suffer from acoustical feedback (see subsect. 1.4.1);

• S(z) might be modelled only in the vicinity of the tone(s) of interest,

enhancing the computational efficiency;

• Non-acoustical sensors do not suffer from nonlinearities and aging;

Two approaches for narrowband noise attenuation are the waveform synthe-

sis and the adaptive notch filtering (ANF). The former requires as reference

signal a train of impulses whose period is equal to the inverse of the fun-

damental frequency of the harmonic to be cancelled. The latter was first

proposed by Widrow [19] and uses instead two synthesised sinusoidal signals

with a frequency content as close as possible to the harmonic tones to be

cancelled.
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For this activity only ANF will be considered, since waveform synthesis-

based filters have smaller bandwidth [20] and are more difficult to realize in

practice.

Figure 1.13 shows the block scheme of an adaptive notch filter. a and b are

the constants that are adaptively tuned by the algorithm. xA(n) is a cosine

signal with an harmonic content estimated by a non-acoustic sensor or a

frequency estimation algorithm. The 90° block means that another reference

signal in quadrature is fed into the controller.

Figure 1.13: Narrowband ANC system - Block diagram of LMS system

The working principle is exactly the same of a broadband system, and the

updating equations are:

a(n+ 1) = a(n) + µe(n)xA(n)

b(n+ 1) = b(n) + µe(n)xB(n)

(1.38)

xB(n) indicates the signal in quadrature with respect to xA(n), at time n.

The narrowband algorithm used for this activity is slightly different from the

Widrow one shown in figure 1.13: following the work described by Glover

[21], for multicomponent periodic noise a sum of sinusoids can be considered

as a reference signal to an adaptive filter with length L much higher than

two.

24



This technique aims in automatically creating a notch for each sinusoid,

tracking changes in frequency if a correct spectrum content estimate is output

of the tachometer.

A typical adaptive notch filter frequency response is shown in fig. 1.14:

Figure 1.14: Typical adaptive notch filter frequency response

The most important parameters describing an ANF-based system are the

input frequency and the filter 3 − dB bandwidth B. This can be evaluated

for a Glover adaptive notch filter, under the assumption of xA(t) = Acos(ωt),

as:

B =
µLA2

4πT
(1.39)

Where T is the control sampling period. The bandwidth is then proportional

to the sampling frequency, the learning rate and the control filter length,

and it grows quadratically with the reference signal amplitude A. Frequency

mismatches between the estimated and the real one may fall outside the range

expressed in eq. 1.39 leading to a severe degradation of the attenuation.
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1.4 Secondary path effects - The FxLMS al-

gorithm

The secondary path S(z) plays an important role in the system stability, and

it cannot be neglected as in section 1.3. The residual error transform can be

written as :

E(z) = [P (z)− S(z)W (z)]X(z) (1.40)

Where X(z) is the frequency transform of the reference signal x(n). It follows

that the optimal filter expression is :

W0(z) =
P (z)

S(z)
(1.41)

From equation 1.41 some important conclusions for practical applications can

be obtained. First of all, typically high-order adaptive FIR filter are required

for a satisfying approximation of the rational function 1
S(z)

, which translates

into an increase in the overall computational effort. Moreover, if the delay in

the secondary path is greater than the one of the primary path, the adaptive

filter is non-causal: causality problem is of great importance in broadband

noise attenuation systems and will be discussed in sect. 1.6. Finally, an

adaptive filter W (z) must then be able to model both P (z) and S(z). The

latter in particular can cause instabilities in the system if it goes to zero at

certain frequencies. The secondary path has then to be compensated some-

how with a modification of the control algorithm, switching from the LMS

to the FxLMS one. In presence of a secondary path, the same computation

considered in section 1.3 yields to the following residual noise expression:

e(n) = d(n)− y′(n) = d(n)− s(n) ? y(n) = d(n)− s(n) ? [wT (n)x(n)] (1.42)

Where y′(n) is the control action which arrives to the cancelling station,

while s(n) indicates the impulse response of the secondary path S(z). The

”?” indicates the convolution product. Since the secondary path will be

assumed to be a FIR filter as well (see subsect. 1.4.1), its expression in

time is a (time-invariant) vector s. The convolution with y(n) will be then

performed as a dot product between s and the Liden most recent outputs of

the control, where Liden is the length of the considered estimation filter.
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The updating equation of W (z) coefficients follows:

w(n+ 1) = w(n) + µe(n)x′(n) (1.43)

x′(n) is a vector containing the L most recent values of the convolution

between the secondary path and the reference signal, namely:

x′(n) = [s · x(n), s · x(n− 1) ... s · x(n− L)] (1.44)

Equation 1.43 is the core of FxLMS-based algorithms. Its block diagram

representation is given in fig. 1.15.

Figure 1.15: Broadband ANC system - Block diagram of FxLMS system

A similar compensation applies to narrowband systems as well [22].

Stability, convergence rate and excess steady error are the performances in-

dicator for an FxLMS-based algorithm.

Stability is theoretically ensured by a maximum limit on the convergence

rate:

µmax =
1

σ2
x′(L+ ∆s)

(1.45)

Where σ2
x′ is the variance of the filtered reference signal and ∆s is the overall

delay in the secondary path expressed in number of samples. The secondary

path delay negatively affects the stability and it may be reduced by decreasing

the distance between the control loudspeaker and the error microphone, in

addition with a reduction in the delay of the control system components.

A convergence rate indicator for broadband LMS-based algorithm can be

analytically obtained as well.
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The weight misalignment vector can in fact be written in terms of its modal

representation: defining Q as the modal matrix formed by the eigenvectors

of matrix R (which is the reference signal x(n) autocorrelation matrix),

v(n) = w(n)−w0 and v′(n) = QTv(n), equation 1.46 holds:

v′i(n) = (1− µλi)nv′i(0) (1.46)

Where λi is the i − th eigenvalue of matrix R and w0 the optimal filter

expression. Under the assumption of small µ, equation 1.46 becomes

v′i(n) = e−µλinv′i(0) (1.47)

From eq. 1.47, the time τi in which each modal deviation v′i is reduced by a

factor equal to e (Nepero’s number) can be estimated as:

τi =
T

µλi
(1.48)

Where T is the control sampling time. The convergence time is reduced

by increasing µ as it may be expected, as well as increasing the control

sampling frequency. In terms of subjective noise measures, a reduction by

a factor e is equivalent to around 9dB of attenuation. Each mode will then

converge differently, meaning that the slowest significant mode will determine

the overall system stability. Eq. 1.48 can then be rewritten into:

τmse ≤
T

µλmin
(1.49)

Where τmse is the maximum convergence rate dominated by the slowest mode,

so by the minimum eigenvalue of R, λmin. The fastest convergence of the

dominant mode is associated to µ = 1
λmax

, where λmax is the maximum

eigenvalue of matrix R. Then;

τmse ≤ T
λmax
λmin

(1.50)

Since the ratio between the maximum and minimum eigenvalue ofR may not

be precisely known, an estimate for the eigenvalue spread can be obtained

by expression 1.51:

λmax
λmin

≤
max
ω
|X(ejω)|2

min
ω
|X(ejω|2

(1.51)
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X is the reference signal Fourier transform and the spanned frequency range

is from ω = 0 to ω = 2π. Eq. 1.51 shows that reference signals with

flat spectra will be associated to the fastest convergence of the modes and

thus of the control. Particular attention must then be payed since reference

input signals in practice are typically filtered by anti-aliasing low-pass filters.

Finally, the residual error after convergence can be estimated as:

ξexcess =
µ

2
LPxξmin (1.52)

ξexcess is the difference between the estimated squared-error and ξmin, which

is the minimum theoretical value of ξ associated to the optimal condition

W (z) = W0(z). Px is the power of the reference signal. From eq. 1.52, an

increase in the convergence rate results in larger excess error. Since increasing

µ is equivalent to increase the convergence rate of the system, a trade-off in

the tuning of the control parameters is required.

For an adaptive notch filter with xA(t) = Acos(ωt), the convergence rate can

be calculated as:

τmse ≤
2T

µA2
(1.53)

While the stability constraint is:

µmax ≤
4

LA2
(1.54)

Even though these expressions are obtained for single-channel configurations

under simplified assumptions, they can still be used as a guideline for the

tuning of L and µ in more general cases.

1.4.1 Acoustical feedback and secondary paths estima-

tion

A problem of major concern in broadband noise attenuation systems is in

guaranteeing the reference microphone measure is as coherent as possible

(see section 1.6). The coherence between the reference measure and the

disturbance may drop due to the presence of the control action itself that may

perturb the measure of x(n). This effect is called acoustical feedback, and

its consequences are particularly evident in small environments. Figure 1.16

shows how the acoustical feedback effect can be inserted into the previously

discussed block scheme.
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Figure 1.16: Block scheme with acoustical feedback loop

The transfer function F (z) express the effect of the control action y(n) at the

reference microphone station. Due to the superposition principle, a pertur-

bation signal c(n) is added to the reference signal xr(n) yielding the reference

microphone measure x(n). Bode criteria states that instabilities can occur if

the open-loop phase lag reaches 180° and the open-loop gain is greater than

1. The presence of a closed loop in the system then brings the control system

from a feedforward configuration to a feedback one, so a way to compensate

for the acoustical feedback introduction is then required to ensure stability.

In figure 1.17 a compensation method (known as feedback neutralization) is

presented.

Figure 1.17: Control scheme with acoustical feedback compensation
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Essentially, a signal c′(n) is introduced to clean the corrupted measure of the

reference microphone by the effect of the loop. Since the control action at

time n is still not known from the control algorithm when this compensation

is taking place, a discrete-time delay (the operation z−1) is formally intro-

duced to obtain y(n− 1).

Both F (z) and S(z) computation is then required in order to implement a

broadband FxLMS control algorithm. Their estimates ˆF (z) and ˆS(z) can

be obtained offline (prior to the control activation) by means of a process of

identification on the basis of the very same LMS-based algorithm described

in sect. 1.3. An offline identification process can be experimentally set by

driving the control loudspeaker with broadband white noise. ˆF (z) and ˆS(z)

can be estimated as adaptive FIR filters whose coefficients are automatically

tuned by an LMS-based minimization algorithm in order to minimize two

identification error measures (es and ef ), as shown in fig. 1.18.

Figure 1.18: S(z) and F (z) identification process

An online identification may be performed in parallel with the control action

in case of highly time-variant environments, at the cost of an increase in the

computational burden.
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1.4.2 Leaky-FxLMS algorithm

High noise levels associated with low frequency resonances can cause non-

linear distortion by overloading the secondary sources. For this reason a

common approach is to limit the control effort y(n) by considering to weight

it with a coefficient γ inside the cost function expression:

ξ(n) = e(n)2 + γy(n)2 (1.55)

γ has to be less to unity but close to it. This modifies the updating equation

of the control filter coefficients into:

w(n+ 1) = νw(n) + µe(n)x′(n) (1.56)

Moreover, this formulation (leaky-FxLMS algorithm) also reduces numeric

error in a finite-precision implementation. However, the introduction of leak-

age leads to an increased complexity of the weight update equation and the

introduction of a bias into the solution. Moreover, a performance degradation

is expected in terms of convergence rate.

1.5 Multi-channel ANC systems

When the unwanted noise is transmitted into multidimensional spaces in a

complicated manner (typically large ducts or enclosures) multichannel ANC

systems are typically required. They aim in exploiting multiple loudspeakers

actions and reference microphones measures to reduce the overall noise in a

set of error stations rather then at a single cancelling station, thus extending

the region of attenuation of interest. While multichannel broadband noise

attenuation is rather difficult due to the causality constraint (mainly due to

relevant acoustical feedback paths presence and reverberant field perturba-

tions of the reference microphones), narrowband noise cancelling in enclo-

sures shows more promising results, particularly at frequencies near to the

lowest resonances of the enclosure. If a sinusoidal primary source is placed in

a 3D environment with volume V , the number of secondary sources needed

to achieve perfect noise cancellation is equal to the number of the excited

acoustic modes, which may be very large. It can be obtained as:

Nmodes =
4πV

3c2
f 2 (1.57)
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Eq. 1.57 states that the number of modes below a given frequency f shows

a quadratic growth with respect to the frequency itself. This strengthens

the fact that ANC systems are particularly effective at low frequencies only.

Moreover, correct placement of the components is required by carefully plac-

ing control loudspeakers and reference microphones far from the modal nodes

and near to the enclosure corners where the modal contribution factor is

at its maximum. If possible, they should couple directly with the primary

sources: in this case, the best performances can be obtained reducing the dis-

tance between noise source and control loudspeakers to less then a quarter -

wavelength at the highest frequency. Finally, the coupling between sources

radiation may severely affect the control performances. It depends on var-

ious factors, such as the relative distance, the wavelength and the relative

source strength. Another important aspect to consider is that in closed envi-

ronments local noise attenuation shows better performances with respect to

global one, in particular at low frequencies. All these aspects must be taken

into account to formulate an effective design.

Both the control schemes and updating equations for a multichannel control

system are presented in section 2.1, with reference to the particular solution

adopted for this Thesis. The results are anyway generalizable to any control

configuration, thus only some principles will be remarked here. A way to

define the cost function over an acoustical space of volume V is:

Ep =
1

4ρ0c2

∫
V

|p|2dV (1.58)

Approximating the pressure field with M error microphones:

Ep = ξ =
V

4ρ0c2M

M∑
m=1

|pm|2dV =
V

4ρ0c2M
eTe (1.59)

Where e is a vector containing the error pressures. M (the number of error

sensors) should be sufficiently high to correctly represent the sound field in

volume V , but in practice this value is limited by the processing power at

disposal. Considering K secondary sources, and defining Z as the K ×M

acoustic transfer impedance matrix, pp as the unknown vector of pressures at

the M discrete error positions due to the primary sources and qs the vector of

K secondary sources control volume velocities, exploiting the superposition

principle:

e = pp −Zqs (1.60)
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The consequence of equations 1.59 and 1.60 is that ξ results to be a quadratic

function of the individual source strengths. This allows the implementation

of a gradient descent method-based optimization. In fact, minimizing ξ is

equivalent to minimize the following cost function:

ξ̂(n) = e(n)Te(n) (1.61)

In analogy with what presented in sect. 1.3, the expression in equation 1.61

can be seen as the algebraic sum of the Widrow approximation of M expected

values of squared error pressures, thus leading to a completely analogous

formulation with respect to the single-channel ANC system case study. In

presence of J reference signals (both non-acoustic sensors or microphones for

broadband noise attenuation), K × J adaptive FIR filters are required to

be updated for real time noise control and M ×K secondary paths require

to be estimated. In addition, each acoustical reference sensor requires the

estimation of K acoustical feedback paths. A view of a generic multichannel

ANC system is given in fig. 1.19.

Figure 1.19: Multichannel ANC system
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In terms of modal representation, minimizing Ep is equivalent to minimizing

the sum of the squares of the (complex) acoustic mode amplitudes. Thus

pressure cancelling at M positions is equivalent to eliminating M acoustic

modes. From expression 1.60, it follows that multiple-channel control prob-

lem is consistent when K ≥ M , otherwise it is not possible to control the

error pressure at all the M stations. Choosing K = M leads to the optimal

solution

qs = Z−1pp (1.62)

Eq. 1.62 shows it is possible to control the most significant M modes under

this condition. However, the secondary sources may significantly excite other

additional modes. This effect is termed ”control spillover”. For this purpose,

K > M is typically required to control both the first M acoustic modes and

the next K −M ones altogether.

1.6 Practical considerations

Some aspects have to be taken into account for practical implementation of

an active noise control based on the previously presented algorithms. For a

broadband noise control system the coherence between the reference signal

and the disturbance d(n) directly affects the performance. The autopower

spectra of the error signal can be calculated as:

See(ω) = [1− Cdx(ω)]Sdd(ω) (1.63)

Where Cdx is magnitude squared coherence between reference signal and dis-

turbance, and Sdd the autopower spectra of the disturbance. Eq. 1.63 shows

that enhancing the coherence between x(n) and d(n) will be beneficial in the

minimization of the residual error. As a consequence, turbulent noise, flow

noise or any other source of uncorrelation can limit the attenuation. Coher-

ence can be enhanced reducing the flow velocity (for duct noise application),

using multiple and distributed error microphones and by proper design of

the duct/enclosure and placement of the sensors themselves. However, mea-

surement errors at the error microphones do not directly contribute to the

degradation in the stability.

In addition to measurement errors, modeling errors can significantly degrade

the control performances.
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They essentially consist in estimation errors in ˆS(z). For a narrowband

reference signal, a broadband disturbance and small convergence rate, it can

be shown that stability can be achieved when the phase difference between

S(z) and ˆS(z) is between -90° and 90°. Modelling errors can be reduced using

high-order estimation filters.

Causality is another important aspect to take into account. The controller

has to be able to perform all of its operations and transmit the control

action in a smaller time with respect to the one requested by the acoustical

wave to propagate from the reference microphone to the error one. In other

words, the acoustical delay must be greater then the electrical one (which

can be estimated to be proportional to the sampling time), otherwise the

wrong control signal will be continuously provided as secondary source action.

This is the reason why greater performances can be achieved in long ducts

rather then small enclosures, when the source emits random noise. However,

when non acoustical sensors are considered (as for narrowband periodic noise

cancellation) causality is not a problem and greater performances can be

obtained even in small environments.
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Chapter 2

The proposed noise control

algorithm

In this chapter an active control system is presented as a solution for the

creation of an optimized silentseat for propeller-induced noise. It consists

in a multi-channel configuration with four control loudspeakers and four er-

ror microphones. It is driven by two multi-component narrowband reference

signals in quadrature to realize an adaptive notch filter, and a broadband

measure from a reference microphone, leading to a 3×4×4 active noise con-

trol configuration. The resulting algorithm is shown, discussed and tested by

performing numerical simulations in various conditions, in order to assess its

capabilities in terms of stability and achievable performances.

2.1 Algorithm description

The algorithms written for this activity incorporate all the active noise con-

trol theory that has been summarized up to this point. Since the aim is to

provide narrowband noise attenuation, two sinusoids in quadrature, namely

xA(n) and xB(n), are given as multi-component reference signals. A third

reference signal, xrif (n), is the output of a reference microphone and it has

been added to enhance the robustness of the solution. Its effects are inves-

tigated in section 2.2. They drive a configuration consisting in four control

loudspeakers and four error microphones.
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The updating is based on the conventional leaky-FxLMS algorithm, taking

into account the acoustical feedback effect on the reference microphone. For

this configuration, 12 FIR filters Wij then need to be updated in real time

for the loudspeakers to adaptively provide four outputs ( y1(n), y2(n) y3(n)

and y4(n) ) capable of minimizing the acoustical pressure at four error mi-

crophones, indicated as e1(n), e2(n), e3(n) and e4(n). As discussed in section

1.4, the loudspeakers outputs are physically filtered by secondary acoustical

paths which results in a change of the control actions into y′1(n), y′2(n) y′3(n)

and y′4(n) at the cancelling stations. From what stated instead in sect. 1.5,

the number of loudspeakers (K) must be equal or greater then the number of

error microphones (M). In this case, K = M = 4, which implies the control

spillover effect won’t be removed, if present.

An identification scheme is then performed offline prior to the control. This is

typical of cases in which the plant physics can be considered time - invariant.

The identification of 16 secondary paths Sij is required. They correspond

to any of the transfer functions between each control loudspeaker and each

error microphone. In addition, 4 FIR filters Fi are required to identify the

acoustical feedback paths. Estimates are provided by means of the LMS al-

gorithm: 20 filters are adaptively updated by driving the loudspeakers with

broadband white noise. In figure 2.1 the identification scheme is represented

by means of a Simulink block diagram scheme. As it can be seen, four gaus-

sian white noise signals are numerically or experimentally generated to drive

each loudspeaker. An associated disturbance can then be measured at the

error microphones stations. The very same input is given to the estimated

secondary paths as well : their outputs are then summed at each error mi-

crophone to provide the final action of any loudspeaker at each cancelling

station. The difference between the real disturbance and the estimated filter

output at each error station provide four identification errors that are used

by the algorithm for the updating of the identification filters. The estimation

block is represented in fig. 2.2.
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Figure 2.1: Secondary paths identification - Scheme
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Figure 2.2: Secondary paths identification - Leaky LMS block

The updating equation for the ij − th acoustical secondary path is thus

Ŝij(n+ 1) = Ŝij(n) +
M=4∑
k=1

νiden µiden xi(n) ek(n) (2.1)

where xi(n) is the vector containing the most recent Liden values of the white

noise reference signal of source i. Liden is the length of the identification

filters.

The estimation scheme of the acoustical feedback path from the four control

loudspeakers to the reference microphone is represented in figure 2.3.
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Figure 2.3: Acoustical feedback identification
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In analogy with the secondary paths identification, white noise is experimen-

tally or numerically generated by the control loudspeakers and recorded at

the reference microphone station. The same white noise input is filtered by

four identification FIR filters. Their outputs are then summed to give an

overall output at the reference microphone station. The difference between

the recorded disturbance and the estimation filters output is the identifica-

tion error that is sent to the updating algorithm of the acoustical feedback

filters F̂i. The updating equation is then

F̂i(n+ 1) = F̂i(n) + νiden µiden xi(n) e(n) (2.2)

The identification process is performed over a time Tiden. The final perfor-

mances can be evaluated by plotting the identification error in time, checking

the effective attenuation of the pressure at the corresponding microphone sta-

tion.

The control algorithm is shown in figure 2.4. The aforementioned reference

signals are given to the control filters Wij to provide 12 control outputs.

These are then summed in order to generate a resulting action associated to

any secondary source. Each of these actions can affect the acoustical pressure

at any error microphone, which is described by the Ŝij transfer function es-

timated during the previous identification session. The summation of all the

filtered outputs coming from each loudspeaker and arriving to a certain er-

ror station is the control output arriving at the given cancelling microphone.

The difference between the disturbance pressure and the control output at

this station is the control error to be minimized. The detail on the acoustical

feedback is given in fig. 2.5. The reference signal used for control purposes

is then cleaned from the perturbation induced by the secondary sources.

The control filters updating is based on a leaky-FxLMS algorithm and it is

performed over a time Tcontr. The updating block is shown in fig. 2.6.

The updating equation for filter Wij is:

Wij(n+ 1) = Wij(n) +
M=4∑
k=1

νcontr µcontr x
′
ijk(n) ek(n) (2.3)

Where x′ijk(n) = Ŝjk ·xi(n), with xi(n) defined as the vector containing the

Lcontr most recent values of the reference signal xi(n).
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Figure 2.4: Proposed control algorithm - Scheme
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Figure 2.5: Acoustical feedback path compensation
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Figure 2.6: Control filters updating - Leaky FxLMS block
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In order to give an insight on the algorithm computational cost, roughly

68Liden+24Lcontr sums and 68Liden+60Lcontr multiplications are needed per

control sample, as well as 5 acoustical pressure acquisitions and a tachometer

measure.

2.2 Numerical simulations

Numerical tests with simple input signals are performed in order to check for

the correct implementation of the identification and control algorithms and

provide a general view on the obtainable performances in different working

conditions.

2.2.1 Analysis parameters

A set of primary paths is required to numerically generate the disturbance

at the error stations to be minimized. For the following analysis, the pri-

mary paths to be considered are four 7-tap FIR filters with the following

expressions:

P1 = [ 0.01 0.25 0.5 1 0.5 0.25 0.01 ]

P2 = 0.9 P1

P3 = 1.1 P1

P4 = 1.2 P1

The sampling frequency is set to 3kHz.

2.2.2 Secondary and feedback acoustical path identifi-

cation

The identification phase aims to find a total of 20 FIR filters estimating the

secondary and acoustical feedback paths, which have been indicated as Ŝij
and F̂i , with i, j = 1 : 4.

In order to check the algorithm tracking capabilities, a set of exact secondary

paths has been :

Sij = 0.25 P1 when i = j

Sij = 0.1 P1 when i 6= j
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While for the feedback paths:

Fi = 0.1 P1

The loudspeakers input is zero-mean gaussian white noise. The total time

for the identification is set to 5s. The parameters for the filter coefficients

updating are: Liden = 28, µiden = 0.001 and νiden = 0.999999. It is also

assumed that a random value ranging from −5% to +5% on the pressures at

the error and reference microphones is added as measurement error. Figure

2.7 - 2.11 show the residual noise at the cancelling and reference microphones

during time, while figure 2.12 - 2.16 show the deviation of the estimated

coefficients with respect to the exact ones.

As it can be seen from the obtained results, the estimation of the secondary

paths coefficients can lead to errors up to 44 % on some filter coefficients.

This is due to the minimization scheme itself, which in presence of different

secondary paths tries to converge to a single mean set of coefficients in a least

square approach. The system is in fact overdetermined, since 16 coefficients

are to be found but only 4 error measures are used. It can be verified that in

the case of 16 identical secondary paths the estimation precision drastically

increases: small deviations of a secondary path with respect to another can

be obtained by reducing the differences in the audio chain (for instance using

four identical loudspeakers) and focusing on small regions in space, which is

the case of local active noise control. For this very same reason, the acoustical

feedback estimation shows noticeably lower estimation errors : the system is

in this case perfectly determined, since 4 filters are to be found relying on

4 error measures. More on the identification of acoustical paths in multi-

channel control systems can be found in [8].
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Figure 2.7: Identification disturbance and error - Error microphone # 1

Figure 2.8: Identification disturbance and error - Error microphone # 2
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Figure 2.9: Identification disturbance and error - Error microphone # 3

Figure 2.10: Identification disturbance and error - Error microphone # 4
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Figure 2.11: Identification disturbance and error - Reference microphone

Figure 2.12: S11-S14 coefficients
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Figure 2.13: S21-S24 coefficients

Figure 2.14: S31-S34 coefficients
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Figure 2.15: S41-S44 coefficients

Figure 2.16: F1-F4 coefficients
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2.2.3 Numerical tests with stationary reference signal

A narrowband multicomponent reference signal is defined as a noise source

with four tones at 50, 75, 100 and 150Hz, corresponding to a fundamental

frequency f0 = 50Hz and three additional harmonics, namely 1.5f0, 2f0 and

3f0. These peaks are considered to be fixed in time, which may be the case

for an engine regime condition. Broadband noise up to 400Hz is also added.

Its frequency content is shown in fig. 2.17.

Figure 2.17: Reference noise signal frequency content

The narrowband reference signals are

xA(n) =
4∑

m=1

Am cos(ωm n) (2.4)

and

xB(n) =
4∑

m=1

Bm sin(ωm n) (2.5)

with A1 = B1 = 0.6, A2 = B2 = 0.1, A3 = B3 = 0.05 and A4 = B4 = 0.05.

xA(n) and xB(n) are in quadrature, as for an adaptive notch filter for single

frequency attenuation.
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For real time applications, cosine signals can be generated by different ap-

proaches, such as lookup tables implementation or digital resonators. A 90°
phase difference signal can be obtained by means of a digital Hilbert trans-

form filter [8]. The third reference signal, xrif (n), is set equal to the noise

directly generated by the noise source, thus xrif (n) = x(n). This assumes

the reference microphone provides a perfectly correlated measure of the noise

source, which is hardly the case in real practical applications.

The control parameters are Lcontr = 220, µcontr = 0.0004 and νcontr =

0.999999. The total control time is 5s. A random measurement error rang-

ing from −5% to +5% is added to the pressures at the error and reference

microphones.

The disturbance and residual signals at the cancelling microphones are plot-

ted in fig. 2.18 - 2.25, both in time and frequency domain to fully appreciate

the stability and attenuation performances. Frequency spectra in decibels

(SPL) is evaluated with formula 1.29.

Figure 2.18: Disturbance and error signal at error microphone # 1, time domain
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Figure 2.19: Disturbance and error signal at error microphone # 1, frequency domain

Figure 2.20: Disturbance and error signal at error microphone # 2, time domain
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Figure 2.21: Disturbance and error signal at error microphone # 2, frequency domain

Figure 2.22: Disturbance and error signal at error microphone # 3, time domain
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Figure 2.23: Disturbance and error signal at error microphone # 3, frequency domain

Figure 2.24: Disturbance and error signal at error microphone # 4, time domain
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Figure 2.25: Disturbance and error signal at error microphone # 4, frequency domain

These plots show a good attenuation can be achieved both in terms of broad-

band noise and peak tones. Fig. 2.26 shows the SPL at error microphone #

1 when the narrowband signals are removed, while in 2.27 the same result is

presented but with the reference microphone disabled instead.

Comparing plots 2.26 and 2.27 with figure 2.19, the proposed control solu-

tion can then provide both broadband noise attenuation and tones cancelling.

However, the analysis was performed assuming a perfect knowledge of the

frequency, which is an ideal case indeed. In realistic applications, frequency

mismatches can arise when non-acoustical sensors (i.e. tachometers) provide

a wrong estimate of the reference noise frequency content. This drastically

reduces the performances of narrowband noise cancelling techniques. Intro-

ducing an error on the fundamental frequency estimate f0 equal to 10% of

the original value, the SPL evaluated at cancelling microphone 1 without

the broadband reference signal is represented in figure 2.28. The same result

without the narrowband noise attenuation system is plotted in figure 2.29.

Finally, in figure 2.30 both the narrowband and the broadband system are

enabled.
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Figure 2.26: SPL err. mic. #1 , no narrowband system

Figure 2.27: SPL err. mic. #1 , no broadband system
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Figure 2.28: SPL err. mic. #1 , no broadband system, error in frequency estimation

Figure 2.29: SPL err. mic. #1 , no narrowband system, error in frequency estimation
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Figure 2.30: SPL err. mic. #1, error in frequency estimation

As it can be seen from figure 2.28, in presence of an error on the estimated fre-

quency not all the peaks are attenuated. For this example the only peak still

in the notch filter bandwidth even in presence of an error on the estimated

frequency is the one at f0. Figure 2.29 shows that both some broadband and

narrowband attenuation can be obtained with a single reference microphone.

Finally, as can be seen in fig. 2.30, in presence of a frequency mismatch the

proposed control solution can provide more or less the same performances as

the system without the narrowband attenuation system, as can be expected.

However it is still possible to target specific frequencies if they still fall suffi-

ciently near to the filter notches. A more effective way to reduce frequency

mismatches is the introduction of a frequency estimator algorithm. This be-

comes of particular interest in the case of a time-varying frequency content,

which is the topic discussed in subsection 2.2.4.

2.2.4 Numerical test with time-varying frequency con-

tent

Another interesting case of study is the attenuation of noise with time-varying

frequency content, which in practice represents the case on an engine during
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acceleration. These signals are characterized by a time-varying instantaneous

frequency (IF). IF can be defined as the average frequency at each time in the

signal [67]. It is expected that a narrowband attenuation system will show

the best attenuation performances when the reference signals frequency con-

tent correctly follows the variation in time of the noise source one. This

requires reliable tachometer measures or an instantaneous frequency estima-

tion algorithm. A lot of effort in the signal and speech processing literature

is dedicated to this topic, but IF estimation algorithms are typically com-

plex and thus quite costly to be efficiently implemented on cheap hardware

architectures for real time applications. Appendix A collects some possible

solutions for this task. For this analysis, a shifting-DTF algorithm has been

used due to its robustness even in presence of broadband noise. The refer-

ence signal is a linear chirp with a single tone going from fin = 20Hz to

ffin = 100Hz in 5s. Linear chirps are characterized by a linear behavior of

their instantaneous frequency, as can be seen in fig. 2.31 (in green). In fig.

2.31 it is also shown the frequency obtained from the estimation algorithm.

Fig. 2.32 is the plot of its spectrum: as expected, on the total time it behaves

as a broadband noise with frequency content from 20 to 100Hz.

Figure 2.31: Exact and estimated linear chirp IF
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Figure 2.32: Linear chirp frequency spectrum

The analysis parameters are set as follows: Lcontr = 120, µcontr = 0.00005,

νcontr = 0.9999, xA(t) = 3 cos(ωestim t) and xB(t) = 3 sin(ωestim t). The fre-

quency is estimated extracting the maximum FFT value evaluated on time

samples vectors of length N = 1500. The remaining are set as in subsect.

2.2.3. The SPL at error mic. # 1 is shown in fig. 2.33. The same results

is shown without the broadband reference microphone in figure 2.34. The

narrowband system is disabled in fig. 2.35. Finally, both the broadband and

the narrowband are enabled in fig. 2.36, but the reference frequency content

is set to ωestim = 2πfin on the whole time interval.

The time-varying tone is effectively removed by the proposed control solu-

tion, under the condition that the narrowband system is fed with the correct

frequency estimate and reference amplitude. The presence of a broadband

microphone can provide some attenuation but the best results can be ob-

tained only with the introduction of a narrowband attenuation system cou-

pled with an efficient but reliable frequency estimator. As discussed in section

1.3, a practical solution to avoid the additional computational burden of an

IF estimation is to adopt a non-acoustical sensor. Its correct positioning and

proper functioning are then of fundamental importance to fully exploit the

narrowband attenuation capabilities of the proposed solution.
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Figure 2.33: SPL at error mic. #1

Figure 2.34: SPL at error mic. #1 - No broadband system
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Figure 2.35: SPL at error mic. #1 - No narrowband system

Figure 2.36: SPL at error mic. #1 - Wrong frequency estimate
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In conclusion, this control solution is able to guarantee good performances

in terms of tonal attenuation as long as an accurate estimate of the fre-

quency is used to compute the narrowband reference signals. Tachometers

measurement errors or time-varying frequencies associated to non-stationary

operational conditions are then to be carefully treated. Real time frequency

estimation techniques might be exploited to solve this problem, but it must

be remembered their introduction comes with an increase in the computa-

tional cost of the algorithm, which is desired to be fast enough for real time

implementation on cheap technology.

The introduction of a reference microphone guarantees some robustness with

respect to frequency mismatches and broadband noise attenuation with the

cost of a slight increment in the required computation by control sample as

well. Moreover, in presence of an additional acoustical sensor the aforemen-

tioned problem of the acoustical feedback must be addressed, as well as the

causality constraint has to be met for practical implementation, as discussed

in section 1.6.
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Chapter 3

ANC system simulation in

small enclosures

An acoustical control simulation tool has been developed in MATLAB envi-

ronment, on the base of the work described in both [23] and [24]. This simple

software allows the study of the performances of ANC systems integrated in

an acoustically-excited enclosure, and will be used to perform realistic pre-

liminary studies on a noise control system in terms of convergence speed,

attenuation, and quiet zone extension with respect to components position-

ing. The multi-channel control algorithm described in Chapter 2 has been

interfaced with this acoustical simulation, as well as the secondary paths

identification algorithm.

3.1 Numerical methods for virtual acoustics

simulation

There are many different approaches in literature for virtual acoustical sim-

ulation of small enclosures, which are formally defined as small rooms with

volumes in the range from a few cubic meters to a few hundred cubic meters

[25]. From Siltanen et al. [26] and Savoja [27], the acoustical modelling of

closed environments can rely on two different approaches: the geometrical

approach and the wave-based approach.

Geometrical approaches (also known as ray-based approaches) are based on

the geometrical acoustic assumption of a wavelength much smaller than the

room dimensions.
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Thus they are efficient methods but their accuracy decreases at lower fre-

quencies. Moreover they do not consider the wave nature of sound, but they

substitute sound waves with the concept of acoustic rays: each source is

modeled as an emitter of particles moving along straight lines at the speed

of sound between two consecutive reflections at the boundary walls. Reflec-

tions follow the reflection rule from the geometric optics (Snell’s law) or can

be statistically described. Particle absorption is analogously determined by

the wall absorbance or an absorbance probability. The most known geomet-

rical methods are Ray-Tracing (RT) and Image Source (IS). IS method is

based on the substitution of the boundary walls reflecting the sound with

emitting sources. More precisely, reflected paths associated to an emitting

source are replaced by direct paths from reflected mirror images of the con-

sidered source. The image-source method is able to find all the reflected

paths, but the computational requirements are such that in practice only

a set of early reflections can actually be computed. As a consequence, the

maximum achievable order of reflections depends on the room geometry and

available calculation capacity. In addition, the geometry must be formed of

planar surfaces. The RT is based on a Monte Carlo simulation technique

to sample the reflection paths thus giving a statistical result. This allows a

reduction of the computational cost, but it won’t guarantee to find all the

reflected paths.

A wave-based approach aims to solve the actual wave equation numerically.

It is a ”brute force” approach, so it is very accurate but typically computa-

tionally intensive, since the load grows rapidly with the frequency of interest.

Thus, wave-based approaches find their application for auralization purposes

only in small enclosures at low frequency ranges [27], which are of interest for

active control of propeller noise in an aeronautical environment. They gen-

erally consist in the division of the space and/or its bounding surfaces into

small elements. The most known methods are element methods (EM) and

finite difference time domain method (FDTD). Well-known element-based

methods are FEM and BEM. A FEM approach is based on the discretization

of the whole acoustic space, while a BEM approach involves the discretiza-

tion of the boundaries only, as discussed in subsection 1.1.4. FEM methods

can thus deal with internal acoustical problems while BEM methods are used

to solve acoustic radiation problems (examples of its application are the ra-

diated pressure evaluation from a baffled piston or from a finite vibrating

plate).
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These methods compute a numerical approximation of the Helmoltz equation

over the domain of interest. The outputs are then time-independent solu-

tions, thus implying a separate computation for the acoustic pressure time

evolution required for control applications. FDTD is instead an approach

based on the direct solution of a set of algebraic equations, which are derived

from differential equations (in this case the wave equation) by substituting

the derivatives in time and space with their corresponding finite differences.

This is the method that will be used in this activity due to its simple im-

plementation, its accuracy even at lower frequencies and as a result of the

fact that both time and space behaviors are solved simultaneously, allowing

to impose arbitrary unknown control behavior in time without exploiting

the Fourier transform. A third method is seldom used for virtual acoustics,

which is called statistical modelling. It consists in the study of the noise level

transmitted between two systems by means of a statistical energy analysis.

This method does not provide the temporal behavior of the acoustical pres-

sure and for this reason it is not adequate for noise control applications. An

overview of the previously described methods is presented in figure 3.1.

Figure 3.1: Numerical methods for virtual acoustics (from [24])

3.2 The proposed method

A MATLAB code for acoustical pressure integration during time in 3D rect-

angular enclosures has been developed. The simulation is based on a Finite

Difference Time Domain method (FDTD). One or more forcing pressure or
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volume velocity source(s) in time can be imposed in desired station(s). The

boundary conditions are six walls described in terms of their apparent ab-

sorption coefficient (it accounts the amount of incident sound intensity that

is not reflected). The aim is to provide a simple yet flexible and accurate

tool for performance evaluation of ANC systems in small environments where

the acoustics is largely affected by the waves reflections and subsequent en-

closure modes contribution, which leads to the creation of standing waves

that may affect the acoustic field and thus the control performances. A brief

description of the method is presented. Then, a series of validation analysis

are performed in order to check for the acoustical simulation reliability.

3.2.1 The FDTD method in acoustics

The FDTD method is widely used in the field of computational electromag-

netism (see for instance [28]). Nevertheless, the very same numerical scheme

can be applied to the acoustical framework, in which the velocity vector field

and the acoustical pressure scalar field are the problem unknowns. The gov-

erning equations to be discretized are eqs. 1.1 and 1.2. In a classical leap-frog

FDTD scheme, the media is divided into points separated by a spatial step h,

and the derivatives evaluated for each point in time and space are replaced by

their corresponding finite differences evaluated exploiting only the adjacent

mesh nodes. A representation of the mesh basic cell (also known as Yee’s

cell, from the mathematician who formulated the FDTD method) is given in

figure 3.2.

Figure 3.2: Yee’s cell, from [29]
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In order to enhance the computational efficiency, the numerical scheme for

this activity has been made as simple and quick as possible by implementing

forward finite differences only. From the momentum equation 1.1 it is then

possible to obtain three updating equations for the velocity vector compo-

nents:

ux(x, y, z, t+ δt) = ux(x, y, z, t)−
δt

ρ0h

[
p(x+ h, y, z, t)− p(x, y, z, t)

]
(3.1)

uy(x, y, z, t+ δt) = uy(x, y, z, t)−
δt

ρ0h

[
p(x, y + h, z, t)− p(x, y, z, t)

]
(3.2)

uz(x, y, z, t+ δt) = uz(x, y, z, t)−
δt

ρ0h

[
p(x, y, z + h, t)− p(x, y, z, t)

]
(3.3)

Where δt represents the time step of the analysis. From the continuity equa-

tion 1.2 the acoustical pressure at a new time step can be found as:

p(x, y, z, t+δt) = p(x, y, z, t)− c
2ρ0 δt

h

[
ux(x+h, y, z, t+δt)−ux(x, y, z, t+δt)

+uy(x, y+h, z, t+δt)−uy(x, y, z, t+δt)+uz(x, y, z+h, t+δt)−uz(x, y, z, t+δt)
]

(3.4)

The spatial step size h has to be chosen carefully to avoid aliasing: the

mesh discretization must be small enough to guarantee representation of

the highest frequency of interest fmax. Kunz [30] stated that the optimum

number of cells per wavelength required to provide reasonable results is from

5 to 10.

Since this is an explicit time scheme, numerical stability will be guaranteed

by setting a time step consistent with the Courant-Friedrichs-Lewy condition

(CFL). This implies that in a 3D problem [30] :

cδt ≤ 1√
1
dx2

+ 1
dy2

+ 1
dz2

(3.5)
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Where dx, dy and dz are the spatial steps in x,y and z direction respectively.

For the considered simulation, dx = dy = dz = h, so the relation between

the time step and the spatial step is reduced to
√

3cδt
h
≤ 1. δt will always

be set as the larger between all the admissible ones in order to reduce the

computational time.

3.2.2 The sources

The acoustical forcing sources are defined as points belonging to the FDTD

mesh in which the pressure time history is imposed (hard sources) or in

which the current pressure value is superimposed to an externally-imposed

pressure (soft source). Hard sources are completely reflective with respect to

the pressure waves impacting over them. Their formulation in the numerical

scheme is simply:

p(xs, ys, zs, t) = ps(t) (3.6)

Where (xs, ys, zs) is the source position and ps is the hard source pressure time

behaviour. Soft sources formulation directly comes from the inhomogeneous

version of the continuity equation 1.2:

∂ρ(x, t)

∂t
+ ρ0∇ · u(x, t) = q(x, t) (3.7)

Following [31] it is possible to derive the numerical formulation of a soft

source in a FDTD scheme:

p(xs, ys, zs, t+ δt) = p(xs, ys, zs, t)−
c2ρ0δt

h

[
ux(xs + h, ys, zs, t+ δt)

−ux(xs, ys, zs, t+ δt) + uy(xs, ys + h, zs, t+ δt)− uy(xs, ys, zs, t+ δt)

+ uz(xs, ys, zs + h, t+ δt)− uz(xs, ys, zs, t+ δt)

]
+
δtc2ρ0

h3
q(t+ δt) (3.8)

where q(t) is the volume velocity of the source in m3

s
. It is then clear from

the previous equation that a soft source is a pressure that is added to the one

evaluated in a point of the mesh. More details on the sources implementation

in a FDTD scheme has been provided by Murphy [32].
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The validation phase (see section 3.3) has shown reasonable results by im-

plementing hard sources rather than soft sources, which is the reason why

they will be used for the rest of the activity. Moreover, for control purposes

it is desired to have a specific control pressure at the loudspeakers stations,

which is exactly what can be modeled by an hard source. This approach has

also been implemented in an FDTD scheme by Orlis et al. [33].

The considered acoustical sources implementation is analogous to consider

them as boxed loudspeakers with dimensions h×h×h. Moreover, real loud-

speakers behave approximately as acoustic monopoles at frequencies whose

wavelength is much longer then the component dimension itself, emitting

omni-directional spherical waves in the surrounding space (Borwick, [34]).

This model is then built on the hypothesis of small loudspeakers emitting

low frequency pressure waves.

3.2.3 Boundary conditions

In a wave-based method, the most difficult part is the definition of the bound-

ary conditions [27]. The current literature deals with different approaches in

order to provide consistent and realistic formulations. Boundaries consist

in six walls with a given surface impedance Z. Provided that the enclosure

dimensions are Lx×Ly×Lz, the acoustical pressures at the boundaries x = 0

and x = Lx can be written exploiting the surface impedance definition:

p(0, y, z, t) = Z0 ux(0, y, z, t) (3.9)

p(Lx, y, z, t) = ZLx ux(Lx, y, z, t) (3.10)

These expressions can be substituted in the update equation for the velocity

components leading to [23]:

ux(0, y, z, t+ δt) = CZ1,0 ux(0, y, z, t)− CZ2,0 p(h, y, z, t) (3.11)

ux(Lx, y, z, t+ δt) = CZ1,Lux(Lx, y, z, t) + CZ2,L p(Lx − h, y, z, t) (3.12)

with CZ1 =
ρ0h
δt
−Z

ρ0h
δt

+Z
and CZ2 = 2

ρ0h
δt

+Z
.

Analogous expressions can be found for uy and uz. The surface impedance

has different values for each wall and is assumed to only have a real part.
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Typically complex impedances are required, but it is hard to find that data

from existing literature. Moreover, a key factor to take into account in the

formulation is the fact that the surface impedance is strongly dependent by

the impacting sound frequency, namely Z = Z(f). Jeong [35] presented

two simple approaches (2-DOF approximation and minimum phase approxi-

mation) in order to directly estimate the impedance or estimate the random

reflection coefficient to derive it. Under the hypothesis of normal plane waves

impacting a flat surface, the surface impedance is related to the surface re-

flection coefficient R by the following expression [37]:

Z = ρ0c
1 +R

1−R
(3.13)

The reflection coefficient can be related to the wall absorbance coefficient α,

since α = 1−|R|2. Thus the wall acoustics can be described by the absorbance

coefficient only. In order to formulate a simple method for its estimation the

mass law has been exploited. Under the assumption of boundary limp walls

(walls with only mass vibrating in the direction normal to their plane) from

eq. 1.34 it is possible to obtain the transmission coefficient τ , which is

defined as the ratio between the acoustical pressure transmitted through the

boundary over the incident one. Its squared value is the ratio between the

transmitted acoustical power and the incident one, which can be set equal

to α if neither acoustical absorption nor damping are considered. From Kim

[36] :

|τ |2 = α =
(2Z0)2

(ωm)2 + (2Z0)2
(3.14)

where Z0 = ρ0c , ω = 2πf with f the incident acoustic wave frequency,

m = ρwt with ρw the wall density and t the wall thickness. A correction to

the previous formula has been given by Yairi et al. [38] to take into account

spherical acoustic waves absorption instead of plane ones, which is a more

precise model for acoustic pressure propagating in a small environment in

which the reflection is likely to occur in the near-field acoustical region:

α =
arctg( mω

2Z0
)

mω
2Z0

(3.15)

3.2.4 Initial conditions

The particle velocity components at time t = 0 has been set to zero (rest

condition) in the whole domain.
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This is consistent with the hypothesis under which wave equation 1.3 is

obtained. The initial acoustical pressure is set to zero as well, so the fluid

pressure in the enclosure is initially equal to the atmospheric one.

3.3 Simulation validation

In Section 3.2 a numerical scheme for internal acoustic simulations based on

the FDTD method has been briefly discussed. The code has been written

in MATLAB environment. A series of tests is now presented in order to

provide its validation prior to the control algorithm implementation by com-

paring the numerical results with known analytical results from closed spaces

acoustics summarized in Chapter 1. Two enclosures are defined:

• A room 7.8× 4.12× 2.77m, the same considered in [23]

• A duct 24× 2× 2m

3.3.1 Analysis of the room

A sinusoidal hard pressure source is set in the centre of the room, at xs = Lx
2

,

ys = Ly
2

, zs = Lz
2

. The excitation frequency is 54Hz. The propagation media

is air, so ρ0 = 1.225 kg
m3 and c = 343 m

s
. Figure 3.6 is the top view of the

plot showing the propagation of an acoustic wave in the x-y plane from the

centre of the room to the wall parallel to the x axis. The observation plane is

set at Lz
2

. The absorbance coefficient is set to 0.99, which is representative of

an highly absorbing room (anechoic room), in order to avoid boundary walls

reflection during the run. The solution is symmetric as expected. Moreover

the propagating wave has a circular wavefront, which results from the cut

of a spherical wave by a plane parallel to the x-y plane. These results are

consistent with the acoustic monopole analytical solution described in sub-

section 1.1.2. In addition, it can be seen the propagation time between the

first shot and the third one is equal to 24.60 ms − 18.59 ms = 6.01 ms,

while the wave travelled distance is equal to Ly
2

= 2.06 m. This leads to a

propagation speed equal to 342.76 m
s

, corresponding to an error of 0.07 %

with respect to the expected one.
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Figure 3.3: Time: 18.59 ms

Figure 3.4: Time: 21.36 ms

Figure 3.5: Time: 24.60 ms

Figure 3.6: Propagating waves at different time instants
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From subsect. 1.1.2, in a monopole near field the attenuation of the acoustic

energy (or analogously the SPL attenuation) is equal to −6dB when doubling

the distance from the source. In fig. 3.7 and 3.8 the obtained numerical at-

tenuation in the central monopole near field has been recorded for a timespan

of 0.3s. The spatial step is h = 0.0686m and the timestep is δt = 1.155e−04s,

which correspond to a maximum frequency of interest fmax = 500Hz with

10 mesh elements in its wavelength. The attenuation are evaluated as differ-

ences between the SPL recorded at two virtual microphones in the vicinity

of the loudspeaker, at distances h and 2h in figure 3.7, whereas the distances

are 3h and 6h in figure 3.8. After a quick transient, the attenuation stabi-

lizes to a value of −6.128dB in the first case and −6.561dB for the second

simulation, leading to a 2.13% and 9.35% error respectively.

Figure 3.7: Attenuation (dB) in monopole near field
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Figure 3.8: Attenuation (dB) in monopole near field

Next, the absorption coefficient is lowered. A value for α equal to 0.1 has

been chosen, and reverberation effects are expected to be seen. Since the

room volume is V = 89.4m3 and the maximum wavelength of interest is

λ = c
fmax

= 0.69m the room has a ratio λ

V
1
3

equal to 0.15, which is a value

sufficiently small with respect to 1 to consider the room as acoustically large.

For acoustically large enclosures, Sabine theory for reverberation time eval-

uation can be considered valid if the boundary walls have small absorption

coefficients and the sound field is diffuse, as discussed in subsection 1.2.1. For

what concerning the latter hypothesis, it is known that in regularly-shaped

enclosures such as rectangular rooms it is more difficult to realize a reverber-

ant diffuse sound field. For this reason a first check for the spatial variability

of the acoustical pressure is performed. Figure 3.9 shows the direct and re-

verberant sound field along x direction after 1s of simulation with a central

sinusoidal source at frequency f = 54Hz.
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The plot clearly shows the presence of a direct field (the −6dB attenuation

region for the acoustic monopole) and a reverberant field region. The vertical

line corresponds to the reverberation radius, which can be synthetically de-

fined as the distance at which direct and reverberant fields contribute in the

same manner to the acoustical pressure. A central impulsive hard pressure

source is also defined: to avoid aliasing, it is set as a band- limited Gaussian

pulse: fig. 3.10 shows its behavior in time while 3.11 shows its frequency

content. In order to formulate significant analysis in an FDTD framework,

an initial delay in the excitation is suggested [71]. The direct and reverberant

field plot for an impulsively excited enclosure is also provided in fig. 3.12.

Figure 3.9: Direct and reverberant field for central sinusoidal source
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Figure 3.10: Applied Gaussian pulse in time

Figure 3.11: Gaussian pulse frequency content
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Figure 3.12: Direct and reverberant field for central impulsive source

Apart from the central zone in which the pressure averaged in time is obvi-

ously higher, the behavior in the reverberant field region is quite diffuse. For

what concerning the small absorption coefficients hypothesis, even if α = 0.1

can be considered sufficiently small in order to apply Sabine formula for the

reverberation time, Norris-Eyring formula is instead used since this correc-

tion leads to more realistic results:

Trev = 0.1611
V

−A ln(1− α)
(3.16)

where A is the total internal surface of the enclosure. For the given room

and α, the theoretical reverberation time is 1.0445s. The total simulation

time is set equal to this value. Fig. 3.13 shows the evolution of the acoustic

energy averaged on the plane at z = Lz
2

during the run. The black line is the

theoretical decay behavior from Sabine theory. According to it, the acoustic

energy decay follows a negative exponential ε(t) = ε0exp(− t
τ
), where τ = 4V

cAs

and As =
∑6

n=1 Siαi (Kim, [36]).
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Figure 3.13: Acoustic energy decay and theoretical expected behavior in time

Figure 3.14: Numerical acoustic energy vs expected value at tfinal = Trev
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Fig. 3.14 shows the acoustic energy and a blue line representing the attenua-

tion of a factor 106 from its maximum value, zoomed at the final time instant

which has been set equal to the reverberation time. These values should be

as close as possible, since the reverberation time is defined as the time at

which the acoustic energy is attenuated by a factor 106 from its maximum.

The plot shows a relative error of 53.60 %, but on an order of magnitude

equal to 10−14. For this reason the error can be instead evaluated in terms

of the difference between the numerical reverberation time and the expected

one, which corresponds to the intersection of the blue horizontal line with

the red plot. This intersection is found at t = 0.9765s, corresponding to a

relative error on the reverberation time equal to 6.51%.

3.3.2 Modal analysis of a duct

A duct can be defined as a space whose length along one direction (x) is

significantly greater than the cross sectional dimensions. This constraints

the low frequency waves propagation in a single direction [36]. For an infinite

rectangular duct with rigid (highly reflective) walls, an exact expression for

the acoustic pressure distribution can be found starting from the Helmoltz

equation. In analogy with the solution for 3D rectangular rigid walls room

acoustics, it will consist in a sum of modes, as stated in subsect. 1.1.3. From

[39]:

P (x, y, z) =
∞∑

l,m,n=0

al,m,ncos(kxx)cos(kyy)cos(kzz) (3.17)

Each enclosure mode is defined by a triad of integers (l,m, n) and has a

natural frequency which can be evaluated as

fn =
c

2

√(
l

Lx

)2

+

(
m

Ly

)2

+

(
n

Lz

)2

(3.18)

An expression for the modal nodes can be derived from the previous formula

by setting P (x, y, z) = 0. For an axial mode (l, 0, 0):

xnodal,l = (2p+ 1)
Lx
2l

(3.19)

with p integer ≥ 0. This means the mode (l, 0, 0) will exhibit exactly l nodes.
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Numerical simulations are performed by imposing a sinusoidal hard source at

(0.1, 1, 1)m whose frequency is set equal to a certain modal frequency of the

duct. The step sizes are h = 0.1715m and δt = 2.8867e− 04s, corresponding

to maximum frequency of interest fmax = 200Hz with 10 mesh elements

in its wavelength. α is set to 0.000015 for each wall, in order to define a

very reverberant environment. Figure 3.15 - 3.20 show the top views of the

SPL in the plane z = Lz
2

after 1s of simulation by exciting the duct at the

natural frequency of axial modes (1, 0, 0),(2, 0, 0) and (3, 0, 0) along with the

expected theoretical mode shapes.

Figure 3.15: Mode 1 - Theoretical

Figure 3.16: Mode 1 - Numerical

Figure 3.17: Mode 2 - Theoretical

Figure 3.18: Mode 2 - Numerical

84



Figure 3.19: Mode 3 - Theoretical

Figure 3.20: Mode 3 - Numerical

These plots show that the excitation of a rectangular rigid walled duct at its

natural frequencies results in a noticeable modal response, where the single

dominant mode has the expected shape.

In conclusion, the simple simulation tool written for the activity provides

quite accurate results with respect to theoretical ones from classical acous-

tics. Celestinos [23] also provided an experimental validation of the FDTD

acoustical simulation in a real closed environment. This simplicity and pre-

cision comes with the prize of a computational cost which rapidly increases

for finer meshes and thus with the frequency of interest. The number of

computations in a 3D grid in fact grows as the cube of the number of points

in the mesh. Moreover, a linear increment is subsequent to grid refinements

since the spatial and temporal steps are related by the CFL condition. All the

analysis have been carried out on a domestic computer with limited hardware

capabilities, therefore the interest will be focused only on small enclosures

and low excitation frequencies.

3.4 The implementation of the control scheme

The control algorithm discussed in Chapter 2 is used to provide desired out-

put pressures to a set of four control loudspeakers occupying a given position

in the FDTD mesh, which act as hard pressure sources. The simulated space

is a small rectangular enclosure which might approximate a pilot cockpit,

in which a control system is inserted with the aim to realize a small zone of

noise attenuation around the pilot’s head expected position. The disturbance

is generated by a couple of loudspeakers as internal sound sources.
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The control algorithm requires the pressure evaluated at four error stations,

two of which are set as close as possible to the pilot’s ears positions. More-

over, two narrowband signals are required as reference signals along with the

pressure computed at a microphone reference sensor. Prior to the control it is

necessary to estimate the secondary acoustical paths and the feedback paths.

These identifications are also performed numerically by following the identifi-

cation process described in Chapter 1, driving the control loudspeakers with

band-limited (filtered) white noise in order to avoid aliasing. The control is

performed at lower sampling frequencies with respect to the simulation fre-

quency. In particular, it is activated every nc simulation time steps, so while

the simulation frequency is fsim = 1
δt

, the control frequency is fcont = 1
nc δt

.

This limits the possible range of choices in the control frequency. The pres-

sure imposed to the loudspeakers is kept constant between one control action

and the next one. The simulation is stopped if one or more acoustical pres-

sures at the microphones become too high due to identification or control

instabilities.
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Chapter 4

The performed simulation and

optimization results

The noise control algorithm and simulation described in the previous chap-

ters have been implemented in order to perform a series of numerical tests in

a simplified reverberant enclosure. The aim is to provide an optimized con-

figuration of the control loudspeakers specifically for local noise attenuation.

In an ANC system optimization framework, a hierarchy does exist, as can be

seen from figure 4.1:

Figure 4.1: Hierarchy in ANC systems optimization (from [24])
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The control loudspeakers are thus the most important components for the

system optimization. The error sensors will be kept in fixed positions in order

to give a certain spatial extension to the attenuation zone, in addition to noise

reduction in the vicinity of the pilot’s ears. The components placement is

performed taking into account some positioning constraints, in order not to

fall inside the pilot’s head or body or hinder his sight during the flight.

4.1 Simulation settings

4.1.1 The cabin

The rectangular enclosure defined for the activity has dimensions Lx =

1.8 m,Ly = 1.2 m and Lz = 1.4 m, corresponding to a small environment

that might represent the pilot cockpit of a medium-sized aircraft or heli-

copter (the considered cabin is based on the data of a Sikorsky UH-60 Black

Hawk helicopter). The transmission media is air at room temperature, so

ρ0 = 1.225 kg
m3 and c = 343m

s
. Each wall is represented by a single absorption

coefficient according to what described in subsect. 3.2.3. A real cabin is

actually much more complicated, due to non homogeneous material distribu-

tion and the presence of leaks, instrumentation, pilot, copilot and the seats

themselves. For these reasons, the description of a cabin acoustics by means

of six absorption coefficients only might appear as a strong approximation.

Nevertheless, for this activity only a simple preliminary study is intended to

be performed, so mean values will be estimated in order to approximately

catch the reflections behavior. The considered boundary walls are:

• Front and lateral walls in plexiglass, with 2.5mm thickness

• Top wall in aluminum, with 3mm thickness

• Bottom wall (floor) is assumed to be highly reflective, so αbottom = 0.001

• Back wall is assumed to be quite absorbing, so αback = 0.3
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Following the procedure described in subsection 3.2.3, and considering a fre-

quency of falpha = 400Hz , the following coefficients are obtained:

• αfront = αlateral = 0.165

• αtop = 0.063

The value for the frequency used to estimate the absorption coefficients is

the largest between the narrowband noise components (see subsect. 4.1.2),

corresponding to the lowest values for the absorption coefficients and thus

a more reflective cabin. The density values of lateral and top panels are

ρplex = 1180 kg
m3 and ρal = 2700 kg

m3 .

A more precise boundary description in a FDTD framework can be realized

by introducing an irregular enclosure shape ([23], [54]) and defining a realistic

distribution of the absorption coefficient over each boundary wall.

4.1.2 The excitation sources

For this Thesis the attention is focused on the low-frequency noise generated

by the propellers of a medium-sized turboprop aircraft. It is also possible to

extend the studies to a tiltrotor cabin noise application by simply changing

the frequencies of interest, which are typically lower for these vehicles [45].

An example of the external noise spectra induced by an aircraft propeller

is shown in figure 4.2. As it can be seen, the narrowband peaks are at the

fundamental frequency (BPF) and its harmonics: the propeller blades induce

a pressure fluctuation over the aircraft fuselage which results in an internal

cabin noise at these specific frequencies as well [2]. The tonal contribution

is progressively modulated at higher frequencies due to atmospheric atten-

uation, as stated for instance by Marte and Kurtz in [40]. The broadband

noise is instead associated to vortex noise and flow turbulence. A schematic

representation of propeller noise physics is summarized in fig. 4.3. Turbofan

propellers RPMs typically range from 900 to 2500 rev
min

. For what concerning

the sound pressure intensity, the typical noise level inside a turboprop cabin

can be found to be quite variable, depending on the aircraft design, engines,

propellers and flight conditions [41]. For long-range turboprops a sound pres-

sure level of 85−95dB (corresponding to 72−82dB(A)) is a desirable comfort

objective. Higher levels may be acceptable for shorter flights, but levels over

100dB or 85dB(A) are considered uncomfortable, as stated by Wright and

Kidner [42].
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Figure 4.2: Typical propeller-induced noise (from [6])

Figure 4.3: Aerodynamic noise sources in turboprops (from [40])
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In the numerical simulations, the disturbance is generated by a couple of loud-

speakers emitting broadband pressure signals with high narrowband peaks.

They are placed in the lower angles of the back wall to simulate the presence

of two aircraft propellers. Turboprop cabins sound pressure level can easily

overcome the 85dB(A) limit in most commercial solutions without suitable

low-frequency noise control techniques. The sound sources amplitudes are

then set in order to provide cabin noise in this unpleasant range. This source

modelling is very minimalist, since only the overall noise level is of interest for

local attenuation. To obtain more detailed sound distributions in the cabin

it is necessary to introduce realistic boundary vibration in the model to rep-

resent structural radiation. This could also be achieved by distributing a set

of loudspeakers to simulate diffuse emission. A value of RPM = 1500 rev
min

is

here assumed. Considering 4-bladed propellers, the BPF can be evaluated as

BPF = RPM nblades
60

= 100Hz. Moreover, three of its multiple harmonics are

considered with their frequency modulation. Broadband noise is also added

as band-limited white noise with a frequency content up to 700Hz. Fig. 4.4

and 4.5 show the sources spectra of the forcing pressure that has been chosen

in order to generate cabin noise level at the pilot’s ears around 105dB, cor-

responding to a noise between 85 and 100dB(A) in the considered frequency

range (100− 400Hz).

Figure 4.4: Noise spectra - 1st propeller
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Figure 4.5: Noise spectra - 2nd propeller

The resulting sound pressure at pilot’s ears level along the cabin directions

x and y is represented in figure 4.6:

Figure 4.6: Noise SPL at pilot’s ears level

The upper subplot represents the SPL along a line in the direction of the

cabin width passing through the pilot’s ears stations.
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The lower subplot is instead the SPL along a line in the cabin length direction

which passes through the center of the pilot’s head. Both plots show an

unacceptable noise level overcoming 100dB.

Fig. 4.7 shows the noise frequency content at the pilot’s ears stations.

Figure 4.7: Noise spectra at pilot’s ears

It is evident that the main noise contributions are at the BPF and its multiple

harmonics as expected.

4.1.3 The microphones position

In order to successfully create a zone of attenuation around the pilot’s head it

is required to carefully place the error microphones which are used as stations

where the acoustical pressure is minimized by the control algorithm. Two of

the four error microphones are placed as near as possible to the pilot’s ears

expected positions, while the other two microphones are placed above the

pilot’s head in order to provide a certain spatial extension to the attenuation

region, thus leaving a certain freedom of movement before being subjected

to unpleasant noise levels. The reference microphone is instead placed in

the cabin back wall upper vertex, at xref = Lx
2

. As discussed in subsection

2.2.3, its function is to provide a certain robustness with respect to frequency

mismatches that may arise during the mission. Steady engine-produced tones

tend in fact to fluctuate to some extent.
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Moreover, deviations between the propeller-induced noise and the reference

signal frequency may be due to a wrong tachometer measure or unsynchro-

nized propellers rotation. A picture showing the enclosure and the compo-

nents defined up to this point is given in fig. 4.8. The error microphones are

represented as green dots while the reference microphone as a blue one. The

black squares represent the noise sources. The control loudspeakers are not

present yet, since their position will be defined after an optimization process

described in section 4.2.2.

Figure 4.8: The considered cabin, microphones, and sources
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With respect to the reference axes defined in fig. 4.8, the error microphones

are at the following coordinates:

• Right ear error microphone (mic n°1) at

xe,1 = 0.36m, ye,1 = 0.6m, ze,1 = 1.14m

• Left ear error microphone (mic n°2) at

xe,2 = 0.54m, ye,2 = 0.6m, ze,2 = 1.14m

• Forward microphone (mic n°3) above pilot’s head at

xe,3 = 0.45m, ye,3 = 0.7m, ze,3 = 1.26m

• Backward microphone (mic n°4) above pilot’s head at

xe,4 = 0.45m, ye,4 = 0.5m, ze,4 = 1.26m

The pilot’s head is shown in fig. 4.8 as a yellow ellipsoid with centre set

in xhead,c = 0.45m, yhead,c = 0.6m and zhead,c = 1.15m. Its dimensions are

defined by its three axes, which have the following values: lhead,x = 0.16m,

lhead,y = 0.22m and lhead,z = 0.24m. These measures are provided as mean

estimates for the 97.5 percentile human head, and can be found for instance

in [43] and [44]. The head position has been estimated from the data on a

UH-60 helicopter [68] and the work described in Goossens [69].

4.2 The performed optimization and results

The control loudspeakers configuration has been defined by means of an

optimization process that will be described in this section along with the

obtained results. In order to formulate a feasible resulting control system,

some positioning constraints on the analysis are set: the components (error

microphones and control loudspeakers) must be at a minimum distance of

5cm, in order to keep into account real components encumbrance. Moreover,

the secondary sources cannot lay inside, below or in front of the pilot’s head.

In addition, two or more components cannot occupy the same position. This

is to avoid unrealistic configurations as well. Furthermore, the solution is

constrained to be be symmetrical with respect to a plane parallel to the Y Z

plane and passing through the centre of the pilot’s head, unless mistakes due

to the finite spatial step size of the mesh.
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The control sources are free to move behind, next to and above the pilot’s

head, by moving on planes parallel to the enclosure ones with a maximum

distance from the pilot head centre of 15cm. As a matter of fact, the atten-

uation performances are enhanced by keeping the loudspeaker positions as

near as possible to the error microphones [8]. However, as stated for instance

in David and Elliott [49], the dimensions of the quiet zone are increased as

the distances between the cancelling stations and the secondary sources are

increased. Since both the attenuation and the size of the quiet zone are

important performance indicators, a compromise will be the object of the

research in the optimization framework. In practical applications however,

other phenomena typical of local noise attenuation are likely to reduce the

predicted performances, mainly the acoustical coupling between the pilot’s

head and the error microphones (Garcia et al., [46]) and the pressure gradi-

ent near the control loudspeakers (Joseph et al., [48]). These effects have not

been taken into account for the following analysis, but might be addressed

as future activities.

4.2.1 The parameters for identification and control

The parameters for the acoustical paths identification are µiden = 0.3, νiden =

0.999999 and Liden = 512. The total time of identification is set to Tiden = 1s.

An high order filter is then used since the identification is performed offline

and it does not affect the computational cost of the real time control. The

adequacy of this parameters combination is evaluated in the aftermath, by

checking the identification errors behavior (see for instance fig. 4.14 - 4.16).

The considered narrowband signals are

xA(t) = 0.5cos(2π BPF t) +
4∑
i=2

0.1cos(2π i BPF t)

xB(t) = 0.5sin(2π BPF t) +
4∑
i=2

0.1sin(2π i BPF t)

(4.1)

More effort is then targeted in the BPF cancelling, consequently to its rele-

vance in the spectra in fig. 4.7. No frequency mismatches are introduced (per-

fect tachometer estimation). The control frequency is about fcontr = 5660Hz.
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Control parameters have been tuned on the basis of a previous series of anal-

ysis with a trial & error approach, with the idea of searching for a combina-

tion of µcontr, νcontr and Lcontr showing the best tradeoff in terms of stability,

performances and number of control filter taps. More precisely, in order to

lower the computational burden and thus allowing faster implementation,

Lcontr is kept under 200 taps. Observations on µcontr and Lcontr changes

could be made relying of simplified analytical consideration in sect. 1.3 and

1.4. Formulas 1.54 and 1.45 show that an increase in Lcontr negatively affects

the stability and thus the convergence rate, while formulas 1.52 and 1.39

show that Lcontr should be increased for overall performances enhancement.

A possible practical approach is then to fix νcontr and Lcontr instead, set a

small µcontr and increase this learning rate progressively by half of an order

of magnitude until signs of instability can be detected in the time behavior

of the error microphones pressures performing simulations over a random

admissible sources configuration. This tuning is rather simplified and time-

consuming, but it is indeed required also during experimental activities for

complex environments and control configurations. Variable step size could

be used to reduce the tuning effort. The control parameters values that have

been chosen of the basis of these considerations over a set of trial simulations

are µcontr = 0.000035, νcontr = 0.9999 and Lcontr = 180. The total control

time for the optimization simulations is set to Tcontr = 1s. Performances

enhancement with proper loudspeakers placement will be instead the task of

the following subsection.

4.2.2 The optimization simulations

Applying conventional optimization schemes (such as gradient-based or ge-

netic optimization) to a real-time evolving model is no easy task. An op-

timization based on the genetic algorithm has been proposed for example

in [24]. For this activity however, another approach has been chosen. Due

to the relatively small amount of possible configurations in such a limited

region, a series of analysis is automatically performed on all the admissible

combination of positions. The final configuration is associated to the lowest

value of a function v evaluated after each run:

v =√
1.5 SPL2

1 + 1.5 SPL2
2 + SPL2

3 + SPL2
4 + SPL2

o1 + SPL2
o2 (4.2)
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The definition of v contains the SPL computed for 6 microphones over a

limited time (1s), in order to reduce the total cost of the analysis. Four

microphones out of six are the error microphones, two of which (the ones

near the pilot’s ears stations) are weighted by a factor 1.5. The remaining

two microphones are in the plane parallel to the y − z plane containing also

the microphones above the pilot’s head, thus extending the expected quiet

zone along the cabin height dimension too. A plot of the microphones used

for the optimization process is provided in fig. 4.9, where the additional

virtual microphones are plotted as white dots.

Figure 4.9: View on the error and virtual microphones used for optimization

The acoustical analysis parameters are h = 0.035m and δt = 5.8913e− 05s,

corresponding to fmax = 980Hz with 10 elements in its wavelength. This

mesh is quite coarse with respect to the small characteristic dimensions in-

volved in this local control application, but it has been used in order to

compute the optimization results within seven hours of single-core serial

computing. Parallel computing or GPU implementation might drastically

speed up the process. In subsect. 4.2.3 the resulting configuration will be

tested on a finer mesh to provide more reliable results. ncontr = 3 acoustical

simulations are performed between two control actions.
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A random error on the measures provided by the reference microphone and

error microphones is also added. Its magnitude ranges from −5% to +5% of

the measured value. It is now worth noting that the number of loudspeakers

(K = 4) of the control algorithm described in Chapter 2 and here exploited

has been chosen as a reasonable tradeoff between computational effort and

the formulation of an optimization with a sufficient number of free parameters

(the loudspeakers positions) to tune. The resulting configuration is shown in

fig. 4.10-4.13, where the control loudspeakers are represented as red squares.

As it can be seen, the resulting optimized configuration is almost symmetrical

apart from a small asymmetry due to the finite stepsize h. The control sources

do not penetrate the dome nor they overlap with the error microphones, and

do not fall below or in front of the pilot’s head. Two loudspeakers are placed

5cm behind the ears, so as close to them as possible, as might be expected

to obtain significant local attenuation. Two additional loudspeakers above

the pilot’s head are placed at roughly the same distance from the cancelling

microphones leading to a quite regular distribution, in order to provide also

spatial extension to the quiet zone in addition to acoustic attenuation.

Figure 4.10: The optimized configuration - Isometric view
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Figure 4.11: The optimized configuration - Top view

Figure 4.12: The optimized configuration - Front view
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Figure 4.13: The optimized configuration - Lateral view

The optimized control loudspeakers positions (in the reference system defined

in fig. 4.10) are:

• Right ear loudspeaker at

xs,1 = 0.35m, ys,1 = 0.65m, zs,1 = 1.15m

• Left ear loudspeaker at

xs,2 = 0.55m, ys,2 = 0.65m, zs,2 = 1.15m

• Right loudspeaker above pilot’s head at

xs,3 = 0.35m, ys,3 = 0.6m, zs,3 = 1.3m

• Left loudspeaker above pilot’s head at

xs,4 = 0.55m, ys,4 = 0.6m, zs,4 = 1.3m
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4.2.3 Results on a finer mesh

The configuration obtained in subsect. 4.2.2 has then been tested by consid-

ering a finer mesh in order to provide more reliable results in terms of per-

formances and SPL distribution. The acoustical simulation parameters are

set to h = 0.02m and δt = 3.3665e− 05s, corresponding to a fmax = 1715Hz

with 10 elements in its wavelength. The same parameters with respect to the

optimization phase are set for the identification and control sessions, with

the only difference that the control simulation is performed over 2 seconds.

Longer simulation times are computationally heavy, and are not required:

the practical interest is in the the rapidity of the control system to reduce ef-

fectively the noise, so a small simulation time of only 2 seconds is reasonable.

After a quick transient, a stable control configuration will be able to keep the

steady error from there on. The control frequency is fcontr = 9900Hz, cor-

responding to ncontr = 3 simulation steps between each control action. The

same measurement error on the microphones added in the optimization phase

is considered for this analysis as well. The identification results are shown in

fig. 4.14, 4.15 and 4.16. These plots represent the acoustical pressures at the

error and reference microphones stations. A correct estimation is associated

to a small residual error (green line) during a suitable identification time.

It is evident that the identification of the acoustical feedback paths is not

precise as expected from the numerical simulations presented in subsection

2.2.1. This may be due to the placement of the reference microphone in a

vertex of the enclosure, which results in an heavily modal response. A peri-

odicity in the measured noise is in fact appreciable, and this may reduce its

correlation with respect to the reference signal (white noise). Nevertheless,

Kuo [8] suggested to place the reference microphones where the modal con-

tribution is maximixed (i.e. the enclosure angles), as far as possible from the

control region (to reduce acoustical feedback effects) and as near as possible

to the noise sources. In addition, the control configuration must be stable.

On the basis of these aspects, this reference microphone position is kept. On

the contrary, secondary paths identification errors behavior resembles the one

obtained in the numerical simulations in Chapter 2. It is also possible to in-

sert in the numerical model experimentally-evaluated feedback or secondary

paths to enhance the simulation accuracy.
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Figure 4.14: Identification error at microphones near pilot’s ears

Figure 4.15: Identification error at microphones above pilot’s head
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Figure 4.16: Acoustical feedback error identification

The final configuration results in terms of noise reduction and attenuation

region size are shown in figures 4.17 and 4.18. Red curves represent cabin

noise without control while green ones are the cabin noise with the ANC

system enabled. Fig 4.17 shows the behavior along cabin width and length

of the acoustical pressure evaluated after 2 seconds in dB, thus it does not

take into account the frequency weighting performed by the human auditory

system.

Figure 4.18 represents the very same results but the noise levels are plotted as

bands ranging from the pressure values A-weighted at 100Hz to the pressure

values A-weighted at 400Hz. This provides a subjective noise measure that

can be easily related to the ones present in literature and certification docu-

mentation. The considered A-weighting filtering function [50] is A = A(f):

A = 20log10

(
121942f 4

(f 2 + 20.62)
√

(f 2 + 107.72)(f 2 + 737.92)(f 2 + 121942)

)
+ 2

(4.3)

corresponding to the blue curve in figure 1.3. Its value evaluated for a given

frequency and added to the SPL gives the sound pressure as perceived from

our auditory system.
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Vertical green lines represent the error microphones positions while red ver-

tical lines are plotted at the control loudspeakers stations. The plots are

obtained in the very same manner as the ones in fig. 4.6.

Figure 4.17: Cabin noise distribution - Optimized configuration dB

Figure 4.18: Cabin noise distribution - Optimized configuration dB(A)
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The attenuation recorded at the error microphones is summarized in table

4.1:

SPL (dB)

without control

SPL (dB)

with control

Noise

reduction in dB

Mic 1 103.4 93.7 9.7

Mic 2 103.9 94.7 9.2

Mic 3 103.9 96.4 7.5

Mic 4 103.3 93.6 9.7

Table 4.1: Noise attenuation after 2 seconds at the error microphones

Results from table 4.1 and figure 4.17 and 4.18 show that almost 10dB of

noise reduction can be obtained exploiting the proposed control configuration

within 2s of simulation. Considering the imposed noise level, the comfort

limits previously described can then be reached. The presence of a local

attenuation zone is also evident from figures 4.17-4.18. Its spatial extension

is quite limited though, since at about 10cm of distance from the head the

pressure level still can overcome 100dB. As a matter of fact, in local noise

control systems the attenuation region size associated to a single secondary

source in an enclosure diffuse sound field is estimated as 1
10
λ, where λ = c

f
is

the wavelength of interest (Abbott, [47]).

Since the fundamental harmonic (the BPF) has a wavelength equal to 3.43m,

this corresponds to around 30cm of expected dimension of the attenuation

region. The major drawback is however the increase of the noise level far

from the control region. Nevertheless, the noise is still attenuated from an

85 − 100dB(A) range to a 75 − 90dB(A) one in the vicinity of the pilot’s

head, which can be considered a good comfort enhancement with respect to

this system relatively low complexity.
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A time domain representation of the acoustical pressures recorded at the

reference microphones is given in figure 4.19 and 4.20. In this domain it is

easier to check the stability of the control system:

Figure 4.19: Pressure behavior in time at error microphones 1 and 2

Figure 4.20: Pressure behavior in time at error microphones 3 and 4
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Their frequency representation is instead provided in figure 4.21 and 4.22.

Figure 4.21: Noise spectra at error microphone 1 and 2

Figure 4.22: Noise spectra at error microphones 3 and 4

These results show the control system mainly affects the BPF, which is some-

thing to be expected due to the larger contribution of this spectral component

in the reference signal. Moreover, adaptive tracking of the most prominent

frequency content is desired.
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4.3 Test with un-synchronized propellers

A case of practical concern may be the study of the performance degradation

of the control when the propellers are not perfectly synchronized. While in

a steady cruise condition the synchrophaser unit is able to keep the same

rotation rate, during non-stationary flight conditions (such as the climb to

steady cruise flight condition), it may be unable to keep the propellers fully

synchronized at all times, resulting in slight deviations in the RPM. This

topic has been discussed also by Johansson in [2].

For the following analysis, two reference signals at the nominal BPF (100Hz)

are given as a reference for the controller, but the propeller #2 is assumed

to be rotating at 105Hz, thus introducing a frequency mismatch equal to

5Hz. The cabin noise level considered for this analysis is again around the

discomfort level previously defined (100dB). A part from these differences,

the simulation settings are identical to the ones defined in subsection 4.2.3.

Rotor #2 spectrum is plotted in figure 4.23, while the cabin SPL distribution

is shown in figure 4.24 and the noise spectrum at the pilot’s ears is shown in

figure 4.25.

Figure 4.23: Noise spectra - 2nd propeller
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Figure 4.24: Cabin SPL distribution (dB) - Optimized configuration, different propeller velocities

Figure 4.25: Noise spectra at error microphone 1 and 2 (dB), different propeller velocities

The attenuation recorded at the error microphones in this new condition is

given in table 4.2. As it can be seen, the performance degradation in terms of

overall attenuation and quiet region size is significant. An improvement in the

convergence rate has been obtained by keeping this control configuration and

increasing the first narrowband signals component amplitude. This result is
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compliant with the adaptive notch filter theory presented in sect. 1.4.

SPL (dB)

without control

SPL (dB)

with control

Noise

reduction in dB

Mic 1 99.5 96.2 3.3

Mic 2 97.5 92.7 4.8

Mic 3 98.7 96.5 2.2

Mic 4 98.4 95 3.4

Table 4.2: Noise attenuation after 2 seconds at the error microphones, different propeller velocities -

A1 = 0.5

Table 4.3 shows the attenuation with a new control configuration in which

the first reference signal amplitude is increased from 0.5 to 2, while keeping

a single tachometer measure.

SPL (dB)

without control

SPL (dB)

with control

Noise

reduction in dB

Mic 1 99.5 93.2 6.3

Mic 2 97.5 89.4 8.1

Mic 3 98.7 94.4 4.3

Mic 4 98.4 91.9 6.5

Table 4.3: Noise attenuation after 2 seconds at the error microphones, different propeller velocities -

A1 = 2

An improvement in the overall noise reduction is obtained, but this con-

trol configuration did not turn out to stable in the previous case of both

propellers rotating at the same speed. An external tuning for the reference

amplitude would then be required on the base of the operational condition,

but it might result unpractical. An alternative approach would be to exploit

two separated tachometer measures, but the narrowband control configura-

tion should be changed as well. In fact, direct configurations with single

multicomponent signals and closely spaced tones do not perform well for low

Lcontr. Parallel configurations are more effective solutions for this cases, but

they require the splitting of the frequency content into multiple reference sig-

nals in quadrature, requiring in any case an increment in the computational

effort. Direct/parallel configurations represent a better tradeoff, balancing

control performances and cost increases [8].
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4.4 Test with two control systems

Another interesting case of study is the simulation of two close control

systems for local noise attenuation. They’re placed at a relative distance

dc = 40cm, in the centre of the enclosure defined in subsection 4.1.1. This

could be representative of the application of the previously described control

configuration for noise attenuation around two passengers heads. The simu-

lation and control parameters are set in compliance with what described in

subsections 4.1.2, 4.2.1, and 4.2.3. Fig. 4.26 shows this new solution layout:

Figure 4.26: Coupling of two control systems - Isometric view

Results in terms of SPL distribution are given in fig. 4.27, while table 4.4

summarizes the attenuation at the 4 error microphones near to the ears for

both the left control system and the right one.
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Figure 4.27: Coupling of two control systems - Red : SPL without control; Green : SPL with control

SPL (dB)

without control

SPL (dB)

with control

Noise reduction

in dB

Mic 1 - left 101.8 93.9 7.9

Mic 2 - left 102.6 95.6 7

Mic 1 - right 102.6 95.3 7.3

Mic 2 - right 101.9 93.8 8.1

Table 4.4: Noise attenuation at passenger’s ears after two seconds, with both systems enabled

Around 7 − 8dB of attenuation can be obtained in vicinity of the ears, in

contrast with 9 − 10dB of section 4.2.3. This slight change may be due to

two reasons. The first is the performances are affected by the heads position

in the enclosure. This holds for a single control system as well, and it is

related to the reflections dynamics and how the control loudspeakers couple

with this small acoustic space walls, meaning that an enhancement in the

boundary modelling could affect the results of the proposed configuration

even for local noise attenuation. The second reason is that in presence of

two control systems there is a mutual interaction recorded as error pressures

measures coming from the action of all the 8 control loudspeakers. As a

matter of fact, this coupling has not been compensated by changes in the

algorithm and can affect the control convergence rate within 2 seconds of

run, as well as its stability.
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Chapter 5

Conclusions and future work

A simulation tool has been developed in MATLAB environment in order

to test a multi-channel noise control algorithm performances in a reverber-

ant enclosure excited by typical propeller-induced noise. The interest has

been focused on the attenuation of low-frequency turboprop cabin noise, in

order to provide an optimized solution for an active headrest. For what con-

cerning the results, the obtained optimized configuration shows an interior

disturbance reduction going from 7.5 to 9.7dB at the error sensor stations

within 2 seconds, for a cabin noise going from the range 85 − 100dB(A) to

75− 90dB(A). The smallest sound variation our auditory system is capable

of detecting is around 3dB [36]: under this perspective, the results show the

obtainable performances are quite poor. Nevertheless, literature papers and

current industrial solutions based on FxLMS algorithms certify an achievable

noise reduction around 10− 15dB. Sometimes articles even refer specifically

to 10dB quiet zones ([49], [48]). Better performances can be indeed achieved

in active headphones, but at an higher cost. An active headrest like the one

analyzed for this activity is cheap and relatively easy to build, and can act as

a useful support to other preexisting noise control techniques for typically low

frequency ranges in which they perform poorly, but it might not be sufficient

as the only one to rely on, in particular outside nominal operational condi-

tions. As a matter of fact, noise control in aeronautical applications consists

in a variety of coexisting solutions ([7]). On the other hand, for some appli-

cations it may not even be necessary to reach higher performances, since the

human auditory system is less sensible to low-frequency noise. This means

that the BPF, which is the most prominent frequency content for turboprop

or tiltrotor cabin noise, will be less impacting on the flight comfort then the
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other harmonics at higher frequencies, thus leading to a presumably smaller

required noise reduction. A value for the cabin noise under 85dB(A) is con-

sidered an acceptable flight condition (Wright and Kidner, [42]). As a final

consideration, local active noise control systems are characterized by a fairly

good portability, as confirmed by commercial solutions that can be installed

on airplane cabins as well as on boats and cars.

Some additional work might be performed starting from this activity. Since

the numerical method used for this Thesis is quite costly, a GPU implementa-

tion of the algorithm could considerably speed up the simulations providing

results on finer meshes and larger environments in a reasonable time. This

approach has been extensively used for FDTD based methods both in com-

putational electrodynamics (Lopez et al., [51]) and acoustics ( [70], [52]).

For what concerning the simulation itself, the main improvement to be done

to correctly analyze local noise attenuation is to include the acoustics of a

simplified head model, in order to take into account its effects on the con-

trol loudspeakers configuration optimization. As stated for instance in [46],

the head presence is likely to cause an increment in the distance between

the error microphones and the pilot while keeping them relatively close to

the secondary sources. In an FDTD framework it might be inserted as a

small box with a given absorption coefficient. A human head is expected to

be quite absorbing due to the hair presence (in analogy on test performed

on haired laboratory animals, for which sound is converted into heat in the

small pores between the hairs) while the human tissues are more reflective

[53]. Other improvements might be the introduction of irregular boundaries

and their modelling with a spatial distribution of the absorption coefficient.

An interesting generalization of the FDTD method is given in [54]. Even for

local zone attenuation, reflections in small environments affects the control

performances, as stated in sect. 4.4. Moreover, the loudspeakers generat-

ing the disturbances might be substituted by a given velocity imposed to

one (or more) vibrating boundary wall(s) representing the fuselage panels

vibration, or could be distributed to simulate diffuse radiation. The opti-

mization might be performed with time-varying noise frequency content to

check for differences in non-stationary flight conditions with respect to sta-

tionary ones. Finally, the control algorithm itself can be changed in any of

its aspects, in order to enhance its stability, convergence rate and steady

error performances. Slightly more complicated FxLMS algorithms are the

normalized one (NFxLMS), the block-LMS and the signed-LMS [9]. Other
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possible approaches are the implementation of variable-size LMS based al-

gorithms (VSS-FxLMS) or frequency-based FxLMS algorithms. Kwong and

Johnston proposed an interesting law of adaptation of the control step-size

µ regulating it in proportion of the residual error [55]. A novel frequency-

FxLMS algorithm has been instead derived by Yang et al. [56]. Johnasson

[2] proposed a multichannel complex-LMS algorithm for turboprop and he-

licopter cabin noise attenuation, involving the use of a considerable amount

of error microphones for a cabin noise attenuation around 20dB. An instan-

taneous frequency estimation procedure can also be added: a suggestion is

given in Appendix A. In addition, results in section 4.3 show that frequency

mismatches degrade the performances, as it may be expected: a change in

the narrowband control configuration from a direct to a parallel one with two

non-acoustic sensors measures might improve the system attenuation capa-

bilities in presence of unsynchronized propellers motion.

An experimental implementation of the obtained configuration can be carried

out in order to perform a comparison with the numerical results. Deviations

are foreseen due to real life effects, in particular the pressure gradients in

the loudspeaker vicinity are expected to cause a performance degradation on

the control system [48]. The simulated loudspeaker near-field might be cor-

rected on the base of measurements to compensate for this effect (Celestinos

[23]). Another aspect to be studied is the head acoustics as well, by means

of the introduction of a mannequin or a person. The computational burden

of this control solution should be sustainable by medium cost current tech-

nology: the filters length has been kept quite low while the control sampling

frequency can be modified in a more flexible way in a real life application

with respect to the one set for this activity. Moreover, a single reference mi-

crophone has been used. However, for practical applications the secondary

sources signal computation and filters updating must be fast enough to guar-

antee the control is not delayed with respect to the problem physics, which

could be a troublesome aspects in small reverberant enclosures. This sug-

gest that a suitable environment should be considered in order to check for

the causality constraint performing realistic experimental testing. In addi-

tion, all the audio chain transfer functions will affect the secondary paths

identification while measurement errors are expected to degrade the system

performances. All these aspects may be recorded and used to critically eval-

uate the reliability of the proposed numerical simulation as an analysis tool

for the preliminary design of an active noise control system.
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Appendix A

Frequency estimation

algorithms

Narrowband ANC systems heavily rely on the quality of the estimation of

the frequency content of the noise signal. In particular, when the noise

spectrum basically consists in one predominant frequency and its multiples

embedded in broadband noise, the problem might be reduced in finding the

signal fundamental frequency behavior in time. Different approaches for the

estimation of the fundamental frequency (also known as pitch estimation /

tracking / detection) can be found in literature.

The most simple approach is the pulse counting. It is based on the fact that

signal periodicity is associated to a zero crossing. An input frequency can

then be estimated as

f =
1

2 CT
(A.1)

where CT is the time between two consecutive signal zero crossing. This

method can easily be implemented for DSP applications but it heavily suffers

from noise perturbation and does not perform well in presence of multiple

harmonics contributions

Another class of time domain methods for pitch estimation are based on the

autocorrelation ([57]). Their name derives from the fact that a periodicity

in the signal is associated to a maximum in its autocorrelation function.

In particular, the original method is based on finding an estimate of the

fundamental period τ by minimization of the expected value of the squared

error e(n)2, where

e(n) = x(n)− x(n− τ) (A.2)
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A different approach is comb filtering, which is based on the minimization

of the mean squared error [58]. Another variation of the autocorrelation

method more suitable for real-time implementation is the AMDF algorithm

[57], which requires no multiplication. These approaches still cope badly with

multiharmonic and noisy signals. An improved autocorrelation method is the

YIM method, described in [59]. Other options in time domain are based on

Hilbert transform, Haar wavelet, and generalized pencil of function (GPOF)

[60]. Adaptive frequency tracking is also an option described in [61] and [62].

Frequency domain based methods typically provide better results in terms

of estimation accuracy and robustness with respect to noise but are indeed

limited by the computational cost of the FFT implementation, so suitable

schemes for its calculation must be considered. An efficient algorithm for

DSP implementation is the sliding FFT described in [63]. Some possi-

ble approaches for IF estimation are the interpolated fast Fourier trans-

form (IFFT),the iterative weighted phase averager (IWPA) and the ESPRIT

method [65].

Parametric estimation are also an option and are described in [58] and [66].

They include Maximum Likelihood Method (MLM, or Non Linear Least

Squares Method, NLS), Recursive Bayesian methods, and harmonic sum-

mation. The latter in particular might represent a convenient choice for real

time fast implementation. In order to estimate an harmonic multicomponent

signal x(n), a periodic model of it is defined in the following form:

s(n,θ) =
L∑
l=1

Al cos(lω0n+ φl) (A.3)

With θ = [A1...AL, φ1...φL, ω0], where Ai, φi and ω0 are the unknown am-

plitudes, phases and fundamental frequency respectively of the signal. L is

the model order (which must be known a priori) while n is the discrete time

index. The estimation error is defined as

e(n) = x(n)− s(n,θ) (A.4)

In order to estimate θ, a least square based estimation can be employed

finding θ̂ minimizing the cost function

J(θ) =
N−1∑
n=0

|e(n)|2 (A.5)
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This approach is quite costly in this form. Applying Parseval’s theorem the

cost function can be rewritten as:

lim
N→∞

N−1∑
n=0

|e(n)|2 =
1

2π

∫ π

−π
|E(ω)|2dω (A.6)

Since the model signal is a sum of cosines, the error expression in frequency

domain is:

E(ω) = X(ω)− 2π
L∑
l=1

[αlδ(ω − ω0l) + α∗l δ(ω + ω0l)] (A.7)

with αl = Ai
ejφ

2
. These coefficients depending on amplitudes and phases can

be estimated as

α̂l =
1

2π
X(ω0l) (A.8)

Inserting this value in J(θ) yields

J(ω0) =
1

2π

∫ π

−π
|X(ω)|2dω − 1

π

L∑
l=1

|X(ω0l)|2 (A.9)

This leads to the conclusion that ω0 can be estimated as the frequency max-

imizing the function

Jω0 =
L∑
l=1

|X(ω0l)|2 (A.10)

Thus harmonic summation requires a finite amount of data on which compute

the DFT at certain spectral lines only. This can be efficiently implemented

on cheap hardware architecture.

A shifting FFT algorithm has been used in subsect. 2.2.4 to provide an es-

timate of the input signal instantaneous frequency. It simply consists in the

extraction of the higher frequency content by computing a FFT on time-

shifting samples of constant length N. The frequency estimate can be eval-

uated for each sample window by means of harmonic summation based on

a customized frequency grid ranging from a minimum expected value to a

maximum one with a desired accuracy. A similar spectrum peak detection -

based algorithm can be found in [64].
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